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Chapter One
Introduction

1.1 Preface

Long term evolution (LTE) 1s a standard for wireless data
communications technology and an evolution of the Global System for
Mobile/Universal Mobile Telecommunication System (GSM/UMTYS)
standards. The goal of LTE is increasing the capacity and speed of wireless
data networks using new digital signal processing (DSP) techniques and

modulations that were developed around the turn of the millennium. [1]

Single carrier Frequency Division Multiple Access (SC-FDMA) is a
frequency-division multiple access scheme. It deals with the assignment of
multiple users to a shared communication resource. It has drawn great
attention as an attractive alternative to orthogonal frequency division
multiple access (OFDMA), especially in the uplink communications where
lower peak to average power ratio (PAPR) greatly benefits the mobile
terminal in terms of transmit power efficiency and terminal costs. It has
been adopted as the uplink multiple access scheme in 3GPP LTE since its
transmitted signal has a lower peak-to-average power ratio (PAPR) than

OFDMA. [2]

Since the radio channel is highly dynamic, the transmitted signal travels
to the receiver by undergoing many detrimental effects that corrupt the
signal and often place limitations on the performance of the system.
Channel estimation (CE) techniques allow the receiver to approximate the
impulse response of the channel and explain the behavior of the channel. In
general, CE techniques can be divided into two major categories such as the
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trained and blind. The former CE algorithm requires probe sequences that
occupy valuable bandwidth whereas the latter uses the received data only.
Due of course to their self-sufficiency in training, blind CE techniques are

considered more attractive than trained based techniques [3-6].

1.2 Objectives
e Design a simulation model for SC-FDMA system using MATLAB.
e Evaluate the performance of least mean square (LMS) and variable
step size least mean square (VSS-LMS) algorithms under different
channel environments and different modulation techniques.

1.3 Problem Statement

In LTE SC-FDMA the noise and channel statistics are highly dynamic
and hard to be detected; therefore many researchers have proposed channel
estimation and equalization algorithms. However; these algorithms require
high computational complexity and the performance under high Doppler

frequencies get worse.

1.4 Methodology

Using MATLAB the SC-FDMA system will be simulated. The
performance of LMS algorithm will be evaluated compared with VSS-LMS
algorithm in different channel environments and different modulation types
by plotting the Bit Error Rate (BER) and Mean Square Error (MSE) with
the SNR for every case and compute the number of addition and

multiplication operations in the estimation process.

1.5 Thesis outlines

The thesis will be organized as follows:



In Chapter two the basic principles of Single Carrier Frequency Division
Multiple access (SC-FDMA), transmitter and receiver structure of uplink
will be described. Also propagation channel models in LTE in addition to
the generation of reference signal will be covered. In Chapter three the
model used in this work and the parameters assumption will be covered in
addition to LMS and VSS-LMS channel estimation techniques. In Chapter
four the simulations and results under different parametric conditions will
be included which shows the plots of Minimum Square Error (MSE) and
Bit Error Rate (BER) versus signal to noise ratio (SNR) using different
modulation schemes and channel models. Finally the conclusion will be

found in Chapter five followed by the recommendations and future work.
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Chapter Two
SC-FDMA Basic Principles

2.1 Introduction

This chapter covers the basic principles of SC-FDMA. Since it’s a
modified version of OFDMA; the last one will be discussed first by
reviewing both of the two multiplexing techniques, OFDM and SC/FDE,
and the differences between them. Then the two multiple access techniques,
OFDMA and SC-FDMA, will be discussed. Finally the application of SC-
FDMA in LTE uplink will be covered in details by illustrating the signal
processing operations which done for every TTI duration in addition to the

frame format used in this application.
2.2 Orthogonal Frequency Division Multiplexing (OFDM)

Orthogonal frequency division multiplexing (OFDM) is a transmission
technique that is built-up by many orthogonal carriers that transmits
simultaneously. The main idea behind OFDM is that a signal with a long
symbol duration time is less sensitive to multipath fading, than a signal with
a short symbol time. Hence, a gain in performance can be achieved by
sending several parallel symbols with a long symbol time than sending
them in a series with a shorter symbol time. [7]

OFDM transmits multiple modulated subcarriers in parallel [8]; each
occupies only a very narrow bandwidth. Since the channel affects only the
amplitude and phase of each subcarrier, equalizing each subcarrier’s gain
and phase does compensation for frequency selective fading. Generation of

the multiple subcarriers is done by performing inverse fast Fourier



transform (IFFT) processing at the transmitter on blocks of M data symbols;
extraction of the subcarriers at the receiver is done by performing the fast

Fourier transform (FFT) operation on blocks of M received samples.[9]

2.3Single Carrier with Frequency Domain Equalization

(SC/FDE)

Frequency domain equalization of single carrier modulated signals has
been known since the early 1970's. Single carrier systems with frequency
domain equalization (SC/FDE), which are combined with FFT (Fast Fourier
Transform) processing and contain the cyclic prefix, have the similar low

complexity as OFDM systems [9].
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Figure 2.1: Block diagram of OFDM and SC/FDE. [9]

From Figure 2.1 it could be seen that OFDM and SC/FDE have similar
structures, the only difference of their block diagram is the position of
Inverse Discrete Fourier Transform (IDFT), and so it could be expected that
these two have similar performance and efficiency.

However, Figure 2.2 shows differences between OFDM and SC/FDE. In

OFDM, detection of signal takes place in frequency domain; all the symbols



are allocated in the whole bandwidth, and extracted simultaneously. In
SC/FDE, due to the IDFT processing before detection, symbols are
extracted in time domain, and they are dealt with one by one.

SC/FDE has some advantages as follow:

e The inherent single carrier structure causes lower peak-to-average

power ratio (PAPR) than OFDM.

e SC/FDE has lower sensitivity to carrier frequency offset than OFDM.

e SC/FDE has similar complexity as OFDM in the receiver, and even

lower than OFDM in the transmitter, which will benefit the user
terminals.

e SC/FDE has similar performance as OFDM.[10]

PAPR is especially important for the uplink of mobile devices.
Amplifiers used in circuits today have a linear region in which they must
operate so as not to introduce signal distortion, and it is ideal to run with
maximum amplification. However, if there is a high PAPR, the device is
forced to run with lower amplification so the peak power does not lie in the
non-linear gain region. The farther these amplifiers are operated from the
peak, the less power efficient the devices become, leading to increased
power consumption and while this might not be very important for a base
station, it will reduce drain batteries on mobile devices more quickly.

Therefore it is important to keep a low PAPR on the uplink. [11]
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Figure 2.2: Differences between OFDM and SC/FDE. [10]
24 SC-FDMA and OFDMA

In cellular applications, a great advantage of OFDMA is due to its
robustness in the presence of multipath signal propagation [2]. The
immunity to multipath derives from the fact that an OFDMA system
transmits information on M orthogonal frequency carriers, each operating at

1/M times the bit rate of the information signal. On the other hand, the
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OFDMA waveform exhibits very pronounced envelope fluctuations
resulting in a high peak-to-average power ratio (PAPR). Signals with a high
PAPR require highly linear power amplifiers to avoid excessive inter
modulation distortion. To achieve this linearity, the amplifiers have to
operate with a large back off from their peak power. The result is low
power efficiency (measured by the ratio of transmitted power to dc power
dissipated), which places a significant burden on portable wireless
terminals. Another problem with OFDMA in cellular uplink transmissions
derives from the inevitable offset in frequency references among the
different terminals that transmit simultaneously. Frequency offset destroys
the orthogonality of the transmissions, thus introducing multiple access
interference.

To overcome these disadvantages, 3GPP is investigating a modified form
of OFDMA for uplink transmissions in the “long-term evolution (LTE)” of
cellular systems. The modified version of OFDMA, referred to as single
carrier FDMA (SC-FDMA). As in OFDMA, the transmitters in an SC-
FDMA system use different orthogonal frequencies (subcarriers) to transmit
information symbols. However, they transmit the subcarriers sequentially,
rather than in parallel. Relative to OFDMA, this arrangement reduces
considerably the envelope fluctuations in the transmitted waveform [2, 12-

14].
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figure2.3: Transmitter and receiver structure of SC-FDMA and OFDMA
systems.[14]

Therefore, SC-FDMA signals have inherently lower PAPR than OFDMA
signals. However, in cellular systems with severe multipath propagation, the
SC-FDMA signals arrive at a base station with substantial inter symbol
interference.

The base station employs adaptive frequency domain equalization to
cancel this interference. This arrangement makes sense in a cellular system
because it reduces the burden of linear amplification in portable terminals at
the cost of complex signal processing (frequency domain equalization) at

the base station. [2]
2.5 Application of SC-FDMA in 3GPP LTE Uplink

Since SC-FDMA is utilized in the uplink of 3GPP LTE, the
implementation of SC-FDMA in 3GPP LTE uplink will be described in this

section.
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2.5.1 SC-FDMA Transmitter

The transmitter of an SC-FDMA system converts a binary input signal to
a sequence of modulated subcarriers. To do so, it performs the signal
processing operations shown in Figure 2.4. Signal processing is repetitive in
a few different time intervals. Resource assignment takes place in transmit
time intervals (TTIs). In 3GPP LTE, a typical TTI is 0.5 ms. The TTI is
further divided into time intervals referred to as blocks. A block is the time

used to transmit all of subcarriers once. [2]
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Figure 2.4: SC-FDMA Transmitter.

2.5.1.1 LTE Frame format

In order to transfer data between LTE base station called eNodeB and
User Equipment terminals, a strict frame and sub-frame (slots) structure has
been defined for the radio interface E-UTRA (Evolved UMTS Terrestrial
Radio Access) used in LTE. Two general frame types are distinguished:

1.  Type 1 -used in both LTE FDD and TDD duplexing.

ii. Type 2 - used only in LTE TDD duplexing.
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Due to more frequent use [15], in this thesis mainly Type 1 will be
investigated.

1. Type 1 frame Format

The generic LTE frame has duration of 10 msec. It is divided into ten
sub-frames also known as TTI (Transmission Time Interval) [16]. Each
sub-frame duration 1S Teprame = 1.0 msec and it consists of two time slots.
As it shown in Figure 2.5 each frame can also be considered as a structure

divided into 20 separate time slots each with a duration of 0.5 msec.

Sub-frame 0 Sub-frame 1 Sub-frame 9

Sub-frame=1msec

N N+1

<—> Slot=0.5ms

0 1 19

A
v

Frame=10msec

Figure 2.5: Uplink frame and sub-frame format for structure type 1.

The number of symbols (consider one symbol as DFT blocks + cyclic
prefix (CP)) in one slot is determined by CP length [17]. When normal CP
is used there are seven SC-FDMA symbols per slot, but for extended CP
only six symbols can be transmitted. This is illustrated in Figure 2.6.

Comparing the TTI in LTE with the sub-frames in HSPA systems the
LTE sub-frame is two times shorter than the sub-frame in HSPA which has
duration of 2 msec. The main objective of the LTE sub-frames structure is

to provide higher data rates and smaller latency. This is achieved inter alia
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using a shorter LTE sub-frames duration so e.g. delays caused by
retransmissions are reduced.

Symbol=1msec

N

0 I 1 I 2 I 3 I 4 I 5 I 6

Normal CP: 7 SC-FDMA symbols +cyclic prefix

3 BN EN BN BN K

Extended CP: 6 SC-FDMA symbols +cyclic prefix

Figure 2.6: Symbol structure consisting of seven or six modulation symbols depending
on the cycle prefix length.

2. Type 2 LTE Frame Format

Type 2 frames are used in LTE-Time Division Duplexing systems only.
The same frame structure is used both in uplink and downlink. The
difference 1s that main frame 1s divided into two half-frames, each of five
milliseconds. One half-frame is then built up of five sub-frames of Tupframe
= 1.0msec each. One of the main advantages of using LTE-TDD systems is
the ability to dynamically change bandwidth for uplink and downlink,
depending on current needs, network load etc. [18]

In Figure 2.7, there are always some unused subcarriers at both sides of

the occupied frequency, they are considered as guard band. [10]

14



Total Bandwidth (Subcarriers)

Occupied Subcarriers

f, Frequency (Subcarrier)

Figure 2.7: Physical Mapping of one block in RF frequency domain [10].
2.5.1.2 Modulation

At the input to the transmitter, a baseband modulator transforms the
binary input to a multilevel sequence of complex numbers x, in one of
several possible modulation formats including binary phase shift keying
(BPSK), quaternary PSK (QPSK), 16 level quadrature amplitude
modulation (16-QAM) and 64-QAM. The system adapts the modulation
format, and thereby the transmission bit rate, to match the current channel
conditions of each terminal. [19]

The modulation schemes used in 3GPP LTE uplink are BPSK, QPSK,
8PSK and 16QAM [12].

2.5.1.3 N Point DFT
The transmitter next groups the modulation symbols, x, into blocks each
containing N symbols. The first step in modulating the SC-FDMA

subcarriers is to perform an N-point discrete Fourier transform (DFT), to

produce a frequency domain representation Xy of the input symbols. [19]
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2.5.1.4 Subcarrier Mapping
There are two types of subcarrier mapping in an SC-FDMA system,
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Figure 2.8: Localized and Distributed subcarrier mapping [20].

(LFDMA) and distributed (DFDMA). In LFDMA, the K outputs of the
DFT block from a particular terminal are mapped to a chunk of K adjacent
sub carriers, whereas in DFDMA the symbols are mapped to subcarriers
which are equally spaced across a particular part of the (or the entire)
bandwidth. Interleaved SC-FDMA (IFDMA) is a special case of DFDMA,
where the chunk of K subcarriers occupies the entire bandwidth with a
spacing of J -1 subcarriers. In both of the subcarrier allocation methods, the

transmitter assigns zero amplitude to the remaining N ,,-K unused
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subcarriers. Figure 2.8 illustrates the different types of subcarrier mapping
methods.

Figure 2.9 demonstrates an example of the two different SC-FDMA
subcarrier mapping method, for K = 3 symbols per block, N = 9
subcarriers, and J = 3 user terminals. The input time domain symbols from
user terminal J, are up; uy; and u,, and Uy; U;; and U, represent the outputs
of the DFT blocks.[20]

In localized mapping, outputs of the DFT blocks will occupy the
subcarriers 0; 1; and 2, and the rest of the subcarriers will have zero
amplitude. In a similar manner the DFT outputs from user J1 and J2 will
each occupy 3 subcarriers, starting with subcarrier number 3 and 6,
respectively. In the Interleaved mapping, the DFT outputs from terminal JO
will be uniformly distributed among the 9 subcarriers starting with the 0™
one, and 3- 1 = 2 zeros will be assigned to the subcarriers in between the
occupied ones. Similarly, the DFT outputs from user terminal J; and J, will
each occupy 9 equally spaced subcarriers starting with subcarrier number 1

and 2, respectively. [20]
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Figure 2.9: An example of localized and interleaved subcarrier mapping method
[19].

In LTE uplink each of the N DFT outputs is mapped to one of the M> N
orthogonal subcarriers that can be transmitted. As in OFDMA, a typical
value of M 1s 256 subcarriers and N = M/Q is an integer sub multiple of M.
Q 1s the bandwidth expansion factor of the symbol sequence. If all terminals
transmit N symbols per block, the system can handle Q simultaneous
transmissions without co channel interference. The result of the subcarrier
mapping is the set "X 1 (1=0, 1,2, ..., M — 1) of complex subcarrier
amplitudes, where N of the amplitudes are non-zero[19]. Figure 2.10

illustrates subcarrier mapping in SC-FDMA for k users.
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Figure 2.10: SC-FDMA system subcarrier mapping block diagram [21].

2.5.1.5 M Point IDFT

An M-point inverse DFT (IDFT) transforms the subcarrier amplitudes to
a complex time domain signal "X,. Each "X, then modulates a single
frequency carrier and all the modulated symbols are transmitted

sequentially. [19]

2.5.1.6 Cyclic Prefix (CP)

The transmitter performs two other signal processing operations prior to
transmission. It inserts a set of symbols referred to as a cyclic prefix (CP).
The transmitter also performs a linear filtering operation referred to as pulse

shaping in order to reduce out of band signal energy.

The cyclic prefix is a repetition of the last data symbols in a block which
is added at the start of each block. Its length in data symbols exceeds the
maximum expected delay spread.

Utilizing a cyclic prefix is an efficient method to prevent IBI (Inter-Block
Interference) between two successive blocks. In general, CP is a copy of the
last part of the block. The existence of CP has a double effect preventing
IBI [9, 19].
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1. CP provides a guard time between two successive blocks. If the
length of CP is longer than the maximum spread delay of channel,
there won't be any IBI.

2. Because CP is a copy of the last part of the block, it will avoid the
ICI (Inter Carrier Interference) between subcarriers.

However, the drawback of the cyclic prefix is that it doesn't carry any

new information, so it will lower the efficiency of the transmission. [10]
2.5.2 SC-FDMA Receiver

Just like the transmitter, the two major computations required to get back
the transmitted symbols in an SC-FDMA receiver are the DFT and IDFT. In
an SC-FDMA receiver, after discarding the cyclic prefix, the DFT block
transforms the received time domain signal into the frequency domain.
Afterwards, subcarrier de-mapping is done following the same method
(distributed, localized or interleaved) in which subcarrier mapping was done
in the transmitter. Next, an equalizer compensates for the distortion caused
by the multipath propagation channel. After the equalization process, the
IDFT block transforms the signal into the time domain, and finally, a

detector recovers the original transmitted symbols.

The equalization process in an SC-FDMA receiver is done in the
frequency domain. Frequency domain equalization is one of the most
important properties of SC-FDMA technology. Conventional time domain
equalization approaches for broadband multipath channels are not
advantageous because of the complexity and required digital signal
processing increases with the increase of the length of the channel impulse

response. Frequency domain equalization, on the other hand, is more
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computationally efficient and therefore desirable because the DFT size does
not grow linearly with the length of the channel impulse response. Most of
the time domain equalization techniques such as Minimum Mean Squared
Error Equalization (MMSE), Decision Feedback Equalization (DFE), and

turbo equalization can be implemented in the frequency domain. [20]
2.6 Channel Model

The realistic channel model for wireless communication is essential for
the analysis, design and deployment of the communication systems. The
correct knowledge of the mobile channel models are significant for testing,
optimization and performance improvements signal processing algorithms.
Wireless communication has the phenomenon named multi path fading.
This is because of reflection from objects when the signal is transmitted in
the channel. As a result signal reaches the receiver by two or more paths

with some delay as shown in the figure 2.11 [23 - 26].

N e e
AR IEES Lh

Figure 2.11: Channel Model. [23]

Multipath propagation will be modeled as
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yn) =h;s(n—ty) + hys(n—1t,) + -+ hps(n —tp) + W(n) (2.1)
Where:

y(n) is the received signal.

ht are the channel coefficient.

s(n) is the transmitted signal.

hrs(n-tr) is delayed version of transmitted signal due to reflection.

w(n) is additive noise.

Noise is usually measured by SNR (Signal to Noise Ratio), which is
defined as the ratio of the received signal power to the power of noise
within the bandwidth of the transmitted signal s(n) . To make the simulation
close to reality some kind of channel model should be chosen. There are
different channel models like Rayleigh fading channel and Rician. In
Rayleigh fading channel, there is no line of sight between transmitter and
receiver and channel taps are independent where as in Rician fading

channel, the fading dips are low due to presence of line of sight. [23]
2.6.1 Multipath Propagation Channel

The received signal affected by different propagation paths. These paths
are called channel taps. Which cause different delayed versions of
transmitted signal as described in equation (2.1). The intensity of a received
signal through multi path as a function of time delay called power delay
profile (PDP). PDP is an important channel characteristic parameter which
is necessary for receiving techniques such as Minimum Mean-Square Error

(MMSE) channel estimation. Researchers try to obtain the information of
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PDP through extensive field measurements and numerical simulations but
these measurements hardly provide accurate PDP information since the

radio propagation environment is always changing [9]. [23]
2.6.2 Propagation aspects and Parameters

The behavior of a multipath channel needs to be characterized in order to
model the channel. The concepts of Doppler spread, coherence time, and
delay spread and coherence bandwidth are used describe various aspects of

the multipath channel.
2.6.2.1 Delay Spread

To measure the performance capabilities of a wireless channel, the time
dispersion or multipath delay spread related to small scale fading of the
channel needs to be calculated in a convenient way. One simple measure of
delay spread is the overall extent of path delays called the excess delay
spread. This is only convenient way because different channels with the
same excess delays can exhibit different power profiles which have more or
less impact on the performance of the system under consideration. A more
efficient method to determine channel delay spread is the root mean square
(rms) delay spread (t,ms) Which is a statistical measure and gives the spread
of delayed components about the mean value of the channel power delay
profile. Mathematically, rms delay spread can be described as second
central moment of the channel power delay profile [29] which is written as

follows:

1IY=_1pn( n— m)z
Trms = \/ Cn (2.2)

yN-1p,
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Where (T;ms ) is the mean excess delay.[27]

2.6.2.2 Coherence Bandwidth

When the channel behavior is studied in frequency domain than
coherence bandwidth Af is of concern. The frequency band, in which the
amplitudes of all frequency components of the transmitted signal are
correlated, i.e., with equal gains and linear phases, is known as coherence

bandwidth of that channel [30].

The channel behavior remains invariant over this bandwidth. The
coherence bandwidth varies in inverse proportion to the delay spread. A
multipath channel can be categorized as frequency flat fading or frequency

selective fading in the following way.

Frequency flat fading: A channel is referred to as frequency flat if the
coherence bandwidth Af>>B, where B is the signal bandwidth. All
frequency components of the signal will experience the same amount of

fading.

Frequency selective fading: A channel is referred to as frequency
selective if the coherence bandwidth Af<= B. In this case different

frequency components will undergo different amount of fading. The
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channel acts as a filter since the channel coherence bandwidth is less than

the signal bandwidth; hence frequency selective fading takes place [28].
2.6.2.3 Doppler Spread

The Doppler spread arises due to the motion of mobile terminal. As the
UE moves the length of path between transmitter and receiver changes, as a
result the amplitude, phase and filtering applied to the transmitted signal
vary with time according to the mobile speed. For an unmodulated carrier,
the output is time varying and has nonzero spectral width which is Doppler
spread. For a single path between the mobile terminal and the base station,
there will be zero Doppler spread with a simple shift of the carrier
frequency (Doppler frequency shift) at the base station. The Doppler
frequency depends on the angle of movement of the mobile terminal

relative to the base station [23, 27 and 29].
2.6.2.4 Coherence Time

The time over which the characteristics of a channel do not change
significantly is termed as coherence time. The reciprocal of the Doppler
shift is described as the coherence time of the channel. Mathematically we
can describe coherence time as follows:

Tc=1/2nvrms , where vrms is root mean square vale of Doppler spread.
The coherence time is related to the power control schemes, error correction
and interleaving schemes and to the design of channel estimation techniques

at the receiver [27].

2.6.3 Standard Channel models

Standard channel models can be developed by setting up frame work for
generic channel models and finding set of parameters that need to be
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determined for the description of the channel. The other method is to set up
measurement campaigns and extracting numerical values of parameters and

their statistical distributions [30].

When designing LTE, different requirements are considered; User
Equipment (UE) and Base Station (BS) performance requirements which
are crucial part of LTE standards, Radio Resource Management (RRM)
requirements to ensure that the available resources are used in an efficient
way to provide end users the desired quality of service, the RF performance
requirements to facilitate the existence of LTE with other systems (e.g.,
2G/3G) systems. The standard channel models play a vital role in the
assessment of these requirements. In the following section, some standard
channel models are discussed which are used in the design and evolution of

the UMTS-LTE system [27, 31].
2.6.3.1 ITU Multipath Channel Models

The ITU standard multipath channel models proposed by ITU used for
the development of 3G 'IMT-2000" group of radio access systems are
basically similar in structure to the 3GPP multipath channel models. The
aim of these channel models is to develop standards that help system
designers and network planners for system designs and performance
verification. Instead of defining propagation models for all possible
environments, [TU proposed a set of test environments that adequately span

the all possible operating environments and user mobility [27, 32].
I. ITU Pedestrian A, B

The mobile speed is considered to be 3 km/h in each of these cases. For

Pedestrian models the base stations with low antennas height are situated
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outdoors while the pedestrian user are located inside buildings or in open
areas. Fading can follow Rayleigh or Rician distribution depending upon
the location of the user. The number of taps in case of Pedestrian-A model
is 3 while Pedestrian-B has 6 taps. The average powers and the relative
delays for the taps of multipath channels based on ITU recommendations

are given in table 2.1. [27, 32]

Table 2.1: Average Powers and Relative Delays of ITU multipath Pedestrian-A and

Pedestrian-B cases. [23]

Pedestrian-A Pedestrian-B
Tap No. Relative Average Relative Average
Delay(ns) Power(dB) Delay(ns) Power(dB)

1 0 0.0 0 0.0

2 110 -9.7 200 -0.9
3 190 -19.2 800 -4.9
4 410 -22.8 1200 -8.0
5 NA NA 2300 -7.8
6 NA NA 3700 -23.9

II. ITU Vehicular-A (V-30, V-120 and V-350)

The vehicular environment is categorized by large macro cells with

higher capacity, limited spectrum and large transmits power. The received
signal is composed of multipath reflections without LOS component. The
received signal power level decreases with distance for which pass loss
exponent varies between 3 and 5 in the case of urban and suburban areas. In

rural areas path loss may be lower than previous while in mountainous
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areas, neglecting the path blockage, a path loss attenuation exponent closer

to 2 may be appropriate.

For vehicular environments, we used the ITU vehicular-A channel
models in our work. The mobile speed considered is 30 km/h, 120 km/h and
350 km/h. The propagation scenarios for LTE with speeds from 120 km/h
to 350 km/h are also defined in [43] to model high speed scenarios (e.g.,
high speed train scenario at speed 350km/h). The maximum carrier
frequency over all frequency bands is =2690 MHz and the Doppler shift at
speed v=350 km/h 1s 900 Hz. The average powers and the relative delays
for the taps of multipath channels based on ITU recommendations are given

in table 2.2. [27], [32]

Table 2.2 Average Powers and Relative Delays for ITU Vehicular-A Test

Environment. [23]

Vehicular-A Vehicular-B
Tap No. Relative Average Relative Average
Delay(ns) Power(dB) Delay(ns) Power(dB)
1 0 0 0 -2.5
2 310 -1 300 0.0
3 710 -9 8900 -12.8
4 1090 -10 12900 -10.0
5 1730 -15 17100 -25.2
6 2510 -20 20000 -16.0
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2.6.3.2 Extended I'TU models

The analysis done by ITU-R showed that evolution of 3G systems to
future generation networks will require technology changes on large scale
while new quality of service (QoS) requirements will require increased
transmission bandwidth. So LTE channel models require more bandwidth
as compared to UMTS channel models to account that fact that channel
impulses are associated to the delay resolution of the receiver. The LTE
channel models developed by 3GPP are based on the existing 3GPP channel
models and ITU channel models. The extended ITU models for LTE were
given the name of Extended Pedestrian-A (EPA), Extended Vehicular-A
(EVA) and Extended TU (ETU). These channel models are classified on the
basis of low, medium and high delay spread where low delay spreads are
used to model indoor environments with small cell sizes while medium and
high delay spreads are used to model urban environments with large cells.
The high delay spread models are according to Typical Urban GSM model
[43]. The power delay profiles for these channel models are given in tables

2.3,2.4 and 2.5, respectively [27, 33].

Table 2.3: Power Delay Profiles for Extended ITU Pedestrian-A Model. [27]

Tap No. Average Power (dB) | Excess Delay(ns)
1 0.0 0.0
2 -1.0 30
3 -2.0 70
4 -3.0 80
5 -8.0 110
6 -17.2 190
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-20.8

410

Table 2.4: Power Delay Profiles for Extended ITU Vehicular-A Model. [27]

Tap No. Average Power (dB) | Excess Delay(ns)

1 0.0 0

2 -1.5 30

3 -1.4 150
4 -3.6 310
5 -0.6 370
6 9.1 710
7 -7.0 1090
8 -12.0 1730
9 -16.9 2510

Table 2.5: Power Delay Profiles for Extended Typical Urban Model. [27]

Tap No. Average Power (dB) | Excess Delay(ns)

1 -1 0

2 -1 50

3 -1 120
4 0 200
5 0 230
6 0 500
7 -3 1600
8 -5 2300
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9 -7 5000

2.7 Channel Estimation

Channel estimation is a vital part of receivers designs used in mobile
communication systems. The effect of the channel on the transmitted
information must be estimated in order to recover the transmitted
information correctly. The estimation of channel effects is often based on an
approximate underlying model of the radio propagation channel. The
receiver can precisely recover the transmitted information as long as it can
keep track of the varying radio propagation channels [27, 44]. Channel

estimator can be one dimension or two dimension estimator.
2.7.1 1 D estimator

An estimator that only uses information from one dimension; either time
or frequency is referred to as a 1D estimator [22]. For example: Least

Square(LS), FIR algorithm, LMMSE, and Gauss-Markov estimator. [10]
2.7.1.2 2D estimator

The meaning of 2D estimators is to estimate unknown data from the
information both in time and frequency domain simultaneously. In
frequency domain, all the pilot symbols in short blocks are known; the next
step is to interpolate unknown data from two pilot symbols at the same
frequency. Hence, 2D estimators are not necessary in our case; it will give

the same result as 1D estimators, but having higher complexity. [10]
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2.7.1.3 Adaptive estimator

Some calculations of the above channel estimators require knowledge of
channel correlations Rymr . Moreover, the statistics of channels in real
world change over time. To avoid these drawbacks, the adaptive estimator
which is able to update parameters of the estimator continuously was
introduced, so that knowledge of channel and noise statistics is not required.

[10]
2.8 Literature Review

Several CE techniques have been proposed for LTE SCFDMA systems
in the last years:

In 2007, A. ncora and etal has proposed the least square (LS) channel
estimation method to minimize the squared differences between the
received and estimated signal. This method is widely used in equalization
and filtering applications because it does not require knowledge of channel,
however, the statistics of channels in real world change over time. Also the
inversion of the large dimensional square matrix turns out to be 1ill-
conditioned in the straight application of the LS estimator. [34]

In 2008, L. A. M. R. D. Temino and etal has proposed two dimensional
based on Waiener filtering pilot symbol aided CE. It has a good
performance; however, it is more complex and requires accurate knowledge

of second order channel statistics.[35]

In 2012, Yongkui Ma and etal has proposed the least mean square
(LMS) method, its normalized version (NLMS) and recursive least square
(RLS) CE algorithms. In these methods the estimators update coefficients

continually and do not need prior knowledge of channel statistics; however,
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for high Doppler frequencies the performance of LMS and NLMS get
worse than RLS but the last one needs longer filter for better performance.

Also RLS is more complex than LMS and NLMS methods. [36]

In 2010, adaptive LMS channel estimation algorithms have been proposed
for LTE uplink by Md. Masud RANA and etal. This algorithm uses
adaptive estimator which is able to update parameters of the estimator
continuously by periodically transmitting a training sequence which is

known to the receiver. [37]

In December 2010, they have proposed the variable step size least mean
square VSS-LMS CE. This time-varying step size method is re-selected at
each iteration to minimize the sum of the squares of the prior estimation
errors up to that current time point. Although this CE algorithm has good
performance, MSE and convergence towards true channel coefficient as
well as BER performance However, it requires high computational

complexity. [38]

In this project an adaptive LMS based Channel Estimation Methods will
be focused on since it does not require prior knowledge of channel statistics

or noise and simple for practical implementation.
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Chapter Three

System Design and Modeling

3.1 Introduction

MATLAB is a high performance language which has easy to use
environment and has many build in functions which is used in this work to
steer clear of long code.

Using MATLAB the SC-FDMA system shown in figure 4.1 will be
modeled. LMS and VSS-LMS will be applied for estimating the channel

coefficients.

This chapter covers the SC-FDMA block diagram used in this work
with some details in the channel estimation algorithms since it’s the main

point of the work. In addition to the parameters and assumption used here.

3.2 Simulation Assumption and Parameters

When using SC-FDMA under LTE umbrella some parameters must be
adjusted according to 3GPP specifications. The specifications used in this
project for the system are shown in table 3.land the assumptions for the
channel estimation algorithms are shown in table 3.2.

Table 3.1: System assumptions.

Systems parameter Assumption
System bandwidth 5 MHz
Sampling frequency 7.68 MHz
Subcarrier spacing 9.765 kHz (5 MHz/512)
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Modulation data type

BPSK,QPSK,16QAM

FFT size 16
Subcarrier mapping IFDMA
scheme
IFFT size 512
Cyclic Prefix normal
Frame Type Type 1
Antenna Configuration SISO
Pilot Spacing 6

Channel model

Extended Pedestrian-A

Maximum Doppler shift 5,50, 500 Hz
Pilot Zadoff Chu
Equalization Zero Force

Channel Estimation

LMS, VSS-LMS

Table 3.2: Channel Estimation Algorithms’ assumptions.

Channel Estimation Assumption Channel Estimation
Algorithm parameter Algorithm
n 6.0000e-004 LMS
Mo Nmax VSS-LMS
o 0.97 VSS-LMS
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B 0.99 VSS-LMS

Y 7e-8 VSS-LMS

Nmin 0 VSS-LMS

Nimax 7e-004 VSS-LMS
Number of iterations 300 LMS/VSS-LMS

3.3 SC-FDMA

In order to model the SC-FDMA system shown in figure 3.1 a sequence
of bits are generated, no matter if they are represent data or voice since we
concern only about delivering them correctly. Using frame 1 as a frame
type the data is concatenated. Then the data is modulated using types
mentioned in table 3.1 (two types of modulation was used to obtain
different data rates so as to get different cases for analysis). The symbols
are then transferred to the frequency domain using Fourier transform in
order to mapping them by IFDMA mapping and convert them to the time
domain to add the cyclic prefix to them which is represents the final step in

the transmitter.

The transmitted data is then sent via the channel, also here in this work
three types of channel models are used in order to get three different cases
according to Doppler shifts and delay and power gain for every tap in that
model. In addition to channel, a noise is added to the data before the

receiver obtain it.

In the receiver the reverse operations are made. The cyclic prefix was
removed then the mapping was restored by transforming the data to the

frequency domain. In this time another operation, channel estimation, is
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inserted before transforming the data back to the time domain. In this work
two types of them are used in order to evaluate their performance. The
channel estimation techniques are discussed in details in the next section.
The symbols are then demodulated according to the modulation type used

for that case.

Bit Stream Bit Stream
. Demodulation
Modulation
y N-Point IDFT
N-Point DFT
¢
CE and
2 equalization
Mappin
pping ¥
Mapping Restore
i Multipath
i AWGN
M-Point IDFT Fading o L
Channel oise M-Point DFT
l :
Add Cyclic Prefix Synchronization
(CP) and remove CP

Figure 3.1: LTE SC-FDMA Block diagram.
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3.4 Channel Estimation
The LMS and VSS-LMS channel estimation algorithms will be covered
in this section 1n details since i1t will be used in this work.

3.4.1 LMS algorithm

Stochastic gradient based adaptive algorithms, such as the least mean
square (LMS) one, are the most popular in adaptive filtering applications,
due to its low computational complexity and very good stability
characteristic. Moreover, in the LMS algorithm a previous knowledge of the
process statistics is not required [39]. Such advantages make the LMS
algorithm adequate for system identification, noise canceling, echo
canceling, channel equalization, among other applications [40]. The
standard LMS uses a fixed adaptation step size, determined by considering

a tradeoff between convergence rate and misadjustment.[41]

If:
s(m) is the transmitted signal
z(m) is the additive white Gaussian noise (AWGN)
W(m) is the channel coefficients
The output from the channel can be expressed as:
r(m) = WT(m)s(m) + z(m) (3.1)

The output of the adaptive filter is:

y(m) = W5 (m)s(m) (3.2)

Where: W (m) is the estimated channel coefficients at time m.
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The priori estimated error signal needed to update the weights of the

adaptive filter is:
e(m) = r(m) —y(m) = Wr(m)s(m) + z(m) — WS,(m)s(m)  (3.3)

This error signal is used by the CE to adaptively adjust the weight vector
so that the MSE is minimized. If w (m) is the tap-weight vector at the m™

iteration then the following recursive equation may be used to update W

(m):

West(m +1) = West(m) + ﬂS(m)e*(m) (3.4)

Where Wy (m+1) denotes the weight vector to be computed at iteration
(m + 1) and n is the LMS step size which is related to the rate of
convergence. The smaller step size means that a longer reference or training
sequence is needed, which would reduce the payload and hence, the
bandwidth available for transmitting data. The term [ ns(m)e* (m) ]
represents the correction factor or adjustment that is applied to the current
estimate of the tap-weight vector. The iterative procedure is started with an
initial guess W (0). The detail steps of this CE algorithm are shown in
Figure 3.2. [38]
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Set LTE uplink and Channel parameters

)

Read the received signal

A

Synchronization, remove CP, FFT
and subcarrier demapping

'

Initialize channel coefficient

»
»

y

Compute combiner output from
received signal and channel coefficients

A4

Compute estimation error between the
received signal and combiner output

l

Update channel
coefficient

Is the estimation
error zero?

Save estimated
channel coefficient

Figure 3.2: Flow Chart of LMS Channel Estimation technique.
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3.4.2  Variable Step Size (VSS)-LMS Algorithm

The VSS-LMS algorithm involves one additional step size update
equation compared with the standard LMS algorithm. The VSS algorithm is
[30], [19]

n(m +1) = an(m) + yP?(m) (3.5)

P(m) = BP(m) + (1 — Be’ (m)e(m — 1) (3.6)

Where 0 <a < 1,0 <pB <1, and y > 0. When the channel is fast time-
varying then algorithm cannot accurately measure the autocorrelation
between estimation error to control step size update. Control parameters o
and P need to be adjusted for a better performance [38]. The detail steps of
this CE algorithm is shown in figure 3.3
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Figure 3.3: Flow chart of VSS-LMS Channel Estimation technique.
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Chapter Four

Results and Discussion

4.1 Introduction

In this chapter the performance of LMS and VSS-LMS algorithms will
be analyzed in different channel environments and different modulation
techniques in terms of Bit Error Rate (BER) and Mean Square Error (MSE),
by plotting BER and MSE with the SNR for each case, and compute the
complexity, number of addition and multiplication operations in the

estimation process.
4.2 Bit Error Rate (BER) Analysis

Bit Error Rate (BER) is an essential parameter for performance
evaluation. In this section, the BER of LMS and VSS-LMS channel
estimation algorithms is evaluated as a function of SNR. The system was
tested under SNR from 0-30dB, LMS’s BER is plotted using solid line with
star marker and VSS-LMS’s one is plotted with dotted line with square
marker. The performance was evaluated under eight different cases, two
different modulation methods (BPSK and QPSK) and different channel
environments (AWGN, Rayleigh fading channels with Doppler shifts= 5,
50 and 500 Hz).
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Figure 4.1: BER of LMS and VSS-LMS algorithms as a function of SNR
(AWGN, BPSK).

Figure 4.1 shows the BER as a function of SNR for the LMS and VSS-
LMS algorithms when using BPSK as the modulation technique and
passing the signal through AWGN before it reached the receiver. As it is
noticeable, at low SNR(less than 6 dB) the BER for both of the algorithms
are almost the same. For higher SNR (greater than 6 dB) the BER for VSS-
LMS is better than LMS algorithm, the higher the SNR the better BER for
the VSS-LMS as compared to LMS one. In addition to that at SNR greater
than 14 dB both of algorithms has BER equal to zero.
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Figure 4.2: BER of LMS and VSS-LMS algorithms as a function of SNR
(AWGN, QPSK).

Figure 4.2 shows the BER as a function of SNR for the LMS and VSS-
LMS algorithms when using QPSK as the modulation technique and
passing the signal through AWGN before it reached the receiver. As it is
noticeable, at low SNR(less than 6 dB) the BER for both of the algorithms
are almost the same. For higher SNR (greater than 6 dB) the BER for VSS-
LMS is better than LMS algorithm, the higher the SNR the better BER for
the VSS-LMS as compared to LMS one. In addition to that at SNR greater
than 16 dB both of algorithms has BER equal to zero.
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Figure 4.3: BER of LMS and VSS-LMS algorithms as a function of SNR
(Rayleigh channel with Doppler shift=5Hz, BPSK).

Figure 4.3 shows the BER as a function of SNR for the LMS and VSS-
LMS algorithms when using BPSK as the modulation technique and
Rayleigh fading channel as a channel model with maximum Doppler
shift=5Hz. As it is clear, at low SNR(less than 6 dB) the BER for both of
the algorithms are almost the same. For higher SNR (greater than 6 dB) the
BER for VSS-LMS is better than LMS algorithm. In SNR greater than 12

dB VSS-LMS has BER equal to zero, while the BER of LMS equal to zero
for SNR greater than 16 dB.
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Figure 4.4: BER of LMS and VSS-LMS algorithms as a function of SNR
(Rayleigh channel with Doppler shift=5Hz, QPSK).

Figure 4.4 shows the BER as a function of SNR for the LMS and VSS-
LMS algorithms when using QPSK as the modulation technique and
Rayleigh fading channel as a channel model with maximum Doppler
shift=5Hz. As it is clear, at low SNR(less than 10 dB) the BER for both of
the algorithms are almost the same. For higher SNR (greater than 10 dB)
the BER for VSS-LMS is better than LMS algorithm.
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Figure 4.5: BER of LMS and VSS-LMS algorithms as a function of SNR
(Rayleigh channel with Doppler shift=50Hz, BPSK).

Figure 4.5 shows the BER as a function of SNR for the LMS and VSS-
LMS algorithms when using BPSK as the modulation technique and
Rayleigh fading channel as a channel model with maximum Doppler
shift=50Hz. In this figure VSS-LMS is better than LMS algorithm for SNR
greater than 4 dB. In SNR greater than 16 dB both of algorithms has BER

equal to zero.
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Figure 4.6: BER of LMS and VSS-LMS algorithms as a function of SNR
(Rayleigh channel with Doppler shift=50Hz, QPSK).

Figure 4.6 shows the BER as a function of SNR for the LMS and VSS-
LMS algorithms when using QPSK as the modulation technique and
Rayleigh fading channel as a channel model with maximum Doppler
shift=50Hz. As it is clear, at SNR less than 10 dB the BER for both of the
algorithms are almost the same. For higher SNR (greater than 10 dB) the
BER for VSS-LMS is better than LMS algorithm, the higher the SNR the
better BER of VSS-LMS compared to LMS one.
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Figure 4.7: BER of LMS and VSS-LMS algorithms as a function of SNR
(Rayleigh channel with Doppler shift=500Hz, BPSK).

Figure 4.7 shows the BER as a function of SNR for the LMS and VSS-
LMS algorithms when using BPSK as the modulation technique and
Rayleigh fading channel as a channel model with maximum Doppler
shift=500Hz. In this case the BER is greater for both algorithms if it is
compared to the previous ones; however, the difference between the
performances of VSS-LMS and LMS is more obvious especially at SNR
greater than 10dB. At SNR greater than 24dB the BER of VSS-LMS is
equal to zero while BER of LMS doesn’t reach 0.01 till the end of
simulation(SNR=30dB).
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Figure 4.8: BER of LMS and VSS-LMS algorithms as a function of SNR
(Rayleigh channel with Doppler shift=500Hz, QPSK).

Figure 4.8 shows the BER as a function of SNR for the LMS and VSS-
LMS algorithms when using QPSK as the modulation technique and
Rayleigh fading channel as a channel model with maximum Doppler
shift=500Hz. As it is clear, at SNR less than 8 dB the BER for both of the
algorithms are almost the same. For higher SNR (greater than 8 dB) the
BER for VSS-LMS is better than LMS algorithm, the higher the SNR the
better BER of VSS-LMS compared to LMS one.
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4.3 Mean Square Error (MSE) Analysis

Mean Square Error (MSE) is an important parameter for performance
evaluation. In this section, the MSE of LMS and VSS-LMS channel
estimation algorithms is evaluated versus SNR. The system was

experienced under the same eight cases of BER ones.
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Figure 4.9: MSE of LMS and VSS-LMS algorithms as a function of SNR
(AWGN, BPSK).

Figure 4.9 shows the MSE as a function of SNR for the LMS and VSS-
LMS algorithms when using BPSK as the modulation technique and
passing the signal through AWGN before it reached the receiver. As it is
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noticeable, at low SNR(less than 6 dB) the BER for both of the algorithms
are almost the same. For higher SNR (greater than 6 dB) the MSE for VSS-
LMS is better than LMS algorithm, the higher the SNR the better MSE for
the VSS-LMS as compared to LMS one. In addition to that at SNR greater
than 14 dB both of algorithms has MSE equal to zero.
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Figure 4.10: MSE of LMS and VSS-LMS algorithms as a function of
SNR (AWGN, QPSK).

Figure 4.10 shows the MSE as a function of SNR for the LMS and VSS-
LMS algorithms when using QPSK as the modulation technique and
passing the signal through AWGN before it reached the receiver. As it is
noticeable, at low SNR(less than 6 dB) the MSE for both of the algorithms
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are almost the same. For higher SNR (greater than 6 dB) the MSE for VSS-
LMS is better than LMS algorithm, the higher the SNR the better MSE for
the VSS-LMS as compared to LMS one. In addition to that at SNR greater
than 16 dB both of algorithms has MSE equal to zero.
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Figure 4.11: MSE of LMS and VSS-LMS algorithms as a function of
SNR (Rayleigh channel with Doppler shift=5Hz, BPSK).

Figure 4.11 shows the MSE as a function of SNR for the LMS and VSS-
LMS algorithms when using BPSK as the modulation technique and
Rayleigh fading channel as a channel model with maximum Doppler
shift=5Hz. As it is clear, at low SNR(less than 6 dB) the MSE for both of
the algorithms are almost the same. For higher SNR (greater than 6 dB) the
MSE for VSS-LMS is better than LMS algorithm. In SNR greater than 12
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dB VSS-LMS has MSE equal to zero, while the MSE of LMS equal to zero
for SNR greater than 16 dB.
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Figure 4.12: MSE of LMS and VSS-LMS algorithms as a function of SNR
(Rayleigh channel with Doppler shift=5Hz, QPSK).

Figure 4.12 shows the MSE as a function of SNR for the LMS and VSS-
LMS algorithms when using QPSK as the modulation technique and
Rayleigh fading channel as a channel model with maximum Doppler
shift=5Hz. As it is clear, at low SNR(less than 10 dB) the MSE for both of
the algorithms are almost the same. For higher SNR (greater than 10 dB)
the MSE for VSS-LMS is better than LMS algorithm.
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Figure 4.13: MSE of LMS and VSS-LMS algorithms as a function of
SNR (Rayleigh channel with Doppler shift=50Hz, BPSK).

Figure 4.13 shows the MSE as a function of SNR for the LMS and VSS-
LMS algorithms when using BPSK as the modulation technique and
Rayleigh fading channel as a channel model with maximum Doppler
shift=50Hz. In this figure VSS-LMS is better than LMS algorithm for SNR
greater than 6 dB. In SNR greater than 16 dB both of algorithms has BER

equal to zero.
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Figure 4.14: MSE of LMS and VSS-LMS algorithms as a function of
SNR (Rayleigh channel with Doppler shift=50Hz, QPSK).

Figure 4.14 shows the MSE as a function of SNR for the LMS and VSS-
LMS algorithms when using QPSK as the modulation technique and
Rayleigh fading channel as a channel model with maximum Doppler
shift=50Hz. As it 1s clear, at SNR less than 10 dB the MSE for both of the
algorithms are almost the same. For higher SNR (greater than 10 dB) the
MSE for VSS-LMS is better than LMS algorithm, the higher the SNR the
better MSE of VSS-LMS compared to LMS one.
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Figure 4.15: MSE of LMS and VSS-LMS algorithms as a function of
SNR (Rayleigh channel with Doppler shift=500Hz, BPSK).

Figure 4.15 shows the MSE as a function of SNR for the LMS and VSS-
LMS algorithms when using BPSK as the modulation technique and
Rayleigh fading channel as a channel model with maximum Doppler
shift=500Hz. In this case the MSE is greater for both algorithms if it is
compared to the previous ones; however, the difference between the
performances of VSS-LMS and LMS is more obvious especially at SNR
greater than 10dB. At SNR greater than 24dB the MSE of VSS-LMS is
equal to zero while MSE of LMS doesn’t reach 0.01 till the end of
simulation(SNR=30dB).

60



—B— VSS-LMS ||

MSE
}Z
+

10_1 \E\E\ﬂ
10°
0 5 10 15 20 25 30

SNR [dB]

Figure 4.16: MSE of LMS and VSS-LMS algorithms as a function of
SNR (Rayleigh channel with Doppler shift=500Hz, QPSK).

Figure 4.16 shows the MSE as a function of SNR for the LMS and VSS-
LMS algorithms when using QPSK as the modulation technique and
Rayleigh fading channel as a channel model with maximum Doppler
shift=500Hz. As it is clear, at SNR less than 8 dB the MSE for both of the
algorithms are almost the same. For higher SNR (greater than 8 dB) the
MSE for VSS-LMS is better than LMS algorithm, the higher the SNR the
better MSE of VSS-LMS compared to LMS one.
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4.4 Complexity analysis

One of the vital analysis parameter is the complexity of the algorithm;
since it affects the delay directly. Complexity is measured by the number of

multiplications and number of additions.

LMS algorithm requires 2N+1 multiplication operations, N
multiplications for the weights update and N+1 for error calculations, and
2N addition operations, N subtraction operations for error estimation and N

addition operations for weights update. See equation 3.3 and 3.4.

VSS-LMS algorithm requires 3N+6 multiplication operations and 2N+2
addition operations. In addition to the operations used in LMS algorithm it
requires N+5 multiplication operations and 2 addition operations, See

equation 3.5 and 3.6.

The complexity analysis is shown in figure 4.17. This figure shows that
the LMS requires as average 4.0711ms and VSS-LMS requires 195.6453ms
to estimate the channel response under the specifications documented in

table 3.1.
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Figure 4.17: Time estimation of LMS and VSS-LMS algorithms.
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Chapter Five

Conclusion and recommendation

5.1. Conclusion

Channel estimation of SC-FDMA under LTE umbrella is analyzed for
different modulation techniques and channel environments by modeling the
system and then applying LMS and VSS-LMS channel estimation
techniques using MATLAB. According to results shown in chapter four, the
modulation type affects the performance of channel estimation techniques;

however, channel environment has an obvious effect.

The performance degraded when using QPSK modulation compared with
BPSK for both algorithms. However this degradation increased clearly
under high Doppler shift. The higher the Doppler shift the worse
performance of both algorithms, however VSS-LMS is less affected by
Doppler shift compared to LMS.

With regard to algorithm complexity, VSS-LMS requires just two
additional addition operations compared to LMS. But it requires N+5
multiplications. As it is known, multiplication operation requires more time
to be accomplished (in simulation VSS-LMS algorithm elapsed
approximately about 50 times the time elapsed by LMS algorithm).

In conclusion, VSS-LMS algorithm has better performance than LMS in

all cases; however it requires more multiplication and addition operations.
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5.2. Recommendation

Since VSS-LMS has better performance than LMS algorithm but require
more operation, reducing the number of operations by modifying the cost
term of the gain factor equation may be gives better results. So more
studying in this area is required. Further enhancement in term of BER and
MSE can be obtained by using closed loop power control (CLPC) or open
loop power control (OLPC).

Single input single output (SISO) was used in this work, however, if a
diversity combining technique is used, the performance will be enhanced
much more since it will reduce the effect of the fading. Diversity combining

techniques are needed to be investigated in the future work.
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2014 Issue).

e M. Hussein, N. Elshaikh, “Performance Evaluation of LMS and VSS-
LMS Channel Estimation Techniques for LTE Uplink under different
Doppler shifts”, International Journal of Multidisciplinary and
Current Research (IJIMCR), (Accepted to be published on April/June
2014 Issue).
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Appendix
MATLAB Code
LMS Algorithm

wk=zeros (N, 1) ;

yrxk=Y DEMAPPING (:,2);
uk=zadoffchu seq rx;
ek=yrxk-uk*wk;

EEE=300;

c=0;

tic;

while abs(EEE."2)>0 && c<c_thr
ek=yrxk-uk*wk;

el=[el mean(ifft (ek))];
wk=wk+mue*uk'.*conj (ek) ;

c=c+1

EEE=real (mean (ifft (ek)))

end

estimation time(sim,i alg)= toc;
count (sim,i alg)=c;

VSS-LMS Algorithm

ez2=[]

mue2=

mue2=

p=0;

wk=zeros (N, 1) ;

yrxk=Y DEMAPPING (:,2);

uk=zadoffchu seq rx;

ek=yrxk-uk*wk;

c=0;

tic;

while abs(EEE."2)>0 && c<c_thr

ek l=ek;

ek=yrxk-uk*wk;

e2=[e2 mean(ifft (ek))];

wk=wk+mue22*uk'.*conj (ek) ;

c=c+l

EEE=real (mean (ifft (ek)))

p=betl*p+ (l-betl).*ek'*ek 1;

mue22=alpl*mue22+gaml.*p."2;

mue22=mean (abs (mue22)) ;

if mue22>mue max
muezZ2=mue_max;

elseif mueZ22<mue min
muezZ2=mue_min;

end

4

]
mue2 mue?2];

[
[
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mue2=[mue?2 mue2?2]

end
count (sim,i alg)=c;
estimation time(sim,i alg)= toc;

LTE Channel

chan = rayleighchan(ts, fd,delay EPA, avgpower EPA);
ych = filter (chan, ytx);

%% Add white gaussian noise

for sim=1:numel (snr)

ynoisy = awgn(ych,snr(sim), 'measured’');

end
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