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ABSTRACT

Respiratory sound contains information of lung condition which helps in the diagnosis of
lung diseases. Stethoscope is the traditional method used to obtain this information but it
depends on the physician experience and hearing. To avoid this limitation and to make
optimum benefit of the respiratory sound information a computer aided diagnosis system
was built. The respiratory sound signals were divided into segments each contains one
inspiratory and expiratory cycle, wavelet transform (WT) was used for analysis, features
were obtained from its coefficients and finally classifying using artificial neural network
(ANN) to normal sound and abnormal sound and classifying the abnormal sound to crackle
and wheeze. The accuracy of classification between normal and abnormal was 95.7% and
for classification between crackle and wheeze was 98.1%.
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Chapter One

I ntroduction



1.1 Introduction

Pulmonary disordersareinvestigated in several ways such asamedical history, physical
examination, chest X-ray, respiratory auscultation etc. Respiratory auscultation
(medical term of listening to sounds arising within organs such as lung.) is the most
common method among them because it’s an inexpensive, efficient, easy to apply and
harmless for patient, it’s also gives direct information about the function of lung and
provides close patient-physician interaction [1].

The science of auscultation, began with the invention of the stethoscope by Laénnec in
1821, upon the discovery that respiratory sound analysis aids in the diagnosis of
pulmonary infections and diseases. This instrument allowed to describe the major
categories of lung sounds that form the basis of the modern classification. Since that
stethoscopes have become the most common diagnostic tool by doctors in the twenty-
first century [2,3].

Although stethoscope is a very useful tool it has magor limitations and problems
including the response of stethoscope and external noise such as ambulance, a busy
emergency room etc. The proper diagnosis also requires significant training and
experience of the medical personnel [1].

With the advent of computer technology and data processing methods, researchers have
tried to parameterize pulmonary sounds with an aim to make auscultation a more
objective and valuable diagnostic tool. During the last two decades, much research has
been carried out on computer-based respiratory sound analysis. A large part of these
researches include acquisition, filtering, feature extraction, spectral analyses and

classification of respiratory sounds[1].

The respiratory sounds includes normal and adventitious sounds, adventitious sounds
can be divided into two sub-classes. continuous or stationary sounds, like wheezes and
discontinuous or non-stationary sounds like crackles. The identification of wheeze in
the respiratory cycle, is of great importance in the diagnosis of obstructive airways
pathologies (ex: asthma and respiratory stenosis), and the identification of crackles
generally associated with pulmonary disorders (ex: pneumoniaand pulmonary oedema)
[14].



1.2 Problem Statement

Using the stethoscope is a subjective methods depends on the physician
experiment.

Infection due to direct contact between physician and patients.

1.3 Objective

Designing a computer aid diagnosis system based on Wavelet transform and neural

network for determining normal and abnormal lung sounds.

1.4 Methodology

A recorded and prediagnosed lung sounds will be downloaded from networks sites.
Then wavelet transform is applied for denoising, decomposition and feature extraction.

Finally for classification neural networks will be used.

1.5 Layout of Thesis

Chapter One: Consists of introduction, problem statement, objective and the

methodology of the research.
Chapter Two: Consists of previous literature reviews.

Chapter Three: Consists of theoretical background of respiratory system, respiratory

sounds, and signal processing techniques.
Chapter Four: Consists of research methodology.
Chapter Five: Consist of results and their discussions.

Chapter Six: Consists of conclusions and recommendations.



Chapter two

Literature Reviews



2.1 Literature Reviews

Respiratory sound heard over the chest using stethoscope contains information about
the condition of the lung which leads to enable a noninvasis method for diagnosis the
abnormalities and disorders. But it requires a professionally well trained physician to
recognize the abnormalities exactly. It’s a subjective method which depends on the
experience, ability, and auditory perception of the physician. Finding an objective
method to overcome this drawback was needed from that researches started to develop
a computerized methods for lung sounds analysis [4].

Over the last years computerized methods based on signal processing were used to
analyze the lung sounds ex: Fourier transform, short time Fourier transform, wavel et

transform, fuzzy logic and neura network [3].

The lung sound measurement is often disturbed by noise, e. g. heart sound, instrument
and air-conditioner noises. The traditional frequency-domain filtering does not yield
satisfactory result. Adaptive filter seems the best means to resolve such problem [5, 6].
However thistechnique requires areference for the noise, to avoid this problem wavel et
transform were used [10, 11].

Using Fourier transform in respiratory signal is capable of detecting the wheezes

because it occur in a known frequency band [400 -600] Hz unlike crackles which have
awide frequency distribution [3].
Wavelet Transform (WT) and Wavelet Packet Transform (WPT) were used to
decompose signal sinto frequency sub-bands and then extracting feature from these sub-
bands (ex. energy log, mean and standard deviation). The choice and order of the
wavelet to be used must depend on the dominant features of the signal being analysed.
The basis functions should match the signal as closely as possible [1, 7]

Most of the classification methods used Machine learning technique because of its
excellent performance and accuracy. The Most common used machine learning are

neural network and support vector machine[8, 9].



Based on review paper [4] by Rajkumar Palaniappan,etall , theresearch onlung sounds

analysis can be classified into three types. visua analysis, Statistical Analysis and

machine learning. Theresults of their overviewed articles presented in the tables below.

Table2.1: Visual analysisin computer-based lung sound analysis systems

Analyzed: Sound/Disorder Sensor type

Dataset

Sensor: Position/Location Method

Crackles

Normal, asbestosis and
pulmonary edema

Normal and wheeze

Lung sounds
Lung sounds

Normal and pathological
Lung sounds

Air-coupled dynamic-type

microphone
Electret microphone

Contact microphone

(piezoelectric transducers)

Microphone

Piezo-electric
transducers/microphone

4 Electret microphone
Electret microphone

4 tuberculosis and 2 chronic

bronchitis

15 subjects with lungs disorder

and 5 normal subjects

20- Patients and 5- normal

Not mentioned
493 sounds

24 healthy and 17 pathological

Not mentioned

Chest wall

of the lobes
Chest wall

Trachea

Trachea, chest right,

Posterior basal segments

Fast fourier transform

Karhunen-loeve
transformation

Fast fourier transform

Fast fourier transform
Fast fourier transform

base right, base left

Chest wall
Chest wall

Table 2.2: Statistical analysisin computer-based lung sound analysis systems

Fast fourier transform
Fast fourier transform

Analyzed: Sound/ Sensor type Dataset Sensor: Position/ Method
Disorder L ocation
Fine crackles, coarse Electret microphone 6-Fine crackles, Over the lungs Wavelet-based de-noising

crackles, and squawks

Respiratory sounds

Detecting explosive
lung sound

Wheeze, Rattles, and
Crackles

Wheeze and crackle

Crackles

Wheeze

Normal and wheeze

Normal, Fine, and
coarse crackles

Crackles

Normal, crackles, and
Wheezes

Wheeze and non-wheeze
from patients with
asthma and COPD

Fine crackles, coarse
crackles, and squawks

Crackles

EMT25C, Siemens
Accelerometer

Electrets Microphone

Acoustic analysis —sensor
(Siemens EMT 25C)

14 cannel Sony
ECM-44BPT electrets
microphones

Electret microphones

5 Electret microphones
(ECM-77B, Sony)

Electret microphone
(ECM-77B, Sony)

Electret microphones

25 channel Electret
microphone

Contact accelerometer
(EMT25C, Siemens)
and Electret microphone
(ECM140, Sony)

14 cannel Sony
ECM-44BPT Electrets
microphones chest piece

DBS database

14 cannel Sony

5-Coarse crackles and
5- Squawks
7 —trachea and 10-lungs

Patients with pulmonary
Pathology

102 subjects
Not mentioned
5 fine crackles, 5 coarse

crackles, 4 normal and
4 wheezing.

13 patients

7 hedlthy and
7 asthmatic cases

Normal and simulated
Data
Patients with pneumonia

Not mentioned

246 wheeze and
non-wheeze

Not mentioned

Patents with Cystic

6

Trachea and lungs

Over the lungs

Theright upper
zone (anterior chest)

Posterior chest wall

Over the lungs

Trachea, right and
left axillag, and right
and left posterior
Bases

Over the lungs

Over the lungs
posterior surface of

the thorax

Chest wall, neck and
Mouth

Posterior chest wall

Over the lungs

Lower left lung

and higher order
crossing-discrimination analysis.
ANOVA

FD analysis

Validity and reliability using
k-statistics.

Wavelet decomposition and
kurtosis.

Wavelet packet transform for
de-noise. FD analysis

Time-frequency analysis of
wheeze sound.

Time-frequency distribution,
histogram, sample entropy
features, discrimination analysis.
Time-variant

Autoregressive (TVAR) model.
Hilbert-Huang spectrum

Wavelet transform and Lipschitz
regularity analysis

Kurtosis, Renyi entropy, f50/
f90 ratio and mean- crossing
irregularity and Fisher
Discriminant Analysis (FDA)
Lacunarity-based discrimination
analysis.

Kurtosis, Percentile Frequency



Respiratory sounds

ECM-44BPT Electrets
microphones

18 piezoelectric sensors

Bronchitis

82 patients

Posterior to the
patient’s back

Table 2.3: Machine learning in computer-based lung sound analysis systems

90, Kullback-Liebler Distance
and linear discriminant analysis
Wilcoxon’s signed-ranks test and
Mann-Whitney U test

Analyzed: Sound/ Sensor type Dataset Sensor: Position/ M ethod
Disor der L ocation
lung sounds Electret microphone 28 COPD, 23 restrictive  Two locations on the AR model ,k-nn classifier and

Wheeze and normal

Normal and pathology

Normal, rhonchi,
wheezes, and crackles

Normal, wheeze, and
crackles

Airways obstruction in
asthmatic patients

Normal and pathological

Normal and pathological
Wheeze or non-wheeze

Normal and pathological
Normal and wheeze

Normal, wheeze, crackle,
squawk, stridor, rhonchus

Lung sounds

Normal and wheeze

Normal, wheeze, and
crackles

Normal and abnormal
lung sounds

Normal and wheeze

Fine and coarse crackles
Lung sounds

Normal and abnormal
lung sounds

Normal respiratory and
abnormal respiratory
sounds

Adventitious lung sounds
Wheeze

Normal and adventitious
lung sounds

Normal, wheeze, and
crackles

Eight microphones

Electret microphone

Electrets microphone
Electret microphone

Air-coupled electret
microphone

2 microphones (L S-60)

Microphone
Electret microphone

Electret microphone
Electret microphone
Electret microphone

Acoustic analysis sensor
Siemens EMT 25C

ECM, KEC-2738
Electret microphones

Electret microphone
(EK-3024 Knowles)

Microphone array of
5x5

ECM, KEC-2738
Electret microphones
Electret microphone

Lung sound auscultation
training viaCD

Electret microphone
(ECM140, Sony)
Piezoelectric

microphone and
condenser microphone
Electronic stethoscope
RA.L.E database
RA.L.E database

Electret microphone

lung disease patients and
18 normal
Not mentioned

28 COPD, 23 restrictive
lung disease and
18 Normal

Not mentioned

50 school children with
asthma and 10 control

10 Asthmatic
6 womenand 11 men

Not mentioned

12 normal and 12
wheeze

9 normal and 11
abnormal

12 wheezeand 12
normal

Not mentioned
8 children

12 Non-smoking
asthmatic wheeze

and 4 normal
129 Subjects

19 subjects

90- wheezeand 99-
normal

Not mentioned
Not mentioned

21 normal and 21
abnormal

109 patients with
emphysema pulmonuma
and 53 normal

Not mentioned
Not mentioned

Not mentioned

12- normal, 13- wheeze
and 11 crackles

chest, left and right
basilar
Anterior upper chest

Two locations on the
chest, left and right
basilar

Over the lungs
Trachea

Trachea

Bronchial regions of
the chest

Chest wall
Over the lungs

Left baslar and
right basilar
Over the lungs
Over the lungs

Over the lungs

Thorax

Chest wall
Various positions

over the lungs
Thorax

Over the lungs

Over the lungs

Chest wall/lower lung
lobes

Chest wall and
posterior chest wall
Chest wall

Over the lungs

Over the lungs

Over the lungs

quadratic classifier

Fourier transform spectrum
features and ANN

AR model and k-nn

An entropy based recognition
system was devel oped

Fourier power spectrum features
and neural network

The Welch method of spectral
estimation features and k-nn

Averaged power spectral density
and ANN

AR model and k-nn

MFCC features and vector
quantification

Signal coherence and the PCA
and nearest mean classifier

Wavelet transform and GMM

Discrete wavelet transform and
ANN

Statistical features and k-nn

Spectrogram

Power spectral density and ANN
and GA based ANN

Multivariate AR model features,
PCA and FFNN

Spectrogram and peak detection
algorithm

Wavelet packet filter, Fractal
dimension and GMM

Power spectral density and
k-means clustering algorithm
AR model, k-nn and minimum
distance classifier

Maximum likelihood approach
and HMM

Power spectrum features and
ANN

Processed spectrogram image
features and ANN

Discrete wavelet and Radia basis
function ANN

MFCCand AR model



Normal, crackles, and Electret microphone
wheeze

Normal, wheeze, and Electret microphone
crackles

Asthma severity Lab data’s

Over 50 lung sounds
279 sounds

28 asthmatic patients

Over the lungs
Over the lungs

Over the lungs

MFCCand GMM

Fast Fourier transform, Power
spectrum density and ANN

Features were extracted and fuzzy
rules
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Theor etical background



3.1 Respiratory system

3.1.1 Part of Respiratory System
The respiratory system can be divided into upper and lower respiratory tract. The upper

respiratory tract includesthe organs|ocated outside of the chest cavity (thorax) area(i.e.
nose, pharynx, larynx), whereas the lower respiratory tract includes the organs located

amost entirely within it (i.e. trachea, bronchi, bronchiole, alveolar duct, alveoli) [12].

|': clfactory
/& bulbs
A S
fn ."- I..}\'I 1
I “.‘":“-T nasal cavity UPPER
_'..*.f.‘|- T HETX - RESPIRATORY
el | TRACT
oralcauity
A w

|

- frachea LOWER
RESPIRATRECY
TRACT

: bronchi

== bronchioles

. . )
- —= alvanli

i i . alvaplar
L I duet

Fig. 3.1: Schematic of the respiratory system displayed by the upper and lower respiratory tract
region [12].

3.1.2 Function of Respiratory System

The primary function of the respiratory system is to supply body with oxygen and
remove carbon dioxide in which air isinspired and expired causing respiratory sound
[12].
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Table 3.1: Discription and function of the upper and lower respiratory track [13].

Structure

De=cription

Function

The Upper Respiratory Tract

Marss

rHaszal cavitles

Upenings inlo the nasal
cavities

I ioliow Spacss N nose

Fassage of air intg nasal
caviies

rifer, wamn, and molsten

alr
Flianyiix Charnber puskeiv v Conneclion Lo
oAl ezavily . Iees Dehwesn vinrernding ceppne
Al czavily ol Fanyis
Glotils Dpening Into lanynx Fassage of air into |Anvn
Lanyn Canilaginous orman mhat Solund producticn

noECs wneAal ronds
(voloc box); composco
ol 1he2 rrasopbanyns,
orophanynx, and the

laryngopharynx

Tho Lower Rospiratory Tract

Treactliss Fhxitle: Todac: Binaal Peeszszgp ol #in o bronck
rrpne s ynx willh
pronch

Liroawciu Faired uzes infencr to Fassage of arrto lungs
e rachea that enter
It loarsgyes

Prowwduinahz: Breaamede o loeneess ezl Ceeszmemper ol qi ler eeezh
lezine] Fenwrs bresmicdai Doy vl
alveoi (aiIrsacs)

Linns Soft, cont-shapod ongans Contalm akcail and

that occupy latcral picod vossos

poartivens ol Haracic eawily

3.2 Respiratory (breath) Sounds

Respiratory sound include valuable information concerning the physiologies and
pathologies of the lung and airway obstruction which help in medical diagnosis
between normal respiratory sounds and abnormal respiratory sounds such as crackle,
wheeze, Squawk and Stridor [14].

Breath sound: their generation is related to airflow in the respiratory tract: the chest
wall, the trachea or at the mouth. It includes norma and adventitious sounds.
Acoustically, this sound is characterized by broad-spectrum noise with a frequency

range depending on the pick-up location [14].

3.2.1 Normal breath sounds

Respiratory sound heard or detected over the chest wall is characterised by alow noise
during inspiration, and hardly audible during expiration; it peaks in frequency below

11



100 Hz . On trachea, normal respiratory sound is characterized by a broader spectrum
of noiseit covers afrequency range from less than 100 Hz to more than 1,500 Hz, with
asharp drop in power above a cut-off frequency of approximately 800 Hz audible both
during inspiratory and expiratory phase[14,15].

3.2.2 Adventitious (abnor mal) sounds

Adventitious sounds are additional respiratory sounds superimposed on normal breath
sounds. The International Lung Sound Association classified the adventitious lung
sounds into two main categories, continuous and discontinuous sounds. Continuous
sounds were further classified into wheeze and rhonchi and discontinuous sound into

fine and coarse crackles [16].

The American Thoracic Society (ATS) Committee on pulmonary nomenclature defines
wheezes as high-pitched continuous sounds with a dominant frequency of 400 Hz or
more, and rhonchi as low-pitched continuous musical sounds with a dominant
frequency of about 200 Hz or less[16].

Wheezes are musical adventitious lung sounds, their duration is much longer than that
of crackles. They may not necessarily extend more than 250 ms, as suggestedinan ATS
definition, but they will typically be longer than 80 to 100 ms [15].
Usually wheezes are heard in diseases like congestive heart failure, asthma, pneumonia,

chronic bronchitis, chronic obstructive pulmonary disease (COPD) and emphysema|9].

Crackles are discontinuous, explosive, and non-musical adventitious lung sounds. They
areusually classified asfine and coarse crackles based on their duration, loudness, pitch,
timing in the respiratory cycle, and relationship to coughing and changing body
position.Crackles being discontinuous sounds are typically less than 20 msin duration.

They are heard in inspiration and sometimes during expiration [16].

12



Table 3.2: Normal and abnormal breath sounds [21].

Normal Breath Sounds

Type

Description

L ocation

Characteristics

Vesicular

Soft-intensity, low-pitched,
“gentle sighing” sounds created
by air moving through smaller
airways (bronchioles & alveoli)

Over peripheral lung;
best heard at base of
lungs

Best heard on
inspiration, which is
about 2.5 times longer
than the expiratory
phase (5:2 ration)

Broncho-vesicular

Moderate-intensity and
moderate-pitched  “blowing”
sounds created by air moving
through larger airway (bronchi)

Between the scapulae
and laterd to the
sternum at the first and
second intercostal
spaces

Equal inspiratory &
expiratory phases (1:1
ratio)

Bronchial
(tubular)

High-pitched, loud, *“harsh”
sounds created by air moving
through the trachea

Anteriorly over the
trachea; not normally
heard over lung tissue

Louder than vesicular
sounds; have a short
inspiratory phase and
long expiratory phase
(1:2 retio)

Adventitious Breat

h sounds

Name

Description

Cause

L ocation

Crackles (rales or
crepitations)

Fine, short, interrupted cracking
sounds; aveolar rales are high
pitched. Sound can Dbe
simulated by rolling a lock of
hair near the ear. Best heard on
inspiration but can be heard on
both inspiration and expiration.

Air passing through
fluid or mucus in any
air passage

Most commonly heard
in the bases of the
lower lung lobes

coarse, gurgling, harsh, louder
sounds with a moaning or
snoring quality. Best heard on
expiration but can be heard on
both inspiration and expiration.

narrowed air passages
as aresult of secretions,
swelling, tumors.

May not be cleared by
coughing.
Gurgles (rhonchi) Continuous, low-pitched, Air passing through Loud sounds can be

heard over most lung
areas, but predominate
over the trachea and
bronchi

squeaky musical sounds. Best

constricted bronchus as

May be atered by coughing.

Friction rub Superficial grating or creaking Rubbing together of Heard most often in
sounds heard during inspiration inflamed pleural areas of greatest
and expiration. Not relieved by surfaces. thoracic expansion
coughing. (e.g. lower anterior

and lateral chest)

Wheeze Continuous, high-pitched, Air passing through a Heard over all lung

fields.
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heard on expiration. Not a result of secretions,
usually atered by coughing. swelling, tumors

sounds collapsed and wherever airflow is

Absence of breath n/a Associated with|Can be “heard”

3.3 Signal Processing

3.3.1 Wavelet Transform

From a historical point of view, the first reference to the wavel et goes back to the early
twentieth century when Alfred Haar wrote his dissertation titled “On the theory of the
orthogonal function systems” in 1909. His research on orthogonal systems of functions
led to the development of a set of rectangular basis functions[17].

Wavelet analysis affords a different view of data than those presented by traditional
signal processing techniques due to that its capable of revealing aspects of data that
other signal analysis techniques miss, aspects like trends, breakdown points,
discontinuities in higher derivatives, and self-similarity. Wavelet analysis can often
compress or de-noise a signal without appreciable degradation [18].

Fourier analysis consists of breaking up asignal into sine waves of various frequencies.
Similarly, wavelet analysisis the breaking up of a signal into shifted (translated along
the time axis) and scaled (stretched or compressed) versions of the original (or mother)
wavelet Y (t) [17,18].

The wavelet transform of a signal x (t) can be expressed as:

wt(s,7) = (5, ) = = [ x(@ 0 () dt Eq (3.)
Where the symbol s > 0 represents the scaling parameter, which determines the time
and frequency resolutions of the scaled base wavelet Yi(t- T). The specific values of s
are inversely proportional to the frequency. The symbol T is the shifting parameter,
which trandates the scaled wavelet along the time axis. The symbol {* denotes the
complex conjugation of the base wavelet | (t) [17].
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Fig 3.2: Illustration of wavelet transform [17].

In wavelet analysis, we often speak of breaking up a signal (decomposition) to
approximations and details to obtain the wavelet coefficients. The approximations are
the high-scale, low-frequency components of the signal. The details are the low-scale,

high-frequency components [18].

—
IpI.f.!'_'_'l!-.I:‘I_I_

I éﬁ -

¥ 12y ¥ elly

Fig 3.3: Wavelet decomposition [18].
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3.3.2 Signal Features

Feature extraction is an important analysis stage. It extract a set of features from the
dataset of interest to represent it. It can also be viewed as a datarate reduction procedure
for voluminous data. Feature extraction is an essential processing step in pattern
recognition and machine learning tasks [19].

Mean: indicated by p is the average value of a signal. Mean measure of the central
tendency and represents a probability frequency distribution of signal. The mean is
found by adding up al of samples together, and divide by length of signal. Eq 3.2
represent the mean of the signal and eq 3.3 represent the mean of absolute values. Xn
represents signal [1].

L o

W=7 Y= Xn Eq (3.2

p=< | Eh, Xn] Eq (3.3)

Standard deviation: is indicated by o. Standard deviation measures the amount of
variation or dispersion from the average. It represents the amount of changes in

frequency distribution [1].

o= ;:—I';L(I{' — )? Eq (3.4)

MN=1

Kurtosis: measures the "peakedness’ of the probability distribution of a real-valued
signal [9].
Entropy of Energy: The short-term entropy of energy can be interpreted as a measure

of abrupt changesin the energy level of an audio signal [19].

3.3.3 Neural network

Artificial Neural Networks (ANNS) are conceived to mimic the behavior of biological
neural networks. Some of the main abilitiesof an ANN are pattern recognition, decision

making and extrapolation. Like the human being, ANNslearn frominput (training) data.

16



Learning algorithms are divided into two classes: supervised learning, when an external
agent tells the network the correct output corresponding to a certain input data, and
unsupervised learning, where there is no such external agent. The knowledge obtained
by the ANN is stored in weights of the connections among the neurons. Once the
training is completed, the ANN should be able to extrapolate its recognition and
decision making ability to new input data. There are three important decisions to make
when constructing an ANN for a given application: (1) the network topology, (2) the
learning algorithm and, (3) the activation function. These decisions have to be taken
according to the available input data and the nature of the final classification [7].

The precise network topology required to solve a particular problem usually cannot be
determined, it is a critical problem in the neural-network field, since a network that is
too small or too large for the problem at hand may produce poor results. Although
research efforts continue in this regard, in the end the only method that can be
confidently used to determine the appropriate number of layersin a network for agiven
problemistrial and error (Gallant, 1993).

The most important and widely used learning algorithm is backpropagation. In the
employment of the these algorithm, each iteration of training involves the following
steps. (1) a particular case of training data is fed through the network in a forward
direction, producing results at the output layer, (2) error is calculated at the output nodes
based on known target information, and the necessary changes to the weights that |ead
into the output layer are determined based upon this error calculation, (3) the changes
to the weights that lead to the preceding network layers are determined as afunction of
the properties of the neurons to which they directly connect (weight changes are
calculated, layer by layer, as a function of the errors determined for al subsequent
layers, working backward toward the input layer) until al necessary weight changes are
calculated for the entire network. The calculated weight changes are then implemented
throughout the network, the next iteration begins, and the entire procedure is repeated
using the next training pattern [22].
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Chapter four

Resear ch M ethodology
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4.1 Introduction

This chapter well provide information about data acquisition and methods used for

analysis, feature extraction and classification.

Data Acquisition

N
Data Analysis
Feature Extraction

)
Classification

Fig 4.1: General block diagram for the proposed technique.

4.2 Data Acquisition

Most of the database was taken from Lehrer [20], it contained normal and abnormal
lung sound diagnosed by doctor. The rest of it were downloaded from Internet Archive
web site.

Each sound signal were divided into segments each containing one inspiratory and
expiratory cycle, resulting on 17 normal sounds, 24 wheeze sounds and 28 crackle

sounds. These sounds have the sampling frequency of 44.1 kHz.

4.3 Data analysis

The signalsfirst were manually divided into segments each contain one inspiratory and

expiratory.
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In order to account for variability in the data collecting process the signal was
normalized in amplitude. L2- norm was used based on (M.A. Tocchetto et all) which
compared the results of lung sound normalization using L*-norm, L2-norm and L*-norm
, L?-norm gave the best results. Normalization also shows that it can enhance the
performance of the classification.

Wavelet transforms used to analysis the signal because of their high success ratio in
previous literature studies[1, 6].

Selecting the wavelet family and a suitable number of levelsis based on the nature of
thesignal [18]. From previousliterature studies the most effective wavel et families used
in lung sound analysis are Daubechies (db) and Symlets (sym).

To minimize the noise asym4 of level 5 were applied.

4.4 Featur e Extraction

After the signal being divided into segments; each was decomposed using wavel et
family sym4 to level 5.The coefficients of the resulted detailed sub-band D1-D5 were

used to extract suitable feature for classification.

A
A
» A
D .
—» A —»  Level 5 coefficients
D — Level 4 coefficients
A —» D
—» Level 3 coefficients

Signal

» D

—» Level 2 coefficients

— Level 1 coefficients

Fig 4.2: Level 5 wavelet decomposition.

In order to quantify and efficiently represent the information content in each sub-band
the below functions were used:
1. Mean of the absolute values of the wavelet coefficient in each sub-band.

2. Kurtosis of the wavelet coefficients in each sub-band.
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3. Standard deviation of the wavelet coefficients in each sub-band.

4. Shannon entropy of the wavelet coefficients in each sub-band.

5. Energy log of the wavelet coefficients in each sub-band.
After extracting the features a function used for selecting the most efficient features for
classification called ttest2.

4.5 Classification

Neural network is one of the popular method used in classification because it’s accurate
and easy to apply. For learning the backpropagation algorithm were used and the
activation functions we. The classification was applied in two stages. the first
classification to normal and abnormal and the second classification of abnormal to
Crackle and Wheeze.

A MATLAB function called ttest2 was applied for hypothesis testing of the extracted
features to select the most available ones for classification

At the first stage the input of the neural network was the selected features for normal
and abnormal (crackle and wheeze) samples and the desired output (target) was coded
as [1 0] for normal and [0 1] for abnormal .For the second stage the input was the
selected features of crackle and wheeze samples and the output was[10] for crackle and
[0 1] for wheeze.

The samples were divided into: 70% training signals, 15% for testing and 15% as
validation. Training signalsare presented to the network during training and the network
is adjusted according to its error, validation samples used to measure network
generalization and to halt training when network generalization stops and testing
samples have no effect on training and so provide an independent measure of network

performance during and after training.

Hidden Layer Output Layer

g |

Output

Fig 4.3: A two-layer feed-forward network

21



In order to evaluate the performance of the neural network classification the percentage
of sensitivity (SE), specificity (SP) and accuracy (ACC) is computed. In which the

sengitivity isthe true normal classified cases ratio and calculated by:

SE =TP/ (TP+FN) Eq (4.1
specificity isthe true abnormal classified cases ratio and calculated by:

SP =TN/ (TN+FP) Eq (4.2)

and accuracy is the correct number of correctly classified cases and calculated by:

ACC = (TP+TN)/ (TP+TN+FP+FN) Eq (4.3)
Where TP is the true positives, FN is the false negatives, TN is the true negatives and

FP isthe false positives.
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Chapter five

Results and Discussions
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5.1 Results and their discussions

Figures below shows an example of the downloaded signals, their segments, denoised
signals and the coefficient:

- Downloaded signals:

02—

] 1 2 3 4 5 g
et

Fig 5.1: Normal signal.

1 1 1 1
J}.Su

i 2 3 L 5 B T a

Fig5.2: Cracklesignal.
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|
2 3 4

Fig 5. 3: Wheeze signal.

Segments containing one respiratory and expiratory cycle:

#10

WMW

Wikttt

a LA

1 in 2

Fig 5. 4: Segment of normal signal.

=0

1 1
i 1.5 =

Fig 5. 5: Segment of crackle signal.
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Fig 5. 6: Segment of wheeze signal.

Normalized and denoised segments:

3 1 1
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Fig 5.7 : Denoised normal signal.
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Fig 5.8 : Denoised crackle signal.
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Fig 5. 9: Denoised wheeze signal.

Coefficient of Segments:
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Fig 5.10 : Normal signal Coefficients.
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Fig 5.11 : Crackle signal Coefficients.
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Fig 5. 12: Wheeze signal Coefficients.

At thefirst stage for the classification between normal and abnormal signals, number
of hidden neurons were 12, the training samples 49, the validation samples 10 and the
testing samples 10.

Hidden Layer Output Layer

Input

m

Fig 5.13: networkl: First stage classification.

The number of features extracted was 25. After applying ttest2 for selecting the most
available features for classification, 11 features were selected which isthe only ones
used in classification. This procedure enhances the performance of the neura network.

The input of the network was the 11 features and the output (target) is a matrix of two
arrays[1 Q] for normal samples and [0 1] for abnormal samples.
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Oufput Class

ki

Qutput Class

1 1 L2
Target Class

Target Class
Fig 5.14 : Confusion matrixes of networkl.

The confusion matrix for training, testing and validation samples and the three
data combined is shown in the above Figure5.14.

The first row represented by the 1 isthe normal results in which the green box is
thetrue positive (TP), the red box isthe fal se positive (FP). While the second row
represented by 2 isthe abnormal resultsin which the green box isthetrue negative
(TN), the red box is the fase negative (FN). The third raw represent the

sensitivity, specificity, and accuracy respectively.

In All confusion matrix from the figure above the TP= 14, FP= 0, TN=52 and FN =3.

SE =TP/ (TP+EN) =

14/ (14+3) =0.825= 82.3%

SP =TN/ (TN+FP) = 52/ (52+0) =1= 100%

ACC = (TP+TN)/ (TP+TN+FP+FN) = (14+52)/ (14+52+0+3) = 95.65%

29



ite Rete

1.2 o5

Trae Pesftive Raa

Mean Squared Error {mse)

10

Best Valldatlon Performance Is 0.087084 at epoch 49

Tran
Validation

-m: 1 L 1 1 1 1 1 . |
] 5 10 15 20 25 30 35 40 45 AD 55
55 Epochs
Fig 5.15 : Performance of network1.
Training ROC “aldaton DG
" -
j_l Ciliais =
na Glana @ nn
0.6 = 06
04 n g
=
I
o2 02
ul:l 'ﬂ.lz |:I'.I"| 'ﬂ.lc |:I': 1 ':rli: (Fid e O &k or 1
Talse Positive Rate Fal=we | "u=ilies lale
| sk i Al ez
1 3 T
ne T ﬂ
i
0 & = 06
04 % N
—_
02 nz
i) . ) ! ) . 0 : e : - ;
0 0.2 oA 0.c 0z 1 c 0.2 R oG 0. 3

Talne Posttioe Bate Tal=r Fasitis Rate

Fig 5.16 : ROC of networkl.
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The performance of the network is measured by calculating the mean of absolute error,
the performance is 0.0688. The receiver operating characteristic (ROC) isametric used
to check the quality of classifiers. The best classificationsiswhen the receiver operating
linein the left and top sides of the plots axis. From figure 5.16 it shows that the ROC is

very good.

At the second stage for classification between crackle and wheeze, number of hidden
neurons were 10 , the training samples 36, the validation samples 8 and the testing

samples 8. After applying the ttest2 function the used features were 11features.

Hidden Layer Output Layer

Fig 5.17 : network?2: second stage classification.
The input of the network was the selected features and the output is a matrix of two

arrays[1 Q] for crackle samples and [0 1] for wheeze samples.
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Fig 518. : Confusion matrixes of network?2.

In All confusion matrix from the figure above the TP= 27, FP= 0, TN= 24 and FN =1.

SE =TP/ (TP+FN) =27/ (27+1) =96.4%
SP =TN/ (TN+FP) = 24/ (24+0) = 100%
ACC = (TP+TN)/ (TP+TN+FP+FN) = (27+24)/ (27+24+0+1) = 98.071%

32



Maan Squared Error (mse)

T1aPeg e Rata

TLa Poz ke Rala

10°

ke
=

10

Best Validation FPerformance is 0.0075595 at epoch 32

Train
Yalidation
Test

2]

39 Epochs

25 ac B

Fig 5.19 : Performance of network2.

/ Lvammrg |4
j' —
0.8
0.
04
o
o
u = 0. = a8
FCaas Pasitbe Rate
T ROMC
|
0.5
0.5
0.4
0.2
I
o = L ) JE 2.8

Fass Positive Rats

g

T1zPes e Rtz

a5

e Pogshe Fals

dd

wal delion L2

RS

(= ] b (-3
TTelse =Pantiae Raoe

Ml RO

B+

a4 F

(L .4 s nE
Talss Zos tive Rate

Fig 5.20 : ROC of network?2.

33



From the above figures above the accuracy of the network is 98.1%, the performance
of the network is 0.0092 and the ROC is doing best.

A graphical user interface (GUI) was built using MATLAB which contains controls
called components that enable the user to perform interactive tasks to facilitate the
process of clasification as shown in figure 5.21.

untitled — ¥

Select the sound signal !
Classification

Fig 5.21: GUI for respiratory sound classification .

It contains two options, thefirst is Select the sound signal which allow to select one of
the imported sound signals.

The second option is classification which apply the process of normalization,
denoising, feature extraction and finally classification to the selected signal. The result
of classification appear as a message containing normal or crackle or wheeze as shown
in figures below.
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Nomal

0K

Fig 5.22 :The resulted message of classification for normal sound.

| - x

Crackle

OK

Fig 5.23 :The resulted message of classification for crackle sound.

oK

Fig 5.24 :The resulted message of classification for wheeze sound.
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Chapter six

Conclusions and Recommendations
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6.1 Conclusions

A computer aided diagnosis system was built using MATLAB to classify respiratory

sound to normal, crackle and wheeze in order to help in lung disease diagnosis.

The coefficient obtained from wavel et transform was fabulous features in representing
the respiratory sounds segments and lead to excellent classification with accuracy

95.7% for normal and abnormal and 98.1% for crackle and wheeze.

6.2 Recommendations

- Severd factors influence the analysis of the data the most important of it is the
location of sound capturing (ex: vesicular , trachea or the mouth), age of the
patient and the instrument used to capture the sound , these factors must be
recognized and dealt with in order to minimize their influence.

- The sounds that had been able to downloaded were few so increasing the data
well help getting better result and well enableto do more classification of wheeze
and crackle to their types (ex: fine and course crackle and monophonic and
polyphonic wheeze ) .

- Classification can also be enhanced by combining the statistical methodsused in
features in to methods that represent the energy of the signal.
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