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ABSTRACT

Network traffic monitoring and control play very important rule in bandwidth
optimization and QoS assurance. Network monitoring has many benefits like knowing
about the services available in the network put just the availability or interruption for
users, enabling to appease the users, also provides information about users of the network.
This project focus on monitoring the network to providing useful information about usage
of the users, analyze the traffic to know the usage of the users, and finally find out the
heavy users who used network bandwidth heavily and then restrict them by reducing
their bandwidth. So that the normal users will be satisfied. In this project, practical
implementation for control the users based internet traffic has been done, tested and
evaluated. The result is significant according to the current test-bed. The benefits of this
project are to provide QoS where Each user don’t use bandwidth more than planned one
during the peak time, while allowing them to freely utilize the bandwidth at the non-peak
hours, moreover, it saves the cost by avoiding upgrading the bandwidth and it is suitable

for the non-profit organizations, universities.
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LIST OF TERMS

Term Description
P2P Peer to peer
QO0S Quality of service
Ubuntu Operating system
IPFM Ip flow meter
TC command Traffic control
C sharp Programming language
LAN Local Area Network
HTTP Hyper Text Transfer Protocol
NETFLOW a network protocol developed by Cisco for the collection and
monitoring of network traffic flow
IFTOP a command-line system monitor tool
PFTOP is a small, curses-based utility for real-time display of active states
and rule statistics for pf, the packet filter. for OpenBSD
PINGSTING is an application that monitors networks for ICMP Echo
Requests and attempts to determine what application generated the
ICMP packets.
TCPSPY is an administrators' tool that logs information about
selected incoming and outgoing TCP/IP connections
Nomad Nottingham Online Maps And Dataand its

Tool for monitoring networks and analysis
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FLOWSCAN A Network Traffic Flow Reporting and Visualization tool

MRTG Multi Router Traffic Grapier and its
Tool for monitoring networks and analysis

NTOP It is a tool that shows the network usage, is based on pcapture and it
has been written in a portable way in order to virtually run on every
Unix platform.

WIRESHARK | is an open source tool for profiling network traffic and analyzing
packets

Angry IP Angry IP is a very lightweight program that allows you to quickly
scan a range of IP addresses

NMAP Networked Messaging Application Protocoland its
Tool for monitoring networks and analysis

PRTG Paessler Router Traffic Grapher and its
Tool for monitoring networks and analysis

IPFIX Internet Protocol Flow Information Export

PSAMP Puget Sound Assessment and Monitoring Program

EPON Ethernet passive optical networks

DBA dynamic bandwidth allocation

P-EPON penetrated-EPON

OPNET Optimized Network Engineering Tool

OLSR Optimized Link State Routing

Cisco Computer Information System company

IP voice voice applications provided over the Internet
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VPN Virtual Private Network

MPLS Multi-Protocol Label Switching

IT Information Technology

SAN Storage Area Network

Amazon EC2 Elastic Cloud Computing Platform

VM-level Virtual machine level

MySQL open source database software

AIMD Additive Increase and Multiplicative Decrease

ECN Explicit Congestion Notification.

OMNET++ extensible, modular, component-based C++

TCP Transmission Control Protocol

UCON usage control model

IPTRAF is a console-based network monitoring program for Linux that
displays information about IP traffic

R-VBR Renegotiable Variable Bit Rate

VBR Variable Bit Rate

RED-VBR renegotiated deterministic VBR

BEB binary exponential back

SFLOW a multi-vendor sampling technology embedded within switches and
routers. It provides the ability to continuously monitor application

ASICs Application Specific Integrated Circuit

CPU Central Processing Unit




SARG Squid Analysis Report Generator

HTML Hyper Text Markup Language

ICMP Internet Control Message Protocol

NAGIOS monitoring and alerting services for servers, switches, applications,
and services

SNMP Simple Network Management Protocol

PPP Point-to-Point Protocol

WINPCAP Windows Packet Capture package

OSPF Open Shortest Path First

UDP User Datagram Protocol

IPFM IP FLOW METER

RAM Random Access Memory

DUMP keyword specifies the interval at which to create log files use in
IPFM tool

NAC Network Access Control

0S Operating system

Squid caching proxy server

DNSPERF Authoritative Domain Name services

PESPERF is designed specifically to simulate Caching Domain
Name services

DHCPERF Dynamic Host Configuration Protocol

VolP Voice over Internet Protocol




PNG penetrated-EPON

C Program language

BPMN Business Process Management
UML Unified Modeling Language
SYSML SystemsModelingLanguage
QA Quality Assurance

MPLS Multi-Protocol Label Switching
ISP Internet service provider
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CHAPTER 1

INTRODUCTION






1.1. Introduction

Network monitoring provides the information necessary for network management.

It is important to find network trends and locate network problems quickly.

The purpose of network monitoring is the collection of useful information from
various parts of the network so that the network can be managed and controlled using the

collected information.

Most of the network devices are located in remote locations. These devices do not
usually have directly connected terminals so that network management application cannot
monitor their statuses easily. Thus, network monitoring techniques are developed to allow
network management applications to check the states of their network devices. As more
and more network devices are used to build bigger networks, network monitoring

techniques are expanded to monitoring networks as a whole.

Bandwidth [1] on the internet can only beconceptualized over time, and the
amount of time that you talk about can greatly change the user experience. For reliable
data transmission within computer network and internet forms the basis for management
and control of bandwidth. Without bandwidth management, a user will not be able to
handle all available bandwidth on the networks. It will be impossible to differentiate
between various network traffics, and it will also be difficult to control which user or

application has priority on the network.

Applications which require specific quantity and quality of service may not be
predicted in terms of available bandwidth, thus making some applications run poorly due

to improper bandwidth allocation.

Bandwidth management from Managed Communications enables our business to

benefit by getting:



a) Get better information —that is can better understand your bandwidth usage with

comprehensive bandwidth management tools.

b) Faster application speed - bandwidth management can allocate bandwidth to key

critical applications enabling better performance.

¢) Reduce unwanted traffic —by isolate P2P users or bandwidth hogs on your network so

that you control the quality of performance seen across your data connections.

d) More bandwidth —that is can achieve up to 35 times the throughput with bandwidth

management services [26].

The flowing figure [1.1] show Amount of bandwidth used in week one of Trinity term
2005 to 2011:
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Figure 1.1:Amount of bandwidth used in week one of Trinity term 2005 to 2011

A new Internet traffic trends report released by the Canadian broadband

management company Sandvine reveals [2] that global P2P traffic is expanding, with Bit

2



Torrent as the key player. In North America, more than half of all upstream traffic

(53.3%) on an average day can be attributed to P2P.

The normalized aggregate of all traffic (up/down) during peak hours puts P2P

traffic at 19.2% during the first months of 2010. Interestingly, this is up from 15.1% in

2009, which shows that P2P traffic is growing strongly, not only in absolute numbers but

also as a share of total Internet traffic in North America.
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Figure 1.2: Normalized aggregate traffic profile

Network monitoring is a difficult and demanding task that is a vital part of a
Network Administrators job.[3] Network Administrators are constantly striving to
maintain smooth operation of their networks. If a network were to be down even
for a small period of time Productivity within a company would decline, and in the
case of public service departments the ability to provide essential services would
be compromised. In order to be proactive rather than reactive, administrators need
to monitor traffic movement and performance throughout the network and verify

that security do not occur within the network.



1.2.

1.3.

1.5.

It is a fact that the users always require a very high quality of service, very
high speed internet access to satisfy their application’s needs. On the other hand in
most of the cases the Internet link has a limited bandwidth due to the budget

constraints.

Problem Statement

Controlling the use of bandwidth among users is a challenging task,For
example, if we assume the existence of a number of users in the network running
different applications (some of them are bandwidth intensive while the others are
considered light applications) accordingly, their offered traffic will vary. Thus, if
the bandwidth is limited, the link will be congested and the heavy behaviour of
some of the users will affect the performance of the rest. Therefore, a mechanism
for monitoring and controlling the usage of the users must be exist so as to achieve
the goals of balancing between performance (acceptable perceived QOS for the

users) and cost ( avoiding the link upgrading due to the users complains).

Research objectives:

To Monitor and control the user behaviors in the network.
To enhance the usage of bandwidth in the organization.

Torestrictthe user who have a heavy behavior in the network.

Scope of Research

The project will be implemented and tested in Sudan University of Science
and Technology (College of Computer Science and Information Technology)

network.



1.6. Research Methodology

At the first the implementation of the projectneeds to install OSand some tools
to monitoring the network and some to apply some policy and other to write the

code.

1.7. Thesis Layout

Chapter 2 is divided into two Sections. The first Section discusses the
general introduction to the network monitoring, analysis, control and Tools usein

traffic monitoring and analysis. The Second section is previousstudy.

Chapter 3 explores the issues for traffic monitoring and analysis.it also

shows the tool use in the project and why we are choice it.

Chapter 4 explains the system structure and analysis the system.
Chapter 5 clarifiesthe implementation of system and the result of project.

Chapter 6 compares our project with the related studies. Also shows our

recommendations for the future studies.






CHAPTER 2

BACKGROUND AND PREVIOUS
STUDIES






2.1. Introduction

This chapter explains the concepts of Traffic Control, Bandwidth
Management, Traffic Congestion and Traffic Monitoring...ETC ,and finally the
previous studies and explain the work for each studies ,also advantage and

disadvantage of each one of them.

2.1.1. Background
In this section define the basic concepts of traffic control, bandwidth management,

and quality of Service. These three concepts are related but distinct.

2.1.1.1.Traffic Control
Traffic control is an agreement between a source and a destination to limit the flow
of packets without taking into account the load on the network. The purpose of traffic

control is to ensure that a packet arriving at a destination will find a buffer there.

Without any control, the source may send packets at a pace too fast for the
destination. This may cause buffer overflow at the destination leading to packet losses,
retransmissions, and degraded performance. A flow control scheme protects the

destination from being flooded by the source [1].

2.1.1.2.Bandwidth Management
Bandwidth is a term used in much of the telecommunications industry as a
measure, usually expressed in bits per second, of the rate at which information moves

from one electronic device to another.

Without proactive management of bandwidth, network capacity fills with viruses
and inappropriate traffic, problems cannot be diagnosed and the connection becomes

ineffective.



Managing bandwidth improves the performance of an internet connection by
removing unnecessary traffic: "improving bandwidth management is probably the easiest
way for universities to improve the quantity and quality of their bandwidth for
educational purposes". Bandwidth is like a pipe, it doesn’t matter how big the pipe is, if
the traffic in the pipe is not managed it will clog up with unwanted traffic and be hijacked
by viruses, spam, peer-to-peer file-sharing traffic and problems on the network will not be
accurately diagnosed. Bandwidth management requires three activities: Policy,
Monitoring and Implementation. If any one of these is activities is missing then the
management of bandwidth is significantly compromised. The activities inform and
reinforce each other it is not enough to right-size the bandwidth. In order to properly
manage this scarce resource, IT departments need a complementary budget for supporting
infrastructure and staff. In particular, adequate budget will be needed to enforce policies

and to use technology smartly [2].

2. 1.1.3. TrafficCongestion

Congestion is said to occur in the network when the resource demands exceed the
capacity and packets are lost due to too much queuing in the network. During congestion,
the network throughput may drop to zero and the path delay may become very high. A
congestion control scheme helps the network to recover from the congestion state.

A congestion avoidance scheme allows a network to operate in the region of low
delay and high throughput.The problem of congestion control is more difficult to handle
in networks with connectionless protocols than in those with connection-oriented
protocols. In connection-oriented networks, resources in the network are reserved in
advance during connection setup. Thus, one easy way to control congestion is to prevent
new connections from starting up if congestion is sensed [3].

2.1.1.4. Traffic Monitoring

The term network monitoring describes a range of techniques by which it is sought

to observe and quantify exactly what is happening in the network, both on the



microcosmic and macrocosmic time scales. Data gathered using these techniques provides

an essential input towards:

* Performance tuning: identifying and reducing bottlenecks, balancing resource use,

improving QOS and optimizing global performance.
* Troubleshooting: identifying, diagnosing and rectifying faults.
* Planning: predicting the scale and nature of necessary additional resources.

* Development and design of new technologies: Understanding of current operations and

trends motivates and directs the development of new technologies.

» Characterization of activity to provide data for modelling and simulation in design and

research.

* Understanding and controlling complexity: to understand the interaction between
components of the network and to confirm that functioning, innovation, and new
technologies perform as predicted and required. The introduction of persistent HTTP

connections, for instance, was found in some cases to reduce overall performance.

» Identification and correction of pathological behaviour.
2.1.1.5.Traffic analysis

Network analysis is the process of capturing network traffic and inspecting it
closely to determine what is happening on the network. Traffic monitoring and analysis is
essential in order to more effectively troubleshoot and resolve issues when they occur, so
as to not bring network services to a stand still for extended periods of time. Numerous
tools are available to help administrators with the monitoring and analysis of network
traffic [5].



2.1.1.6. Usage control

The term usage control is a generalization of access control to cover obligations,
conditions, continuity (on going controls) and mutability. Traditionally, access control has
dealt only with authorization decisions on a subject’s access to target resources.
Obligations are requirements that have to be fulfilled by the subject for allowing access.
Conditions are subject and object-independent environmental requirements that have to be
satisfied for access. In today’s highly dynamic, distributed environment, obligations and
conditions are also crucial decision factors for richer and finer controls on usage of digital
resources. Traditional authorization decisions are generally made at the time of request
but typically do not recognize ongoing controls for relatively long-lived access or for
immediate revocation. Moreover, mutability issues that deal with updates on related
subject or object attributes as a consequence of access have not been systematically
studied [6].

2.1.1.7. Network Capacity planning
Network planning is determining how much bandwidth the network actually needs.

2.1.1.8. The Benefits of Capacity Planning
1. Budgeting

Capacity planning outlines the personnel and equipment your small business will

need in order to maintain current operations and reach goals.
2. Scalability
Scalability is the process of planning for expansion.

3.Dynamic Change
The process of capacity planning collects a significant amount of data on how your

company currently operates. One of the ways in which you can stay competitive in the

9



marketplace is to use that capacity data to make changes to your organization to keep up
with your competition. For example, if your prime competitor expanded its customer
service staff by 20 percent, then your capacity planning information can let you know
exactly what you would need it terms of money, facilities and personnel to keep up with

the competition's level of support.
The following figure2.2 shows Capacity Planning Methodology
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Figure2 .2: Capacity Planning Methodology [25]

2.2. Previous Studies

Raj Jain, K. K. Ramakrishnan [7] they compare the concept of congestion

avoidance with that of flow control and congestion control.

10



Similar with the project in applying efficiency, fairness, but there are not

applying their aims.

Shuo Fang, ChuanHengFoh, and KhinMiMiAung [16], their aims at

designing a congestion and priority solution for Ethernet congestion management.

Different with this project their aims manage Ethernet congestion but us

aims to manage congestion within user’s level.
2.3 conclusions

The outcomes of this chapter are: the first one is understand the related concepts
such as traffic controlling, bandwidth management and network monitoring etc. the
second outcome is to have knowledge about other efforts on the project problem

and their methodologies to obtain better result based on their results.

11






CHAPTER 3

NETWORK TRAFFIC CONTROL
TECHNIQUES AND TOOLS
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3.1. Introduction

The network monitoring directory contains software which allows a system
administrator to monitor a network for the purposes of security, billing, and
analysis (both online and offline).

Network analysis is the process of capturing network traffic and inspecting it
closely to determine what is happening on the network.
A networkanalyser decodes, or dissects the data packets of common protocols and
displays the network traffic in human-readable format. Networkanalysis is also
known by several other names: traffic analysis, protocol analysis, packet
sniffing, packet analysis, and eavesdropping to name a few.
Network analysis tools enable diagnosis of problems or allow exploration of all

hardware on a computer network.

Network traffic control is the process of managing, prioritizing, controlling
or reducing the network traffic, particularly Internet bandwidth, e.g. by
the network scheduler. It is used by network administrators, to
reduce congestion, latency and packet loss. This is part of bandwidth management.
In order to use these tools effectively, it is necessary to measure the network
traffic to determine the causes of network congestion and attack those problems
specifically.
Networktraffic measurement is the process of measuring the amount and type of
traffic on a particular network. This is especially important with regard to effective

bandwidth management.

12
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3.2. Network Monitoring and analysing Tools
3.2.1. NETFLOW

Netflow is another option for bandwidth usage analysis. Netflow is a
standard means of traffic accounting supported by many routers and firewalls. You
need a Netflow collector running on a host inside your network to collect the data.
PfSense can export Netflow data to the collector using the pfflowd package,

or softflowd [26].
3.2.2.SFlow

SFlow is a multi-vendor sampling technology embedded within switches
and routers.It provides the ability to continuously monitor application level traffic
flows at wire speed on all interfaces simultaneously.

The SFlow Agent is a software process that runs as part of the network
management software within a device. It combines interface counters and flow
samples into SFlow datagram’s that are sent across the network to SFlow
Collector. Packet sampling is typically performed by the switching/routing ASICs,
providing wire-speed performance. The state of the forwarding/routing table
entries associated with each sampled packet is also recorded.

The SFlow Agent does very little processing. It simply packages data into
SFlow Datagram’s that are immediately sent on the network. Immediate
forwarding of data minimizes memory and CPU requirements associated with the
SFlow Agent [27].

3.2.3. SARG

SARG is an open source tool that allows you to analyze the squid log
files and generates beautiful reports in HTML format with information’s about
users, IP addresses, top accessed sites, total bandwidth usage, elapsed time,
downloads, access denied websites, daily reports, weekly reports and monthly

reports.

13
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The SARG is very handy tool to view how much internet bandwidth is utilized by
individual machines on the network and can watch on which websites the

network’s users are accessing [28], as show bellow in figure 3.1thatshow Screen

Snapshot of Sarg.
L
Figure 3.1: Screen Snapshot ofSarg.
3.2.4. Cacti

Cacti are a complete network graphing solution designed to harness the
power of RRDTool's data storage and graphing functionality. Cacti provides a fast
poller, advanced graph templating, multiple data acquisition methods, and
user management features out of the box. All of this is wrapped in an
intuitive, easy to use interface that makes sense for LAN-sized installations
up to complex networks with hundreds of devices [29].

3.2.5. Nagios

Nagios is a system and network monitoring application. It watches hosts
and services that you specify, alerting you when things go bad and when they get
better.

Nagios was originally designed to run under Linux, although it should work

under most other unices as well.

14



Nagios was designed as a rock solid framework for monitoring, scheduling
and alerting. Nagios contains some very powerful features, harnessing them is not
only a matter of understanding how Nagios works, but also how the system you’re
monitoring also works. This is an important realization. Nagios can’t automatically
teach you about complex systems, but it will be a valuable tool to help you in your

journey,as show bellow in figure 3.2that show Screen Snapshot of Nagios.
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Figure 3.2: Screen Snapshot of Nagios.

3.2.6.Nomad

Nomad is a network mapping program designed to automatically

discover a local network, using SNMP to identify network devices and work out
how they are physically connected together. The network is then presented as a
topology diagram with simple integrated monitoring. Changes in the network are
reflected in the diagram which continuously updates, and you can customize your
own views of the network map with various views and filters.
3.2.7.Ntop

Ntop is a tool that shows the network usage, similar to what the popular

top UNIX command does. Ntop is based on capture and it has been written in a

15



portable way in order to virtually run on every UNIX platform, as show bellow in
figure 3.3that shows Screen Snapshot of Ntop.
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Figure 3.3: Screen Snapshot of Ntop.

3.2.8.WireShark

WIRESHARK (formerly Ethereal) has established itself as the premier
packet analyzer. It can capture packets of standard Ethernet, PPP and VPN
interfaces. | have used it many times to identify people running heavy reports
bringing servers down to a crawil.

WireShark requires installation of Windows Packet Capture package
(WINPCAP). WinPcap allows for other software to 'listen’ secretly to the
information coming and going through the network card on the computer. | found

it better to install the latest WinPcap first, rather than versions included with the
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programs, as show bellow in figure 3.4 thatshow Screen Snapshot of Wireshark.
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Figure 3.4: Screen Snapshot of Wireshark.
3.2.9.Angry IP

Angry IP Scanner (or simply ipscan) is an open-source and cross-platform
network scanner designed to be fast and simple to use. It scans IP addresses and

ports as well as has many other features.

It is widely used by network administrators and just curious users around

the world, including large and small enterprises, banks, and government agencies.

It runs on Linux, Windows, and Mac OS X, possibly supporting other

platforms as well [30].

3.2.10. IPTraf
IPTraf is a menu driven utility that allows you to monitor your TCP
network. Information such as ICMP, OSPF, TCP and UDP counts can be displayed

easily. Interfaces can be monitored. Monitor connectivity and traffic with ease.
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IPTraf cannot create the configuration file. The most likely cause of this
is that you didn't properly install the program, and the necessary
directory /var/local/iptraf does not exist. Can also be generated if you have a disk
problem or if you have too many files open [31], as show bellow in figure 3.5

thatshow Screen Snapshot of IPTraf.
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Figure 3.5: Screen Snapshot of IPTraf.
3.2.11. IPFM
IP Flow Meter (IPFM) is a bandwidth analysis tool which outputs a list
of hosts with their respective bandwidth usage. IPFM uses libpcap and aims to be
portable. It features multi-filtering rules and name resolving, and runs on Linux,
FreeBSD, and IRIX [32].

3.3. Network Usage Control Tools
3.3.1. NAC

Network Access Control (NAC) is a complete standards-based, multi-

vendor interoperable pre-connect and post-connect Network Access Control
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solution for wired and wireless LAN and VPN users. Using Extreme Networks
NAC Gateway appliances and/or NAC Gateway Virtual Appliance with NetSight
NAC management configuration and reporting software, IT administrators can
deploy a leading-edge NAC solution to ensure only the right users have access to
the right information from the right place at the right time including time of day,
location, authentication types, device and OS type, and end system and user groups
[33].
3.3.2. Squid

Squid is caching proxy server, which improves the bandwidth and the
response time by caching the recently requested web pages. Now a day’s many
servers in the world are configured with squid in order to provide high delivery
speeds to the clients. Configuring the squid in transparent mode, special
configuration is not required on the client side. All the requests originatinating
from client and going to internet on port 80 are automatically redirected by proxy.
Depending on the requirement we need to configure the squid as transparent or
non-transparent proxy. This lab aims to enable readers implement a Proxy server in
the network so that other users of the LAN can leverage the functionalities of
accessing internet through proxy [34].
3.3.3. TC command

Traffic control is the name given to the sets of queuing systems and
mechanisms by which packets are received and transmitted on a router. This
includes deciding which (and whether) packets to accept at what rate on the input
of an interface and determining which packets to transmit in what order at what
rate on the output of an interface.

1.3.4. IP TABLE

Iptables is a generic table structure that defines rules and commands as part
of the netfilter framework that facilitates Network Address Translation (NAT),
packet filtering, and packet mangling in the Linux 2.4 and later operating systems.
NAT is the process of converting an Internet Protocol address (IP address) into
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another IP address. Packet filtering is the process of passing or blocking packets at
a network interface based on source and destination addresses, ports, or protocols.
Packet mangling is the ability to alter or modify packets before and/or after routing
[24].

3.4. Network Traffic Measurement Tools
3.4.1. DNSPerf

DNSPerf measures Authoritative Domain Name services and is
designedsimulate network conditions by self-pacing the query load.
3.4.2.ResPerf

It is designed specifically to simulate Caching Domain
Name services. To test a caching server, ResPerf systematically
Increases the query rate and monitors the response rate.

3.4.3. DHCPerf

DHCP performance testing provides a means of predicting server
behavior under load and verifying server performance. The most important
elements in a DHCP performance test tool are:

* Accuracy the tool’s results should correlate strongly with the server’s “real-
world” Performance.

* Reproducibility Successive testing runs with the tool should produce strongly
similar results.

» Simplicity Good results should not be dependent upon configuration options, and
the tool should be easy to use and understand.

3.4.4. PRTG

PRTG is an indispensable network traffic logger that makes life for
network administrators much easier. In addition to measuring network traffic,
PRTG also monitors the availability and performance of network devices, checks
the quality of VVolIP connections, monitors CPU and RAM usage, etc. Each PRTG
license includes various remote probes which allow you to monitor multiple
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locations with just one installation of the monitoring software, as show bellow in
figure 3.6 thatshow Screen Snapshot of PRTG.
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Figure 3.6: Screen Snapshot of PRTG [PRTGO06]

3.45. MRTG

The Multi Router Traffic Grapher (MRTG) is a tool to monitor the
traffic load on network links. MRTG generates HTML pages
containing PNG images which provide a LIVE visual representation of this traffic.

MRTG consists of a Perl script which uses SNMP to read the traffic

counters of your routers and a fast C program which logs the traffic data and
creates beautiful graphs representing the traffic on the monitored network
connection. These graphs are embedded into WebPages which can be viewed from
any modern Web-browser.

MRTG is not limited to monitoring traffic, though. It is possible to
monitor any SNMP variable you choose. You can even use an external program to

gather the data which should be monitored via MRTG. People are using MRTG, to
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monitor things such as System Load, Login Sessions, Modem availability and
more. MRTG even allows you to accumulate two or more data sources into a

single graph.

3.5. The Best Tools for This Project

IPFM package makes use of the pcap library to obtain network data for
processing.

IPFM serves as a useful tool for analyzing bandwidth usage by hosts on a
network, as it stores a table of all IP host pairs communicating and the total
amounts of traffic following in each direction. This table is periodically output
to disk in text format which can be further processed. Tools such as this can be
invaluable in determining which hosts on one’s network are responsible for the
majority of traffic, and which external hosts are popular. The pcap library filter
logic allows for the selection of traffic (such as the exclusion of traffic between
hosts on the local LAN) if required.

We chose IPFM because it save user data that is needs to use in the
project (such as IP address and the traffic (in and out) of each device) in a file.

When properly employed, traffic control should lead to more predictable
usage of network resources and less volatile contention for these resources. The
network meets the goals of the traffic control configuration. Bulk download traffic
can be allocated a reasonable amount of bandwidth even as higher priority
interactive traffic is simultaneously serviced. Even low priority data transfer such
as mail can be allocated bandwidth without tremendously affecting the other
classes of traffic and we choice TC command to control and shape the traffic of
users and we use IP TABLE because it have option to limited the bandwidth for

specific user by determining his IP address .
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3.6. Summary

This chapter explain some tool use in Network Monitoring and analysing,
Network Usage Control, Network Traffic Measurement and the tool will use in the

project and why we are choice it.
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CHAPTER 4

SYSTEM STRUCTURE
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4.1. Introduction
4.1.1. ENTERPRISE ARCHITECT

Enterprise Architect is a very powerful Visual Modeling Platform for
Comprehensive UML analysis and design tool, Rich modeling for business, software
and systems, Full traceability from requirements to deployment, Code engineering in
over 10 languages, Scalable, team-based repository, Enterprise frameworks, mind maps,
BPMN. The flowing figure 4.1 show picture of Enterprise Architecture:
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Figure 4.1: Enterprise Architecture
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4.2. SYSTEM ANALYSIS

4.2.1. Introductions

The key components of the system are: monitoring algorithm, analysing algorithm,

decision function, and increase/decrease algorithms, as show below on figure 4.2:

G

Monitoring and
collectoin data

(Monitoring
algorithm)

'

Excute decision
( ‘ Data analyzing
increase/decrease (Analyzing

\algorithms) ngrithm)

Decision

(decision function)

Figure 4.2: Component of the system

The system contains server and many clients, the client request service via server
then the server monitoring the traffic in the network and analysis the result of monitoring

to specify heavy users in the network then the system will control the heavy usage users.

The following figure 4.3 show simple network has server and many clients.
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Figure 4.3: simple network

To explain the idea of the project Suppose that pcO want to download video require
very high bandwidth and pcl in same LAN wantBrowsing and he/she uses few
bandwidth, by monitoring the network Appearsthat is pcO disturbs the other users and
uses more than allowed bandwidth and must be restricted by reducing his bandwidth and

give a chance to others to work better.

4.2.2 UML diagram
This section covers how the system will work using UML diagrams. Enterprise

Architect has been used to create the following UML Diagrams for theoretical analysis to

the project.
4.2.2.1 THE USE CASE DIAGRAM

The use case diagram display all function of the system (login, start system,
monitoring, collection data, analysis, restriction, view report, stop system) as show in
Figure 4.4.
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Figure 4.4: use case diagram.

4.2.2.2. UML Description

4.2.2.2.1. Login

Use case

Login to system by enter username and password in system interface.

4.2.2.2.2. Start system Use case

Is to make

IPFM start to start all function of system.
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4.2.2.2.3. Monitoring Use case
Monitoring the network to known useful information about network.
4.2.2.2.4. Analysis Use case
Analysis data to known heavy usage users.
4.2.2.2.5. Collection data Use case
That is data collected about the user in the network.
4.2.2.2.6. Restriction Use case
Restrict heavy usage user.
4.2.2.2.7. View report Use case
Is view report of system that contains the black list (heavy usage users).
4.2.2.2.8. Stop system Use case
Is terminating the system (stop all function in the system)
4.2.2.3. THE SEQUENCE DIAGRAMS

The following figures 4.5 show the sequence of login use case, that show the

action happens when the administrator want to login to system:
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sds1 ./

% login wind ow System Window Q

admin data base
I
1
1
I
1

enter user name and password()

-

T
I
I
I
I
I
l
check from data base()

i L

If Match()

If Not match(

S |

Figure 4.5: login diagram.

In this sequence will display the actions that happen when the administrator enter
username and password in login window then the system will check it’s from database ;if
match it will display system window else it will return to login window and send error

message.
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The following figures 4.6 show the sequence of start system use case, which shows

the action to start the system:

sd sysstart -
% system window ISP window O
administrator IPFM tool

press start system()

>

display for()

)

entered isp bandwidth()
——————

L

startipfm()

Figure 4.6: Start system

In this sequence will display action happens when the administrator will press start
system button on system window, the system will display ISP window then administrator
will be entered ISP quota (bandwidth) then the IPFM (tool of monitoring) will be start to

monitor the network.
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The following figures 4.7 show the sequence of monitoring system use case, which
shows the actions,happens to monitoring the network and analysis the data that is

collected form monitoring tool:

sd monitor -
system monitoring collection log file analysis Blacklidt file

monitoring usage bandwidth()

collection data()

write on()

1
1
1
: read from()

1
1
detemine blacklist and save it{)

Figure 4.7: Monitoring system

In this sequence the system will start IPFM to monitor the network and collection
data, write it in log file then read this data to analysis it, and then if there are heavy users

must save them in black list file.
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The following figures 4.8 show the sequence of Restriction use case, which shows

the action of restriction process in the system:

sd restic -~

X O O

system black list file restriction
1

read blacklist from()

determin bandwidth gqouta()

g

Y

e

Figure 4.8: Restriction process in the system

In this sequence the system will read the black list from black list file then

determine the quota (bandwidth) and restrict them.
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The following figures 4.9 show the sequence of stop systemuse case, which show

action happen when the administrator wants to stop system:

sd stop -

% option window

administrator
1

]
1
1
1
1
1
press stop window button() -

-

System stoped()

Figure 4.9: Stop system

In this sequence the administrator will press stop system button on option window,

the system will be stop all actions (functions) in it.
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The following figures 4.10 show the sequence of view reportuse case, which show

action to view report about heavy users in the system:

sds2

% option window report window O

administrator blacklidt file
1

]

I

I

I

I

! |

press view report button()
: >

accessto()

L

1
I
I
I
I
I
I
I
I
I
I
I
|
I
open black list file() 1

display black list()

B T k|

]

Figure 4.10: View report

In this sequence the administrator view report button on option window then
display report window the system will open the blacklist file then display it in report

window.
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4.2.24. THE ACTIVITY DIAGRAM

The following figures 4.11 show the activity diagram for system:

act aci /I
Inifial
LOGIN
( START SYSTEM
NO

®

CLOSE TEM

MONITORING )

ANALYSIS )
IF HEAVY,

IF ADMIN CLOSE SYSTEM

Y )

( REPORT >

YES
C RESTRICTION )ﬁ

Figure 4.11: activity diagram.

System activity

The administrator login to system and start it then the system will start all function
automatically monitoring, analysis and restriction if there are heavy users, also the

administrator can stop the system if he/she want.
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4.2.2.5. THE DEPLOYMENT DIAGRAM:

The following figures 4.12 show the deployment diagram for system:

deployment Deployment !

«execution environme...
Internet(External_Servers)

User

Web_Server DataBase Server

http request I
Web_Browse Services

8]
/ My_Sql

IPFM_Tool

Cat6

TC command
and ip_table

Figure 4.12: deployment diagram
System Deployment

The deployment show the software using in the system ,first the users use web
browser for requesting service from server .in monitoring the system use IPFM tool ,after
monitoring system save the result of monitoring in data base to use in the analysis step

and control the users using TC command and IP table to limitation users bandwidth.
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4.3. Summary

This chapter first explain the ENTERPRISE ARCHITECTthat we are using to
analysis the system and them show UML diagram for the system to analysis and explain
system, then show sequence diagram for all function in the system and show activity
diagram for system then show the deployment diagram for the system and explain each of
its.

37






CHAPTER 5

SYSTEM IMPLEMENTATION



40



38



5.1. Introduction

This chapter discusses the implementation of the project, testing and the results

of the project.
5.2. Implementation

5.2.1. System description
System has the following specification.
5.2.1.1. Server

e 4 GBofram

e NICs (10/100 Mb)

e UBUNTU SERVER 14.04
e |PFM monitoring tool

5.2.1.2. Transmission Media

e Twisted pair cat 6
e lLayer 2 switch 24 ports
5.2.1.3. Clients

e 10 PCs[lap 13]

e Windows 8 Windows 7 OS and Ubuntu OS

5.3. Network Configuration

A small Subnet inside university LAN was created and the server connected to

the university LAN.
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University LAN has Network ID (172.27.129.0), all clients in The Subnet connect
throw the switch (layer 2 switch 24 port) to server with interface (eth0) and IP address

(172.27.129.153).

All connections between our server to switch and from clients to the switch with
cat 6 twisted pair cable. The DHCP server (which installed in system server) gives IP

address to clients.
5.4. Server Configuration

We install Ubuntu server 14.04 in the server and the system installed in the server
to monitoring, analysis and control users in the network. This system have two modes :
first online system using terminal this one works in real time (very short time) and offline
system is GUI system works for long time (1 hour) is not in real time. the following

figures show the Sequence of systems and the interface of systems.
5.4.1 ONLINE SYSTEM (TERMINAL)

After run the system it ask the admin to enter the total bandwidth from isp in

kilobytes.
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Na1 230 =

¥
ZlErrors  El

figure 5.1:Enter total bandwidth from isp

then admin enter the bandwidth from isp and the system calculates the allow in 1

minute, after that start the ipfm monitoring tool
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Starting IP Flow Meter: By
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] 230 >

N[

Terrors [
figure 5.2: Calculates the allow bandwidth and start ipfm - .
After the ipfm write its log file the system read it to calculate the total load of the
network and determines if the network is over utlization or not .If is over utlization it
read the log file again to finds the black list (the heavy usage users), it do that by
comparing their downloads bytes. Then restrict the speed of black list users to specific
gouta which it calculates it by divid the total bandwidth from ISP on the number of

active users.

In figure 5.3 it finds the 172.27.130.225 is the most heavy usage user and then

restrict it.
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Terminal 1y B = 200 &

File Edit View Search Project Build Run Tools Window Help
(m) 7] | ® MonoDevelop Q
E solution 4 ! Program.cs .
¥ Clipfm 1#-J| @ MmainClass » [ Main (string[] args)
pl_l—Ipfm o T (rornc TICCTET "
! ' @ & @ MonoDevelop External Console \ Vi
File Edit View Search Terminal Help '\.-'EF
E THE INCOM LOAD BLACK LIST :
IP ADDRESS INCOM
% 172.27.130.225 36504199
ROWs Updated ..

INCOMTOTAL USAGE Updated ..

— START TRAFFIC SHAPER FOR INCOMING IPs...
172.27.130.225 WAS RESTRICT!!
INCOM RESTRICT DONE!!

L L

5SS 5 05585000550 580555555555555555555555555555555555555555555555

L o T Bt é

To
=
&
o
c
[

TIME : 9/18/2014 2:00:20 PM

Starting IP Flow Meter: BE

T TUST/ID/mono/gac/ TIeN/ 4. 8 8 0738ebITIS2edr56/T18N

ZlErrors  El
Figure 5.3: Find black list users and Restrict them

The next figure (figure 5.4) shows the quota which the system restricted the

172.27.130.225 to it.
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quota (~/Desktop/tryyyyyyyy) - gedit LI m =) o 1:53 %

@ B Boen - Bsae &
—]

| | subnet x |£ TC_StartiN.sh x | | | quota X
19.0225862068965517kbps

Plain Text + Tab width: 8 ~ Ln1, Col1 INS

Figure 5.4: Restriction quota

The system still workonglik that until it finds the total load of the network is under
utlization and here it stop restriction and allow users to work freely, finally it continuos

its work (monitoring, analayzing and controlling).
5.4.1.1. analyzingnetwok status

In this section the status of netwok before the system and after it will be
compared. The comparing will be done based of above black list that is mean the
comparing will be done on the usage of 172.27.130.225ip address before and after

system implementation because of challenges which faced the system implementation.

43



IP

172.27.130.225

5.4.1.1.1. Before sysem implementation
To understand and the system work be clear take this for example :

if the total bandwidth from ISP = 5kBps, then the total usage in 5 minutes must be
1536000 kbytes.

The following table show the usage of 172.27.130.225 during the time (5 minutes):

1 MIN 2 MIN 3 MIN 4 MIN 5 MIN Total(5 minutes)

16224 1470594 19729014 512005 15362911 37090748

The above table show that the total usage of the ip is more than the total usage must be

in 5 minutes, that is mean the network needed to be monitored and controlled.
5.4.1.1.2. After system implementation

here the system will be monitor and control the network usage, its controlling by restrict

speed (bandwidth).

The following table show the usage of 172.27.130.225 during the time (5 minutes) after

system implementation :

IP/USAGE |l min I min 2min |2 min 3min [3min  [4min |4 min 5min [5min |Total
speed |restrict |speed |restrict speed |restrict [speed |restrict speed |restrict

172.27.130. | 13mbp |0.153kb |0.153k |no_restrict|10mbp |0.153kb|0.153kb|no_restrict |[4mbps |0.153kb| _

225 s ps bps ion s ps ps ion ps

Usage 798720 |921.6k |921.6k 614400 |921.6k |921.6k 245760 |921.6k |4608
kB B B kB B B kB B kB
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The above table show clearly the system impact on network usage, in the table as
be explained on above sections the restriction qouta calculated based on the number of
active users that maens it changes with number of active users changing. Also, the
implementation done based on one ip address but keep in mind there large number of
ips in this network which impacted on the system implementation and restriction gouta
and the system can not manage those users because the system server is not a gateway

for the network, this is on of challenges faced this system implementation.
5.4.2. OFFLINE System (GUI)
5.4.2.1. LOGIN

The following figures [5.1] show login to system:

¥ OB = .04

File Edit View Search Project Build Run Tools Window Help

(m) | m ® MonoDevelop Q

Solution «h MainWindow.cs % | Method.cs ISP.cs % | Option.cs | System.cs % | Report.cs e

Y ] OME_Project No selection
¥ ] OME_Project 193

Consote.writeLine (" \NSTUPLNG F RICTION. . .\n™75

xogqjooy b

» [ References 194
> L] User Interface P

[£] Assemblylnfo.cs
[F11sP.cs

= e UserName admin
[¥) Mainwindow.cs
[¥] Method.cs
[] option.cs Password [ml
' [E] Program.cs
[%] Report.cs
[£] system.cs « LOGIN © CANCEL

o)
5
”
N 5
L

3UIPANO JUaWNOQ[E  saJadoud [i]

m ¥
m Designer

# watch & Locals @ Breakpoints <G Threads _Jcall stack Elimmediate
Name Value Type Name File Language Address

- Application Output

TlErrors []Tasks || Application Output

Figure 5.5: login to system
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5.4.2.1.1. LOGIN Button

Press this button to login to system, the administrator must enter user
name and password the system checked it, if it write data the system will display

system window.
5.4.2.1.2. CANCEL Button
If press this button it close application.

5.4.2.2. The main system window

The following figures [5.2] show system window:

System i B = 707

File Edit View Search Project Build Run Tools Window Help

(m) [(m © MonoDevelop Qr

Solution 4 | Mainwindow.cs « | Methodcs % | 15Pcs % | Option.cs 1 systemcs * | Reportcs x (¥

¥ C] OME_Project @ 1sP » [ restricter
¥ -] OME_Project zi PUUCIT GUGU T ACCURLY ) ACCUN  ACCU
2 public int restricter = 0;

xoqjooy b

» || References 22
» | User Interface 23
[£] AssemblyInfo.cs &3
[Fl1sP.cs [e-] e
[£] Mainwindow.cs
[¥) Method.cs
[¥) option.cs
[#] Program.cs 31 {
[£] Report.cs 32 LoGout
[7] system.cs 33

[> STARTSYSTEM

WNNNN
250 ®No

3UANO JuaWNd0aE  seiuadold [i]

m Designer

# watch & Locals @ Breakpoints G Threads “J call stack Elimmediate
Name Value Type Name File Language Address

| Application Output

4

FEE ER R ETEE ]
|
|

TlErrors []Tasks || Application Output

Figure 5.6: system window

5.4.2.2.1. START SYSTEM Button

On click on this button it will display ISP window.
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5.4.2.2.2. LOGOUT Button
On click on this button it will display login window.

5.4.2.3. ISP window

The following figures [5.3] show window to enter ISP bandwidth to system:

F OB = 104 %

@ File Edit View Search Project Build Run Tools Window Help

(m) e | © MonoDevelop Q

-] Application Output

Y

E Solution RN Mainwindow.cs % | Methodcs ! ispas « | optioncs « { systemes % | Reportcs v &
. " C OME_Project No selection §
¥ ] OME_Project 193 CONSOLE.WriteLine ( \NSIUPLNG RESIKLLILON...\N J; T
'_ i » I References 194 L]
» L User Interface 195 } )
v i properties 196 =
[Fl1sP.cs [o]| | 198 b}
[£] Mainwindow.cs 1 =
[¥] Method.cs EnterISPbyKB (50 J &
% [*] Option.cs .
[£] Program.cs = lc—;l
[£] Report.cs o ENTER @ CANCEL 8
[F] system.cs 565 - N 5
pt (3
1 2 3
? 207 o)
= 208 =3
. 209 try "
E m Designer
F i watch & Locals @© Breakpoints < Threads J Call stack [Elimmediate
’ Name Value Type Name File Language Address
i o

TlErrors  [E]Tasks || Application Output

Figure 5.7: ISP window.

5.4.2.3.1. ENTERButton
Enter ISP quota then press this button to display the show below in

figure 5.4.

5.4.2.3.1.1. Waite Message
Press ok button to start system as the following figures [5.4] that show

witting massage to tell administrator to Waite some time (one minute):
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Figure 5.8: wait window

Untitled window

@ File Edit View Search Project Build Run Tools Window Help

~ I ot | | ® MonoDevelop Q Press Controls. €

— Solution x ‘ 4 Mainwindow.cs | Methodcs x| 15Pcs x | optioncs | systemes » | Reportcs « \ 7l

= - - - \ =

= "—;ME_PWJEQ | @ 1sP > [ restricter g

¥ ] OME_Project 7T P o o

- 5 » | References 22 public int restrictel g
» L User Interface 33

= v [ Properties 24 public ISP () : =

é ) Assemblyinfo.cs 25 base(Gtk.WindowType.Toplevel) 5

Fl o] | 2 { ) S

E:i:’i;ivindow cs ' 7 this.Build (); 1

] Method.cs 2 5

;DOptlon,cs 30 protected void OnButton6Clicked (object sender, EventArgs e) B

[E] Program.cs 31 ]

[£] Report.cs 2 4 8

F g

S ontenc 29 Syst PLEASE PRESS OK... 3

ol R | 6 ANDWAITING 1 minit ... 8

35 thi§ o

36 } =3

g

3

37 — g
a | = = g&” —— b D
~—] m Designer .

#watch == | &Locals © Breakpoints < Threads ‘ “J call stack Elimmediate
Name Value Type ‘ Name File Language Address
| Application Output
e
A 4
*

MASQUERADE RESTORED! !

Starting IP Flow Meter:

71Errors [] Tasks L‘Applin:ationraq;;i

5.4.2.3.2. Cancel Button

On press this button will be back to system window.

5.4.2.4. Option window

The following figures [5.5] show option window:
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[o]-14[-1)]

a File Edit View Search Project Build Run Tools Window Help
~ K .\) | m | ® MonoDevelop &35 Q Press 'Contro search
I' solution 4 Mainwindow.cs # | Methodcs % | ISPcs » | Option.cs % | System.cs x \ x U0
; = =
"’ ] OME_Project @ Mainwindow * onButtonicClicked (object sender, EventArgs ) g
¥ ] OME_Project 30 { B
‘_ i » [ References 41 try 2
» [ User Interface 42 {
v [ Properties 43 string cs = "SERVER=127.0.0.1;" + "DATABASE=PROJECT ;UID=root ; PASSWORD= 123456 "; =
[F] Assemblyinfo.cs 44 MySqlConnection con = new MySqlConnection (cs}); s
) 1sP.cs - 45 9 =
[*] Mainwindow.cs [=-] 46 IN", con); ) =
‘ ) Method.cs 47 r.CloseConnection); ®
- 48
i) £ option.cs 49 | STOP SYSTEM J B
[F] Program.cs - 3
E [*] Report.cs o H]
c - e
' [*] system.cs 52 VIEW REPORT =
—— 53 B
il 54 s (passwd))) o
== 55 € BACK =
56 R | m
= -
(I <N Designer
F" # watch oL Slimmediate
l Name Value Type Name File Language Address
.@ =] Application Output
‘o
E .
id
Lﬁt\
- £lErrors  []Tasks [ Application Output

Figure 5.9: option window

5.4.2.4.1. STOP SYSTEM Button

This button will stop all system.

5.4.2.4.2. VIEW REPORT Button

On click this button will display report window.

5.4.2.4.3. Back Button

On click this button will display option window.

5.4.2.5. Report window

The following figures [5.6] show report about heavy user in the network:
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Report B B e1114

@ File Edit View Search Project Build Run Tools Window Help

=) (W, 3% f] | © MonoDevelop M35 | [Qpress control:

h Solution < ISR 1inwindow.cs % | Method.cs o isps » | Option.cs « | systemes » | Reportcs o\ v &
- ! 1= =y

e’ | OME_Project @ Mainwindow * ] OnButton1iClicked (object sender, EventArgs e) S
3 ¥ [ OME_Project 45 con.Open (); - T
" > |_IReferences 46 clioooi B GIN", con); =}
» || User Interface 47 Report ior.CloseConnection); L
v [ Properties 48 =

% _[F] Assemblyinfo.cs 49 THE BLACK LIST 3
[Fl1sP.cs 50 3

[¥] Mainwindow.cs @-] 51 %

[£] Method.cs 52 172.27.129.77 35892085 2

[*] option.cs 53 172.27.129.158 33248798 [

[ Program.cs 54 172.27.129.20 26657895 iLs (passwd))) 1]

= - cc o

[£] Report.cs ;; 9

= e

[F] system.cs 57 2

58 2

59 o

60 =

5

1 ™

61
=

m Designer
#watch & Emediate

Name A « VEW © cANCEL e Address
Click here to add @

TlErrors  [E]Tasks ] Application Output

Figure 5.10: report window

5.4.2.5.1. VIEWButton

On press this button it will view report of back list.

5.4.2.5.2. CANCEL Button

On press this button it will display option window.

5.4.2.6. THE BLACK LIST IN DATA BASE

The following figures [5.7] show table in data base about heavy user for a long time:
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root@LolO-PC: /home/lolokaty A B W) e 1025
Tables_in_PROJECT |

BLACKLIST
INCOMLIST

SELECT * FROM BLACKLIST
................ e i
IPADDRESS IPUSAGE

.0000

.0000

.0000

.0000
271024.0000
80457.0000
31667.0000
44996.0000
45213.0000
100291.0000
107301.0000
349635.0000
137632.0000
165536.0000
314331.0000
407617.0000
182549.0000
2804960.0000
69226.0000
146979.0000
80.0000
22269670.0000
26371551.0000
35892085.0000
33248798.0000

(<}
=
e
B
i
®
o)

set (0.13 sec)

- mysql>

Figure 5.11: table of black list in data base
5.4.2.7. The implementation of system using IFTOP

The following figures [5.8] show IP address of users before apply system:
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root@Lolo-PC: -
Press H or I for help

153 = .27.130. 176kb
13.0kb

27,130,153 85.28.68.68

2¢0f: fec8:8:130:7d0e:4bSh:8d2d: 2ab4 : 3CC.um. 58
.27.138.153

239.255.255.258 > 41.67.54.83
.27.130.153 : uc.cloud. avg.con

we.clovd. avg.con

172.27.131,255

239.255.,255.250

172.27.131,255

25.608  peak:
25.608
51.268

Figure 5.12: IP address of users before apply system

The following figures [5.9] show IP addresses of users after apply system:
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root@LolO-PC: ~
191Mb

172.27.130.153 ftp.sustech.edu 416b 2.89kb 1.13Mb
105kb 135kb 51.0Mb
172.27.129.7 98.8kb 48.6kb 16.3Mb
1.41kb 736b 137kb
172.27.129.20 ob 22.1kb 17.6Mb
ob 672b 221kb
172.27.128.123 ob 18.6kb 16.8Mb
ob 256b 244kb
172.27.129.158 ob 3.30kb 568kb
eb 96b 8.89kb
gensho.acc.umu.se ob 1.58kb 35.3kb
ob 1.58kb 1.065Mb
172.27.129.77 ob 0b eb
3.01kb 616b 308b
nsi.sustech.edu ob 117b 248b
ob 240b 405b
172.27.131.255 = 172.27.129.14 ob
ob

N A

172.27.130.153

)
vV I v I v

172.27.130.153

172.27.130.153

172.27.130.153

AN AN AI
nvynviun\

v

2cof:fec8:8:130:7d0e:4b5b

A
1]

255.255.255.255

N
v

172.27.130.153

ANl A
\'

N

rates: 99.2kb
111kb
okb

Figure 5.13: IP address of users after apply system

Observation on figure [5.8] the I[P addresses (172.27.127.158), (172.27.129.77),
(172.27.129.20) there bandwidth is higher than allowed bandwidth (by Mb/s) but on
figure [5.9] that is IP addresses is controlled by system and there bandwidths is reduced

(by Kb/s) after applying the system.

5.5. Summary

This chapter shows the implementation of the project system with interfaces

explain, also is shows the result of the implementation of the system.
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CHAPTER 6

CONCLUSION AND
RECOMMENDATION
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6.1. Conclusion

In this effort, a usage-based monitoring and control system has been
implemented, tested and validated. Furthermore, according to the testbed (LAB 13) It
works according to the expected objectives (identifies the heavy users and punished

them in very short time (1 minute).

Moreover, this implementation allows the normal users to use the available
bandwidth fairly, while at the same time saves the cost of upgrading the link by fully

utilizing the available bandwidth.

When you compare this project with previous studies that have been mentioned
in the second chapter, we found that the distinguish feature of the current one is to
control the bandwidth according to the usage of the user in very short time which will
be acceptable to university campus environment, while most of the studies did not
mention the control of the user’s process based on very short time (1 minute. Therefore
this project is to monitor the network and analysed to find users who make over use for
the network and then be punished by reducing bandwidth for them. The system has
many benefits, which include the availability of QOS between users, and manager of
organization need not to increase the bandwidth every time because of the bad use of
users and other benefits. Also the good side effect of this implementation is that it can
help the users to adapt themselves automatically by reducing their offered traffic in self

based manner.
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6.2.Recommendations

e By definition, the transfer rate is measured in bps, reducing the control period will
be very effective, although it can be implemented in our system ( by controlling
the usage in real time (go near by one second (the ideal situation))

Rather than 1 minute, but an effort is required to measure the performance and
practicality of the system.

e Modify and customize this project to help them in avoiding the overconsumption
of the monthly/weekly quota provided by the ISPs such as ZAIN,MTN and
SUDANI to give same benefit that is save customer money and provide good
service to him.

e Monitoring the network for a long time to know the users that always make a
problem in the network by using high bandwidth and accordingly, record their
usage as history so that they will be given more/less punishment according to their
history.

e Enhance the system to send Warningmassage “the extreme use of bandwidth will
be exposed to punishment” before restricting the users. The outcomes of this
warning message helps in making the users control themselves in self-healing.

e Add priorities to system like administration users, teachers and students so that
punishes people with lower priority.

e Develop android application for this system with some updated to be available to

regular users to monitoring and managing their own internet packets.
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