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ABSTRACT

Grid computing aims at exploiting the available resources in computer
networks for executing distributed and complex problems. The grid
computing environment is an open and dynamic environment, where a new
node can join the network at any time while other nodes may leave the
network, thus resource and job management in this environment can be
complex tasks.

This research aims at using agent technology to optimize the control and
exploitation of available resources in the grid computing environment and
facilitate monitoring of jobs that are executing on it.

A primary grid computing environment has been developed using agent
technology. Since multi-agent systems are suitable for solving problems on
open and dynamic environments, it is expected that the integration of grid
computing technology and multi-agent technology will lead to a better
management of the available resources in the environment. The proposed
environment is comprised of three parts: construction of the network,
establishing monitoring nodes, and executing the distributed task.

The proposed environment was implemented in two phases; the first phase
was implemented on a virtual network; and the second was the
implementation on a real network comprised of four hosts, with similar
specifications connected in a local area network. Each of the hosts is using the
Linux operating system. The Proposed environment was tested by running a
parallel matrix multiplication application, using the MPI technology.
Different dimensions of these matrices were used and the program was
divided into a different number of processes for three different cases, namely:
(1) Implementing the program in one host; (2) Implementing the program in
four hosts using the traditional techniques and (3) Implementing the program
in four hosts using the proposed environment.

Results obtained indicate that better resource management has been
achieved using the developed environment. Selection of nodes to execute a
job is done automatically at execution time by checking the current status of
the node. Better job management has been achieved also. If there is not
enough resources to execute a job it is scheduled until resources are found,
the client is notified of such an action.

It is recommended that multi-agent negotiation techniques be used to
achieve better control over distributed resources and jobs. Development of a
security model for new environment is also needed.
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ABBREVIATIONS

# | Abbreviation Meaning

1 | ACL Agent Communication Language

2 | AUML Agent Unified Modeling L.anguage

3 | DBMS Data Base Management System

4 | FIPA Foundation of Intelligent Physical Agent
5 |IP Internet Protocol

6 | MPI Message Passing Interface

7 | SSH Secure Shell

8 |VM Virtual Machine

viii




TABLE OF CONTENT

Dedications i
Acknowledgments ii
Abstract iii
edaiell iv
List of Figures \%
List of Tables vii
Abbreviations viii
Table of Content ix
Chapter One Introduction 1
1.1 Problem Statement 2
1.2 Objectives 3
1.3 Scope of research 3
Chapter Two 4
2.1 Multi Agent Systems 5
2.1.1 Agent Definition 5
2.1.2 Agent Properties 6
2.1.3 Multi Agents Definition 7
2.1.4 Mobile Agents 7
2.1.4.1 Mobile Agent Definition 7
2.1.4.2 Advantages of Mobile Agents 7
2.1.4.3 Disadvantages of Mobile Agents 8
2.1.4.4 Mobile Agent Design Pattern 8
2.1.4.5 Mobile Agent Security 11
2.1.4.5.1 Security Threats 11
2.1.4.5.2 Security Requirements 11
2.1.5 Foundation for Intelligent Physical Agents (FIPA) 12
2.1.5.1 FIPA ACL Message Structure 12
2.1.5.2 Agent Message Transport Reference Model 13
2.2 Grid Computing 15
2.2.1 Gird Computing Definition 15
2.2.2 What Grid Computing can do 15
2.2.2.1 Exploiting underutilized resources 15
2.2.2.2 Parallel CPU capacity 16
2.2.2.3 Applications 16
2.2.2.4  Virtual resources and virtual organizations for 16
collaboration
2.2.2.5 Access to additional resources 17
2.2.2.6 Resource balancing 18
2.2.2.7 Reliability 18
2.2.2.8 Management 19
2.2.3 Grid Computing Architecture 20

2.2.3.1 Grid Fabric level 20

ix



2.2.3.2 Core Grid middleware
2.2.3.3 User-level Grid middleware
2.2.3.4 Grid applications and portals
2.2.4 Grid Architecture Models
2.2.4.1 Computational grid
2.2.4.2 Data grid
2.2.5 Grid Topologies
2.2.5.1 Intragrids
2.2.5.2 Extragrids
2.2.5.3 Intergrids
2.2.6 Grid Computing Middleware
2.2.7 What the Grid Computing Cannot Do
2.3 Previous Studies
2.3.1 Agent-Based Framework with Grid Protocol
2.3.2 Agent Grid: Coordinating Multiple Agent
2.3.3 Agent-Based Peer-to-Peer Grid Architecture
2.3.3.1 Overall Architecture and Core Components
Chapter Three Tools
3.1 VMware Workstation
3.1.1 Benefits of Vmware
3.1.1.1 Workstation streamlines software development and
testing
3.1.1.2 Workstation enhances productivity of IT professionals
1.1.3 Workstation facilitates computer-based training and
software demos
3.2 Agent Unified Modelling Languages (AUML)
3.2.1 Analysis
3.2.2 Design
3.3 MYSQL Database
Chapter Four System Analysis and Design
4.1 Analysis
4.1.1 Define Task of the System
4.1.1.1 Grid Network Construction
4.1.1.2 Job Management
4.1.1.3 Network Monitoring
4.1.2 Define Places of Agents
4.1.2.1 Server
4.1.2.2 Nodes
4.1.2.3 Client
4.1.3 Identify Needed Agent
4.1.3.1 Monitor Node Agent
4.1.3.2 Monitor Grid Network Agent
4.1.3.3 Execute Task Agent
4.1.3.4 Manage Task Agent
4.1.3.5 Constrict grid network agent

X

20
21
21
21
21
22
22
23
23
23
24
25
27
27
27
28
29
31
32
32
32

32
32

33
33
33
34
35
36
36
36
37
37
38
38
38
38
38
38
39
39
39
39



4.1.4 Identify Classes 39

4.1.4.1 Agent class 39
4.1.4.2 ACLMessage class 39
4.1.4.3 Receive message class 39
4.1.4.4 Receive file class 40
4.1.4.5 Sqlcommand class 40
4.1.5 Model Relationships between Agents, Classes and Places 40
2.2 Design The System 42
4.2.1 Define Authorization Rights 42
4.2.2 Define State Charts for Agents, Classes and Places 42
4.2.2.1 Execute Task 42
4.2.2.2 Manage Task 43
4.2.2.3 Monitoring Node 44
4.2.2.4 Monitoring Grid 45
4.2.3 Live Cycle Model 46
4.2.3.1 Construct Grid Network Agent Live Cycle 46
4.2.3.2 Monitoring Node Agent Live Cycle 46
4.2.3.3 Monitoring Grid Network Agent Live Cycle 46
4.2.3.4 Execute Task Agent Live Cycle 46
4.2.3.5 Manage Task Agent Live Cycle 47
4.2.4 Define Subsystems and Neighbourhoods 47
4.2.4.1 Subsystems 47
4.2.4.1.1 Construct Grid Network 47
4.2.4.1.2 Monitoring Grid 47
4.2.4.1.3 Execute Tasks 47
4.2.4.2 Neighbourhoods: 48
4.2.5 Describe the Dynamic Behaviors of the System 48
4.2.5.1 Interaction Diagram for construct Grid Network 48
4.2.5.2 Interaction Diagram for Monitoring Grid Network 48
4.2.5.3 Interaction Diagram for Execute Task 49
Chapter Five Implementation 50
5.1 System Component 51
5.1.1 Server 52
5.1.1.1 Programs Run on the Server 52
5.1.2 Node 53
5.1.2.1 Programs Run on the Nodes 53
5.1.3 Client 53
5.1.3.1 Programs Run on the Client 53
5.2 Steps of Works 53
5.2.1 Step One: Prepare hosts 54
5.2.2 Step Two: Stetting Network and Firewall 54
5.2.3 Step Three: Create New User and Use SSH without 54
Password
5.2.4 Step Four: Create Bata Base and table 54

5.2.5 Step Five: Run File Transfer server program 54

xi



5.2.6 Step Six: Run Receive Message Program
5.2.7 Step Seven: Run Monitor Grid Network Agent
5.2.8 Step Eight: Run Monitor Node Agent
5.2.9 Step Nine Run Manage Task Agent
5.2.10 Step Ten: Run Execute Task Agent
Chapter Six Result & Discussion
Chapter seven Conclusion Recommendations
References
Appendices
Appendix I Network Configuration
Appendix II SSH Less Password
Appendix III Data Base
Appendix IV Life Cycle Model

xii

55
56
57
58
58
59
69
72
74
75
78
79
81



