Abstract

Virtualization is considered the most demanding topic in today's era. The
increasing speed and capabilities of Hardware (processor, memory, HD, etc...)
have made virtualization possible. It improved efficiency and manageability,
reduced hardware and software cost and Virtual Application Cluster on a single
server and allows consolidation. In addition to the time reduction used to deploy
new database installations. Virtualization is a term used liberally within computing.
In its broadest sense, virtualization is used to define any technology solution where
a level of abstraction is applied to separate the consumers of resources from the
compute resources themselves.

It is also, used in grid computing, and Application Cluster which is correctly
identified as a virtualization technology in its own right.

Based on this concept, virtualization has been adapted in Database
Application Cluster to enable a number of separate physical servers to appear as if
it were single database to database resource consumers.

On the other hand, this poses new challenges, including choosing the right
virtualization technology and consolidation configuration for a particular set of
applications. Similarly, choosing virtualization architectures is not only a complex
issue, but also the performance of the whole environment may go down on wrong
judgment. Rather than doing scientific analysis on these matters, usually decisions
are made on general discussion and perception. Along this thesis, a study of
performance for Clustered Databases in logical and physical virtualization is
performed. Due to virilities of products in Virtualization, have selected Oracle VM
Server (XEN) as Physical Virtualization, VMware Workstation as Logical

virtualization and Oracle Real Application Clusters (RAC) for database, as it is the
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only product that supports clustered computing and a data sharing system. Used
LMbench in this study to measure latency and bandwidths of both environments so
as to compare the results of process, file system and memory performance test.
Network performance measures by using Iperf and Netperf. The Swingbench
workload used was Order Entry. The Order Entry (PL/SQL) workload models the
classic order entry stress test have a profile similar to the TPC-C benchmark. A
comparison of the performance of clustered databases systems has been performed
through an evaluation on two stages: First an evaluation of the operating system
and network performance has been carried out in both environments focusing on
the latency and bandwidth, due to the direct dependency of the system performance
and the network. Second a lot of experiments are carried out on the clustered
database for measuring the performance, the availability and workload in both
virtualization environments. The results of these two evaluations show that the
performance of the clustered database realized better performance in the physical

virtualization environment.
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