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Abstract 

The main goal of this thesis is to study two clustering methods practically. 

The aims of practical study are to find out the capabilities of these two 

methods in clustering the breast cancer data set. 

Many clusters have been generated using both k-means and Two-step. 

Extensive comparisons have been conducted. The main conclusion is that 

these two methods generate different clusters. 

The main reason could be the difference in their strategies. Further, studies 

are needed to find more reasons. 
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 الخلاصة

 

أهذاف الذساسة .    الهذف الشئٍسً لهزٍ الأطشوحة هى دساسة طشٌقحاى الحجوٍع عولٍا

 .العولٍة هى لوعشفة قذسات هاجٍي الطشٌقحٍي فً ججوٍع هجوىعة الثٍاًات لسشطاى الثذي

.Two-step و  k-means  لقذ جن إًشاء العذٌذ هي الوجوىعات تإسحخذام مل هي 

   أجشٌث هقاسًات واسعة الٌطاق، والإسحٌحاج الشئٍسً هى أى هاجٍي الخىاسصهٍحاى 

 . جىلذاى هجوىعات هخحلفة

   السثة الشئٍسً ٌوني أى ٌنىى الفشق فً إسحشاجٍجٍاجهوا، تالإضافة على رلل، هٌاك 

 .حاجة لذساسات امثش للعثىس على الوضٌذ هي الأسثاب
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