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Abstract

The problem of the time dependent boundary layer is

important for its applications in several areas, and many

methods have been used to solve it. The objective of this

research is to apply the (G′/G) -expansion method to

this problem, it is shown that the proposed method is di-

rect, effective and can be used for many other nonlinear

evolution equations in mathematical physics. It repre-

sents the main objective of the problem itself. From

the solutions we have found, we observed several for the

wave solutions of nonlinear partial differential equations

hers presented (G′/G) -expansion method. As a result,

we obtained several new exact solutions including hy-

perbolic functions, the trigonometric functions and the

fractional functions which might have significant impact

on future researches. The obtained solutions with free

parameters may be important to explain some physical

iii



phenomena. It is shown that the performance of this

method is productive, effective and well-built mathe-

matical tool for solving nonlinear evolution equations

most from the methods used by former researchers in

the field. We have verified all the obtained solutions

with the aid of Maple.
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Chapter 1

The Generalized (G′/G)-Expansion

Method

1.1 Introduction

In mathematics, a partial differential equation (PDE) is a

differential equation that contains unknown multi variable func-

tions and their partial derivatives. ( A special case are ordinary

differential equations (ODEs), which deal with functions of a sin-

gle variable and their derivatives).

PDEs are used to formulate problems involving functions of sev-

eral variables, and are either solved by hand, or used to create a

relevant computer model.

In order to apply mathematical method to physical or real life

problem , we must formulate the problem in mathematical model

for problem . non-linear wave phenomena appears in various sci-
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entific and engineering fields such as sound, heat, electrostatics,

electrodynamics, fluid dynamics, elasticity, or quantum mechan-

ics , plasma physics , optical fibers ,biophysics , geochemistry

,propagation of shallow water waves ,high-energy physics , con-

densed matter physics , elastic media , biology solid state physics

, chemical kinematics , chemical physics and so on .

This is also noticed to arise in engineering , chemical and biolog-

ical applications .

The application of non-linear traveling waves has been brought

prosperity in the field of applied science.

The analytical solutions of non-linear PDEs play an important

role in non-linear science and engineering [9].

In order to understand better, as well as further applications in

practical life , it is important to generate exact traveling wave

solution .

In the recent past , a diverse group of scientists presented a va-

riety of methods to construct analytical and numerical solution.

For instance , the Hirotas bilinear transformation method [1], the

truncated Painleve expansion method [2],the Backlund transfor-

mation method [3], the Weirstrass elliptic function method [4],

the inverse scattering method [5], the tanh-coth method [6, 7],

the Riccati equation method [8, 10], the Jacobi elliptic function

2



expansion method [11], the F-expansion method [12, 13], the

Exp-function method [14, 15], the sine-cosine method [16] and

others [17, 18]. Recently, Wang et al. [19] presented one of the

powerful methods and called the (G′/G) expansion method for

constructing traveling wave solutions of some non-linear evolu-

tion equations (NLEEs).

In this method, they implemented the second order linear ordi-

nary differential equation (ODE) .

The history of the korteweg - de Varies (KdV) equation started

with experiments,by John Scott Russel in 1843, when he ob-

served solitary waves on the Union Canal. This observation had

no theoretical explanation at that time . followed by theoret-

ical investigations by Lord Rayleigh Boussesq around in 1870.

Finally in 1895 Diederick Korteweg and his student Gustav de

Varies derived a nonlinear PDE that is now called the KdV equa-

tion.

The KdV equation was not studied much after this until Zabusky

and Kruskal 1965,discovered numerically that it’s solution seemed

to decompose at large times into a collection of solution”:well sep-

arated solitary waves.

Moreover the solution seems to be almost unaffected in shape by

passing through each other (though this could cause a change in

3



their position). They also made the connection to earlier numer-

ical experiments by Fermi ,Pasta,Ulam,and Tsingou by showing

that the KdV equation was the continuum limit of the FPU sys-

tem .

Development of the analytic solution by means of the inverse

scattering transform was done in 1967 by Gardner,Greene ,Kruskal

and Miura .[36,37].

The KdV equation has several connections to physical problems.

In addition to being the governing equation of the string in the

Fermi-Pasta-Ulam problem in the continuum limit, it approx-

imately describes the evolution of long ,one-dimensional waves

in many physical settings,including: shallow-waves weakly non-

linear resting forces,long internal waves in a density-stratified

ocean ,ion acoustic waves in a plasma, a coustic waves on a crys-

tal lattice . Wang et al.(2008) [15] introduced the most direct

and effective method for obtaining exact solution of non-linear

partial differential equations (PDEs).

Called he (G′/G) expansion method, where G = G(ξ) satisfies

the second order linear ODE

G′′(ξ) + λG′(ξ) + µG(ξ) = 0,

λ and µ are arbitrary constants .

In the present research we will be solve the KdV equation with

4



the (G′/G) expansion method,and then we will give a new ap-

proach of (G′/G) expansion method for constructing more gen-

eral exact solutions of KdV equation .

1.2 The Description of The Generalized(G′/G)-Expansion

Method :

Let us consider a general non-linear PDE in the form

P (u, ux, uy, ut, uxx, uyy, uxy, utxy,· · ·) (1.2.1)

where u(x, y, t) is an unknown function , P is polynomial in

u(x, y, t) and it’s derivatives where in the highest order the par-

tial derivatives.

step 1

We combine the real variables x,y and t by a compound variable

ξ :

u(x, y, t) = u(ξ) : ξ = k1x + k2y + k3t, (1.2.2)

the traveling wave transformation (1.2.2) converts Eq.(1.2.1) into

an ordinary differential equation (ODE)for :

Q(u, u′, u′′,· · ·) = 0, (1.2.3)

5



where Q is a polynomial of u and it’s derivatives and the super-

scripts indicate the ordinary derivatives with respect to ξ .

step 2

According to possibility Eq.(1.2.3)can be integrated term by

term one or more time yields constant(s) of integration. The

integral constant may be zero, for simplicity.

step 3

Suppose the traveling wave solution of Eq.(1.2.3) can be ex-

pressed as follows :

u(ξ) =

N∑
i=0

ai

(
G′(ξ)

G(ξ)

)i
(1.2.4)

Where (ai(i = 0, 1, 2,· · · , N)) are arbitrary constants to be de-

termined later and G = G(ξ) satisfies the following auxiliary

equation :

G′′(ξ) + λG′(ξ) + µG(ξ) = 0, (1.2.5)

λ and µ are arbitrary constants.

6



step 4

To determine the positive integer N, taking the homogeneous bal-

ance between the highest order nonlinear terms and the deriva-

tives of highest order appearing in Eq.(1.2.3)

step 5

Substitute Eq.(1.2.4) and Eq.(1.2.5) into Eq.(1.2.3) with the

value of N obtained in step 4, we obtain polynomials in(
G′(ξ)

G(ξ)

)i
(i = 0, 1, 2,· · · , N),

we collect each coefficient of the resulted polynomials and setting

them to zero yields a set of algebraic equation for k1, k2, k3 ,

µ , λ , and ai (i = 0, 1, 2,· · · , N). can be found by solving

the algebraic equations obtained in step 5. Since the general of

Eq.(5) is well known to us, inserting the values of k1 , k2 , k3 ,

µ, λ, and ai (i = 0, 1, 2,· · · , N) into Eq. (1.2.4),we obtain more

general type new exact travailing wave solution of the nonlinear

partial differential equation (1.2.1) using the general solution of

7



Eq.(1.2.5), we have the following ratios:

G′(ξ)

G(ξ)
=



−λ
2 +

√
λ2−4µ

2 .
c1 cosh(

√
λ2−4µ
2 ξ)+c2 sinh(

√
λ2−4µ
2 ξ)

c1 sinh(

√
λ2−4µ
2 ξ)+c2 cosh(

√
λ2−4µ
2 ξ)

;λ2 − 4µ > 0

−λ
2 +

√
λ2−4µ

2 .
−c1 sin(

√
λ2−4µ
2 ξ)+c2 cos(

√
λ2−4µ
2 ξ)

c1 cos(

√
λ2−4µ
2 ξ)+c2 sin(

√
λ2−4µ
2 ξ)

;λ2 − 4µ < 0

−λ
2 + c2

c1+c2ξ
; λ2 − 4µ = 0

(1.2.6)

where C1 and C2 are arbitrary constants

8



Chapter 2

Application of The(G′/G)-Expansion

Method to KdV Equations

2.1 Introduction

The investigation of the traveling wave solutions for nonlin-

ear partial differential equations plays an important role in the

study of nonlinear physical phenomena. Nonlinear wave phe-

nomena appear in various scientific and engineering fields, such

as fluid mechanics, plasma physics, optical fibers, biology, solid

state physics, chemical kinematics, chemical physics and geo-

chemistry. Nonlinear wave phenomena of dispersion, dissipation,

diffusion, reaction and convection are very important in nonlin-

ear wave equations. In the past several decades, there have been

significant improvements in the study of exact solutions.

9



2.2 Exact Solution of The KdV Equation

We will apply the generalized (G′/G)-expansion method to con-

sruct the exact solution of the following KdV equation.

Then

G′′(ξ) + λG′(ξ) + µG(ξ) = 0 (2.2.1)

Example 1: the cvKdV equation

We start with the cvKdV equation in the form:

ut + f (t)uux + g(t)uuxxx = 0 (2.2.2)

Where f (t) 6= 0, g(t) 6= 0 are some given functions.

This equation is well-known as a model equation describing the

propagation of weakly-nonlinear weakly-dispersive waves in ho-

mogeneous. Obtaining exact solutions for non-linear differential

equations have long been one of the central themes of perpetual

interest in mathematics and physics.

To study the traveling wave solutions of Eq.(2.2.2), we take the

following transformation

u(x, t) = u(ξ) , ξ = x +
ω

α

∫ t

0

g(t)d(t) (2.2.3)

10



Where ω the wave is speed and α is a constant.

By using Eq. (2.2.2) and Eq.(2.2.3) is converted into an ODE

ω

α
u′ + 2uu′ + u′′′ = 0 (2.2.4)

Where the functions f (t) and g(t) in Eq.(2.2.2) should satisfy

the condition

f (t) = 2g(t), (2.2.5)

integrating Eq.(2.2.4) with respect to ξ once and taking the con-

stant of integration to be zero, we obtain

ω

α
u + u2 + u′′ = 0, (2.2.6)

suppose that the solution of ODE (2.2.6) can be expressed by

polynomial in terms of (G
′

G ) as follows:

u(ξ) =

n∑
i=0

ai

(
G′(ξ)

G(ξ)

)i
, (2.2.7)

where ai(i = 0, 1, ...) are arbitrary constants, while G(ξ) satis-

fies the second order linear ODE (2.2.1). Considering the homo-

geneous balance between the highest order derivatives and the

nonlinear terms in Eq. (2.2.6), we get n = 2.

Thus we have

u(ξ) = a0 + a1

(
G′(ξ)

G(ξ)

)
+ a2

(
G′(ξ)

G(ξ)

)2

, (2.2.8)

11



where a0, a1 and a2 are constants to be determined later.

Substituting Eq.(2.2.8) with Eq.(2.2.1) into Eq.(2.2.6) and col-

lecting all terms with the same power of
(
G′(ξ)
G(ξ)

)
.

Setting each coefficients of this polynomial to be zero,we have

the following system of algebraic equations:(
G′(ξ)

G(ξ)

)0

:
ωa0

α
+ a2

0 + λµa1 + 2µ2a2 = 0(
G′(ξ)

G(ξ)

)1

: λ2a1 + 2µa1 +
ωa1

α
+ 2a0a1 + 6λµa2 = 0(

G′(ξ)

G(ξ)

)2

: 3λa1 + a2
1 + 4λ2a2 + 8µa2 +

ωa2

α
+ 2a0a2 = 0(

G′(ξ)

G(ξ)

)3

: 2a1 + 10λa2 + 2a1a2 = 0(
G′(ξ)

G(ξ)

)4

: 6a2 + a2
2 = 0, (2.2.9)

on solving the above algebraic Eq.(2.2.9)

By using the Maple, we have

a0 = −6µ, a1 = −6λ, a2 = −6,
ω

α
=
−a2

1 + 144µ

36
,

(2.2.10)

substituting Eq. (2.2.10) into Eq.(2.2.8) yields

ui(ξ) = −6µ− 6λ

(
G′(ξ)

G(ξ)

)
− 6

(
G′(ξ)

G(ξ)

)2

, (2.2.11)

(i = 1, 2, ..., n solutions) .

12



where

ξ = x +
(−a2

1 + 144µ)

36

∫ t

0

g(t)d(t) (2.2.12)

Consequently, we have the following three types of exact solution

of equation (2.2.10).

Case 1

When (λ2 − 4µ) > 0 , we obtain the hyperbolic solution in the

form:

G′(ξ)

G(ξ)
=
−λ
2

+

√
λ2 − 4µ

2
.
c1 cosh(

√
λ2−4µ

2 ξ) + c2 sinh(

√
λ2−4µ

2 ξ)

c1 sinh(

√
λ2−4µ

2 ξ) + c2 cosh(

√
λ2−4µ

2 ξ)
(2.2.13)

u1(ξ) = −6µ− 6λ

(
G′(ξ)

G(ξ)

)
− 6

(
G′(ξ)

G(ξ)

)2

(2.2.14)

In particular,if we set:µ = 0, λ = 2, c1 6= 0, c2 = 0.

we find:

u1(ξ) = 6(1− coth2(ξ)) (2.2.15)

Case 2

When (λ2−4µ) < 0, we have the trigonometric function solution

in the form(
G′

G

)
=
−λ
2

+

√
λ2 − 4µ

2
.
c1 sin(

√
λ2−4µ

2 ξ) + c2 cos(

√
λ2−4µ

2 ξ)

c1 cos(

√
λ2−4µ

2 ξ) + c2 sin(

√
λ2−4µ

2 ξ)

13



u2(ξ) = −6µ− 6λ

(
G′(ξ)

G(ξ)

)
− 6

(
G′(ξ)

G(ξ)

)2

(2.2.16)

In particular ,if we set

µ = 0, λ = 2, c2 6= 0, c1 = 0.

we find:

u2(ξ) = 6(1− cot2(ξ)) (2.2.17)

Case 3

When (λ2− 4µ) = 0,we get the rational function solution in the

form (
G′(ξ)

G(ξ)

)
=
−λ
2

+
c2

c1 + c2ξ
(2.2.18)

u3(ξ) = −6µ− 6λ

(
G′(ξ)

G(ξ)

)
− 6

(
G′(ξ)

G(ξ)

)2

(2.2.19)

In particular ,if we set

λ > 0, µ = 0, c2 6= 0, c1 = 0.

we find:

u3(ξ) =
3λ2

2
− 6

ξ2
(2.2.20)

14



Example 2: The MDWW Equation

We study the MDWW equations

ut = −1

4
vxx +

1

2
(uv)x (2.2.21)

vt = −uxx − 2uux +
3

2
vvx (2.2.22)

The traveling wave variables below

u(x, t) = u(ξ), v(x, t) = v(ξ), ξ = k0(x + ωt)

permit us converting the equations (2.2.21) and (2.2.22) into

ODEs for u(x, t)=u(ξ) and v(x, t) =v(ξ) as follows:

− 1

4
k0v
′′ +

1

2
(uv)′ + ωu′ = 0 (2.2.23)

− k0u
′′ − 2uu′ +

3

2
vv′ − ωv′ = 0, (2.2.24)

where k0 and ω are the wave number and the wave speed, re-

spectively. On integrating Eqs.(2.2.23) and (2.2.24) with respect

to ξ once, yields

k1 −
1

4
k0v
′ +

1

2
(uv) + ωu = 0 (2.2.25)

k2 − k0u
′ − u2 +

3

2
v2 − ωv = 0, (2.2.26)

where k1 and k2 is an integration constants.

Suppose that the solutions of the ODEs (2.2.25) and (2.2.26) can

15



be expressed by polynomials in terms of
(
G′(ξ)
G(ξ)

)
as follows:

u(ξ) =

n∑
i=0

ai

(
G′(ξ)

G(ξ)

)i
(2.2.27)

v(ξ) =

m∑
i=0

bi

(
G′(ξ)

G(ξ)

)i
, (2.2.28)

where ai(i = 0, 1, ...)and (bi = 0, 1, ,m) are arbitrary constants,

while
(
G′(ξ)
G(ξ)

)
satisfies the second order linear ODE (2.2.1).

Considering the homogeneous balance between the highest order

derivatives and the nonlinear terms in Eqs.(2.2.27) and (2.2.28),

we get n = m = 1.

Thus, we have

u(ξ) = a0 + a1

(
G′(ξ)

G(ξ)

)
, a1 6= 0 (2.2.29)

v(ξ) = b0 + b1

(
G′(ξ)

G(ξ)

)
, b1 6= 0, (2.2.30)

where a0,a1 , b0 and b1 are arbitrary constants to be determined

later.

Substituting Eqs.(2.2.29) , (2.2.30) with Eq.(2.2.1) into Eqs.(2.2.25)

and (2.2.26).

collecting all terms with the same power of
(
G′(ξ)
G(ξ)

)
and setting

16



them to zero, we have the following system of algebraic equa-

tions: (
G′(ξ)

G(ξ)

)0

: ωa0 +
a0b0

2
+

1

4
kµb1 + k1 = 0,(

G′(ξ)

G(ξ)

)1

: ωa1 +
a1b0

2
+

1

4
k0λb1 +

a0b1

2
= 0,(

G′(ξ)

G(ξ)

)2

:
k0b1

4
+
a1b1

2
= 0,(

G′(ξ)

G(ξ)

)0

: −a2
0 + k0µa1 + ωb0 +

3b2
0

4
+ k2 = 0,(

G′(ξ)

G(ξ)

)1

: k0λa1 − 2a0a1 + ωb1 +
3b0b1

2
= 0,(

G′(ξ)

G(ξ)

)2

: k0a1 − a2
1 +

3b2
1

4
= 0, (2.2.31)

Solving this system by using the Maple gives:

The first of the solution:

a0 =
1

2
(λa1+ω), a1 = a1, b0 = −λa1−ω, b1 = −2a1,

k0 = −2a1, k1 =
1

4
(ω2+λ2a2

1−4µa2
1), k2 =

1

2
(ω2−λ2a2

1+µa2
1)

(2.2.32)

The second of the solution:

a0 =
1

2
(λa1−ω), a1 = a1, b0 = λa1−ω, b1 = 2a1,

k0 = −2a1, k1 =
1

4
(ω2−λ2a2

1+4µa2
1), k2 =

1

2
(ω2−λ2a2

1+µa2
1)

(2.2.33)
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Substituting Eq.(2.2.33) into Eqs.(2.2.29) and (2.2.30) we obtain

Case 1

When (λ2 − 4µ) > 0 , we obtain the hyperbolic solution in the

form

G′(ξ)

G(ξ)
=
−λ
2

+

√
λ2 − 4µ

2
.
c1 cosh(

√
λ2−4µ

2 ξ) + c2 sinh(

√
λ2−4µ

2 ξ)

c1 sinh(

√
λ2−4µ

2 ξ) + c2 cosh(

√
λ2−4µ

2 ξ)
(2.2.34)

u1(ξ) =
1

2
(λa1 + ω) + a1

(
G′(ξ)

G(ξ)

)
(2.2.35)

v1(ξ) = −λa1 − ω − 2a1

(
G′(ξ)

G(ξ)

)
(2.2.36)

In particular ,if we set

µ = 0, λ = 2, c1 6= 0, c2 = 0.

we find:

u1(ξ) =
ω

2
− a1 coth(ξ) (2.2.37)

v1(ξ) = −ω − 2a1 coth(ξ) (2.2.38)

Where

ξ = −2a1(x + ωt) (2.2.39)

and

u4(ξ) =
1

2
(λa1 − ω) + a1

(
G′(ξ)

G(ξ)

)
(2.2.40)
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v4(ξ) = λa1 − ω + 2a1

(
G′(ξ)

G(ξ)

)
(2.2.41)

In particular ,if we set

µ = 0, λ = 2, c1 6= 0, c2 = 0.

we find:

u4(ξ) =
−ω
2

+ a1 coth(ξ) (2.2.42)

v4(ξ) = −ω + 2a1 coth(ξ) (2.2.43)

Where

ξ = −2a1(x + ωt) (2.2.44)

Case 2

When (λ2−4µ) < 0, we have the trigonometric function solution

in the form(
G′

G

)
=
−λ
2

+

√
λ2 − 4µ

2

c1 sin(

√
λ2−4µ

2 ξ) + c2 cos(

√
λ2−4µ

2 ξ)

c1 cos(

√
λ2−4µ

2 ξ) + c2 sin(

√
λ2−4µ

2 ξ)


(2.2.45)

u2(ξ) =
1

2
(λa1 + ω) + a1

(
G′(ξ)

G(ξ)

)
(2.2.46)

v2(ξ) = −λa1 − ω − 2a1

(
G′(ξ)

G(ξ)

)
(2.2.47)

In particular ,if we set

µ = 0, λ = 2, c1 6= 0, c2 = 0.
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we find:

u2(ξ) =
ω

2
+ a1 cot(ξ) (2.2.48)

v2(ξ) = −ω − 2a1 cot(ξ) (2.2.49)

Where

ξ = −2a1(x + ωt) (2.2.50)

u5(ξ) =
1

2
(λa1 − ω) + a1

(
G′(ξ)

G(ξ)

)
(2.2.51)

v5(ξ) = λa1 − ω + 2a1

(
G′(ξ)

G(ξ)

)
(2.2.52)

In particular ,if we set

µ = 0, λ = 2, c1 6= 0, c2 = 0.

we find:

u5(ξ) =
−ω
2

+ a1 cot(ξ) (2.2.53)

v5(ξ) = −ω + 2a1 cot(ξ) (2.2.54)

Where

ξ = −2a1(x + ωt) (2.2.55)

Case 3

When (λ2− 4µ) = 0,we get the rational function solution in the

form (
G′(ξ)

G(ξ)

)
=
−λ
2

+
c2

c1 + c2ξ
(2.2.56)
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u3(ξ) =
1

2
(λa1 + ω) + a1

(
G′(ξ)

G(ξ)

)
(2.2.57)

v3(ξ) = −λa1 − ω − 2a1

(
G′(ξ)

G(ξ)

)
(2.2.58)

In particular ,if we set

λ > 0, µ = 0, c2 6= 0, c1 = 0.

u3(ξ) =
ω

2
+
a1

ξ
(2.2.59)

v3(ξ) = −ω − 2a1

ξ
(2.2.60)

Where

ξ = −2a1(x + ωt) (2.2.61)

u6(ξ) =
1

2
(λa1 − ω) + a1

(
G′(ξ)

G(ξ)

)
(2.2.62)

v6(ξ) = λa1 − ω − 2a1

(
G′(ξ)

G(ξ)

)
(2.2.63)

In particular ,if we set

λ > 0, µ = 0, c2 6= 0, c1 = 0.

u6(ξ) =
−ω
2

+
a1

ξ
(2.2.64)

u6(ξ) = −ω +
2a1

ξ
(2.2.65)

Where

ξ = −2a1(x + ωt) (2.2.66)
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Example 3:

The Symmetrically Coupled KdV Equations

We consider the symmetrically coupled KdV equations

ut = uxxx + vxxx + 6uux + 4uvx + 2uxv = 0, (2.2.67)

vt = uxxx + vxxx + 6vvx + 4vux + 2vxu = 0. (2.2.68)

The traveling wave variables below

u(x, t) = u(ξ), v(x, t) = v(ξ), ξ = k(x + ωt) (2.2.69)

permits us converting Eqs.(2.2.67) and (2.2.68) into the following

ODEs:

− ωu′ + k2(u′′′ + v′′′) + 6vv′ + 4vu′ + 2v′u = 0 (2.2.70)

− ωv′ + k2(u′′′ + v′′′) + 6vv′ + 4uv′ + 2u′v = 0 (2.2.71)

Considering the homogeneous balance between highest order deriva-

tives and nonlinear terms in Eqs.(2.2.69) and (2.2.70), we have

u(ξ) = a0 + a1

(
G′(ξ)

G(ξ)

)
+ a2

(
G′(ξ)

G(ξ)

)2

, a2 6= 0 (2.2.72)

v(ξ) = b0 + b1

(
G′(ξ)

G(ξ)

)
+ b2

(
G′(ξ)

G(ξ)

)2

, b2 6= 0, (2.2.73)

where a0, a1, a2, b0, b1 and b2 are arbitrary constants to be deter-

mined later.
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Substituting Eqs.(2.2.72) and (2.2.73) with Eq.(2.2.1) into Eqs.(2.2.69)

and (2.2.70), collecting all terms with the same power of
(
G′(ξ)
G(ξ)

)
and setting them to zero, we have the following system of alge-

braic equations:

(
G′(ξ)

G(ξ)

)0

: −k2λ2µa1− 2k2µ2a1 + µωa1− 6µa0a1− 6k2λµ2a2

−k2λ2µb1 − 2k2µ2b1 − 4µa0b1 + 6k2λµ2b2 = 0

(
G′(ξ)

G(ξ)

)1

: −k2λ3a1−8k2λµa1+λωa1−6λa0a1−6µa2
1−14k2λ2µa2

−12µa0a2 − k2λ3b1 − 8k2λµb1 − 16k2µa2 + 2µωa2

−4λa0b1 − 6µa1b1 − 14k2λ2µb2 − 16k2µ2b2 − 8µa0b2 = 0

(
G′(ξ)

G(ξ)

)2

: −7k2λ2a1−8k2µa1+ωa1−6a0a1−6λa2
1−8k2λ3a2−52k2λµa2

+2λωa2− 12λa0a2− 18µa1a2− 7k2λ2b1− 8k2µb1− 4a0b1

−6λa1b1−8µa2b1−8k2λ3b2−52k2λµb2−8λa0b2−10µa1b2 = 0

(
G′(ξ)

G(ξ)

)3

: −12k2λa1−6a2
1−38k2λ2a2−40k2µa2+2ωa2−12a0a2
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−18λa1a2 − 12µa2
2 − 12k2λa2

2 − 12k2λb1 − 6a1b1 − 8λa2b1

−38k2λ2b2 − 40k2µb2 − 8a0b2 − 10λa1b2 − 12µa2b2 = 0

(
G′(ξ)

G(ξ)

)4

: −6k2a1−54k2λa2−18a1a2−12λa2
2−6k2b1−8a2b1

−54k2λb2 − 10a1b2 − 12λa2b2 = 0

(
G′(ξ)

G(ξ)

)5

: −24k2a2
2 − 12a2

2 − 24k2b2 − 12a2b2 = 0,

(
G′(ξ)

G(ξ)

)0

: −k2λ2µa1−2k2µ2a1−6k2λµ2a2−k2λ2µb1−2k2µ2b1

+µωb1 − 2µa0b1 − 6k2λµ2b2 = 0

(
G′(ξ)

G(ξ)

)1

: −k2λ3a1−8k2λµa1−14k2λ2µa2−16k2µ2a2−k2λ3b1

−8k2λµb1 + λωb1 − 2λa0b1 − 6µa1b1 − 6µb2
1

−14k2λ2µb2 − 16k2µ2b2 + 2µωb2 − 4µa0b2 = 0,
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(
G′(ξ)

G(ξ)

)2

: −7k2λ2a1−8k2λµa1−8k2λ3a2−52k2λµa2−7k2λ2b1

−8k2µb1 + ωb1 − 2a0b1 − 6λb2
1 − 8k2λ3b2 − 52k2λµb2

+2λωb2 − 4λa0b2 − 8µa1b2 − 18µb1b2 = 0,

(
G′(ξ)

G(ξ)

)3

: −12k2λa1− 38k2λ2a2− 40k2µa2− 12k2λb1− 6a1b1

−10λa2b1 − 6b2
1 − 38k2λ2b2 − 40k2µb2 + 2ωb2 − 4a0b2

−8λa1b2 − 12µa2b2 − 18λb1b2 − 12µb2
2 = 0,

(
G′(ξ)

G(ξ)

)4

: −6k2a1−54k2λa2−6k2b1−10a2b1−54k2λb2−8a1b2

−12λa2b2 − 18b1b2 − 12λb2
2 = 0,

(
G′(ξ)

G(ξ)

)5

: −24k2a2 − 24k2b2 − 12a2b2 − 12b2
2 = 0. (2.2.74)

Solving the above algebraic Eqs.(2.2.74) by using the Maple, we

have
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a0 = b0 = 0, a1 = − ωλ

λ2 + 8µ
, a2 = − ω

λ2 + 8µ
,

b1 = − ωλ

λ2 + 8µ
, b2 = − ω

λ2 + 8µ
, k = ±

√
ω

2λ2 + 16µ
(2.2.75)

Substituting Eq.(2.2.75) into Eqs.(2.2.72) and (2.2.73) yields.

we deduce the following three types of traveling wave solutions:

case 1

if λ2 − 4µ > 0 ,we obtain the hyperbolic function traveling

wave solutions

G′(ξ)

G(ξ)
=
−λ
2

+

√
λ2 − 4µ

2
.
c1 cosh(

√
λ2−4µ

2 ξ) + c2 sinh(

√
λ2−4µ

2 ξ)

c1 sinh(

√
λ2−4µ

2 ξ) + c2 cosh(

√
λ2−4µ

2 ξ)
(2.2.76)

u1(ξ) = − ωλ

λ2 + 8µ

(
G′(ξ)

G(ξ)

)
− ω

λ2 + 8µ

(
G′(ξ)

G(ξ)

)2

(2.2.77)

v1(ξ) = − ωλ

λ2 + 8µ

(
G′(ξ)

G(ξ)

)
− ω

λ2 + 8µ

(
G′(ξ)

G(ξ)

)2

(2.2.78)

Where

ξ = ±
√

ω

2λ2 + 16µ
(x + ωt) (2.2.79)

In particular ,if we set

µ = 0, λ = 2 ω = 8, c1 6= 0, c2 = 0.
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we find:

u1(ξ) = 2− 2coth2(ξ) (2.2.80)

v1(ξ) = 2− 2coth2(ξ) (2.2.81)

where

ξ = ±(x + 8t)

case 2

if λ2 − 4µ < 0, we obtain the trigonometric function

traveling wave solutions(
G′

G

)
=
−λ
2

+

√
λ2 − 4µ

2
.
c1 sin(

√
λ2−4µ

2 ξ) + c2 cos(

√
λ2−4µ

2 ξ)

c1 cos(

√
λ2−4µ

2 ξ) + c2 sin(

√
λ2−4µ

2 ξ)
(2.2.82)

u2(ξ) = − ωλ

λ2 + 8µ

(
G′(ξ)

G(ξ)

)
− ω

λ2 + 8µ

(
G′(ξ)

G(ξ)

)2

(2.2.83)

v2(ξ) = − ωλ

λ2 + 8µ

(
G′(ξ)

G(ξ)

)
− ω

λ2 + 8µ

(
G′(ξ)

G(ξ)

)2

(2.2.84)

In particular ,if we set

µ = 0, λ = 2 ω = 8, c2 6= 0, c1 = 0.

we find:

u2(ξ) = 2− 2cot2(ξ) (2.2.85)

v2(ξ) = 2− 2cot2(ξ) (2.2.86)
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where

ξ = ±(x + 8t)

case 3

if λ2 − 4µ = 0,

we obtain the trigonometric function traveling wave solutions

(
G′(ξ)

G(ξ)

)
=
−λ
2

+
c2

c1 + c2ξ
(2.2.87)

u3(ξ) = − ωλ

λ2 + 8µ

(
G′(ξ)

G(ξ)

)
− ω

λ2 + 8µ

(
G′(ξ)

G(ξ)

)2

(2.2.88)

v3(ξ) = − ωλ

λ2 + 8µ

(
G′(ξ)

G(ξ)

)
− ω

λ2 + 8µ

(
G′(ξ)

G(ξ)

)2

(2.2.89)

In particular ,if we set

µ = 0, λ = 2 ω = 8, c2 6= 0, c1 = 0.

we find:

u3(ξ) = 2− 2

ξ2
(2.2.90)

v3(ξ) = 2− 2

ξ2
(2.2.91)

where

ξ = ±(x + 8t)
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Chapter 3

Application of The(G′/G)-Expansion

Method

Application of the (G′/G) -expansion method for the

Modified Equal Width Wave Equation, Burgers,Burgers-

Huxley and modified Burgers-KdV equations

3.1 Introduction

In this chapter, we apply the (G′/G) - expansion method to solve

the Burgers, Burgers-Huxley and modified Burgers-KdV equa-

tions (mBKdV).

The Burgers equation appears in various areas of applied mathe-

matics, such as modeling of fluid dynamics, turbulence, boundary

layer behavior, shock wave formation and traffic flow.

The Modified Equal Width Wave Equation and Burgers-Huxley
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equation can be regarded as a model to describe the interaction

between reaction mechanisms, convection effects and diffusion

transports [105-106]. Many physical problems can be described

by Burger-KdV and mBKdV equations. Typical examples are

provided by the behavior of long waves in shallow water and

waves in plasmas. Mcintosh [106] demonstrated how to describe

the average behavior of traveling wave solution of mBKdV in the

case of small dissipation.

3.2 Applications

We apply the (G′/G)−expansion method to solve the Modi-

fied Equal Width Wave Equation, Burgers, Burgers-Huxley and

modified Burgers-KdV equations.

Then

G′′(ξ) + λG′(ξ) + µG(ξ) = 0 (3.2.1)

Example 1: The Modified Equal Width Wave Equa-

tion (MEW)

ut + αu3 + βuxxt = 0 (3.2.2)

Using the transformation

u = U(ξ), ξ = x− kt, (3.2.3)
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where w is a constant to be determined later, Eq. (3.2.2) becomes

an ordinary differential equation, as follows:

− ku′ + αu3 − kβu′′ = 0 (3.2.4)

balancing u′′ with u3 gives n=1

k2u
′′ + αk1u

′′ + βu + γu3 = 0 (3.2.5)

u(ξ) =

N∑
i=0

ai

(
G′(ξ)

G(ξ)

)i
(3.2.6)

Then the solution is :

u(ξ) = a0 + a1

(
G′(ξ)

G(ξ)

)
, a1 6= 0 (3.2.7)

where a0, a1, λ, and µ are arbitrary constants.

by eq(3.2.5) and eq(3.2.7) we derive

u3 = a3
0 + 3a2

0a1

(
G′(ξ)

G(ξ)

)
+ 3a0a

2
1

(
G′(ξ)

G(ξ)

)2

+ a3

(
G′(ξ)

G(ξ)

)3

(3.2.8)

u′′ = λµa1 + λ2a1

(
G′(ξ)

G(ξ)

)
+ 2µa1

(
G′(ξ)

G(ξ)

)
+ 3λa1

(
G′(ξ)

G(ξ)

)2

+ 2a1

(
G′(ξ)

G(ξ)

)3

(3.2.9)

Substituting eqs.(3.2.5),(3.2.8) and(3.2.9) into (3.2.4) and equat-
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ing the coefficients of
(
G′(ξ)
G(ξ)

)i
to zero, we obtain a system of

algebraic equation in a0, a1, a2, λ, and µ as following(
G′(ξ)

G(ξ)

)0

:= ka1µ + αa3
0 − kβλµa1 = 0 ,

(
G′(ξ)

G(ξ)

)1

:= kλa1 + 3αa2
0a1 − kβλ2a1 − 2kβµa1 = 0 ,

(
G′(ξ)

G(ξ)

)2

:= ka1 + 3αa0a
2
1 − kβa1 = 0 ,

(
G′(ξ)

G(ξ)

)3

:= αa3
1 − 2kβαa1 = 0 .

Solving this system by Maple gives

a0 = ±
√

2βk

α

(
β − 1

6β

)
, a1 = ±

√
2βw

α
, k = k,

µ =
−1

12β2

(
−6λ− 1 + 2β − β2 + 6λ2β2

)
, β = β.

(3.2.10)

ui(ξ) = a0 + a1

(
G′(ξ)

G(ξ)

)
, (i = 1, 2, ..., n solutions)

(3.2.11)

ξ = x− 8t,
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Consequently, we have the following three types of exact solution

of equation (3.2.10).

Case 1:

When (λ2 − 4µ) > 0 , we obtain the hyperbolic solution in the

form

G′(ξ)

G(ξ)
=
−λ
2

+

√
λ2 − 4µ

2
.
c1 cosh(

√
λ2−4µ

2 ξ) + c2 sinh(

√
λ2−4µ

2 ξ)

c1 sinh(

√
λ2−4µ

2 ξ) + c2 cosh(

√
λ2−4µ

2 ξ)
(3.2.12)

u1(ξ) = ±
√

2βw

α

(
β − 1

6β

)
±
√

2βw

α

(
G′(ξ)

G(ξ)

)
In particular ,if we set

λ = 2, β = 1, k = 5, c1 = 0, c2 6= 0.

ω = 4, α = 8, µ = −1.

we find:

u(1:1)(ξ) = −1 + coth(
√

2ξ) (3.2.13)

33



Figure 3.2.1: The graph of exact travelling wave solution of eq. (2.2.13)

u(1:2)(ξ) = 1− coth(
√

2ξ) (3.2.14)

and

Figure 3.2.2: The graph of exact travelling wave solution of eq. (3.2.14)
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Case 2

When (λ2−4µ) < 0, we have the trigonometric function solution

in the form(
G′

G

)
=
−λ
2

+

√
λ2 − 4µ

2
.
−c1 sin(

√
λ2−4µ

2 ξ) + c2 cos(

√
λ2−4µ

2 ξ)

c1 cos(

√
λ2−4µ

2 ξ) + c2 sin(

√
λ2−4µ

2 ξ)
(3.2.15)

u2(ξ) = ±
√

2βw

α

(
β − 1

6β

)
±
√

2βw

α

(
G′(ξ)

G(ξ)

)
In particular ,if we set

λ = 2, β = 1, k = 5, c1 = 0, c2 6= 0.

ω = 4, α = 8, µ = −1.

we find:

u(2:1)(ξ) = −1 + cot(
√

2ξ) (3.2.16)

and

Figure 3.2.3: The graph of exact travelling wave solution of eq. (3.2.16)
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u(2:2)(ξ) = 1− cot(
√

2ξ) (3.2.17)

Figure 3.2.4: The graph of exact travelling wave solution of eq. (3.2.17)

Case 3

When (λ2− 4µ) = 0,we get the rational function solution in the

form (
G′(ξ)

G(ξ)

)
=
−λ
2

+
c2

c1 + c2ξ
(3.2.18)

u3(ξ) = ±
√

2βw

α

(
β − 1

6β

)
±
√

2βw

α

(
G′(ξ)

G(ξ)

)
In particular ,if we set

λ = 2, β = 1, k = 5, c1 = 0, c2 6= 0.

ω = 4, α = 8, µ = −1.
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we find:

u(3)(ξ) = ±
(
−1 +

1

ξ

)
Example 2: The Burgers Equation

The Burgers equation is presented as

ut + uux = uxx (3.2.19)

We make the transformation

u(x, t) = U(ξ), ξ = x− ct. (3.2.20)

Then we get

− cU ′ + UU ′ − U ′′ = 0 (3.2.21)

By one time integrating with respect to (ξ) , eq. (3.2.17)

becomes

− cU +
1

2
U 2 − U ′ + D = 0 (3.2.22)

where D is the integration constant.

Balancing U ′ with U 2 gives N = 1.

Therefore, we can write the solution of eq. (3.2.18) in the form

U(ξ) = a0 + a1

(
G′(ξ)

G(ξ)

)
, a0 6= 0 (3.2.23)

By eqs (3.2.1) and (3.2.19) we derive

U 2(ξ) = a2
1

(
G′(ξ)

G(ξ)

)2

+ 2a0a1

(
G′(ξ)

G(ξ)

)
+ a2

0 (3.2.24)
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U ′(ξ) = −a1

(
G′(ξ)

G(ξ)

)2

− a1λ

(
G′(ξ)

G(ξ)

)
− a1µ (3.2.25)

substituting eqs (3.2.5)-(3.2.7) into eq. (3.2.4), setting the coef-

ficients of
(
G′(ξ)
G(ξ)

)i
(i = 0, 1, 2)

to zero, we obtain a system of algebraic equations for a0, a1, c, λ

and µ as follows:(
G′(ξ)

G(ξ)

)0

: −ca0 +
1

2
a2

0 + a1µ + D = 0, (3.2.26)

(
G′(ξ)

G(ξ)

)1

: −ca1 + a0a1 + a1λ = 0, (3.2.27)(
G′(ξ)

G(ξ)

)2

:
1

2
a2

1 + a1 = 0 (3.2.28)

Solving this system by Maple gives:

a0 = c− λ, a1 = −2, , c = c D =
1

2
(c2 − λ2 + 4µ).

(3.2.29)

Substituting the solution set (3.2.25) and the corresponding so-

lutions of (3.2.1) into (3.2.19),

we have the solutions of eq. (3.2.18) as follows:
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case 1

if λ2 − 4µ > 0 ,we obtain the hyperbolic function traveling

wave solutions

G′(ξ)

G(ξ)
=
−λ
2

+

√
λ2 − 4µ

2
.
c1 cosh(

√
λ2−4µ

2 ξ) + c2 sinh(

√
λ2−4µ

2 ξ)

c1 sinh(

√
λ2−4µ

2 ξ) + c2 cosh(

√
λ2−4µ

2 ξ)
(3.2.30)

U1(ξ) = c− λ− 2

(
G′(ξ)

G(ξ)

)
(3.2.31)

In particular ,if we set

µ = 0, λ = 2 c = 6, c1 6= 0, c2 = 0.

we find:

U1(ξ) = 6− 2coth(ξ) (3.2.32)

where ξ = x− 6t

Figure 3.2.5: The graph of exact travlling wave solution of eq. (3.2.32)
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case 2

if λ2 − 4µ < 0, we obtain the trigonometric function

traveling wave solutions(
G′

G

)
=
−λ
2

+

√
λ2 − 4µ

2
.
c1 sin(

√
λ2−4µ

2 ξ) + c2 cos(

√
λ2−4µ

2 ξ)

c1 cos(

√
λ2−4µ

2 ξ) + c2 sin(

√
λ2−4µ

2 ξ)
(3.2.33)

U2(ξ) = c− λ− 2

(
G′(ξ)

G(ξ)

)
(3.2.34)

In particular ,if we set

µ = 0, λ = 2 c = 6, c2 6= 0, c1 = 0.

we find:

U2(ξ) = 6− 2cot(ξ) (3.2.35)

where ξ = x− 6t

Figure 3.2.6: The graph of exact travlling wave solution of eq. (3.2.35)
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case 3

if λ2 − 4µ = 0, we obtain the trigonometric function

traveling wave solutions

(
G′(ξ)

G(ξ)

)
=
−λ
2

+
c2

c1 + c2ξ
(3.2.36)

U3(ξ) = c− λ− 2

(
G′(ξ)

G(ξ)

)
(3.2.37)

In particular ,if we set

λ = 2, µ = 0, c = 6, c2 6= 0, c1 = 0.

in Eq(3.2.19) then we get:

u3(ξ) = 6− 2

ξ
(3.2.38)

where ξ = x− 6t

Figure 3.2.7: The graph of exact travlling wave solution of eq. (3.2.38)

In solutions Ui(ξ)(i = 1, 2, 3), C1 and C2 are left as free param-

eters.
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It is obvious that hyperbolic, trigonometric and rational solutions

were obtained by using the
(
G′

G

)
− expansion method, whereas

only hyperbolic solutions and hyperbolic and trigonometric so-

lutions.

We observe that the results are particular cases of our results.

Then our solutions are more general.

Example 3: The Burgers-Huxley Equation

Now, let us consider the following Burgers-Huxley equation in

the form

ut = uxx + uux + u(k − u)(u− 1), k 6= 0 (3.2.39)

We make the transformation

u(x, t) = U(ξ), ξ = x− ct. (3.2.40)

Then we get

cU ′ + UU ′ + U ′′ + U(k − U)(U − 1) = 0 (3.2.41)

where prime denotes the derivative with respect to ξ.

Balancing U ′′ with U 3 gives N = 1. Therefore, we can write the

solution of eq. (3.2.37) in the form

U(ξ) = a0 + a1

(
G′(ξ)

G(ξ)

)
, a1 6= 0 (3.2.42)
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By using eqs (3.2.1) and (3.2.37) we have

U ′(ξ) = −a1

(
G′(ξ)

G(ξ)

)2

− a1λ

(
G′(ξ)

G(ξ)

)
− a1µ (3.2.43)

U ′′(ξ) = −a1

(
G′(ξ)

G(ξ)

)3

+ 3a1λ

(
G′(ξ)

G(ξ)

)2

+ (a1λ
2 + 2a1µ)

(
G′(ξ)

G(ξ)

)
+ a1λµ, (3.2.44)

U 2(ξ) = a2
1

(
G′(ξ)

G(ξ)

)2

+ 2a0a1

(
G′(ξ)

G(ξ)

)
+ 2a2

0, (3.2.45)

U 3(ξ) = a3
1

(
G′(ξ)

G(ξ)

)3

+3a0a
2
1

(
G′(ξ)

G(ξ)

)2

+3a2
0a1

(
G′(ξ)

G(ξ)

)
+a3

0.

(3.2.46)

Substituting eqs (3.2.38)-(3.2.42) into (3.2.37), setting coeffi-

cients of
(
G′(ξ)
G(ξ)

)i
(i = 0, 1, 2, 3) to zero, we obtain a system of

nonlinear algebraic equations a0, a1, c, λ and µ as follows:(
G′(ξ)

G(ξ)

)0

: −ca1µ− a0a1µ− a1λµ− ka0 + ka2
0 + a2

0− a3
0 = 0,

(
G′(ξ)

G(ξ)

)1

: −ca1λ− a0a1λ− a2
1µ + a1λ

2 + 2a1µ− ka1
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+2ka0a1 + 2a0a1 − 3a2
0a1 = 0,(

G′(ξ)

G(ξ)

)2

: −ca1 − a0a1 − a2
1λ+ 3a1λ+ ka2

1 + a2
1 − 3a0a

2
1 = 0(

G′(ξ)

G(ξ)

)3

: −a2
1 + 2a1 − a3

1 = 0 (3.2.47)

Solving this system by Maple gives

The first of the solution:

a0 =
2λ + k − c + 1

4
, a1 = 1 ,

µ = a0λ
2 + 2a0 − 3a2

0 − ka0, λ = λ. (3.2.48)

The second of the solution:

a0 =
c + 2k − 5λ + 2

5
, a1 = −2,

µ =
1

4
a0λ

2 +
3

2
a2

0 +
1

2
ka0 − a0 λ = λ. (3.2.49)

where

Ui(ξ) = a0 + a1

(
G′(ξ)

G(ξ)

)
, (i = 1, 2, ..., n solutions)

(3.2.50)

case 1

if λ2 − 4µ > 0 ,we obtain the hyperbolic function traveling

wave solutions
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G′(ξ)

G(ξ)
=
−λ
2

+

√
λ2 − 4µ

2
.
c1 cosh(

√
λ2−4µ

2 ξ) + c2 sinh(

√
λ2−4µ

2 ξ)

c1 sinh(

√
λ2−4µ

2 ξ) + c2 cosh(

√
λ2−4µ

2 ξ)
(3.2.51)

U1(ξ) =

(
2λ + k − c + 1

4

)
+

(
G′(ξ)

G(ξ)

)
(3.2.52)

In particular ,if we set

µ = 0, λ = 2 k = 8, c1 6= 0, c2 = 0 c = 1.

we find:

U1(ξ) = 3 + coth(ξ) (3.2.53)

where ξ = x− t

Figure 3.2.8: The graph of exact travlling wave solution of eq. (3.2.53)

and

U4(ξ) =

(
c + 2k − 5λ + 2

5

)
− 2

(
G′(ξ)

G(ξ)

)
(3.2.54)

In particular ,if we set

µ = 0, λ = 2 k = 8, c1 6= 0, c2 = 0 c = 1.
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we find:

U4(ξ) =
19

5
− 2coth(ξ) (3.2.55)

where ξ = x− t

Figure 3.2.9: The graph of exact travlling wave solution of eq. (3.2.55)

case 2

if λ2 − 4µ < 0, we obtain the trigonometric function

traveling wave solutions(
G′

G

)
=
−λ
2

+

√
λ2 − 4µ

2
.
c1 sin(

√
λ2−4µ

2 ξ) + c2 cos(

√
λ2−4µ

2 ξ)

c1 cos(

√
λ2−4µ

2 ξ) + c2 sin(

√
λ2−4µ

2 ξ)
(3.2.56)

U2(ξ) =

(
2λ + k − c + 1

4

)
+

(
G′(ξ)

G(ξ)

)
(3.2.57)
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In particular ,if we set

µ = 0, λ = 2 k = 8, c2 6= 0, c1 = 0 c = 1.

we find:

U2(ξ) = 3 + cot(ξ) (3.2.58)

where ξ = x− t and

Figure 3.2.10: The graph of exact travlling wave solution of eq. (3.2.60)

U5(ξ) =

(
c + 2k − 5λ + 2

5

)
− 2

(
G′(ξ)

G(ξ)

)
(3.2.59)

In particular ,if we set

µ = 0, λ = 2 k = 8, c2 6= 0, c1 = 0 c = 1.

we find:

U4(ξ) =
19

5
− 2cot(ξ) (3.2.60)

where ξ = x− t
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case 3

if λ2 − 4µ = 0, we obtain the trigonometric function

traveling wave solutions(
G′(ξ)

G(ξ)

)
=
−λ
2

+
c2

c1 + c2ξ
(3.2.61)

U3(ξ) =

(
2λ + k − c + 1

4

)
+

(
G′(ξ)

G(ξ)

)
(3.2.62)

In particular ,if we set

µ = 0, λ = 2 k = 8, c2 6= 0, c1 = 0 c = 1.

we find:

u3(ξ) = 2 +
1

ξ
(3.2.63)

where ξ = x− t

Figure 3.2.11: The graph of exact travlling wave solution of eq. (3.2.63)
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and

U6(ξ) =

(
c + 2k − 5λ + 2

5

)
− 2

(
G′(ξ)

G(ξ)

)
(3.2.64)

In particular ,if we set

µ = 0, λ = 2 k = 8, c2 6= 0, c1 = 0 c = 1.

we find:

u6(ξ) = 3 +
1

ξ
(3.2.65)

where

ξ = x− t (3.2.66)

Example 4: The Modified Burgers-KdV Equation

We next consider the modified Burgers –KdV equation

ut + pu2ux + quxx − ruxxx = 0 (3.2.67)

where p, q and r are real constants. When q = 0, the modi-

fied Burgers - KdV equation reduces to the modified KdV equa-

tion. During the past several years, many have done research on

traveling wave solution of the KdV equation. Macintosh [104]

demonstrated how to describe the average behavior of traveling

wave solution of eq.(3.2.63) during small dissipation. Jacobs and

co -workers investigated the limit when r and q approached zero

and the ratio r/q2 remained constant, thus balancing the dis-

sipation and dispersion in balance . In the limit, it was shown
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that the traveling wave solutions of eq. (3.2.63) approach a shock

wave solution.

To determine the traveling wave solution of eq. (3.2.63), we make

the transformation

u(x, t) = U(ξ), ξ = x− ct. (3.2.68)

Then we get

− cU ′ + pU 2 + qU ′′ − rU ′′′ = 0 (3.2.69)

By integration with respect to (ξ) in eq. (3.2.39), we get

− cU +
p

3
U 3 + qU ′ − rU ′′ = 0 (3.2.70)

Balancing U ′′ with U 3 gives N = 1. Therefore, we can write the

solution of eq. (3.2.66) in the form

U(ξ) = a0 + a1

(
G′(ξ)

G(ξ)

)
, a1 6= 0 (3.2.71)

By using eqs (3.2.1) and (3.2.66) we have

U ′(ξ) = −a1

(
G′(ξ)

G(ξ)

)2

− a1λ

(
G′(ξ)

G(ξ)

)
− a1µ (3.2.72)

U ′′(ξ) = 2a1

(
G′(ξ)

G(ξ)

)3

+ 3a1λ

(
G′(ξ)

G(ξ)

)2

+ (a1λ
2 + 2a1µ)

(
G′(ξ)

G(ξ)

)
+ a1λµ (3.2.73)
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U 3(ξ) = a3
1

(
G′(ξ)

G(ξ)

)3

+ 3a0a
2
1

(
G′(ξ)

G(ξ)

)2

+ 3a2
0a1

(
G′(ξ)

G(ξ)

)
+ a3

0 (3.2.74)

Substituting eqs (3.2.67)-(3.2.70) into (3.2.66), setting coefficients

of
(
G′(ξ)
G(ξ)

)i
(i = 0, 1, 2, 3) to zero, we obtain a system of nonlinear

algebraic equations a0, a1,c,λ and µ as follows:(
G′(ξ)

G(ξ)

)0

: −ca0 +
1

3
pa3

0 − qa1µ− ra1λµ = 0,

(
G′(ξ)

G(ξ)

)1

: −ca1 + pa2
0a1 − qa1λ− ra1λ

2 − 2ra1µ = 0,(
G′(ξ)

G(ξ)

)2

: pa0a
2
1 − qa1 − 3ra1λ = 0,(

G′(ξ)

G(ξ)

)3

:
1

3
pa3

1 − 2ra1 = 0 (3.2.75)

Solving this system by Maple gives:

The first of the solution:

a0 =
q

p
±λ

2

√
6r

p
, a1 = ±

√
6r

p
, q =

3r(2a0 − a1λ)

a2
1

λ = λ,

µ =
a0(a0 − a1λ)

a2
1

, rp > 0, c =

(
2r(4a2

0 − 4a0a1λ + a2
1λ)

a2
1

)
(3.2.76)
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The second of the solution:

a0 = ±λ
2

√
6r

p
, a1 = ±

√
6r

p
, λ = λ,

c =
−r
2

(
4µ− λ2

)
, rp > 0 µ = µ r = r. (3.2.77)

Substituting the eq. (3.2.73) and the corresponding solutions

of (3.2.1) into (3.2.67), we have the solutions of eq. (3.2.66)

as follows: When λ2 − 4µ , we obtain the hyperbolic function

traveling wave solutions

case 1

if λ2 − 4µ > 0 ,we obtain the hyperbolic function traveling

wave solutions

(
G′

G

)
=
−λ
2

+

√
λ2 − 4µ

2

−c1 sinh(

√
λ2−4µ

2 ξ) + c2 cosh(

√
λ2−4µ

2 ξ)

c1 cosh(

√
λ2−4µ

2 ξ) + c2 sinh(

√
λ2−4µ

2 ξ)


(3.2.78)

U1(ξ) =

(
q

p
± λ

2

√
6r

p

)
±
√

6r

p

(
G′(ξ)

G(ξ)

)
(3.2.79)

In particular ,if we set

λ = 2, q = −9, p = −3, c2 6= 0,

c1 = 0, r = −2, µ = 0, c = 4.
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Figure 3.2.12: The graph of exact travlling wave solution of eq. (3.2.80)

we find:

U1(ξ) = 2 + 2coth(ξ) (3.2.80)

where ξ = x− 4t and

U4(ξ) =

(
±λ

2

√
6r

p

)
±
√

6r

p

(
G′(ξ)

G(ξ)

)
(3.2.81)

In particular ,if we set

λ = 2, p = −3, c1 6= 0,

c2 = 0, r = −2, µ = 0, c = 4.

we find:

U4(ξ) = −2coth(ξ) (3.2.82)

where ξ = x− 4t
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case 2

if λ2 − 4µ < 0, we obtain the trigonometric function

traveling wave solutions

(
G′

G

)
=
−λ
2

+

√
λ2 − 4µ

2
.
c1 sin(

√
λ2−4µ

2 ξ) + c2 cos(

√
λ2−4µ

2 ξ)

c1 cos(

√
λ2−4µ

2 ξ) + c2 sin(

√
λ2−4µ

2 ξ)
(3.2.83)

U2(ξ) =

(
q

p
± λ

2

√
6r

p

)
±
√

6r

p

(
G′(ξ)

G(ξ)

)
(3.2.84)

In particular ,if we set

λ = 2, q = −9, p = −3, c2 6= 0,

c0 = 0, r = −2, µ = 0, c = 4.

we find:

U2(ξ) = 2 + 2cot(ξ) (3.2.85)

where

ξ = x− 4t
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Figure 3.2.13: The graph of exact travlling wave solution of eq. (3.2.85)

and

U5(ξ) =

(
±λ

2

√
6r

p

)
±
√

6r

p

(
G′(ξ)

G(ξ)

)
(3.2.86)

In particular ,if we set

λ = 2, p = −3, c2 6= 0,

c1 = 0, r = −2, µ = 0, c = 4.

we find:

U5(ξ) = −2cot(ξ) (3.2.87)

where

ξ = x− 4t
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Figure 3.2.14: The graph of exact travlling wave solution of eq. (3.2.87)

case 3

if λ2 − 4µ = 0, we obtain the trigonometric function

traveling wave solutions(
G′(ξ)

G(ξ)

)
=
−λ
2

+
c2

c1 + c2ξ
(3.2.88)

U3(ξ) =

(
q

p
± λ

2

√
6r

p

)
±
√

6r

p

(
G′(ξ)

G(ξ)

)
(3.2.89)

In particular ,if we set

λ = 2, q = −9, p = −3, c2 6= 0,

c0 = 0, r = −2, µ = 0, c = 4.

we find:

U3(ξ) = 2 +
2

ξ
(3.2.90)

56



where ξ = x− 4t

and

Figure 3.2.15: The graph of exact travlling wave solution of eq. (3.2.90)

U6(ξ) =

(
±λ

2

√
6r

p

)
±
√

6r

p

(
G′(ξ)

G(ξ)

)
(3.2.91)

In particular ,if we set

λ = 2, p = −3, c1 6= 0,

c2 = 0, r = −2, µ = 0, c = 4.

we find:

U6(ξ) = −2cot(ξ) (3.2.92)

where

ξ = x− 4t
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Figure 3.2.16: The graph of exact travlling wave solution of eq. (3.2.92)
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Chapter 4

Application of The(G′/G)-Expansion

Method of Blasius Equation

4.1 Introduction

Laminar boundary layers have long been the subject of numer-

ous studies, since they play an important role in understanding

the main physical features of boundary layer phenomena.

Generally, no closed-form solutions are available for laminar bound-

ary value problems. Therefore, many researchers have resorted

to various numerical or semi-analytical methods to solve such

problems.

However, it is not an easy task to solve, numerically, such types

of problem.

The main issue is how to model such problems (with infinite or

semi-infinite domains) by a method of approximation with finite
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grid spacing.

To tackle this issue in mathematical modeling of the problem, one

can apply the infinite boundary condition at a finite boundary

placed at a large distance from the object (i.e., truncated bound-

ary). This,however, begs the question of what is a ’large distance’

and, obviously, substantial errors may arise if the boundary is not

placed far enough away.

On the other hand, pushing this out excessively far necessitates

the introduction of a large number of grids to model regions of

relatively little interest to the analyst. Obviously , when a low

- order numerical method is used for the solution of boundary

layer problems , many calculations should be done to accurately

predict the location of the truncated boundary. Therefore, to ac-

curately predict the location of the truncated boundary and to

reduce the computational time, higher-order numerical methods

should be used to model the boundary layer problems.

The Blasius boundary layer is an example of two dimensional

boundary layer problems.

The Blasius problem models the behavior of a two-dimensional

steady state laminar viscous of an incompressible fluid over a

semi-infinite at plate [31],[32],[33].

60



The governing differential equation of the problem is

2f ′′′ + ff ′′ = 0

The Blasius Equation

∂u

∂x
+
∂v

∂y
= 0

Generally, a similarity solution is one in which number of vari-

ables can be reduced by one or more by some analytical means

usually by coordinate transformation.

By applying a coordinate transformation and change of variables,

Blasius reduced the partial differential equations to ordinary dif-

ferential equation which he was able to solve.

Partial differentiation of the velocity components is done to ob-

tain ∂u
∂x ,∂u∂y and ∂2u

∂y2
.These are substituted back in the simplified

x-momentum equation and the following non-linear third order

ordinary differential equation is obtained.

u
∂u

∂x
+ v

∂u

∂y
= v

∂2u

∂y2

In dimensionless form, the boundary layer velocity profiles on

a flat plate should be similar regardless of the location along

the plate. For time-dependent flows, the time derivative of the

velocity fields in the equations is not zero for one-dimensional
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flows v = 0. Thus the continuity equation reduces to ∂u
∂x = 0 .

The x-momentum equation reduces to

u
∂u

∂x
+ v

∂u

∂y
=
−1

p

∂p

∂x
+ v

∂2u

∂y2

Without the source term, this equation represents the funda-

mental equation for all transient diffusion problems and can be

solved by analytical methods. For this purpose it is useful to

consider the equation without the source term and the following

equation holds for the molecular momentum transport.

∂p

∂x
= 0

Consider an unsteady, one-dimensional fluid flow problem due

to the oscillatory movement of a plate in a such way that the

fluid movement created in the immediate vicinity of the plate

is communicated to the fluid above the plate, by molecular mo-

mentum diffusion. The movement of the fluid above the plate is

thus governed by the following partial differential equation [66].

The partial differential equation representing the motion is

∂u

∂t
= v

∂2u

∂y2

u2 + uux − ut = 0
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4.2 The Exact Solution of Blasius Equation By (G′/G)

- Expansion Method

We will apply the generalized (G′/G) expansion method to con-

struct the exact solution of the following KdV equation.

u2 + uux − ut = 0 (4.2.1)

u(x, t) = u(ξ) where ξ = k1x + k2t.

the partial differential equation (PDE) is reduced to an OPE

u2 + k1uu
′ − k2u

′ = 0 (4.2.2)

Balancing u2 and u′ given n=1

u(ξ) = a0 + a1

(
G′(ξ)

G(ξ)

)
, a0 6= 0 (4.2.3)

G′′(ξ) + λG′(ξ) + µG(ξ) = 0, (4.2.4)

where a0, a1, λ, and µ are arbitrary constants.

by eq.(4.2.3) and eq. (4.2.4) we derive

u2 = a2
0 + 2a0a1

(
G′(ξ)

G(ξ)

)
+ a2

1

(
G′(ξ)

G(ξ)

)2

(4.2.5)

u′ = −µa1 − λa1

(
G′(ξ)

G(ξ)

)
− a1

(
G′(ξ)

G(ξ)

)2

(4.2.6)

uu′ = −µa0a1−λa0a1

(
G′(ξ)

G(ξ)

)
−µa2

1

(
G′(ξ)

G(ξ)

)
−a0a1

(
G′(ξ)

G(ξ)

)2
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− λa2
1

(
G′(ξ)

G(ξ)

)2

− a2
1

(
G′(ξ)

G(ξ)

)3

(4.2.7)

Substituting eqs.(4.2.3)-(4.2.7) into (4.2.2) and equating the co-

efficients of
(
G′(ξ)
G(ξ)

)i
to zero, we obtain a system of algebraic

equation in a0, a1, a2, λ, and µ as following

a2
0 − k2µa1 − k1µa0a1 + 2a0a1

(
G′(ξ)

G(ξ)

)1

−k1λa0a1

(
G′(ξ)

G(ξ)

)
− k2λa1

(
G′(ξ)

G(ξ)

)
− k1µa

2
1

(
G′(ξ)

G(ξ)

)
+a2

1

(
G′(ξ)

G(ξ)

)2

− k1λa
2
1

(
G′(ξ)

G(ξ)

)2

− k1a0a1

(
G′(ξ)

G(ξ)

)2

− k2a1

(
G′(ξ)

G(ξ)

)2

− k1a
2
1

(
G′(ξ)

G(ξ)

)3

= 0. (4.2.8)(
G′(ξ)

G(ξ)

)0

:= a0 − k1µa0a1 + k2µa1 = 0 ,(
G′(ξ)

G(ξ)

)1

:= 2a0a1 − k1λa0a1 − k1µa
2
1 + k2λa1 ,(

G′(ξ)

G(ξ)

)2

:= a2
1 − k1a0a1 − k1a

2
1 + k2a1 ,(

G′(ξ)

G(ξ)

)3

:= −k1a
2
1 = 0 . (4.2.9)

Solving this system by Maple gives

a0 =
−λ
2k2

, a1 = −k2, k2 = k2, µ = µ, k1 = 0.

(4.2.10)
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ui(ξ) =

(
−λ
2k2

)
−k2

(
G′(ξ)

G(ξ)

)
, (i = 1, 2, ..., n solutions)

(4.2.11)

Case 1

When (λ2 − 4µ) > 0 , we obtain the hyperbolic solution in the

form

G′(ξ)

G(ξ)
=
−λ
2

+

√
λ2 − 4µ

2
.
c1 cosh(

√
λ2−4µ

2 ξ) + c2 sinh(

√
λ2−4µ

2 ξ)

c1 sinh(

√
λ2−4µ

2 ξ) + c2 cosh(

√
λ2−4µ

2 ξ)
(4.2.12)

u1(ξ) =

(
−λ
2k2

)
− k2

(
G′(ξ)

G(ξ)

)
. (4.2.13)

In particular ,if we set

µ = 0, λ = 2, c1 6= 0, c2 = 0, k1 = 0, k2 = 3.

(4.2.14)

we find:

u1(ξ) =
8

3
− 3coth(ξ) (4.2.15)

where

ξ = 3t
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Figure 4.2.1: he graph of exact travelling wave solution of eq. (4.2.15)

Case 2

When (λ2−4µ) < 0, we have the trigonometric function solution

in the form(
G′

G

)
=
−λ
2

+

√
λ2 − 4µ

2
.
−c1 sin(

√
λ2−4µ

2 ξ) + c2 cos(

√
λ2−4µ

2 ξ)

c1 cos(

√
λ2−4µ

2 ξ) + c2 sin(

√
λ2−4µ

2 ξ)
(4.2.16)

u2(ξ) =

(
−λ
2k2

)
− k2

(
G′(ξ)

G(ξ)

)
. (4.2.17)

In particular ,if we set

µ = 0, λ = 2, c2 6= 0, c1 = 0, k1 = 0, k2 = 3.

(4.2.18)
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we find:

u2(ξ) =
8

3
− 3cot(ξ) (4.2.19)

where

ξ = 3t

Figure 4.2.2: The graph of exact travelling wave solution of eq. (4.2.19)

Case 3

When (λ2− 4µ) = 0,we get the rational function solution in the

form: (
G′(ξ)

G(ξ)

)
=
−λ
2

+
c2

c1 + c2ξ
(4.2.20)

u3(ξ) =

(
−λ
2k2

)
− k2

(
−λ
2

+
c2

c1 + c2ξ

)
(4.2.21)

In particular ,if we set

λ = 2, c1 = 0, c2 6= 0 , , k2 = 3. (4.2.22)
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we find: 
u3(ξ) = 4+8ξ

1+ξ

ξ = x + 2t

(4.2.23)
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Chapter 5

Application of The(G′/G)-Expansion

Method of Schrödinger Equation

5.1 Introduction

In mathematical physics, the Schrödinger equation and the closely

related Heisenberg equation are the most fundamental equations

in non-relativistic quantum mechanics, playing the same role as

Hamilton’s laws of motion and the closely related Poisson equa-

tion in non-relativistic classical mechanics.

In relativistic quantum mechanics, it is the equations of quan-

tum field theory which replace the role of Heisenberg’s equation,

while Schrödinger equation does not directly have a natural ana-

logue.

In pure mathematics, the Schrödinger equation and its variants

is one of the basic equations studied in the field of partial differ-
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ential equations, and has applications to geometry, to spectral

and scattering theory, and to integrable systems.

There are actually two (closely related) variants of Schrödinger

equation, the time dependent Schrödinger equation and the time

independent Schrödinger equation, we will begin with the discus-

sion of the time-dependent equation.

The time-independent Schrödinger equation Hψ = Eψ is of

course an eigenvalue equation for the operator H.

If H was a self-adjoint transformation on a infinite - dimensional

space then as is well known, there would only be a finite number

of eigenvalues E for which the equation Hψ = Eψ had a non-

trivial solution; however since H acts on an infinite-dimensional

space, the situation can be more complicated.

Indeed, H can have eigenfunctions ψ which lie in the domain

L2(Rnn) of H (consisting of square-integrable complex-valued

functions), but it is also possible to have solutions Hψ = Eψ

which do not decay at infinity, but instead are bounded or grow

at infinity; in fact, the behavior at infinity depends crucially on

the value of E, and in particular whether it lies in one or more

components of the spectrum of H, defined as the set of energies E

for which the operator H - E fails to be invertible with a bounded

inverse.
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This leads to the spectral theory of Schrödinger operators and

their variants, which is a vast and active area of current research.

Closely related to spectral theory is scattering theory, which is

of importance in both physics and mathematics.

If the potential function U decays sufficiently quickly at infin-

ity, and k ∈ Rnn is a non-zero frequency vector, then setting

the energy level as E := h2|k|2
2m , the time-dependent Schrödinger

equation Hψ = Eψ admits solutions ψ(q) which behave asymp-

totically as |q| −→ ∞ as

ψ(q) ≈ eik.q + f (
q

|q|
, k)

ei|k|q|

r(n−12 )

for some canonical function f : Sn1 ∗ Rn −→ C, known as the

scattering amplitude function.

This scattering amplitude depends (in a non-linear fashion) on

the potential U , and the map from U to f is known as the

scattering transform, and can be viewed as a non-linear variant

of the Fourier transform.

A major area of study in scattering theory is understanding the

relationship between properties of the potential U and properties

of the scattering amplitude f, and in particular whether one can

reconstruct the potential U from the scattering amplitudes.

This theory is important not just for the study of the Schrödinger
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equation, but is (rather surprisingly) also useful for studying

a number of integrable systems, for instance one can explicitly

write the solution to the Korteweg - de Vries equation

∂U

∂t
+
∂3U

∂t3
= 6U

∂U

∂x

by means of the one-dimensional scattering and inverse scattering

transforms.

There are many generalizations and variants of the Schrödinger

equation; one can generalize to many-particle systems, or add

other forces such as magnetic fields or even non-linear terms.

One can also couple this equation to other physical equations

such as Maxwells equations of electromagnetism, or replace the

domain Rnn by another space such as a torus, a discrete lattice,

a manifold, or alternatively one could place some impenetrable

obstacles in the domain (thus effectively removing those regions

of space from the domain).

The study of all of these variants is a vast and diverse field in

both pure mathematics and in mathematical physics [108].
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5.2 The Exact Solution of Schrödinger Equation By

(G′/G) - Expansion Method

We will apply the generalized (G′/G) expansion method to con-

struct the exact solution of the following KdV equation.

ut + uttt − 6uux = 0 (5.2.1)

Using the transformation u(x, t) = u(ξ) Where ξ = k1x + k2t

the PDE is reduced to an ODE

k2u
′ + k3

2u
′′′ − 6k1uu

′ = 0 (5.2.2)

Where the primes denot the derivativ with respect to ξ .

Balancing uu′ and u′′′ i.e n + n + 1 = n + 3. There for, we

assume the solution of (5.2.2) in the form

U(ξ) = a0 + a1

(
G′(ξ)

G(ξ)

)
+ a2

(
G′(ξ)

G(ξ)

)2

(5.2.3)

G′′(ξ) + λG′(ξ) + µG(ξ) = 0, (5.2.4)

where a0, a1, a2, λ, and µ are arbitrary constants.

by eq(5.2.1) and eq(5.2.2) we derive

U ′ = −µa1 − λa1

(
G′(ξ)

G(ξ)

)
− 2µa2

(
G′(ξ)

G(ξ)

)
− a1

(
G′(ξ)

G(ξ)

)2

− 2λa2

(
G′(ξ)

G(ξ)

)2

− 2a2

(
G′(ξ)

G(ξ)

)3

(5.2.5)
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UU ′ = −µa0a1 − λa1a2

(
G′(ξ)

G(ξ)

)
− 2µa0a2

(
G′(ξ)

G(ξ)

)
−µa2

1

(
G′(ξ)

G(ξ)

)
− λa1a2

(
G′(ξ)

G(ξ)

)
− a0a1

(
G′(ξ)

G(ξ)

)2

−2λa0a2

(
G′(ξ)

G(ξ)

)2

− λa2
1

(
G′(ξ)

G(ξ)

)2

− µa1a2

(
G′(ξ)

G(ξ)

)2

−2a0a2

(
G′(ξ)

G(ξ)

)3

− a1a2

(
G′(ξ)

G(ξ)

)3

− µ2a1a2

(
G′(ξ)

G(ξ)

)3

−2λa1a2

(
G′(ξ)

G(ξ)

)3

− 2µa2
2

(
G′(ξ)

G(ξ)

)3

− a1a2

(
G′(ξ)

G(ξ)

)4

− 2λa2
2

(
G′(ξ)

G(ξ)

)4

− 2a2
2

(
G′(ξ)

G(ξ)

)5

(5.2.6)

Substituting eqs.(5.2.3)-(5.2.6) into (5.2.2) and equating the co-

efficients of
(
G′(ξ)
G(ξ)

)i
to zero, we obtain a system of algebraic

equation in a0, a1, a2, λ, and µ as following

(
G′(ξ)

G(ξ)

)0

: −k2a1u
2 − 6a2k

3
2λµ

2 − k3
2a1λ

2µ + 6k1a0a1µ
2 = 0

(
G′(ξ)

G(ξ)

)1

: −16a2k
3
2µ

2+6k1a
2
1µ+12k1a0a2µ−k2a1λ−14a2k

3
2λ

2µ

−2k2a2µ− k3
2a1λ

3 + 6k1a0a1λ− 8k3
2λµ = 0
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(
G′(ξ)

G(ξ)

)2

: −2k2a2λ−8k3
2a2λ

3+6k1a0a1−k2a1+6k1λa
2
1−8µa1k

3
2

+6k1a0a1 − k2a1 + 6k − 1λa2
1 − 8µa1k

3
2 − 52λµa2k

3
2

−7a1λ
2k3

2 + 12k1a0a2λ + 18k1a1a2µ = 0

(
G′(ξ)

G(ξ)

)3

: 12µk1a
2
2−2k2a2−40a2µk

3
2 + 12k1a0a2 + 18k1a1a2λ

+6k1a
2
1 − 38k3

2a2λ
2 − 12k3

2a1λ = 0

(
G′(ξ)

G(ξ)

)4

: −6a1k
3
2 + 18k1a1a2 + 12λk1a

2
2 − 54k3

2a2λ = 0,

(
G′(ξ)

G(ξ)

)5

: 12k1a
2
2 − 24a2k

3
2 = 0. (5.2.7)

Solving this system by Maple gives:

The first of the solution: a0 = 1
24

a21+32k42µ+4k22
k22

, a1 = 2λk2
2,

a2 = 2k2
2, µ = µ, k1 = k2, k2 = k2.

(5.2.8)
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The second of the solution: a0 = 1
6 + 1

6k
2
2λ

2, a1 = 2λk2
2,

a2 = 2k2
2, λ = λ, µ = µ, k1 = k2.

(5.2.9)

Ui(ξ) = a0 + a1

(
G′(ξ)

G(ξ)

)
+ a2

(
G′(ξ)

G(ξ)

)2

(i = 1, 2, ..., n solutions)

Case 1

When (λ2 − 4µ) > 0 , we obtain the hyperbolic solution in the

form:

G′(ξ)

G(ξ)
=
−λ
2

+

√
λ2 − 4µ

2
.
c1 cosh(

√
λ2−4µ

2 ξ) + c2 sinh(

√
λ2−4µ

2 ξ)

c1 sinh(

√
λ2−4µ

2 ξ) + c2 cosh(

√
λ2−4µ

2 ξ)
(5.2.10)

u(ξ)1 =
1

24

a2
1 + 32k4

2µ + 4k2
2

k2
2

+ 2λk2
2

(
G′(ξ)

G(ξ)

)
+ 2k2

2

(
G′(ξ)

G(ξ)

)2

(5.2.11)

In particular ,if we set

λ = 2, µ = 0, k1 = 1, k2 = 1, c1 = 0, c2 6= 0.
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u1(ξ) = −28

24 + 2coth2(ξ)

ξ = x + t

(5.2.12)

and

Figure 5.2.1: The graph of exact travelling wave solution of eq. (5.2.12)

u2(ξ) =
1

6
+

1

6
k2

2λ
2 + 2λk2

2

(
G′(ξ)

G(ξ)

)
+ 2k2

2

(
G′(ξ)

G(ξ)

)2

(5.2.13)

In particular ,if we set

k1 = 2, k2 = 1, µ = 0, λ = 2, c1 = 0, c2 6= 0.

we find: 
u2(ξ) = −7

6 + 2tanh2(ξ)

ξ = x + t

(5.2.14)
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Figure 5.2.2: The graph of exact travelling wave solution of eq. (5.2.14)

Case 2

When (λ2−4µ) < 0, we have the trigonometric function solution

in the form(
G′(ξ)

G(ξ)

)
=
−λ
2

+

√
λ2 − 4µ

2
.
−c1 sin(

√
λ2−4µ

2 ξ) + c2 cos(

√
λ2−4µ

2 ξ)

c1 cos(

√
λ2−4µ

2 ξ) + c2 sin(

√
λ2−4µ

2 ξ)
(5.2.15)

u3(ξ) =
1

24

a2
1 + 32k4

2µ + 4k2
2

k2
2

+ 2λk2
2

(
G′(ξ)

G(ξ)

)
+ 2k2

2

(
G′(ξ)

G(ξ)

)2

(5.2.16)
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In particular ,if we set

λ = 2, µ = 2, k1 = 2, k2 = 2, c1 6= 0, c2 = 0

(5.2.17)

we find: 
u3(ξ) = 224 + 8cot2(ξ)

ξ = 2x + 2t

(5.2.18)

Figure 5.2.3: The graph of exact travelling wave solution of eq. (5.2.18)

and

u4(ξ) =
1

6
+

1

6
k2

2λ
2 + 2λk2

2

(
G′(ξ)

G(ξ)

)
+ 2k2

2

(
G′(ξ)

G(ξ)

)2

(5.2.19)

In particular ,if we set

k1 = 2, k2 = 2, µ = 1, λ = 2, c1 = 0, c2 6= 0.
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we find: 
u4(ξ) = −31

6 + 8tan2(ξ)

ξ = 2x + 2t

(5.2.20)

Figure 5.2.4: The graph of exact travelling wave solution of eq. (5.2.20)

Case 3

When (λ2− 4µ) = 0,we get the rational function solution in the

form (
G′(ξ)

G(ξ)

)
=
−λ
2

+
c2

c1 + c2ξ
(5.2.21)

u5(ξ) =
1

24

a2
1 + 32k4

2µ + 4k2
2

k2
2

+ 2λk2
2

(
G′(ξ)

G(ξ)

)
+ 2k2

2

(
G′(ξ)

G(ξ)

)2

(5.2.22)

80



ξ = k1x + k2t,

In particular ,if we set

λ = 2, µ = 1, k1 = 1, k2 = 1, c1 = 1, c2 = 1

we find: 
u5(ξ) = 1

6 + 2
(1+ξ)2

ξ = x + t

(5.2.23)

and

Figure 5.2.5: The graph of exact travelling wave solution of eq. (5.2.23)

u6(ξ) =
1

6
+

1

6
k2

2λ
2 + 2λk2

2

(
G′(ξ)

G(ξ)

)
+ 2k2

2

(
G′(ξ)

G(ξ)

)2

(5.2.24)

ξ = k1x + k2t,
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In particular ,if we set

λ = 2, µ = 1, k1 = 1, k2 = 1, c1 = 1, c2 = 1

we find: 
u6(ξ) = 29

6 + 2
(1+ξ)2

ξ = x + t

(5.2.25)
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Chapter 6

Application of The(G′/G)-Expansion

Method of Klein-Gordon Equation

6.1 Introduction

Nonlinear evolution equations are widely used in a variety

of fields such as fluid mechanics, quantum mechanics, solid state

physics, plasma physics, population dynamics, chemical kinetics,

nonlinear optics etc. [88],[97]. Exact analytic solutions of non-

linear equations are always in great demand to explain complex

dynamics of the underlying physical systems.

In past, considerable efforts have been made to obtain exact an-

alytical solutions of nonlinear equations with varying degree of

success. For this purpose, a number of methods have been devel-

oped for obtaining explicit traveling wave solutions of nonlinear

evolution equations [109].
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Many complex real world problems in nature are due to nonlin-

ear phenomena.

Nonlinear processes are one of the biggest challenges and not

easy to control because the nonlinear characteristic of the system

abruptly changes due to some small changes of valid parameters

including time.

Seeking the exact solutions of nonlinear partial differential equa-

tions plays an significant role, when we want to understand the

physical mechanism of the phenomena such as the wave phenom-

ena observed in fluid dynamics [110], plasma and elastic media

[111]and optical fibers [112] etc.

6.2 The Exact Solution of The Klein-Gordon Equa-

tion By (G′/G)−Expansion Method

We will apply the generalized (G′/G) expansion method to con-

struct the exact solution of the following KdV equation.

utt + αu′′ + βu + γu3 = 0, (6.2.1)

where α, β, γ are arbitrary constants balancing u′′ with u3 gives

n=1

k2u
′′ + αk1u

′′ + βu + γu3 = 0 (6.2.2)
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u(ξ) =

N∑
i=0

ai

(
G′(ξ)

G(ξ)

)i
Then the solution is :

u(ξ) = a0 + a1

(
G′(ξ)

G(ξ)

)
, a1 6= 0 (6.2.3)

G′′(ξ) + λG′(ξ) + µG(ξ) = 0, (6.2.4)

where a0, a1, λ, and µ are arbitrary constants.

by eq(6.2.4) and eq(6.2.5) we derive

u3 = a3
0 + 3a2

0a1

(
G′(ξ)

G(ξ)

)
+ 3a0a

2
1

(
G′(ξ)

G(ξ)

)2

+ a3

(
G′(ξ)

G(ξ)

)3

(6.2.5)

u′′ = λµa1 + λ2a1

(
G′(ξ)

G(ξ)

)
+ 2µa1

(
G′(ξ)

G(ξ)

)
+ 3λa1

(
G′(ξ)

G(ξ)

)2

+ 2a1

(
G′(ξ)

G(ξ)

)3

(6.2.6)

Substituting eqs.(6.2.3)-(6.2.6) into (6.2.2) and equating the co-

efficients of
(
G′(ξ)
G(ξ)

)i
to zero, we obtain a system of algebraic

equation in a0, a1, a2, λ, and µ as following

γa0 + βa3
0 + k2

1αλµa1 + k2
2λµa1 + γa1

(
G′(ξ)

G(ξ)

)
+k2

2λ
2a1

(
G′(ξ)

G(ξ)

)
+ 2k2

2µa1

(
G′(ξ)

G(ξ)

)
+ 2k2

1αµa1

(
G′(ξ)

G(ξ)

)
+3βa2

0a1

(
G′(ξ)

G(ξ)

)
+ k2

1αλ
2a1

(
G′(ξ)

G(ξ)

)
+ 3βa0a

2
1

(
G′(ξ)

G(ξ)

)2
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+ 3λa1

(
G′(ξ)

G(ξ)

)2

+ βa3

(
G′(ξ)

G(ξ)

)3

+ 2a1

(
G′(ξ)

G(ξ)

)3

= 0 ,

(6.2.7)(
G′(ξ)

G(ξ)

)0

: αa0 + βa3
0 + k2

2λµa1 + k2
1αλµa1 = 0,(

G′(ξ)

G(ξ)

)1

:= k2
2λ

2a1 + 2k2
2µa0 + k2

1αλ
2a1 + 2k2

1αµa1

+γa1 + 3βa2
0a1 = 0,(

G′(ξ)

G(ξ)

)2

:= 3k2
2λa1 + 3k2

1αλa1 + 3βa0a
2
1 = 0,(

G′(ξ)

G(ξ)

)3

:= 2k2
2a1 + 2k2

1αa1 + βa3
1 = 0.

Solving this system by Maple gives:

The first of the solution:

a0 = a0; a1 = 1; k1 = k1; k2 = k2; µ = µ,

γ = k2

(
6a4

0k2 + µ2 − 4µ2a0k2 − 3a2
0µ

a2
0

)
; λ = λ,

α =
1

2
k2

(
−µ + 4a2

0k2

a0k2
1

)
; β = −k2

(
6a2

2k2 − µ
a2

0

)
(6.2.8)

The second of the solution:

a0 = 0, a1 = −αk2
1, k1 = k1, k2 = −αk2

1 µ = µ,

γ = k2

(
−3k2λ

2 + 2µ
)
, λ = λ, β = −2k2 + 2 (6.2.9)
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Consequently, we have the following three types of exact solution

of equation (6.2.2).

ui(ξ) = a0 +

(
G′(ξ)

G(ξ)

)
, (i = 1, 2, ..., n solutions)

Case 1

When (λ2 − 4µ) > 0 , we obtain the hyperbolic solution in the

form:

G′(ξ)

G(ξ)
=
−λ
2

+

√
λ2 − 4µ

2
.
c1 cosh(

√
λ2−4µ

2 ξ) + c2 sinh(

√
λ2−4µ

2 ξ)

c1 sinh(

√
λ2−4µ

2 ξ) + c2 cosh(

√
λ2−4µ

2 ξ)
(6.2.10)

u1(ξ) = a0 +

(
G′(ξ)

G(ξ)

)
, (6.2.11)

ξ = k1x + k2t,

In particular ,if we set

k1 = 1, k2 = 2, λ = 2, µ = 0, c2 = 0, c1 6= 0

(6.2.12)

we find: 
u1(ξ) = 1 + tanh(ξ)

ξ = x + 2t

(6.2.13)
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Figure 6.2.1: The graph of exact travelling wave solution of eq. (6.2.14)

and

u2(ξ) = −αk2
1

(
G′(ξ)

G(ξ)

)
, (6.2.14)

In particular ,if we set

k1 = 2, k2 = 1, µ = 0, λ = 2, c1 = 0, c2 6= 0.

we find: 
u2(ξ) = 2tanh(ξ)− 1

ξ = 2x + t

(6.2.15)

88



Figure 6.2.2: The graph of exact travelling wave solution of eq. (6.2.15)

Case 2

When (λ2−4µ) < 0, we have the trigonometric function solution

in the form(
G′(ξ)

G(ξ)

)
=
−λ
2

+

√
λ2 − 4µ

2
.
−c1 sin(

√
λ2−4µ

2 ξ) + c2 cos(

√
λ2−4µ

2 ξ)

c1 cos(

√
λ2−4µ

2 ξ) + c2 sin(

√
λ2−4µ

2 ξ)
(6.2.16)

u3(ξ) = a0 +

(
G′(ξ)

G(ξ)

)
, (6.2.17)

In particular ,if we set

µ = 2, λ = 2, c1 = 0, c2 6= 0, k1 = 1, k2 = 4.
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we find: 
u3(ξ) = 2 (1− tanh(ξ))

ξ = x + 4t

(6.2.18)

and

Figure 6.2.3: The graph of exact travelling wave solution of eq. (6.2.18)

u4(ξ) = −αk2
1

(
G′(ξ)

G(ξ)

)
, (6.2.19)

In particular ,if we set

k1 = 2, k2 = 1, µ = 2, λ = 2, c1 6= 0, c2 = 0.
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we find: 
u4(ξ) = 1− 2cot(ξ)

ξ = 2x + t

(6.2.20)

Figure 6.2.4: The graph of exact travelling wave solution of eq. (6.2.20)

Case 3

When (λ2− 4µ) = 0,we get the rational function solution in the

form (
G′(ξ)

G(ξ)

)
=
−λ
2

+
c2

c1 + c2ξ
(6.2.21)

u5(ξ) = a0 +

(
−λ
2

+
c2

c1 + c2ξ

)
(6.2.22)
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ξ = k1x + k2t,

In particular ,if we set

µ = 1, λ = 2, c1 = 1, c2 = 1, k1 = 2, k2 = 4.

we find: 
u5(ξ) = ξ+2

ξ+1

ξ = 2x + 4t

(6.2.23)

and

Figure 6.2.5: The graph of exact travelling wave solution of eq. (6.2.23)

u6(ξ) = −αk2
1

(
G′(ξ)

G(ξ)

)
, (6.2.24)

In particular ,if we set

k1 = 1, k2 = 1, µ = 1, λ = 2, c1 = 1, c2 = 1.
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we find: 
u6(ξ) = −ξ

1+ξ

ξ = x + t

(6.2.25)
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Chapter 7

Comparison Between (G′/G)−
Expansion and Tanh-Methods

7.1 Introduction

The nonlinear equations of mathematical physics are major sub-

jects in physical science, and various powerful methods have been

presented, such as tanh method [7],[27],[29] sine-cosine method

[16], Adomian decomposition method [19], Exp function method

[12], (G′/G) expansion method [14], and many others [87].

We consider tanh and (G′/G) expansion methods.

The tanh method is one of most direct and effective algebraic

method for finding exact solutions of nonlinear diffusion equa-

tions. This method presented by Malfliet [61] for the compu-

tation of exact traveling wave solutions. Malfliet used the tanh

technique by introducing tanh as a new variable, since all deriva-
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tive of a tanh are presented by a tanh itself.

This method has been applied by several researchers to obtain

solution of different PDE, So far.

The second method, (G′/G) expansion method, has been pro-

posed by Wang et al. [48] for the first time, to look for traveling

wave solutions of nonlinear evolution equations.

The (G′/G) - expansion method is based on the assumptions

that the travelling wave solutions can be expressed by a polyno-

mial in (G′/G), and that (G′/G) satisfies a second order linear

ordinary differential equation (ODE) [47],[48].

In this unit, it will be try to prove that (G′/G)-expansion method

is a general form of the tanh-method.

7.2 The Comparison Application of (G′/G)-Expansion

Method and Tanh-Methods

For more explanation and clarification of the new idea, we stated

one example.
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apply

Let’s consider Dodd - Bullough - Mikhailov equation as the fol-

lowing form:

uxt + eµ + e−µ = 0. (7.2.1)

We first use that will carry out the DBM into the following form

− wu′′ + eu + e−2u = 0. (7.2.2)

Applying the transformation u = ln(v) Eq. (7.2.1) terns to

− w(V V ′′ − V ′2) + V 3 + 1 = 0 (7.2.3)

The (G′/G) - expansion method

To apply (G′/G) - expansion method, we consider the homoge-

neous balance between vv′′ and v3 in Eq. (7.2.3).

So we drive m = 2, and Eq. (7.2.3) turns to the following simple

form

V (ξ) = a0 + a1

(
G′(ξ)

G(ξ)

)
+ a2

(
G′(ξ)

G(ξ)

)2

, a2 6= 0 (7.2.4)

G′′(ξ) + λG′(ξ) + µG(ξ) = 0, (7.2.5)

by eq(7.2.4) and eq(7.2.5) we derive

V ′ = −µa1 − λa1

(
G′(ξ)

G(ξ)

)
− 2µa2

(
G′(ξ)

G(ξ)

)
− a1

(
G′(ξ)

G(ξ)

)2
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− 2λa2

(
G′(ξ)

G(ξ)

)2

− 2a2

(
G′(ξ)

G(ξ)

)3

(7.2.6)

V ′′ = λµa1 + 2µ2a2 + λ2a1

(
G′(ξ)

G(ξ)

)
+ 2µa1

(
G′(ξ)

G(ξ)

)
+6λµa2

(
G′(ξ)

G(ξ)

)
+ 3λa1

(
G′(ξ)

G(ξ)

)2

+ 4λ2a2

(
G′(ξ)

G(ξ)

)2

+8µa2

(
G′(ξ)

G(ξ)

)2

+ 2a1

(
G′(ξ)

G(ξ)

)3

+ 10λa2

(
G′(ξ)

G(ξ)

)3

+ 6a2

(
G′(ξ)

G(ξ)

)4

(7.2.7)

Substituting eqs.(7.2.4)-(7.2.7) into (7.2.3) and equating the co-

efficients of
(
G′(ξ)
G(ξ)

)i
to zero, we obtain a system of algebraic

equation in a0, a1, a2, λ, and µ as following(
G′(ξ)

G(ξ)

)0

:= 1− 2wa0a2u
2 + a3

0 − wa0a1λµ + wa1µ
2 = 0,(

G′(ξ)

G(ξ)

)1

:= 2wa1a2µ
2 + wa1λµ− 2wa0a1µ− wa0a1λ

2

−6wa0a2λµ + 3a2
0a1 = 0,(

G′(ξ)

G(ξ)

)2

:= 2wa2
2µ

2 − 8wa0a1µ− 3a0a1λ− 4wa0a1λ
2

+wa1a2λµ + 3a0a2 + 3a0a
2
1 = 0,(

G′(ξ)

G(ξ)

)3

:= −wa1λ− 2wa0a1 + a3
1 − 2wa1a2µ + wa0a2λ

2
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+wa2λµ− 10wa0a2λ + 6a0a1a2 = 0,(
G′(ξ)

G(ξ)

)4

:= −6wa0a2 − wa2
1 − wa2

2 − 5wa1a2λ + 3a1a2

+3a0a
2
2 = 0,(

G′(ξ)

G(ξ)

)5

:= −2wa2
2 − 4wa1a2 + 3a1a

2
2 = 0,(

G′(ξ)

G(ξ)

)6

:= −2wa2
2 + a3

2 = 0. (7.2.8)

Solving this algebraic equations, reads two sets of the solutions:

The first of the solution:

a0 =
2µ + λ2

4µ− λ2
, a1 =

6λ

4µ− λ2

a2 =
6

4µ− λ2
, w =

3

4µ− λ2
. (7.2.9)

The second of the solution:

a0 =
2µ + λ2

4µ− λ2

(
−1

2
±
√

3

2
i

)
, a1 =

6λ

4µ− λ2

(
−1

2
±
√

3

2
i

)
,

a2 =
6

4µ− λ2

(
−1

2
±
√

3

2
i

)
, w =

3

4µ− λ2

(
−1

2
±
√

3

2
i

)
,

(7.2.10)

where λ and µ are arbitrary constants.

By substituting (7.2.9) into (7.2.4), we have

v(ξ) =
2µ + λ2

4µ− λ2
+

6λ

4µ− λ2

(
G′(ξ)

G(ξ)

)
+

6

4µ− λ2

(
G′(ξ)

G(ξ)

)2

(7.2.11)
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where

ξ = x− 3

4µ− λ2
t (7.2.12)

Consequently, we have the following three types of exact solution

of equation (7.2.2).

Case 1

When (λ2 − 4µ) > 0 , we obtain the hyperbolic solution in the

form

G′(ξ)

G(ξ)
=
−λ
2

+

√
λ2 − 4µ

2
.
c1 cosh(

√
λ2−4µ

2 ξ) + c2 sinh(

√
λ2−4µ

2 ξ)

c1 sinh(

√
λ2−4µ

2 ξ) + c2 cosh(

√
λ2−4µ

2 ξ)
(7.2.13)

V1(ξ) = a0 + a1

(
G′(ξ)

G(ξ)

)
+ a2

(
G′(ξ)

G(ξ)

)2

, a2 6= 0 (7.2.14)

V1(ξ) = −3

2

c1sinh

√
λ2−4µ

2 ξ + c2cosh

√
λ2−4µ

2 ξ

c1cosh

√
λ2−4µ

2 ξ + c2sinh

√
λ2−4µ

2 ξ


− 6

16µ− 4λ2
+

2µ + λ2

4µ− λ2
(7.2.15)

In particular, if

c1 6= 0, c2 = 0, λ = 0
√
−µ = η, .
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V1(x, t) =
1

2

(
1− 3tanh

(
1

2

√
−3

w
(x− wt)

))2

, w < 0.

(7.2.16)

In particular, if

c1 = 0, c2 6= 0, λ = 0
√
−µ = η.

V1(x, t) =
1

2

(
1− 3coth

(
1

2

√
−3

w
(x− wt)

))2

, w < 0.

(7.2.17)

Case 2

When (λ2−4µ) < 0, we have the trigonometric function solution

in the form

V2(ξ) = −3

2

c1sin

√
4µ−λ2

2 ξ + c2cos

√
4µ−λ2

2 ξ

c1cos

√
4µ−λ2

2 ξ + c2sin

√
4µ−λ2

2 ξ


− 6

16µ− 4λ2
+

2µ + λ2

4µ− λ2
(7.2.18)

Case 3

When (λ2− 4µ) = 0,we get the rational function solution in the

form

V3(ξ) =
2µ + λ2

4µ− λ2
− 6λ2

16µ− 4λ2
+

6

4µ− λ2

(
2c2

c1 + c2ξ

)2

(7.2.19)
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where c1 and c2 are arbitrary constants.

The Tanh - Method

Balancing vv′′ with v3 in Eq. (7.2.3), gives m = 2, hence we set

the tanh assumption by

V (x, t) = s(Y ) = β0 + β1Y
1 + β2Y

2, Y = tanh(ηξ).

(7.2.20)

Substituting (7.2.20) into (7.2.3), collecting the coefficients of

each power of Y , and using any symbolic computation program

such as Mathematica:

β0 =
1

2
, β1 =

−3

2
, η =

1

2

√
−3

w
, w < 0, (7.2.21)

This in turn gives the following solitary wave solutions:

V1(x, t) =
1

2

(
1− 3tanh

(
1

2

√
−3

w
(x− wt)

))2

, w < 0.

(7.2.22)

and

V1(x, t) =
1

2

(
1− 3coth

(
1

2

√
−3

w
(x− wt)

))2

, w < 0.

(7.2.23)

where Eqs. (7.2.22) and (7.2.23) are the same as Eqs. (7.2.16)

and(7.2.17).
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If we take λ = 0 and
√
−µ = η, (7.2.9) turns to

a0 =
1

2
, a1 = 0, a2 =

−3

2η2
, w =

−3

4η2
. (7.2.24)

So

aiη
i = βi, i = 0, 1, 2. (7.2.25)

Therefore, the obtained parameter in tanh-method can be calcu-
lated by applying(G′/G) - expansion method and substituting
eq. (7.2.25).
As a result,(G′/G) - expansion method will compute all obtained
solution in tanh-method.
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Chapter 8

Conclusion and Future Outlook

In this research we have applied the (G′/G)-expansion method
for solving the time dependent boundary layer.
This method has successfully solved the problem for the follow-
ing reasons:
1- The generalized (G′/G) - expansion method is simple but it’s
results are very cumbersome.
The results of thees method contain many arbitrary constants
compare to the results of other method.
The performance of generalized (G′/G)-expansion method is re-
liable, simple, direct, concise and gives more new exact solutions
compared to the other method.
This method allowed us to solve more complicated PDEs in the
mathematical physics.
2- An implementation of the(G′/G) -expansion method is given
by applying it to three nonlinear equations to illustrate the va-
lidity and advantages of the method.
As a result,we have seen that three types of traveling wave so-
lutions in terms of hyperbolic function solutions, trigonometric
function solutions and rational function solutions with parame-
ters are obtained.
The obtained solutions with free parameters may be important
to explain some physical phenomena.
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In this research shows that the devised algorithm is effective and
can be used for many other NLEEs in mathematical physics.
3- Some of these solutions presented in this latter have been
checked with Maple by butting them back into the original equa-
tions.
The obtained solutions of these nonlinear evolution equations
have many potential applications in mathematical physics and
engineering.
The performance of this method is reliable, simple and gives
many new exact solutions.
Though the obtained solutions represent only a small part of the
large variety of possible solutions for the equations considered,
they might serve as seeding solutions for a class of localized struc-
tures existing in the physical systems.
The obtained solutions are in more general forms, and many
known solutions to these equations are only special cases of them.
The solutions contain free parameters and therefore might be use-
ful in different physical applications where the equations arise.
We observed that the new generalized (G′/G) -expansion method
changes the given intricate problems into simple problems which
can be solved easily.
The method will be functional for further studies of nonlinear
evolution equations in applied sciences.
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