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Chapter 2 

Analytical Mechanics 

Joseph Louis Lagrange reformulated Newton’s Laws in a way that eliminates the need 

to calculate forces on isolated parts of a mechanical system. Any convenient variables 

obeying the constraints on a system can be used to describe the motion. If Lagrangian 

mechanics rather than Newtonian mechanics are used, it is only necessary to consider 

a single function of the dynamical variables that describe the motion of the entire 

system. The differential equations governing the motion are obtained directly from 

this function without any vector force diagrams. Lagrangian mechanics is extremely 

efficient: There are only as many equations to solve as there are physically significant 

variables. 

Lagrange did not introduce new physical principles to mechanics. The physical 

concepts are due to Newton and Galileo. But he succeeded in giving a more powerful 

and sophisticated way to formulate the mathematical equations of classical mechanics, 

an approach that has spread its influence over physics far beyond the purely 

mechanical problems. 

 

2.1 Newtonian Mechanics 

The mathematical study of the motion of everyday objects and the forces that affect 

them is called classical mechanics. Classical mechanics is often called Newtonian 

mechanics because nearly the entire study builds on the work of Isaac Newton.  

In newtonian mechanics the state of a mechanical system is described by a finite 

number of real parameters. The set of all possible positions, of a material point for 

example, is a finite dimensional smooth manifold M, called the configuration space. 

https://www.livescience.com/34285-who-was-sir-isaac-newton.html


(24) 
 

A motion of the system is a smooth curve γ: I → M, where I ⊂ R is an open interval. 

The velocity field of γ is smooth curve 𝛾 : I → TM. The (total space of the) tangent 

bundle TM of M is called the phase space. 

According to Newton, the total force is a vector field F that acts on the points of the 

configuration space. Locally, a motion is a solution of the second order differential 

equation F = m𝑥 , where m is the mass. Equivalently, 𝛾  is locally a solution of the first 

order differential equation 

 
𝑥 
𝑣 
  =  

𝑣
1

𝑚
 𝐹(𝑥, 𝑣, 𝑡) .                                        (2.1.1) 

Consider a system of N particles in R
3
 subject to some forces. If xi denotes the 

position of the i-th particle then the configuration space is (R
3
)

N
 and Newton's law of 

motion is 

𝑚𝑖
𝑑2𝑥𝑖

𝑑𝑡 2
= 𝐹𝑖 𝑥1 , … , 𝑥𝑁 , 𝑥 1 , … , 𝑥 𝑁 , 𝑡 ,      1 ≤ 𝑖 ≤ 𝑁               (2.1.2) 

where mi is the mass and Fi is the force on the i-th particle. Relabeling the variables 

setting 𝑞3𝑖 , 𝑞3𝑖+1 and 𝑞3𝑖+2 the coordinates of xi in this order, the configuration space 

becomes R
n
, n = 3N, and the equations of motion take the form 

𝑚𝑗
𝑑2 𝑞𝑗

𝑑𝑡 2
= 𝐹𝑗  𝑞

1, … , 𝑞𝑛 , 𝑞 1 , … , 𝑞 𝑛 , 𝑡 ,      1 ≤ 𝑗 ≤ 𝑛             (2.1.3) 

Suppose that the forces do not depend on time and are conservative. This means that 

there is a smooth function V: R
n
 → R such that 

𝐹𝑗  𝑞
1, … , 𝑞𝑛 , 𝑞 1 , … , 𝑞 𝑛 , 𝑡  = − 

𝜕 𝑉

𝜕𝑞𝑗
,        1 ≤ 𝑗 ≤ 𝑛            (2.1.4) 

For instance, this is the case if N particles interact by gravitational attraction. 

Rewritting Newton's law as a system of first order ordinary differential equations 

𝑑𝑞 𝑗

𝑑𝑡
=  𝑣𝑗 , 𝑚𝑗

𝑑2𝑣𝑗

𝑑𝑡 2
=  −

𝜕𝑉

𝜕𝑞 𝑗
  , 1 ≤ 𝑗 ≤ 𝑛           (2.1.5) 

or changing coordinates to 𝑝𝑗 =  𝑚𝑗  𝑣𝑗   we have 
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𝑑𝑞 𝑗

𝑑𝑡
=  

1

𝑚 𝑗
  𝑝𝑗 ,

𝑑2𝑝𝑗  

𝑑𝑡 2
=  −

𝜕𝑉

𝜕𝑞 𝑗
  , 1 ≤ 𝑗 ≤ 𝑛                        (2.1.6) 

The solutions of the above system of ordinary differential equations are the integral 

curves of the smooth vector field 

𝑋 =   
1

𝑚 𝑗

𝑛
𝑗  = 1  𝑝𝑗

𝜕

𝜕𝑞 𝑗
−  

𝜕𝑉

𝜕𝑞 𝑗
𝑛
𝑗=1  

𝜕

𝜕𝑝 𝑗
                                (2.1.7) 

Note that the smooth function 

𝐻 𝑞1 , … , 𝑞𝑛 , 𝑝1 , … , 𝑝𝑛 =   
1

2𝑚 𝑗
 𝑝𝑗

2𝑛
𝑗=1 +  𝑉 𝑞1 , … , 𝑞𝑛                      (2.1.8) 

Is constant along solution , because  

       𝑑𝐻 =   
𝜕𝑉

𝜕𝑞 𝑗
𝑛
𝑗=1  𝜕𝑞𝑗 +  

1

𝑚 𝑗

𝑛
𝑗  = 1  𝑝𝑗𝑑𝑝𝑗                                     (2.1.9) 

and so dH(X) = 0. Actually, H completely determines X in the following sense. 

Let  

𝜔 =   𝑑𝑞𝑗  ∧  𝑑𝑝𝑗

𝑛

𝑗=1

 . 

Then 

 𝑖𝑋 𝜔 =  𝑑𝑞𝑗  (𝑋) 𝑑𝑝𝑗
𝑛
𝑗=1 −  𝑑𝑝𝑗   𝑋 𝑑𝑝

𝑗 =  
1

𝑚 𝑗

𝑛
𝑗  = 1  𝑝𝑗𝑑𝑝𝑗 +  

𝜕𝑉

𝜕𝑞 𝑗
𝑛
𝑗=1  𝜕𝑞𝑗𝑛

𝑗=1 =

𝑑𝐻                                                                                                                        (2.1.10) 

The smooth 2-form 𝜔 is closed and non-degenerate. The latter means that given any 

smooth 1-form η the equation 𝑖𝑌  𝜔 = η  has a unique solution Y. Indeed, for any 

smooth vector field Y we have 

𝑌 =   𝜔(𝑌,
𝜕

𝜕𝑝 𝑗

𝑛
𝑗=1 )

𝜕

𝜕𝑞 𝑗
 –  𝜔(𝑌,

𝜕

𝜕𝑞 𝑗
𝑛
𝑗=1 )

𝜕

𝜕𝑝 𝑗
                                 (2.1.11) 

and so 𝑖𝑌  𝜔 = 0 if and only if Y = 0. 

Returning to Newtonian mechanics, we give the following definition. 
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Definition 2.1.1 An (autonomous) newtonian mechamical system is a triple (M, g, X), 

where M is a smooth manifold, g is a Riemannian metric on M and X is a smooth 

vector field on TM such 𝜋∗𝑋 = 𝑖𝑑. A motion of (M, g, X) is a smooth curve 𝛾: 𝐼 → 𝑀 

such that 𝛾 : 𝐼 → 𝑇𝑀 is an integral curve of X. The smooth function 𝑇: 𝑇𝑀 → R 

defined by 𝑇 𝑣 =  
1

2
 𝑔 𝑣, 𝑣  is called the kinetic energy. 

 

Examples 2.1.2 (a) Let M = R, so that we may identify TM with R
2
 and 𝜋 with the 

projection onto the first coordinate. If g is the Euclidean Riemannian metric on R and 

𝑋 = 𝑣
𝜕

𝜕𝑥
+  

1

𝑚
 −𝑘2𝑥 −  𝜌𝑣 

𝜕

𝜕𝑣
 , 𝑘 > 0, 𝜌 ≥ 0                      (2.1.12) 

then obviously 𝜋∗𝑋 = 𝑖𝑑 and a motion is a solution of the second order differential 

equation 

𝑚𝑥  =  −𝑘2𝑥 −  𝜌𝑥  

 This mechanical system describes the oscillator. 

(b) The geodesic vector field G of a Riemannian n-manifold (M, g) defines a 

newtonian mechanical system. Locally it has the expression 

          𝐺 =  𝑣𝑘𝑛
𝑘=1

𝜕

𝜕𝑥 𝑘
−  Г𝑖𝑗

𝑘 𝑣 𝑖𝑣𝑗
𝜕

𝜕𝑣 𝑘
𝑛
𝑖,𝑗 ,𝑘=1                                   (2.1.13) 

where Г𝑖𝑗
𝑘   are the Christofell symbols.  

Often a mechanical system has potential energy. This is a smooth function 𝑉:𝑀 → R . 

Let gradV be the gradient of V with respect to the Riemannian metric. If for every 

𝑣 ∈ TM we set  𝑔𝑟𝑎𝑑𝑉         =
𝑑

𝑑𝑡
   𝑣 + 𝑡 𝑔𝑟𝑎𝑛𝑑𝑉 𝜋 𝑣   , 𝑡 = 0, then 𝑔𝑟𝑎𝑑𝑉          ∈ X(TM) 

and 𝜋∗ 𝑔𝑟𝑎𝑑𝑉          = 0, since 𝜋 (v + t gradV (𝜋 (v))) = 𝜋 (v), for every t ∈ R. Locally, if g = 

(𝑔𝑖𝑗 ) and (𝑔𝑖𝑗 )
-1

 = (𝑔𝑖𝑗  ), then 

𝑔𝑟𝑎𝑑 𝑣 =   𝑔𝑖𝑗
𝜕𝑉

𝜕𝑥 𝑖
𝑛
𝑖,𝑗=1  

𝜕

𝜕𝑥 𝑗
        and      𝑔𝑟𝑎𝑑 𝑣         =   𝑔𝑖𝑗

𝜕𝑉

𝜕𝑥 𝑖
𝑛
𝑖,𝑗=1  

𝜕

𝜕𝑣 𝑗
    (2.1.14) 
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Definition 2.1.3 A newtonian mechanical system with potential energy is a triple (M, 

g, V), where (M, g) is a Riemannian manifold and 𝑉 ∶ 𝑀 → R is a smooth function 

called the potential energy. 

The corresponding vector field on TM is Y = G - 𝑔𝑟𝑎𝑑 𝑣          , where G is the geodesic 

vector field. The smooth function E = T + V ◦𝜋 : TM  → R is called the mechanical 

energy. [12] 

 

Proposition 2.1.4 (Conservation of energy) In a newtonian mechanical system with 

potential energy (M, g, V) the mechanical energy is a constant of motion. 

Proof. We want to show that Y (E) = 0. We compute locally, where we have 

𝐸 =  
1

2
  𝑔𝑖𝑗

𝑛

𝑖,𝑗=1

𝑣 𝑖𝑣𝑗 +  𝑉    𝑎𝑛𝑑 

𝑌 =  𝑣𝑘
𝑛

𝑘=1

𝜕

𝜕𝑥𝑘
−    Г𝑖𝑗

𝑘 𝑣 𝑖𝑣𝑗 +   
𝜕𝑉

𝜕𝑥𝑖

𝑛

𝑖=1

𝑔𝑖𝑘
𝑛

𝑖,𝑗=1

 
𝜕

𝜕𝑣𝑘
.

𝑛

𝑘=1

 

Recall that 

Г𝑖𝑗
𝑘 =  

1

2
  𝑔𝑘𝑙
𝑛

𝑙 =1

(
𝜕𝑔𝑖𝑙
𝜕𝑥𝑗

+
𝜕𝑔𝑗𝑙

𝜕𝑥𝑖
− 
𝜕𝑔𝑖𝑗

𝜕𝑥𝑙
) 

We can now compute  

𝑌 =  𝑣𝑘
𝑛

𝑘=1

𝜕𝑉

𝜕𝑥𝑘
−

1

2
  

𝜕𝑔𝑖 ,𝑗

𝜕𝑥𝑘
𝑣 𝑖𝑣𝑗𝑣𝑘 −   Г𝑖𝑗

𝑘 𝑣 𝑖𝑣𝑗 +   
𝜕𝑉

𝜕𝑥𝑖

𝑛

𝑖=1

𝑔𝑖𝑘
𝑛

𝑖,𝑗=1

 

𝑛

𝑘=1

𝜕𝑉

𝜕𝑣𝑘

𝑛

𝑖,𝑗 ,𝑘=1

 

−    Г𝑖𝑗
𝑘 𝑣 𝑖𝑣𝑗 +   

𝜕𝑉

𝜕𝑥𝑖

𝑛

𝑖=1

𝑔𝑖𝑘
𝑛

𝑖,𝑗=1

 

𝑛

𝑘=1

 ( 𝑔𝑖𝑘

𝑛

𝑖=1

 𝑣 𝑖) 

=   𝑣𝑘
𝑛

𝑘=1

𝜕𝑉

𝜕𝑥𝑘
−   

𝜕𝑉

𝜕𝑥𝑖

𝑛

𝑖=1

𝑔𝑖𝑘    𝑔𝑖𝑘

𝑛

𝑖=1

 𝑣 𝑖 +  
1

2
  

𝜕𝑔𝑖 ,𝑗

𝜕𝑥𝑘
𝑣 𝑖𝑣𝑗𝑣𝑘

𝑛

𝑖,𝑗 ,𝑘=1
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−  ( 𝑔𝑟𝑘

𝑛

𝑟=1

 𝑣𝑟
𝑛

𝑘=1

)( 
1

2

𝑛

𝑖,𝑗

 𝑔𝑘𝑙
𝑛

𝑙 =1

 
𝜕𝑔𝑖𝑙
𝜕𝑥𝑗

+
𝜕𝑔𝑗𝑙

𝜕𝑥𝑖
− 
𝜕𝑔𝑖𝑗

𝜕𝑥𝑙
 𝑣 𝑖𝑣𝑗 ) 

=  
1

2
  

𝜕𝑔𝑖 ,𝑗

𝜕𝑥𝑘
𝑣 𝑖𝑣𝑗𝑣𝑘

𝑛

𝑖,𝑗 ,𝑘=1

−
1

2
   

𝜕𝑔𝑖𝑙
𝜕𝑥𝑗

+
𝜕𝑔𝑗𝑙

𝜕𝑥𝑖
− 
𝜕𝑔𝑖𝑗

𝜕𝑥𝑙
 𝑣 𝑖𝑣𝑗𝑣 𝑙

𝑛

𝑖,𝑗 ,𝑘=1

= 0.          

 

2.2 Lagrangian Mechanics 

Lagrangian mechanics is a reformulation of classical mechanics, introduced by the 

Italian-French mathematician Joseph-Louis Lagrange in 1788. 

In Lagrangian mechanics, the trajectory of a system of particles is derived by solving 

the Lagrange equations in one of two forms, either the Lagrange equations of the first 

kind, which treat constraints explicitly as extra equations, often using Lagrange 

multipliers; or the Lagrange equations of the second kind, which incorporate the 

constraints directly by judicious choice of generalized coordinates. In each case, 

a mathematical function called the Lagrangian is a function of the generalized 

coordinates, their time derivatives, and time, and contains the information about the 

dynamics of the system. 

Let (M, g, V) be a newtonian mechanical system with potential energy V and let 

𝐿 ∶  𝑇𝑀 → 𝑅 be the smooth function 𝐿 =  𝑇 −  𝑉 ° 𝜋, where T is the kinetic energy 

and 𝜋 : TM → M is the tangent bundle projection. 

Most mechanical systems interact with the environment through generalized forces. 

The basic mechanisms that describe these interactions are Newton’s laws and the 

Lagrange–d’Alembert principle. We describe below very briefly the D’Alembert-

Lagrange principle and its relationship with constrained dynamics. 

 

https://en.wikipedia.org/wiki/Classical_mechanics
https://en.wikipedia.org/wiki/Joseph-Louis_Lagrange
https://en.wikipedia.org/wiki/Constraint_(classical_mechanics)
https://en.wikipedia.org/wiki/Lagrange_multipliers
https://en.wikipedia.org/wiki/Lagrange_multipliers
https://en.wikipedia.org/wiki/Lagrange_multipliers
https://en.wikipedia.org/wiki/Generalized_coordinates
https://en.wikipedia.org/wiki/Mathematical_function
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Theorem 2.2.1. (D’Alembert-Lagrange) A smooth curve 𝛾 : 𝐼 → 𝑀 is a motion of the 

mechanical system (M, g, V) if and only if 

𝑑

𝑑𝑡
(
𝜕𝐿

𝜕𝑣 𝑖
 (𝛾 (𝑡))) =  

𝜕𝐿

𝜕𝑥 𝑖
(𝛾 (𝑡))

 
                                          (2.2.1) 

for every t ∈ I and i = 1, 2..., n, where n is the dimension of M. 

Proof. Suppose that in local coordinates we have = (x
1
, x

2
, …, x

n
). Recall that 𝛾 is a 

motion of (M, g, V) if and only if 

𝑥 𝑘 =  − Г𝑖𝑗
𝑘 𝑥 𝑖𝑥 𝑗

𝑛

𝑖,𝑗

 –  
𝜕𝑉

𝜕𝑥𝑙

𝑛

𝑙=1

 𝑔𝑙𝑘 . 

Since   

𝐿 𝛾  =  
1

2
 𝑔𝑖 ,𝑗

𝑛

𝑖,𝑗=1

𝑥 𝑖𝑥 𝑗 −  𝑉 𝛾 , 

For every i = 1,2 , …, n we have 

𝑑

𝑑𝑡
 
𝜕𝐿

𝜕𝑣𝑖
 𝛾  𝑡   −

𝜕𝐿

𝜕𝑥𝑖
 𝛾  𝑡  

=  
𝑑

𝑑𝑡
  𝑔𝑖 ,𝑗

𝑛

𝑖,𝑗=1

𝑥 𝑗 − 
1

2
 

𝜕𝑔𝑚𝑙
𝜕𝑥𝑖

𝑛

𝑖,𝑗=1

𝑥 𝑚𝑥 𝑙 +
𝜕𝑉

𝜕𝑥𝑖
 𝛾 𝑡  = 

  
𝜕𝑔𝑖𝑗

𝜕𝑥𝑙

𝑛

𝑙 =1

𝑥 𝑙𝑥 𝑗
𝑛

𝑗=1

+   𝑔𝑖,𝑗

𝑛

𝑗=1

𝑥 𝑗 − 
1

2
 

𝜕𝑔𝑚𝑙
𝜕𝑥𝑖

𝑛

𝑖,𝑗=1

𝑥 𝑚𝑥 𝑙 +
𝜕𝑉

𝜕𝑥𝑖
 𝛾 𝑡  =  

 (

𝑛

𝑚,𝑙=1

𝜕𝑔𝑖𝑚
𝜕𝑥𝑙

− 
1

2

𝜕𝑔𝑚𝑙
𝜕𝑥𝑖

) 𝑥 𝑚𝑥 𝑙 +  𝑔𝑖 ,𝑗

𝑛

𝑗=1

𝑥 𝑗  
𝜕𝑉

𝜕𝑥𝑖
 𝛾 𝑡  . 

(2.2.2)       

Taking the image of the vector with these coordinates by (gij)-
1
 = (g

ij
), we see that the 

equations in the statement of the theorem are equivalent to 
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0 =   𝑔𝑖𝑘 (

𝑛

𝑖=1

 (

𝑛

𝑚,𝑙=1

𝜕𝑔𝑖𝑚
𝜕𝑥𝑙

− 
1

2

𝜕𝑔𝑚𝑙
𝜕𝑥𝑖

) 𝑥 𝑚𝑥 𝑙) +   𝑔𝑖𝑘𝑔𝑖𝑗

𝑛

𝑗=1

𝑥 𝑗   
𝜕𝑉

𝜕𝑥𝑖

𝑛

𝑖=1

𝑔𝑖𝑘 = 

 

𝑥 𝑘 +  𝑔𝑖𝑘 (

𝑛

𝑖=1

𝑛

𝑚,𝑙

𝜕𝑔𝑖𝑚
𝜕𝑥𝑙

− 
1

2

𝜕𝑔𝑚𝑙
𝜕𝑥𝑖

) 𝑥 𝑚𝑥 𝑙 +   
𝜕𝑉

𝜕𝑥𝑖

𝑛

𝑖=1

𝑔𝑖𝑘 = 

𝑥 𝑘 +  Г𝑚𝑙
𝑘 𝑥 𝑚𝑥 𝑙

𝑛

𝑚,𝑙=1

+   
𝜕𝑉

𝜕𝑥𝑖

𝑛

𝑖=1

𝑔𝑖𝑘 .            

Generalizing we give the following definition. 

 

Definition 2.2.2 An autonomous Lagrangian system is a couple (M,L), where M is a 

smooth manifold and L : TM → R is a smooth function, called the Lagrangian. A 

Lagrangian motion is a smooth curve 𝛾 ∶ 𝐼 → 𝑀 which locally satisfies the system of 

differential equations 

𝑑

𝑑𝑡
 
𝜕𝐿

𝜕𝑣 𝑖
 𝛾  𝑡   −

𝜕𝐿

𝜕𝑥 𝑖
 𝛾  𝑡                                   (2.2.3) 

for t ∈ I and i = 1, 2, ..., n, where n is the dimension of M. These equations are called 

the Euler-Lagrange equations. 

The variational interpretation of the Euler-Lagrange equations is given by the Least 

Action Principle due to Hamilton. 

 

Theorem 2.2.3. (Least Action Principle) Let (M,L) be a Lagrangian system. A smooth 

curve  𝛾:  𝑎, 𝑏 → 𝑀 is a Lagrangian motion if and only if for every smooth variation 

Г ∶  − 𝜖, 𝜖 ×  𝑎, 𝑏 → 𝑀 of  𝛾  of  with fixed endpoints, so that Г(0, t) = 𝛾(t) for a ≤ t 

≤ b, we have 

𝜕

𝜕𝑠
=   𝐿(

𝜕Г

𝜕𝑡

𝑏

𝑎

(𝑠, 𝑡)) 𝑑𝑡 =  0,     𝑢𝑛𝑑𝑒𝑟 𝑡𝑕𝑒 𝑟𝑒𝑠𝑡𝑟𝑖𝑐𝑡𝑖𝑜𝑛 𝑠 = 0 
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Proof. It suffices to carry out the computations locally. We have 

𝜕

𝜕𝑠
 𝐿(

𝜕Г

𝜕𝑡

𝑏

𝑎

(𝑠, 𝑡)) 𝑑𝑡 =  
𝜕

𝜕𝑠
𝐿(
𝜕Г

𝜕𝑡

𝑏

𝑎

(𝑠, 𝑡)) 𝑑𝑡 = 

 [ 
𝜕𝐿

𝜕𝑥𝑖

𝑛

𝑖=1

𝑏

𝑎

 𝛾  𝑡  
𝜕Г

𝜕𝑠
 0, 𝑡 +   

𝜕𝐿

𝜕𝑣 𝑖

𝑛

𝑖=1

 𝛾  𝑡  
𝜕

𝜕𝑠
   
𝜕Г

𝜕𝑡
 𝑠, 𝑡  𝑑𝑡 = 

 [ 
𝜕𝐿

𝜕𝑥𝑖

𝑛

𝑖=1

𝑏

𝑎

 𝛾  𝑡  
𝜕Г

𝜕𝑠
 0, 𝑡 +   

𝜕𝐿

𝜕𝑣 𝑖

𝑛

𝑖=1

 𝛾  𝑡  
𝜕

𝜕𝑡
   
𝜕Г

𝜕𝑠
 0, 𝑡  𝑑𝑡 = 

 [ 
𝜕𝐿

𝜕𝑥𝑖

𝑛

𝑖=1

𝑏

𝑎

 𝛾  𝑡  
𝜕Г

𝜕𝑠
 0, 𝑡 +

𝑑

𝑑𝑡
  

𝜕𝐿

𝜕𝑣 𝑖

𝑛

𝑖=1

 𝛾  𝑡   
𝜕Г

𝜕𝑠
 0, 𝑡  

− 
𝑑

𝑑𝑡

𝑛

𝑖=1

 
𝜕𝐿

𝜕𝑣 𝑖
 𝛾  𝑡   

𝜕Г

𝜕𝑠
 0, 𝑡  ] 𝑑𝑡 = 

 [ 
𝜕𝐿

𝜕𝑥𝑖

𝑛

𝑖=1

𝑏

𝑎

 𝛾  𝑡  − 
𝑑

𝑑𝑡
 
𝜕𝐿

𝜕𝑣 𝑖
 𝛾  𝑡   

𝜕Г

𝜕𝑠
 0, 𝑡  𝑑𝑡, 

because  

𝜕Г

𝜕𝑠
 0, 𝑎 =  

𝜕Г

𝜕𝑠
 0, 𝑏 =  0 

since the variation is with fixed endpoints. This means that 

𝜕

𝜕𝑠
 𝐿(

𝜕Г

𝜕𝑡

𝑏

𝑎

(𝑠, 𝑡)) 𝑑𝑡 = 0 

if and only if 

𝑑

𝑑𝑡
 
𝜕𝐿

𝜕𝑣 𝑖
 𝛾  𝑡   =

𝜕𝐿

𝜕𝑥𝑖
(𝛾  𝑡 )  

For i = 1, 2, … , n,  because  
∂Г

∂s
(0, 𝑡)  can take any value.       
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Example 2.2.4. Consider a particle of charge e and mass m in R
3
 moving under the 

influence of an electromagnetic field with electrical and magnetic components E and 

B, respectively. The fields E and B satisfy Maxwell's equations 

𝑐𝑢𝑟𝑙𝐸 +  
1

𝑐
 
𝜕𝐵

𝜕𝑡
= 0,      𝑑𝑖𝑣 𝐵 = 0, 

𝑐𝑢𝑟𝑙𝐵 − 
1

𝑐
 
𝜕𝐸

𝜕𝑡
= 4𝜋𝐽,      𝑑𝑖𝑣 𝐸 = 4𝜋𝜌                           (2.2.4) 

where c is the speed of light, 𝜌 is the charge density and J  is the charge current 

density. By the Poincare lemma, there exists a vector potential A = (A1, A2, A3) 

such that B = curl A. So 

𝑐𝑢𝑟𝑙  𝐸 +  
1

𝑐
 
𝜕𝐴

𝜕𝑡
 = 0 

and there exists a scalar potential V : R
3
 → R such that 

𝐸 =  −𝑔𝑟𝑎𝑑𝑉 − 
1

𝑐
 
𝜕𝐴

𝜕𝑡
 

the gradient being euclidean. 

Suppose the electromagnetic field does not depend on time and let L: R
3
 → R be the 

Lagrangian 

𝐿 𝑥, 𝑣 =  
1

𝑐
 𝑚 < 𝑣, 𝑣 >  +𝑒  

1

𝑐
< 𝐴 𝑥 , 𝑣 >  −𝑉 𝑥  .  

We shall describe only the first for i = 1 of the corresponding Euler-Lagrange 

equations, the other two being analogous. The right hand side is 

𝜕𝐿

𝜕𝑥1 =  −𝑒 
𝜕𝑉

𝜕𝑥1 +  
𝑒

𝑐
<
𝜕𝐴

𝜕𝑥1  , 𝑣 >. 

The left hand side is 

𝑑

𝑑𝑡
 
𝜕𝐿

𝜕𝑥1 =  𝑚 𝑣 1 +  
𝑒

𝑐
 [𝑣1

𝜕𝐴1

𝜕𝑥1 + 𝑣2
𝜕𝐴1

𝜕𝑥2 +𝑣3
𝜕𝐴1

𝜕𝑥3]  

It follows that the first of the Euler-Lagrange equations takes the form 
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𝑚 𝑣 1 = −𝑒 
𝜕𝑉

𝜕𝑥1 +  
𝑒

𝑐
 [𝑣2  

𝜕𝐴2

𝜕𝑥1 −
𝜕𝐴1

𝜕𝑥2  ) − 𝑣3( 
𝜕𝐴1

𝜕𝑥3 − 
𝜕𝐴3

𝜕𝑥1 ]  

(2.2.5) 

The right hand side is the first coordinate of the vector 𝑒  𝐸 +  
1

c
 𝑉 × 𝐵 . Since the 

other two equations are analogous and have the same form by cyclically permuting 

indices, we conclude that the Euler-Lagrange equations give Lorentz's equation of 

motion 

𝑚 
𝑑2𝑥

𝑑𝑡2
= 𝑒  𝐸 +  

1

c
 𝑉 × 𝐵  

We globalize the above situation as follows. Let (M, g) be a pseudo-Riemannian n-

manifold, A be a smooth 1-form on M and V: M → R a smooth function. The 

Lagrangian 

𝐿 𝑥, 𝑣 =
1

2
 𝑚𝑔 𝑣, 𝑣 +  𝐴𝑥 𝑣 − 𝑉 (𝑥) 

generalizes the motion of a charged particle of mass m under the influence of an 

electromagnetic field. Let (𝑈, 𝑥1, 𝑥2 , … , 𝑥𝑛) be a local system of coordinates on M 

and (𝜋−1(𝑈), 𝑥1 , 𝑥2 , … , 𝑥𝑛 , 𝑣1, 𝑣2, … , 𝑣𝑛)  be the corresponding local system of 

coordinates on TM. In local coordinates L is given by the formula 

𝐿(𝑥1, 𝑥2 , … , 𝑥𝑛 , 𝑣1, 𝑣2, … , 𝑣𝑛) =  
1 

2
𝑚  𝑔𝑖 ,𝑗

𝑛

𝑖,𝑗=1

𝑣 𝑖𝑣𝑗 +   𝐴𝑖

𝑛

𝑖=1

𝑣 𝑖 

(2.2.6) 

where (gij) is the matrix of the pseudo-Riemannian metric g and A =  𝐴𝑖𝑑𝑥
𝑖𝑛

𝑖=1 on U.  

A smooth curve 𝛾: 𝐼 → 𝑀 is a Lagrange motion if and only if it satisfies the Euler-

Lagrange equations. In our case the right hand side of the Euler-Lagrange equations is 

𝜕𝐿

𝜕𝑥𝑘
 𝛾  𝑡  =  

1

2
 𝑚  

𝜕𝑔𝑖𝑗

𝜕𝑥𝑘
 
𝑑𝑥𝑖

𝑑𝑡
 
𝑑𝑥𝑗

𝑑𝑡

𝑛

𝑖,𝑗=1

 + 
𝜕𝐴𝑖
𝜕𝑥𝑘

𝑛

𝑖=1

 
𝑑𝑥𝑖  

𝑑𝑡
− 

𝜕𝑉

𝜕𝑥𝑘
 , 
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and the left hand side 

𝑑

𝑑𝑡
 
𝜕𝐿

𝜕𝑥𝑘
 𝛾  𝑡   =  𝑚  

𝜕𝑔𝑖𝑘
𝜕𝑥𝑗

 
𝑑𝑥 𝑗

𝑑𝑡
 
𝑑𝑥𝑖

𝑑𝑡

𝑛

𝑖,𝑗=1

 + 𝑚 𝑔𝑖𝑘
𝑑2𝑥𝑖

𝜕𝑡2

𝑛

𝑖=1

+   
𝜕𝐴𝑘
𝜕𝑥𝑖

𝑛

𝑖=1

 
𝑑𝑥𝑖  

𝑑𝑡
 

 So the Euler-Lagrange equations are equivalent to 

  (
𝜕𝐴𝑖
𝜕𝑥𝑘

𝑛

𝑖=1

− 
𝜕𝐴𝑘
𝜕𝑥𝑖

)
𝑑𝑥𝑖  

𝑑𝑡
− 

𝜕𝑉

𝜕𝑥𝑘
= 𝑚 𝑔𝑖𝑘

𝑑2𝑥𝑖

𝜕𝑡2

𝑛

𝑖=1

+  𝑚  (
𝜕𝑔𝑖𝑘
𝜕𝑥𝑗

𝑛

𝑖,𝑗=1

−
1

2

𝜕𝑔𝑖𝑗

𝜕𝑥𝑘
) 
𝑑𝑥𝑖

𝑑𝑡

𝑑𝑥𝑗

𝑑𝑡
 

 

On the other hand 

𝑑𝐴  𝛾  𝑡 ,
𝜕

𝜕𝑥𝑘
 =   (

𝜕𝐴𝑖
𝜕𝑥𝑗

𝑛

𝑖,𝑗  =1

 𝑑𝑥𝑗 ∧ 𝑑𝑥𝑖  𝛾  𝑡 ,
𝜕

𝜕𝑥𝑘
 =    (

𝜕𝐴𝑖
𝜕𝑥𝑘

𝑛

𝑖=1

− 
𝜕𝐴𝑘
𝜕𝑥𝑖

)
𝑑𝑥𝑖  

𝑑𝑡
   

Recall that the covariant derivative formula along γ gives 

∇𝛾 𝛾 =  
𝑑2𝑥𝑖

𝜕𝑡2  
𝜕

𝜕𝑥𝑖
 +   Г𝑖 ,𝑗

𝑙 𝑑𝑥𝑖  

𝑑𝑡

𝑑𝑥𝑗  

𝑑𝑡

𝜕

𝜕𝑥𝑙

𝑛

𝑖,𝑗 ,𝑙=1

𝑛

𝑖=1

 

And so 

𝑔  𝑚∇𝛾 𝛾 ,
𝜕

𝜕𝑥𝑘
 =  𝑚 𝑔𝑙𝑘

𝑑2𝑥𝑙

𝜕𝑡2

𝑛

𝑙=1

+  𝑚  𝑔𝑙𝑘Г𝑖,𝑗
𝑙
𝑑𝑥𝑖  

𝑑𝑡

𝑑𝑥𝑗  

𝑑𝑡

𝑛

𝑖,𝑗 ,𝑙=1

   

Since  

 𝑔𝑙𝑘Г𝑖 ,𝑗
𝑙

𝑛

𝑙=1

=
1

2
(
𝜕𝑔𝑖𝑘
𝜕𝑥𝑗

+
𝜕𝑔𝑗𝑘

𝜕𝑥𝑖
− 
𝜕𝑔𝑖𝑗

𝜕𝑥𝑘
 ) 

we get  

 𝑔𝑙𝑘Г𝑖,𝑗
𝑙 𝑑𝑥𝑖  

𝑑𝑡

𝑑𝑥𝑗  

𝑑𝑡

𝑛

𝑖,𝑗 ,𝑙=1

=   (
𝜕𝑔𝑖𝑘
𝜕𝑥𝑗

−
1

2

𝜕𝑔𝑖𝑗

𝜕𝑥𝑘
)
𝑑𝑥𝑖  

𝑑𝑡

𝑑𝑥𝑗  

𝑑𝑡

𝑛

𝑖,𝑗=1

 

(2.2.7) 

we conclude now that the Euler – Lagrange equations have the form 
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𝑔  𝑚∇𝛾 𝛾 ,
𝜕

𝜕𝑥𝑘
 =  −𝑑 𝐴  𝛾  𝑡 ,

𝜕

𝜕𝑥𝑘
 −  𝑔  𝑔𝑟𝑎𝑑𝑉,

𝜕

𝜕𝑥𝑘
 ,   𝑘 = 1, 2,… , 𝑛  

Or independently of local coordinates  

𝑚∇𝛾 𝛾 =  −𝑔𝑟𝑎𝑑  𝑖𝛾  𝑑𝐴  −  𝑔𝑟𝑎𝑑 𝑉, 

where the gradient is taken with respect to the pseudo-Riemannian metric g.  

As in newtonian mechanical systems with potential energy, one can define the notion 

of mechanical energy for Lagrangian systems also. In order to do this, we shall need 

to define first the Legendre transformation. So let 𝐿 ∶  𝑇𝑀 →  𝑅 be a Lagrangian 

and 𝑝 ∈  𝑀, 𝑣 ∈  𝑇𝑝𝑀. The derivative 

 𝐿𝑗 𝑇𝑝𝑀 ∗ 𝑣 ∶  𝑇𝑣 𝑇𝑝𝑀 ≅   𝑇𝑝𝑀 → 𝑅 

can be considered as an element of the dual tangent space 𝑇𝑝
∗𝑀. 

  

Definition 2.2.5 The Legendre transformation of a Lagrangian system (M, L) is the 

map 𝐿 ∶  𝑇𝑀 →  𝑇∗𝑀 defined by L (p,v) =  𝐿𝑗 𝑇𝑝𝑀 ∗ 𝑣
. In other words, for every 

𝑤 ∈  𝑇𝑝𝑀 we have 

𝐿 𝑝, 𝑣  𝑤 =  
𝑑

𝑑𝑡
  𝐿 𝑝, 𝑣 + 𝑡𝑤 .                                    (2.2.8) 

It is worth to note that L is not in general a vector bundle morphism, as it may not be 

linear on fibers. For instance, if M = R and L(x, v) = e
v
 (this Lagrangian has no 

physical meaning), then 𝐿 ∶  𝑇𝑅 →  𝑇∗𝑅 ≅ 𝑅2 is given by L(x, v) = (x, e
v
), which is 

not linear in the variable v. 

 

Example 2.2.6 If 𝐿 =
1

2
𝑔 − 𝑉 is the Lagrangian of a newtonian mechanical system 

with potential energy (M, g, V), then for every 𝑝 ∈  𝑀 and 𝑣, 𝑤 ∈  𝑇𝑝𝑀 we have L (p, 

v) (w) = g (v, w). Thus, in this particular case the Legendre transformation 𝐿 ∶  𝑇𝑀 →

 𝑇∗𝑀 is the natural isomorphism defined by the Riemannian metric. 
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Definition 2.2.7 The energy of a Lagrangian system (M, L) is the smooth function 

𝐸 ∶  𝑇𝑀 →  𝑅 defined by 𝐸 𝑝, 𝑣 =  𝐿 𝑝, 𝑣  𝑣 −  𝐿(𝑝, 𝑣). 

If (𝑥1, 𝑥2 , … , 𝑥𝑛)  is a system of local coordinates on M with corresponding local 

coordinates (𝑥1, 𝑥2 , … , 𝑥𝑛 , 𝑣1, 𝑣2, … , 𝑣𝑛)  on TM, then 

𝐸(𝑥1, 𝑥2 , … , 𝑥𝑛 , 𝑣1, 𝑣2, … , 𝑣𝑛) =  
𝜕𝐿

𝜕𝑣𝑖
 𝑣 𝑖 − 𝐿(𝑥1 , 𝑥2 , … , 𝑥𝑛 , 𝑣1, 𝑣2, … , 𝑣𝑛).

𝑛

𝑖=1

 

(2.2.9) 

In the case of a newtonian mechanical system with potential energy (M, g, V ) the 

above definition gives 

𝐸 𝑝, 𝑣 =  𝐿 𝑝, 𝑣  𝑣 −  𝐿 𝑝, 𝑣 =  𝑔 𝑣, 𝑣 − 
1

2
𝑔 𝑣, 𝑣 +  𝑉  𝑝 

=
1

2
 𝑔 𝑣, 𝑣 +  𝑉  𝑝 , 

which coincides with the previous definition. 

 

Example 2.2.8 We shall compute the Legendre transformation and the energy of the 

Lagrangian system of example (2.2.4) using the same notation. Considering local 

coordinates (𝑥1, 𝑥2 , … , 𝑥𝑛 , 𝑣1, 𝑣2, … , 𝑣𝑛) on TM, we have 

 𝐿𝑗 𝑇𝑝𝑀  𝑣
1, 𝑣2, … , 𝑣𝑛 =

1

2
𝑚  𝑔𝑖𝑗 𝑣

𝑖𝑑𝑣𝑗
𝑛

𝑖,𝑗  =1

−  𝐴𝑖𝑣
𝑖

𝑛

𝑖=1

− 𝑉 𝑝 . 

Differentiating we get 

 𝐿𝑗 𝑇𝑝𝑀 ∗ 𝑣
=  𝑚  𝑔𝑖𝑗 𝑣

𝑖𝑑𝑣𝑗
𝑛

𝑖,𝑗  =1

−  𝐴𝑖𝑑𝑣
𝑖

𝑛

𝑖=1

 . 

We conclude now that 

𝐿 𝑝, 𝑣  𝑤 =   𝐿𝑗 𝑇𝑝𝑀 ∗ 𝑣
 𝑤 =  𝑚𝑔 𝑣, 𝑤 +  𝐴𝑝 𝑤 . 
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The energy here is 

𝐸 𝑝, 𝑣 =  𝐿 𝑝, 𝑣  𝑣 −  𝐿 𝑝, 𝑣 =
1

2
𝑚𝑔 𝑣, 𝑣 +  𝑉  𝑝 ,                                   (2.2.11) 

and so does not depend on the 1-form A, which represents the magnetic field. This 

reflects the fact that the magnetic field does not produce work. 

 

Theorem 2.2.9 (Conservation of energy) In a Lagrangian system the energy is a 

constant of motion. 

Proof. Considering local coordinates on M, let 𝛾 =   𝑥1 , 𝑥2, … , 𝑥𝑛  be a Lagrangian 

motion. Then  

𝐸 𝛾   𝑡  =  
𝜕𝐿

𝜕𝑣𝑖

𝑛

𝑖=1

 
𝑑𝑥𝑖

𝑑𝑡
−  𝐿 𝛾   𝑡   

 

and differentiating 

𝑑

𝑑𝑡
 𝐸 𝛾   𝑡   

=    
𝜕2𝐿

𝜕𝑣 𝑖𝜕𝑥𝑗
𝑑𝑥𝑖

𝑑𝑡

𝑑𝑥 𝑗

𝑑𝑡
+  

𝜕2𝐿

𝜕𝑣𝑖𝜕𝑣𝑗
𝑑𝑥𝑖

𝑑𝑡

𝑑2𝑥𝑗

𝑑𝑡2  

𝑛

𝑖,𝑗=1

+   
𝜕𝐿

𝜕𝑣𝑖
 
𝑑2𝑥𝑖

𝑑𝑡2

𝑛

𝑖=1

−  
𝜕𝐿

𝜕𝑥𝑖
 
𝑑𝑥𝑖

𝑑𝑡

𝑛

𝑖=1

−  
𝜕𝐿

𝜕𝑣𝑖
 
𝑑2𝑥𝑖

𝑑𝑡2

𝑛

𝑖=1

=    
𝜕2𝐿

𝜕𝑣 𝑖𝜕𝑥𝑗
𝑑𝑥𝑖

𝑑𝑡

𝑑𝑥 𝑗

𝑑𝑡
+  

𝜕2𝐿

𝜕𝑣𝑖𝜕𝑣𝑗
𝑑𝑥𝑖

𝑑𝑡

𝑑2𝑥𝑗

𝑑𝑡2
 − 

𝜕𝐿

𝜕𝑥𝑖

𝑛

𝑖=1

 

𝑛

𝑖,𝑗=1

𝑑𝑥𝑖

𝑑𝑡
 . 
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But from the Euler-Lagrange equations we have 

𝜕𝐿

𝜕𝑥𝑖
=
𝑑

𝑑𝑡
 
𝜕𝐿

𝜕𝑣 𝑖
 =   

𝜕2𝐿

𝜕𝑣 𝑖𝜕𝑥𝑗
𝑑𝑥𝑗

𝑑𝑡
+  

𝜕2𝐿

𝜕𝑣𝑖𝜕𝑣𝑗
𝑑2𝑥𝑗

𝑑𝑡2
 

𝑛

𝑗=1

 

and so substituting we get   

𝑑

𝑑𝑡
 𝐸 𝛾   𝑡   = 0.           

Apart from the energy, one can have constants of motion from symmetries of the 

Lagrangian. 

Theorem 2.2.10 (Noether) Let (M,L) be a Lagrangian system and X a complete 

smooth vector field on M with flow (𝜙𝑡)𝑡 ∈ 𝑅. If L ((𝜙𝑡)∗𝑝 (v)) = L(v) for every 

𝑣 ∈  𝑇𝑝𝑀, 𝑝 ∈  𝑀 and t ∈ R, then the smooth function 𝑓𝑋  : TM → R defined by 

𝑓𝑋 𝑣 = lim
                       𝑠 →0

𝐿  𝑣 + 𝑠 𝑋 𝜋 𝑣   −  𝐿 𝑣 

𝑠
 

is a constant of motion. 

Proof. Considering local coordinates, let 𝜙𝑡  =  (𝜙𝑡
1 , 𝜙𝑡

1 , … , 𝜙𝑡)
1 .  Since L is (𝜙𝑡)* 

invariant, if 𝛾 = (𝑥1 , 𝑥2 , … , 𝑥𝑛)   is a Lagrangian motion, differentiating the equation 

𝐿((𝜙𝑠)∗𝛾(𝑡)(𝛾  (𝑡)))  =  𝐿(𝛾  (𝑡)) with respect to s, we have 

 
𝜕𝐿

𝜕𝑥𝑖
(
𝜕∅𝑠

𝑖

𝜕𝑠

𝑛

𝑖=1

)𝑠=0 +  
𝜕𝐿

𝜕𝑣𝑖
(
𝜕2∅𝑠

𝑖

𝜕𝑥𝑗𝜕𝑠

𝑛

𝑖=1

)𝑠=0

𝑑𝑥𝑗

𝑑𝑡
= 0. 

Since 𝑓𝑋 𝑣  is the directional derivative of 𝐿 𝑇𝜋 𝑣 𝑀  in the direction of 𝑋(𝜋(𝑣)) and 

𝑋 =  (
𝜕∅𝑡

𝑖

𝜕𝑡

𝑛

𝑖=1

)𝑡=0  
𝜕

𝜕𝑥𝑖
 

we have 

𝑓𝑋 𝛾  (𝑡) =  
𝜕𝐿

𝜕𝑣𝑖
(
𝜕∅𝑠

𝑖

𝜕𝑠

𝑛

𝑖=1

)𝑠=0  
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Using now the Euler-Lagrange equations we compute 

𝑓𝑋 𝛾  (𝑡) =  
𝜕𝐿

𝜕𝑣𝑖
(
𝜕∅𝑠

𝑖

𝜕𝑠

𝑛

𝑖=1

)𝑠=0  

𝑑

𝑑𝑡
𝑓𝑋 𝛾  (𝑡) =  

𝑑

𝑑𝑡
(
𝜕𝐿

𝜕𝑣𝑖
)(
𝜕∅𝑠

𝑖

𝜕𝑠

𝑛

𝑖=1

)𝑠=0 + 
𝜕𝐿

𝜕𝑣𝑖
𝑑

𝑑𝑡
(
𝜕∅𝑠

𝑖

𝜕𝑠

𝑛

𝑖=1

)𝑠=0  .          

 

Examples 2.2.11 (a) Let (M, g, V) be a newtonian mechanical system with potential 

energy and X be a complete vector field, which is a symmetry of the system. Then 

 𝑓𝑋 𝑣  = g (v, 𝑋(𝜋(𝑣))). The restriction to a fiber of the tangent bundle of  𝑓𝑋  is linear 

in this case. 

(b) Let X be a complete vector field which we assume to be symmetry of the 

Lagrangian system of Example (2.2.3). For instance, this is the case if the flow of X 

preserves the pseudo-Riemannian metric on M and the 1-form A. Then the Lagrangian 

is X-invariant and the first integral provided form Noether's theorem is  𝑓𝑋 𝑣 =

𝑚𝑔 𝑣, 𝑋 −  𝐴 𝑋 . 

Let (M,L) be a Lagrangian system. Let (𝑥1 , 𝑥2, … , 𝑥𝑛 , 𝑣1, 𝑣2, … , 𝑣𝑛) be a system of 

local coordinates in TM coming from local coordinates (𝑥1 , 𝑥2 , … , 𝑥𝑛) on M and let 

(𝑞1 , 𝑞2, … , 𝑞𝑛 , 𝑝1 , 𝑝2 , … , 𝑝𝑛) be the corresponding local coordinates on 𝑇∗M, so that 

𝑥𝑗 =  𝑞𝑗 , 1≤ j ≤ n. The local representation of the Legendre transformation is 

𝐿(𝑥1, 𝑥2 , … , 𝑥𝑛 , 𝑣𝑗
𝜕

𝜕𝑥𝑗
) = (𝑥1, 𝑥2, … , 𝑥𝑛 , 

𝜕𝐿

𝜕𝑣𝑗
𝑑𝑥𝑗 ).

𝑛

𝑗=1

 

𝑛

𝑗=1

 

The local forms 

 
𝜕𝐿

𝜕𝑣𝑗
𝑑𝑥𝑗  

𝑛

𝑗=1
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over all charts on TM fit together and give a global smooth 1-form 𝜃𝐿 on TM. This 

may be verified directly. Alternatively, we note that 

𝐿∗   𝑝𝑖𝑑𝑞
𝑖

𝑛

𝑖=1

 =    𝑝 ° 𝐿 𝑑(𝑥𝑖
𝑛

𝑖=1

 ° 𝐿) =   
𝜕𝐿

𝜕𝑣 𝑖

𝑛

𝑖=1

𝑑𝑥𝑖 . 

The local 1-forms   𝑝𝑖𝑑𝑞
𝑖𝑛

𝑖=  on 𝑇∗𝑀 fit together to a global smooth 1-form 𝜃 on 

𝑇∗𝑀.  Actually, 𝜃 is precisely the 1-form defined by 

𝜃𝑎(𝑣)  =  𝑎(𝜋∗𝑎(𝑣)) 

for 𝑣 ∈  𝑇𝑎(𝑇∗𝑀) and a ∈  𝑇∗𝑀, where 𝜋 : 𝑇∗𝑀 → 𝑀 is the cotangent bundle 

projection. Indeed, 

𝜃 𝑙𝑜𝑐𝑎𝑙𝑙𝑦 =   𝜃  
𝜕

𝜕𝑞 𝑖
  𝑑𝑞𝑖𝑛

𝑖=1 +   𝜃  
𝜕

𝜕𝑝 𝑖
 𝑑𝑝𝑖 .

𝑛
𝑖=1  

If now 𝑎 = (𝑞1, 𝑞2 , … , 𝑞𝑛 , 𝑝1 , 𝑝2 , … , 𝑝𝑛), then 𝜋∗𝑎  
𝜕

𝜕𝑝 𝑖
 = 0, and therefore 𝜃  

𝜕

𝜕𝑝 𝑖
 =

0.  

Moreover, 

𝜃  
𝜕

𝜕𝑞𝑖
 = 𝑎  𝜋∗𝑎  

𝜕

𝜕𝑞𝑖
  =  𝑝𝑖 . 

It follows that 

𝜃 𝑙𝑜𝑐𝑎𝑙𝑙𝑦 =   𝑝𝑖𝑑𝑞
𝑖𝑛

𝑖=1  

The smooth 1-form 𝜃 is called the Liouville canonical 1-form on 𝑇∗𝑀.  

Remark 2.2.12 The 2-form 𝑑𝜃𝐿 in local coordinates (𝑥1 , 𝑥2 , … , 𝑥𝑛 , 𝑣1, 𝑣2, … , 𝑣𝑛) on 

TM is given by the formula 

 

𝜃 𝑙𝑜𝑐𝑎𝑙𝑙𝑦 =   
𝜕2𝐿

𝜕𝑥𝑗 𝜕𝑣𝑖

𝑛

𝑖,𝑗=1

𝑑𝑥𝑗  ∧  𝑑𝑥𝑖 +   
𝜕2𝐿

𝜕𝑣𝑗𝜕𝑣𝑖

𝑛

𝑖,𝑗=1

𝑑𝑣𝑗  ∧  𝑑𝑥𝑖  

(2.2.12) 
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It follows that 𝑑𝜃𝐿 is non-degenerate if and only if the vertical Hessian matrix 

(
𝜕2𝐿

𝜕𝑣𝑗𝜕𝑣 𝑖
)1 ≤ 𝑖,𝑗≤ 𝑛  

is everywhere invertible. A Lagrangian system is called non-degenerate if the vertical 

Hessian of the Lagrangian is everywhere invertible. [5] 

 

2.3 The equations of Hamilton 

In Hamiltonian mechanics, a classical physical system is described by a set 

of canonical coordinates r = (q, p), where each component of the coordinate 𝑞𝑖 , 𝑝𝑖  is 

indexed to the frame of reference of the system. 

The time evolution of the system is uniquely defined by Hamilton's equations: 

𝑑𝑝

𝑑𝑡
=  −

𝑑𝐻

𝑑𝑞
  ,
𝑑𝑞

𝑑𝑡
= + 

𝑑𝐻

𝑑𝑝
 

(2.3.1) 

where H = H(q, p, t) is the Hamiltonian, which often corresponds to the total energy of 

the system. For a closed system, it is the sum of the kinetic and potential energy in the 

system. 

A Lagrangian system (M, L) is called hyperregular if the Legendre transformation 

𝐿 ∶  𝑇𝑀 →  𝑇∗𝑀 is a diffeomorphism. For example a newtonian mechanical system 

with potential energy and the system of Example (2.2.4) are hyperregular. 

 

Definition 2.3.1. In a hyperregular Lagrangian system as above, the smooth 

function 𝐻 = 𝐸 ° 𝐿−1 ∶ 𝑇∗𝑀 → 𝑅, where E is the energy, is called the Hamiltonian 

function of the system. 

 

https://en.wikipedia.org/wiki/Canonical_coordinates
https://en.wikipedia.org/wiki/Frame_of_reference
https://en.wikipedia.org/wiki/Time_evolution
https://en.wikipedia.org/wiki/Kinetic_energy
https://en.wikipedia.org/wiki/Potential_energy
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Example 2.3.2. Let (M, g, V) is a newtonian mechanical system with potential energy. 

The Legendre transformation gives 

𝑞𝑖 =  𝑥𝑖 ,      𝑝𝑖 =  
𝜕𝐿

𝜕𝑣𝑖
 =   𝑔𝑖𝑗  𝑣𝑗 .

𝑛

𝑗=1

 

The inverse Legendre transformation is given by 

𝑥𝑖 =  𝑞𝑖 ,       𝑣𝑖 =   𝑔𝑖𝑗  𝑝𝑗 .

𝑛

𝑗=1

 

So we have 

𝐸 =  
1

2
 𝑔𝑖𝑗  𝑣 𝑖𝑣𝑗  + 𝑉(𝑥1 , 𝑥2 , … , 𝑥𝑛)

𝑛

𝑖,𝑗=1

,  

𝐿 =  
1

2
 𝑔𝑖𝑗  𝑣 𝑖𝑣𝑗 − 𝑉(𝑥1 , 𝑥2, … , 𝑥𝑛)

𝑛

𝑖,𝑗=1

,  

 

And therefore 

𝐻 =  
1

2
 𝑔𝑖𝑗  𝑝𝑖𝑝𝑗  + 𝑉(𝑞1, 𝑞2, … , 𝑞𝑛)𝑛
𝑗=1 .                                      (2.3.2) 

Theorem 2.3.3. (Hamilton) Let (M, L) be a hyperregular Lagrangian system on the n-

dimensional manifold M. A smooth curve  𝛾: 𝐼 →  𝑀 is a Lagrangian motion if and 

only if the smooth curve 𝐿 ° 𝛾: 𝐼 → 𝑇∗ 𝑀 locally solves the system of differential 

equations 

𝑞 𝑖 =  
𝜕𝐻

𝜕𝑝𝑖
,   𝑝 𝑖 =  

𝜕𝐻

𝜕𝑞𝑖
,         𝑖 = 1, 2, … , 𝑛. 

Proof. In the local coordinates (𝑥1, 𝑥2 , … , 𝑥𝑛) of a chart on M the Legendre 

transformation is given by the formulas 

𝑞𝑖 =  𝑥𝑖 ,      𝑝𝑖 =  
𝜕𝐿

𝜕𝑣 𝑖
,         𝑖 = 1, 2, … , 𝑛, 
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where (𝑥1 , 𝑥2, … , 𝑥𝑛 , 𝑣1, 𝑣2, … , 𝑣𝑛) are the local coordinates of the corresponding 

chart on TM. Inversing, 

 𝑥𝑖  =  𝑞𝑖 ,       𝑣𝑖 =  𝑦𝑖(𝑞1, 𝑞2 , … , 𝑞𝑛 , 𝑝1, 𝑝2 , … , 𝑝𝑛), 𝑖 = 1, 2, … , 𝑛 

for some smooth functions 𝑦1 , 𝑦2 , … , 𝑦𝑛 . From the definitions of the energy E and the 

Hamiltonian H, we have 

𝐻 = 𝐸 ° 𝐿−1 =   𝑝𝑗𝑦
𝑗 −  𝐿(𝑞1, 𝑞2 , … , 𝑞𝑛 ,

𝑛

𝑗=1

𝑦1, 𝑦2 , … , 𝑦𝑛) 

and differentiating the chain rule gives 

𝜕𝐻

𝜕𝑝𝑖
=  𝑦𝑖 +   𝑝𝑗  

𝜕𝑦𝑗

𝜕𝑝𝑖

𝑛

𝑗=1

−  
𝜕𝐿

𝜕𝑣𝑗

𝑛

𝑗=1

 
𝜕𝑦𝑗

𝜕𝑝𝑖
=  𝑦𝑖  

𝜕𝐻

𝜕𝑞𝑖
 =  𝑝𝑗  

𝜕𝑦𝑗

𝜕𝑞𝑖

𝑛

𝑗=1

− 
𝜕𝐿

𝜕𝑥𝑖
−  

𝜕𝐿

𝜕𝑣𝑗
 
𝜕𝑦𝑗

𝜕𝑞𝑖

𝑛

𝑗=1

=  − 
𝜕𝐿

𝜕𝑥𝑖
 . 

If 𝛾 𝑡 =  (𝑥1(𝑡), 𝑥2(𝑡), … , 𝑥𝑛(𝑡)) is a smooth curve in local coordinates on M, then 

𝐿  𝛾  𝑡 ) =  (𝑥1 𝑡 , 𝑥2 𝑡 , … , 𝑥𝑛 𝑡 ,
𝜕𝐿

𝜕𝑣1  𝛾  𝑡  ,
𝜕𝐿

𝜕𝑣2  𝛾  𝑡  , … ,
𝜕𝐿

𝜕𝑣𝑛
 𝛾  𝑡   .   

 

Now 𝛾 is a Lagrangian motion if and only if 

𝑥 𝑖  =  𝑣 𝑖    

and 

𝑑

𝑑𝑡
 
𝜕𝐿

𝜕𝑣𝑖
 𝛾   =  

𝜕𝐿

𝜕𝑥𝑖
 𝛾                                    (1) 

or equivalently 

𝑞 𝑖 =  𝑥 𝑖 =  𝑣 𝑖 =  𝑦𝑖 =  
𝜕𝐻

𝜕𝑝𝑖
                             (2) 

 



(44) 
 

and  

𝑝 𝑖 =  
𝑑

𝑑𝑡
 
𝜕𝐿

𝜕𝑣𝑖
 𝛾   =  

𝜕𝐿

𝜕𝑥𝑖
 𝛾  = − 

𝜕𝐻

𝜕𝑞𝑖
 .                           

The equations provided by Theorem 2.3.3 on 𝑇∗𝑀 are Hamilton's equations. The 

cotangent bundle 𝑇∗𝑀 is called the phase space of the Lagrangian system (M, L). 

 

Corollary 2.3.4. The Hamiltonian is constant on solutions of Hamilton's equations. 

Proof. Indeed, if 𝛾 𝑡 =  𝑞1(𝑡), 𝑞2(𝑡),… , 𝑞𝑛(𝑡), 𝑝1(𝑡), 𝑝2(𝑡), … , 𝑝𝑛(𝑡)) is the local 

form of a solution of Hamilton's equations then 

𝑑𝐻 𝛾 𝑡   𝛾  𝑡  =  
𝜕𝐻

𝜕𝑞𝑖

𝑛

𝑖=1

𝑞 𝑖 𝑡 + 
𝜕𝐻

𝜕𝑝𝑖

𝑛

𝑖=1

𝑝 𝑖 𝑡 

=   
𝜕𝐻

𝜕𝑞𝑖
 
𝜕𝐻

𝜕𝑝𝑖

𝑛

𝑖=1

+    
𝜕𝐻

𝜕𝑝𝑖
 −

𝜕𝐻

𝜕𝑞𝑖
 = 0.      

𝑛

𝑖=1

 

The equations of Hamilton have a global formulation on 𝑇∗𝑀 in the sense that a 

solution is the integral curve of a smooth vector field defined globally on 𝑇∗𝑀. 

Recall that the Liouville canonical 1-form 𝜃 on 𝑇∗𝑀 has a local expression 

𝜃 𝑙𝑜𝑐𝑎𝑙𝑙𝑦 =   𝑝𝑖𝑑𝑞
𝑖

𝑛

𝑖=1

 

Let 𝜔 =  −𝑑𝜃, so that 

 

𝜔 𝑙𝑜𝑐𝑎𝑙𝑙𝑦 =   𝑑𝑞𝑖 ∧ 𝑑𝑝𝑖

𝑛

𝑖=1

 

Since for every smooth vector field Y on 𝑇∗𝑀 we have 

𝑌 =   𝜔 𝑌,
𝜕

𝜕𝑝𝑖
 
𝜕

𝜕𝑞𝑖
−  𝜔 𝑌,

𝜕

𝜕𝑞𝑖
 
𝜕

𝜕𝑝𝑖
 

𝑛

𝑖=1

𝑛

𝑖=1
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it follows that 𝜔 is a non-degenerate, closed 2-form on 𝑇∗𝑀. Thus, given a smooth 

function 𝐻: 𝑇∗𝑀 → R, there exists a unique smooth vector field X on 𝑇∗𝑀 such that 

𝑖𝑋𝜔 =  𝑑𝐻, called the Hamiltonian vector field. Locally this global equation takes the 

form 

 𝑑𝑞𝑖(𝑋) 𝑑𝑝𝑖

𝑛

𝑖=1

−   𝑑𝑝𝑖 𝑋 𝑑𝑞
𝑖 =   

𝜕𝐻

𝜕𝑞𝑖

𝑛

𝑖=1

𝑛

𝑖=1

 𝜕𝑞𝑖 +    
𝜕𝐻

𝜕𝑝𝑖

𝑛

𝑖=1

𝜕𝑝𝑖  

 and therefore 

𝑑𝑝𝑖 𝑋 =  − 
𝜕𝐻

𝜕𝑞𝑖
 

and 

𝑑𝑞𝑖 𝑋 =  
𝜕𝐻

𝜕𝑝𝑖
. 

These are precisely Hamilton's equations. [5] 

 

2.4 Geometrical Relationship 

Example 2.4.1 Let us take M = R
2n

 with canonical coordinates (q,p) equal to ( 

q1, … , qn , p1, … , pn ) and standard (translation invariant) symplectic form ω =

  d pj ∧ d qj. Hence ivω = d qj   if v =  ∂ ∂pj  and ivω = − d pj  if v =  ∂ ∂qj , and 

so vqj = −  ∂ ∂pj  and vpj =   ∂ ∂qj  . If f is a smooth function on R
2n 

then 

 

d f =   (
∂f

∂qj
j

 d qj +
∂ f

∂pj
  d pj), 

and therefore the Hamiltonian vector field of  f becomes 

vf =   (
∂f

∂p j
 
∂

∂ q j
j − 

∂f

∂q j
 
∂

∂ p j
).                                        (2.4.1) 

In other words, the integral curves of the Hamiltonian flow of the function f are 

solutions of the system of first order differential equations  
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q j =  
∂f

∂pj
 ,     p j =  − 

∂f

∂qj
 . 

This is Hamilton’s equation for the Hamiltonian flow of the function f on M, which is 

the reason for the sign convention in the equation 

iv  ω = − d f 

for the relation between the Hamiltonian vector field v and the Hamiltonian function f. 

In the particular case that Hamiltonian function f = H is of the classical form  

H q, p =  K p +  V(q) 

With kinetic term K p =   pj
2 2m  and potential function V(q) Hamilton’s equation 

mq = p , p  =  −grad V by elimination of p boils down to 

F q =  mq                                                        (2.4.2) 

which is the famous Newton equation for the motion of a point particle in R
n
 with 

mass m >0 in a conservative force field F(q) = −grad V p . 

 

The exterior derivative  

ω = dθ 

Of the tautological 1-form on M is a closed (even exact) 2-form on M. in local 

coordinates (𝑥1, … , 𝑥𝑛) on N with corresponding dual coordinates (𝜉1, … , 𝜉𝑛) the 

projection map 𝜋 ∶ 𝑀 → 𝑁  sends (𝑥1, … , 𝑥𝑛 , 𝜉1, … , 𝜉𝑛)  to (𝑥1, … , 𝑥𝑛) ,and therefore 

the tautological 1-form 𝜃 takes the form  

   

𝜃 =   𝜉𝑗  𝑑 𝑥𝑗

𝑛

𝑗=1

 

In turn we get 

𝜔 =   𝑑 𝜉𝑗  ∧  𝑑 𝑥𝑗
𝑛
𝑗=1   ,                                (2.4.4) 



(47) 
 

Which shows that 𝜔 =  𝑑 𝑝𝑗  ∧  𝑑 𝑞𝑗  is the standard symplectic form of Example 

2.2.11 if we substitute 𝑥𝑗 =  𝑞𝑗  and 𝜉𝑗 =  𝑝𝑗 . The conclusion is that  𝜔 = 𝑑𝜃  is a 

symplectic form on  𝑀 =  𝑇∗ 𝑁.  

 

Definition 2.4.2 The form 𝜔 = 𝑑𝜃 is called the canonical symplectic form on the 

cotangent bundle 𝑀 =  𝑇∗ 𝑁. 

Suppose 𝑁1 and 𝑁2 are smooth manifolds of dimension n with cotangent bundles 

𝑀1 =  𝑇∗𝑁1 and 𝑀2 =  𝑇∗𝑁2  and with tautological 1-forms 𝜃1 and 𝜃2. A 

diffeomorphism ∅ ∶ 𝑁1 → 𝑁2   induces a diffeomorphism  

ɸ ∶  𝑀1  →  𝑀2 , ɸ 𝜉 = ((𝑇𝑥  ∅)∗)−1 𝜉 

for all  𝜉 𝜖 𝑇𝑥
∗ 𝑁1,  which is called the lift of ∅, and in such a way that the diagram 

 

is commutative. The vertical arrows are the two projection maps. 

 

Definition 2.4.3 Let (𝑀,𝜔) be a symplectic manifold. A closed submanifold L → M is 

called Lagrangian if for each 𝑥 ∈ 𝐿 the tangent space 𝑇𝑥L is a Lagrangian subspace of 

𝑇𝑥M. 

In other words, a submanifold ι : L → M is a Lagrangian submanifold if the 

dimension of L is half the dimension of M and 𝜄∗ 𝜔 = 0. 

Example 2.4.4 Let M = 𝑇∗N with canonical symplectic form 𝜔 = 𝑑 𝜃. If we consider 

a smooth 1-form α on N as a smooth section α: N → M of the cotangent bundle π: M 

→ N, then the submanifold α : N → M is Lagrangian if and only if α is closed. [7] 
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2.5 Hamilton Formalism 

Any smooth real-valued function H on a symplectic manifold can be used to define 

a Hamiltonian system. The function H is known as the Hamiltonian or the energy 

function. The symplectic manifold is then called the phase space. The Hamiltonian 

induces a special vector field on the symplectic manifold, known as the Hamiltonian 

vector field. 

The Hamiltonian vector field (a special type of symplectic vector field) induces 

a Hamiltonian flow on the manifold. This is a one-parameter family of 

transformations of the manifold (the parameter of the curves is commonly called 

the time); in other words an isotopy of symplectomorphisms, starting with the 

identity. In addition to, each symplectomorphism preserves the volume form on 

the phase space. The collection of symplectomorphisms induced by the Hamiltonian 

flow is commonly called the Hamiltonian mechanics of the Hamiltonian system. 

The symplectic structure induces a Poisson bracket. The Poisson bracket gives the 

space of functions on the manifold the structure of a Lie algebra. 

Poisson Brackets  

Suppose (M, 𝜔) is a symplectic manifold. For 𝑓 ∈  𝑭 (𝑀) a smooth function on M 

there is a unique vector field 𝑣𝑓  ∈ Ӽ(M) 

 𝑖 𝑣 𝑓  𝜔 =  −𝑑 𝑓 

and 𝑣 𝑓  is called the Hamiltonian vector field of the function f. The integral curves of 

𝑣 𝑓  are called the solution curves for the Hamiltonian system defined by 𝑓, and the 

corresponding one parameter group ∅𝑡  : M → M is called the Hamiltonian flow of 𝑓. 

In local coordinates (𝑞1, … ,𝑞𝑛  , 𝑝1, … ,𝑝𝑛 ) the integral curves of 𝑣 𝑓  are given by  

𝑞 𝑗 =  
𝜕 𝑓

𝜕𝑝𝑗
 , 𝑝 𝑗 = − 

𝜕 𝑓

𝜕𝑞𝑗
 

https://en.wikipedia.org/wiki/Smooth_function
https://en.wikipedia.org/wiki/Symplectic_manifold
https://en.wikipedia.org/wiki/Hamiltonian_vector_field
https://en.wikipedia.org/wiki/Phase_space
https://en.wikipedia.org/wiki/Vector_field
https://en.wikipedia.org/wiki/Hamiltonian_vector_field
https://en.wikipedia.org/wiki/Hamiltonian_vector_field
https://en.wikipedia.org/wiki/Hamiltonian_vector_field
https://en.wikipedia.org/wiki/Symplectic_vector_field
https://en.wikipedia.org/wiki/Hamiltonian_flow
https://en.wikipedia.org/wiki/Homotopy#Isotopy
https://en.wikipedia.org/wiki/Symplectomorphism
https://en.wikipedia.org/wiki/Volume_form
https://en.wikipedia.org/wiki/Phase_space
https://en.wikipedia.org/wiki/Poisson_bracket
https://en.wikipedia.org/wiki/Lie_algebra
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which is called Hamilton’s equation for the Hamiltonian system defined by 𝑓 in 

canonical coordinates. 

 

Definition 2.5.1 For 𝑓, 𝑔 ∈  𝑭 (𝑀) the Poisson bracket {f, g} is the smooth function 

on M defined by 

 𝑓, 𝑔 =  𝐿 𝑣 𝑓   𝑔 = 𝑖 𝑣 𝑓   𝑑 𝑔 =  − 𝑖 𝑣 𝑓  (𝑖 𝑣 𝑓  𝜔)  =  𝜔(𝑣 𝑓 , 𝑣 𝑔)         (2.5.1) 

by using the Cartan formula in the second identity and the antisymmetry of ω in the 

fourth identity. 

The right hand side of the above definition shows that the Poisson bracket is 

antisymmetric in the sense that 

{𝑔, 𝑓}  =  −{𝑓, 𝑔} 

for all 𝑓, 𝑔 ∈  𝑭(𝑀). In canonical local coordinates the Poisson brackets are given by  

 𝑓, 𝑔 =   ( 
𝜕 𝑓

𝜕 𝑝𝑗

𝑛
𝑗=1  

𝜕 𝑔

𝜕 𝑞𝑗
− 

𝜕 𝑓

𝜕 𝑞𝑗
 
𝜕 𝑔

𝜕 𝑝𝑗
 )             (2.5.2) 

as discussed previously. The function space F (M) can be thought of as the space of 

classical observables on the phase space (M, ω). For an observable 𝑔 ∈  𝑭 (𝑀) the 

equation 

𝑑 𝑔

𝑑 𝑡
=  {𝑓, 𝑔} 

is the abstract form of Hamilton’s equation for the Hamiltonian 𝑓. The infinitesimal 

change of a given observable 𝑔 under the Hamiltonian flow of 𝑓 is equal to {𝑓, 𝑔}. If 

{ 𝑓, 𝑔}  =  0 on all of M then the observable 𝑔 is called a constant of motion for the 

Hamiltonian system defined by 𝑓. Since { 𝑓, 𝑔}  =  0 the observable 𝑓 is a constant of 

motion for the Hamiltonian 𝑓 itself. If 𝑓 is the total energy of a classical mechanical 

system, then this is the law of conservation of total energy. [7] 

 


