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ABSTRACT 

The consequent of non-application the reliability system on the ATM will lead to big 

problems which are non-increase of productivity and the lack of optimal utilization of 

machines and reflect on economic development. The aim of this paper is to apply lifetime 

models on the failure time of the automatic teller machine (ATM) in Sudan and estimate the 

parameter and reliability of the machines, in order to compare between machines. failure's 

data has been taken from Central Bank of Sudan, which is, type of machine, type of failure, 

Downtime, Uptime and outage duration in Hrs. during the period of time (1/1/2017-

30/6/2017).The comparison between five machines selected randomly out of 28 machines 

have done. Through the lifetime models estimation (failure distribution, reliability, hazard 

rate, and mean time to failure (MTTF)), using Bayes method in estimate the parameters and 

reliability of exponential distribution. The comparison is executed through reliability values; 

from analysis results it is clear that, the failure time of all machines follow exponential 

distribution with one-parameter, according to the Kolmogorov-Smirnov test and Chi-Squared 

test for goodness of fit result. The machines no (B5 and B35) have high reliability compered 

by other machines. When we predict the reliability according to the time we found that the 

reliability decrease and hazard rate increase and there is relationship between MTTF and 

reliability. Finally to the extending of study span the authors recommended to include all 

types of ATM faults (out of cash and out of serves). Furthermore, the authors recommended 

that when expanding or adding a new machine, it is preferable to buy the machine with high 

reliability.        
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INTRODUCTION 

Reliability is defined as the ability of the 

individual device or system or component 

to perform its required functions under 

stated conditions for a specified period of 

time 
  (1, 2)

. Reliability can be somewhat 

abstract in that it involves much statistics; 

yet it is engineering in its most practical 

form 
  (3)

. Will the design perform its 

intended mission? Product reliability is 

seen as a testament to the robustness of the 

design as will the safety of the quality and 

manufacturing commitments of an 

organization.   

The study of reliability appeared in the 

first decade of the twentieth century. The 

concentration on this type of study has 

been crystallized during the world war 

(II), via studying the military devices 

reliability. This type has expected recently 

to include the study of commercial 

products as a result of extraordinary 

developments on the one hand; and the use 

of electronic devices and the complex 

systems on the other. This sort of 

development has imposed an increasing 

concern on studying the reasons of 

breakdowns that may lead to the stoppage 

of devices and sets in their various kinds
   

(01)
Reliability has gained increasing 

importance in the last few years in 

manufacturing organizations, the 

government and civilian communities. 

With recent concern about government 

spending, agencies are trying to buy 

systems with higher reliability and lower 

maintenance costs
   (6)

.  As consumers ,we 

are mainly concerned with buying 

products that last longer and are cheaper to 

maintain, or have higher reliability. There 

are many reason for wanting high product 

or component or system reliability such as 

higher customer satisfaction, increased 

sales, improved safety, decreased 

warranty costs, decreased maintenance 

costs.  

Moreover the importance of reliability has 

risen recently as it is appropriate to most 

of applications represented in the 

repairable systems and equipment in case 

of its sudden stop and becoming out of 

service and then reiterates them. So the 

importance of this study rises due to the 

importance of the subject of reliability of 

the systems and machines on which the 

wheel of production depends so that we 

may be able to satisfy the basic needs of 

commodities and services in a perfect 

technique. 

The research problem is that, there is no 

lifetime (reliability) models application to 

predict the sudden failures that occur in 

ATM and the consequent of non-

application the reliability system on the 
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ATM will lead to big problems which are 

non-increase of productivity and the lack 

of optimal utilization of machines and 

reflect on economic development. 

The objective of this paper is to apply 

lifetime models on the failure time of the 

automatic teller machine (ATM) in Sudan 

and estimate the parameter and reliability 

of the machines, in order to compare 

between machines. 

Reliability function:  

The most frequently used function in life 

data analysis and reliability engineering is 

the reliability function. This function gives 

the probability of an item operating for a 

certain amount of time without failure. As 

such, the reliability function is a function 

of time, in that every reliability value has 

an associated time value. The reliability 

function of an item is defined by 
 (1, 7,11)

: 

 ( )     ( )    (   )              
  …………………………………….. (1) 

Hence  ( ) is the probability that the item 

dos not fail in the time interval(    , or, in 

other words, the probability that the time 

survives the time interval (0, t] and is still 

functioning at time t.  

Time to failure: 

By the time to failure of an item we mean 

the time elapsing from when the item is 

put into operation until it fails for the first 

time. We set     as the starting point. At 

least to some extent the time to failure is 

subject to chance variations it is therefore 

natural to interpret the time to failure as a 

random variable ( )
   (12)

.  

 

Failure rate function:  

The probability that an item will fail in the 

time interval (t,     ) when we know 

that the item functioning at time t is
   (1)

:   
 

  (          )  
  (         )

   (   )
 

 (    )   ( )

 ( )
 

By dividing this probability by the length of the time interval,   , and letting,      ,we 

get the failure rate function h(t) of the item  

 ( )         
  (          )

  
        

 (    )  ( )

  
 

 

 ( )
 

 ( )

 ( )
………..……... (2) 

The exponential distribution: 

Exponential distribution plays an essential 

role in reliability engineering because it 

has constant failure rate   
(5)

. This 

distribution has been used to model the 

life time of electronic and electrical 

components and systems. This distribution 

is appropriate when a used component that 

has not failed is as good as a new 

component – a rather restrictive 

assumption. Therefore it must be used 

diplomatically since numerous exist where 

the restriction of the memory less property 

may not apply. 

  Consider an item that is put into 

operation at time t=0. The time to failure T 

of the item has probability density 

function is   
(1, 8) 

 ( )  {
 

 
  

 

 
                                 

                                                     
………....…………………………..( ) 

The cumulative distribution function,   , is a function  ( ) of a random variable  , and is 

defined for a number   by: 

 ( )   (   )  ∫  ( )   ∫
 

 
  

 

 
        

 

 
  

 

 

 
…………………..……. (4) 
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The reliability function of the item ( ( )) is:  

    ( )    (   )  ∫  ( )  
 

 
   

 

 
                 …….……………..….…( ) 

The mean time to failure (    ) is: 

       ∫  ( )   ∫   
 

 
  

 

 

 
    ………………………………………….( ) 

And the variance of T is  

   ( )     …………………………………………….………………..………..( ) 

The failure rate function ( ( )) is: 

     ( )  
 ( )

 ( )
 

 

 
 
 

 
 
 

 
 

 
 
 

 
 

 
 ………………………………………………………..( ) 

Accordingly, the failure rate function of an 

item with exponential life distribution is 

constant (i.e., independent of time).  

Bayes Estimation: 

Suppose that,           , be the life 

time of a random sample size n with 

distribution function  (   ) and  

probability function  (   ). 

In the exponential distribution, we assume 

that the probability density function of the 

life time is given by   
(4)

:
 
 

 (   )  
 

 
  

 
 
                       

We find Jeffery prior by taking    ( )  √ ( ) 

Where 

 ( )    [
     (   )

   ]  
 

  ………………………………………..…….….. (9) 

Taking:    ( )  √ ( ), ( )   √ ( ), with  k a constant. 

The joint probability density function  (             )is given by; 

 (             )  ∏ (    )

 

   

 ( )   (          | ) ( ) 

Where  

 (          | )  ∏(  | )

 

   

 ( )  
 

  
  

 
 

∑   

 (             )  
 

  
  

 

 
∑  .  

√ 

 
=  

√ 

    
.  

 

 
∑   

Then the marginal probability density function of   given the data (           ) is: 
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The conditional probability density functions of   given data (             ) is given 

by: 
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By using squared error loss function   

 (   ̂)   ( ̂   )
 
 

We can obtained the Risk function, such that  ( ̂   ) 

 ( ̂   )   [ ( ̂   )]  ∫  ( ̂   )
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 (∑   

 
   )

 

(   )(   )
 

Let 
  ( ̂  )

  ̂
    then the Bayes estimation is  

 ̂      
∑   

 
   

 ( )
∫ ∫

∑   
 
   

 ( )
    

 
  

 

 
∑      

 

 
    =

∑  

   
…………………… (10) 

This unbiased estimation   with variance  

   ( ̂     )  
   

(   ) 
……………………………….…………………. (11) 

And mean square error is 
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   ( ̂     )  
   

(   ) 
 

  

(   ) 
 

(   )  

(   ) 
           (  ) 

Then the Bayes reliability function is steamed by: 

 ̂( )  ∫   
 
 

 

 

  ( | )   (
∑   

∑     
)

 

                 (  ) 

MATERIALS and METHODS  

The technical fault data collocated from 

the Sudan central Bank and it was, (type 

of machine or thermal name, type of 

failure, Downtime, Uptime and outage 

duration in Hrs.), during the period 

between (1/1/2017-30/6/2017). 

The data have been collocated from the 

five deferent banks in Sudan selected 

randomly out of 28 public banks. 

Because of difficulty of collection the data 

of study we decided to select randomly 

five public banks out of 28 public banks 

by using the simple random sample in the 

selection of the machines. 

There are three types of failures in ATM, 

out of journals, out of serves and out of 

cash; in this study we applied the data of 

out of journal.  

This study depends on the statistical 

descriptive approach and analytical 

approach through describing the nature of 

machines work in the automatic teller 

service and estimating parameter of 

exponential distributions of the failure and 

the reliability used EasyFit, SPSS, Excel 

and other suitable statistical software. 

RESULTS and DISCATION 

Table (1) Descriptive Statistics of out of journal time for each machines 

Machine 

code 
N Mean Std. Deviation 

Statistic Statistic Std. Error Statistic 

B3 51 53.5543 6.50364 46.44527 

B5 25 70.7788 12.79589 63.97943 

B13 123 49.9072 4.43891 49.22987 

B22 51 48.0298 6.65307 47.51243 

B35 44 61.5161 8.97677 59.54515 

Source: the researcher from applied study, spss package, 2017 

 

Source: the researcher from applied study, Excel package, 2017 
Figure (1) Descriptive Statistics of out of journal time for each machine 

From table(1) and figure(1), it is shows 

that according to the mean values for the 

five machines, the machine (B5) have the 

highest mean failure  time (out of journals) 

with the mean time of failure value 

(70.7788) hours and it has Std. Error of 

0
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mean(12.79589) hours and Std. Deviation 

(63.97943 ) hours, followed  by machine 

(B35) with the mean failure  time (out of 

journals) (61.5161) hours and it has Std. 

Error of mean(8.97677) hours and Std. 

Deviation (59.54515) hours, followed  by 

machine (B3) with the mean failure  time 

(out of journals) (53.5543) hours and it has 

Std. Error of mean(6.50364) hours and 

Std. Deviation (46.44527) hours, followed  

by machine (B13) with the mean failure  

time (out of journals) (49.9072) hours and 

it has Std. Error of mean(4.43891) hours 

and Std. Deviation (49.22987) hours, and 

the machine (B22) have the less mean 

failure  time (out of journals) (48.0298) 

hours and it has Std. Error of 

mean(6.65307) hours and Std. Deviation 

(47.51243) hours. 

Goodness of Fit – Details for the 

machines: 

The goodness of fit (GOF) tests measures 

the compatibility of a random sample with 

a theoretical probability distribution 

function. In other words, these tests show 

how well the distribution you selected fit's 

to your data  
 (5)

. 

The general procedure consists of defining 

a test statistic which is some function of 

the data measuring the distance between 

the hypothesis and the data, and then 

calculating the probability of obtaining 

data which have a still larger value of this 

test statistic than the value observed, 

assuming the hypothesis is true. This 

probability is called the confidence level. 

 To test the failure time data follow 

exponential distribution we used 

Kolmogorov-Smirnov test and Chi-

Squared test as the following:  

  : The failure time data follow 

exponential distribution 

  : The failure time data not follow 

exponential distribution 

Table (2) Kolmogorov-Smirnov test and Chi-Squared test for the machines 

Mac

hine 

code 

Kolmogorov-Smirnov Chi-Squared Reject   

at 

       
N Statistic P-Value Critical V

alue 

df Statistic P-Value Critical V

alue 

B3 51 0.06238 0.98161 0.18659 5 0.53138 0.99093 11.07 No 

B5 25 0.09653 0.95646 0.26404 2 0.48266 0.78558 5.9915 No 

B13 123 0.06647 0.62448 0.12245 6 1.1613 0.97875 12.592 No 

B22 51 0.07683 0.9015 0.18659 5 1.6685 0.89285 11.07 No 

B35 44 0.0725 0.96189 0.20056 4 3.6612 0.45379 9.4877 No 

Source: the researcher from applied study, EasyFit package, 2017

 

Source: the researcher from applied study, EasyFit package, 2017 

Figure (2) density function of Exponential Vs. time for machine (B3) 
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Source: the researcher from applied study, EasyFit package, 2017 

Figure (3) density function of Exponential Vs. time for machine (B5) 

 

Source: the researcher from applied study, EasyFit package, 2017 

Figure (4) density function of Exponential Vs. time for machine (B13) 

 

Source: the researcher from applied study, EasyFit package, 2017 

Figure (5) density function of Exponential Vs. time for machine (B22) 
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Source: the researcher from applied study, EasyFit package, 2017 

Figure (6) density function of Exponential Vs. time for machine (B35) 

  From table (2), it is clear that the failure 

time data of the machines follow 

exponential distribution with one-

parameter according to Kolmogorov-

Smirnov test and Chi-Squared test result 

(statistic, p-value and critical value. 

   For machine B3, the P-Value of 

Kolmogorov-Smirnov test and Chi-

Squared test are (0.98161) and (0.99093) 

are graters than significant level (0.05) and 

their critical values are greater than 

calculated values that mean we are not 

reject the H0 or the failure time data of 

machine (B3) follow exponential 

distribution with parameter (  

        ) and the probability density 

function is illustrated in figure (2). 

  For machine B5, the P-Value of 

Kolmogorov-Smirnov test and Chi-

Squared test are (0.95646) and (0.78558) 

are graters than significant levels 0.05 and 

their critical values are greater than 

calculated values that mean we are not 

reject the H0 or the failure time data of 

machine (B5) follow exponential 

distribution with parameter (  

        ) and the probability density 

function is illustrated in figure (3). 

  For machine B13, the P-Value of 

Kolmogorov-Smirnov test and Chi-

Squared test are (0.62448) and (0.97875) 

are graters than significant level (0.05) and 

their critical values are greater than 

calculated values that mean we are not 

reject the H0 or the failure time data of 

machine (B13) follow exponential 

distribution with parameter (  =0.01987), 

and the probability density function is 

illustrated in figure (4). 

 For machine B22, the P-Value of 

Kolmogorov-Smirnov test and Chi-

Squared test are (0.9015) and (0.89285) 

are graters than significant level (0.05) and 

their critical values are greater than 

calculated values that mean we are not 

reject the H0 or the failure time data of 

machine (B22) follow exponential 

distribution with parameter ( = 0.020412), 

and the probability density function is 

illustrated in figure (5). 

 For machine B35, the P-Value of 

Kolmogorov-Smirnov test and Chi-

Squared test are (0.96189) and (0.45379) 

are graters than significant level (0.05) and 

their critical values are greater than 

calculated values that mean we are not 

reject the H0 or the failure time data of 
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machine (B35) follow exponential 

distribution with parameter   

( =0.015886), and the probability density 

function is illustrated in figure (6). 

Reliability models of the machines: 

The Reliability models of machines have 

been conducted from all machines for a 

period of time (t= 0, 24, 48, 72, 96, 120 

and144 hours) using method and Bayes 

method in estimate the following 

measures:  

 

Table (8) Result of life time's test of the machines 

Source: the researcher from applied study, EasyFit package, 2017 

   

 

Source: the researcher from applied study, EasyFit package, 2017 

Figure (8): Reliability function of Exponential Vs. time for machine (B3) 

 
Source: the researcher from applied study, EasyFit package, 2017 

Figure (9): Reliability function of Exponential Vs. time for machine (B5) 
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Source: the researcher from applied study, EasyFit package, 2017 

Figure (10): Reliability function of Exponential Vs. time for machine (B13) 

 
Source: the researcher from applied study, EasyFit package, 2017 

Figure (11): Reliability function of Exponential Vs. time for machine (B22) 

 
Source: the researcher from applied study, EasyFit package, 2017 

Figure (12): Reliability function of Exponential Vs. time for machine (B35) 

  From table (8), it is shows that the reliability of machines decreases whenever the 

working time of the machines increases. 
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the reliability is about(64%), at time 
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at time (t=72) hours the reliability is 

about(27%), at time (t=96) hours the 

reliability is about(17%), at time (t=120) 

hours the reliability is about(11%)and at 

time (t=144) hours the reliability is 

about(07%), that mean the reliability of 

machine (B3) decreases whenever the 

working time of the machine increases. 

The reliability function is illustrated in 

figure (8). 
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reliability is(100%), at time (t=24) hours 

the reliability is about(0.71%), at time 

(t=48) hours the reliability is 
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(t=120) hours the reliability is about(19%) 

and at time (t=144) hours the reliability is 

about(14%), that mean the reliability of 

machine (B5) decreases whenever the 

working time of the machine increases. 

The reliability function is illustrated in 

figure (9). 

Fore machine (B13), at time (t=0) hour the 

reliability is(100%), at time (t=24) hours 

the reliability is about(62%), at time 

(t=48) hours the reliability is about(38%), 

Survival Function

Exponential  (0.01987)

x

300250200150100500

S(
x)

1

0.9

0.8

0.7

0.6

0.5

0.4

0.3

0.2

0.1

0

Survival Function

Exponential  (0.02041)

x

250200150100500

S
(x

)

1

0.9

0.8

0.7

0.6

0.5

0.4

0.3

0.2

0.1

0

Survival Function

Exponential  (0.01589)

x

3002001000

S(
x)

1

0.9

0.8

0.7

0.6

0.5

0.4

0.3

0.2

0.1

0



SUST Journal of Natural and Medical Sciences (JNMS) vol. 19 (1) 2018  

ISSN (Print): 1858-6805                                                                                                   e-ISSN (Online): 1858-6813 

 

41 
 

at time (t=72) hours the reliability is 

about(24%), at time (t=96) hours the 

reliability is about(15%), at time (t=120) 

hours the reliability is about(09%) and at 

time (t=144) hours the reliability is 

about(06%), that mean the reliability of 

machine (B13) decreases whenever the 

working time of the machine increases. 

The reliability function is illustrated in 

figure (10).    

 Fore machine (B22), at time (t=0) hour 

the reliability is(100%), at time (t=24) 

hours the reliability is about(61%), at time 

(t=48) hours the reliability is 

about(0.37%), at time (t=72) hours the 

reliability is about(23%), at time (t=96) 

hours the reliability is about(14%), at time 

(t=120) hours the reliability is about(09%) 

and at time (t=144) hours the reliability is 

about(05%), that mean the reliability of 

machine (B22) decreases whenever the 

working time of the machine increases. 

The reliability function is illustrated in 

figure (11). 

   Fore machine (B35), at time (t=0) hour 

the reliability is(100%), at time (t=24) 

hours the reliability is about (68%), at time 

(t=48) hours the reliability is about(46%), 

at time (t=72) hours the reliability is 

about(32%), at time (t=96) hours the 

reliability is about(22%), at time (t=120) 

hours the reliability is about(15%) and at 

time (t=144) hours the reliability is 

about(10%), that mean the reliability of 

machine (B35) decreases whenever the 

working time of the machine increases. 

The reliability function is illustrated in 

figure (12). 

Comparison between machines:  

We compare the machines according to 

the reliability values of machines at time 

t=24 hours by using Maximum likelihood 

and Bayes method in estimate the 

parameter and the reliability values of the 

machines.  

Table (3) Result of Reliability model test of the machines at time (t=24) hours 
Machine code Measure 

Hazard rate h(t) Reliability R(t) failure distribution f(t) 

B3 0.018307 0.6400 0.0118 

B5 0.013563 0.7140 0.00979 

B13 0.019874 0.6188 0.01233 

B22 0.020412 0.6082 0.01251 

B35 0.015886 0.6781 0.01251 

Source: the researcher from applied study, Easy Fit package, 2017 

 

Source: the researcher from applied study, Excel package, 2017 

Figure (7) Result of Reliability model test 

of machines at time (t=24) hours 

From  table(3) and figure(7), it is clear that 

according to the reliability values for the 

five machines ,the machine (B5) have the 

highest reliability R(t=24=0.7140) with 

probability fault (f(t=24=0.01007) and 

hazard rate h(t=24= 0.013563), this mean 

that the probability of work(24)hours 

without fault for machine (B5) is (0.7140) 

followed  by machine (B35) with 

R(t=24=0.67681) and probability fault 
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(f(t=24=0.01251) and hazard rate h(t=24= 

0.015886), this mean that the probability 

of work(24)hours without fault for 

machine (B35) is (0.6781), followed  by 

machine (B3) with R(t=24=0.6400) and 

probability fault f(t=24=0.0118) and 

hazard rate h(t=24= 0.018307), this mean 

that the probability of work(24)hours 

without fault for machine (B3) is (0.6400). 

CONCLUIONS: 

     The main findings of this study are: 

1. Time of failures follows exponential 

distribution with one parameter for all 

machines. 

2. The reliability of machines decreases 

whenever the working time of the 

machines increases. 

3. The hazard rate of machines is constant 

according to the time. 

4. The machines with high reliability have 

a low faults probability and hazard rate.  

5. The machines with low reliability have 

a high fault probability and hazard rate. 

6. Whenever mean time between failures 

for machines increase that indicate the 

machine has high reliability. 

7. The machines no (B5 and B35) have 

high reliability compered by other 

machines. 

RECONDATIONS  

1- To the extending of study span the 

authors recommended to include all types 

of ATM faults (out of cash and out of 

serves). 

2-The authors recommended that when 

expanding or adding a new machine, it is 

preferable to buy the machine with high 

reliability.   

3- The authors recommended that it is 

better to follow the remedial policy of 

maintenance for the machines which 

mentions that maintenance is made when a 

defect occurs. It is not recommended to 

follow precautionary maintenance 

followed by the ATM because the bulk of 

defect takes place shortly after the 

precautionary maintenance.        
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APPENDIX: 

The technical fault data for five machines collocated from the Sudan central Bank, during the 

period of time (1/1/2017-30/6/2017). 

B3 B5 B13 B22 B35 

11.10 54.93 10.96 5.23 65.97 

86.68 63.44 0.59 83.27 128.05 

60.46 24.24 34.30 28.94 45.94 

16.03 116.59 11.17 150.27 14.27 

24.87 12.17 60.33 15.88 250.71 

51.79 37.11 30.75 117.50 168.86 

33.74 57.24 18.80 6.11 17.26 

2.58 178.40 2.15 92.54 0.24 

29.38 53.18 12.27 68.75 29.75 

67.27 28.00 68.69 45.57 10.98 

63.31 79.69 83.87 25.19 36.91 

2.72 203.47 8.24 50.05 2.55 

40.23 10.39 97.99 4.01 51.77 

100.32 15.58 9.08 10.99 177.25 

43.51 92.97 113.94 1.35 2.70 

120.07 2.70 106.12 28.04 62.52 

14.48 26.80 17.80 5.59 40.67 

78.81 88.00 20.14 32.18 2.64 

28.96 91.95 31.71 70.99 99.05 

5.54 21.60 12.63 106.75 10.34 

131.65 20.51 49.83 27.21 136.38 

35.51 258.14 41.49 12.07 72.39 

53.28 64.11 11.79 15.22 4.66 

78.00 48.35 75.20 46.78 10.85 

69.44 119.91 55.82 23.06 90.80 

99.53 

 

19.50 2.19 49.87 

140.60 

 

60.77 210.93 38.77 

21.89 

 

137.75 186.48 19.02 

40.48 

 

103.54 83.57 76.26 

102.55 

 

2.70 13.53 11.39 

12.02 

 

5.44 25.00 98.15 

34.98 

 

168.42 23.34 49.09 

8.34 

 

2.34 26.01 244.67 

118.52 

 

9.57 18.14 32.84 

98.44 

 

159.16 46.88 81.24 

9.28 

 

9.81 9.62 67.96 

193.00 

 

45.67 93.49 9.28 

4.90 

 

14.01 19.10 69.66 

148.36 

 

23.77 77.83 54.17 
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17.61 

 

51.17 86.91 52.27 

17.73 

 

30.88 11.92 25.51 

23.46 

 

131.10 37.46 93.48 

5.08 

 

10.67 12.39 67.03 

66.36 

 

40.86 24.90 32.54 

57.37 

 

16.26 19.62 

 
13.46 

 

4.89 39.07 

 
14.27 

 

112.39 128.43 

 
10.96 

 

139.58 46.35 

 
50.62 

 

18.36 45.34 

 
24.43 

 

21.50 81.82 

 
147.30 

 

29.24 5.66 

 

  

7.23 

  

  

34.14 

  

  

61.84 

  

  

133.52 

  

  

86.69 

  

  

90.27 

  

  

41.00 

  

  

3.82 

  

  

13.66 

  

  

57.46 

  

  

73.06 

  

  

4.45 

  

  

5.15 

  

  

10.32 

  

  

6.12 

  

  

12.88 

  

  

149.61 

  

  

10.05 

  

  

17.37 

  

  

40.40 

  

  

5.59 

  

  

4.30 

  

  

27.28 

  

  

169.07 

  

  

42.57 

  

  

72.43 

  

  

17.48 

  

  

48.80 

  

  

20.74 

  

  

174.88 

  

  

50.93 
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62.90 

  

  

5.69 

  

  

107.31 

  

  

45.74 

  

  

39.51 

  

  

49.10 

  

  

110.38 

  

  

17.78 

  

  

14.01 

  

  

72.86 

  

  

84.73 

  

  

86.65 

  

  

20.36 

  

  

20.67 

  

  

1.82 

  

  

39.03 

  

  

24.10 

  

  

112.34 

  

  

31.30 

  

  

11.25 

  

  

37.80 

  

  

114.68 

  

  

2.81 

  

  

47.47 

  

  

52.77 

  

  

254.70 

  

  

32.92 

  

  

62.71 

  

  

1.89 

  

  

36.89 

  

  

116.33 

  

  

6.40 

  

  

28.36 

  

  

14.62 

  

  

63.04 

  

  

76.41 

  

  

19.49 

  

  

2.18 

  

  

71.26 

  

  

205.42 

  

  

84.78 

  Source: Sudan central Bank, 2017 


