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ABSTRACT

The web application performance become worse due to many reasons such
as, the application code, database, servers, and network. Any one of these reasons
or all of them can cause problems in application performance.

The aim of the research is to help developers of web application by
providing them the needed information related to the application performance, this
will help the developer to apply root cause analysis on performance problems, and
solving them.

The research found that to be able to resolve performance problems, the
developer need to know some information such as: execution time of every SQL
query to determine the most expensive, the memory consumption and function
runtime and also be able to deal quickly with errors that occurred in real
environment before the user of the application observing it.

The APM(Application Performance Monitoring) tool helping the developer
to get all these information by collecting them from different resources such as:
MySQL server and PHP log file, but still the developer need to analyze the causes
of the problem and solving them manually, so the researcher recommends other
tools desired to work in the same field to find out to solve problems automatically.
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GLOSSARY

TERM

DESCRIPTION

#
1 APM Application Performance Monitoring
2 0S Operating System
3 IT Information Technology
4 EUE End User Experience
5 RUM Real User Monitoring
6 ITIL Information Technology Infrastructure
Library
7 JVM Java Virtual Machine
8 SQL Structured Query Language
9 CPU Central Possessing Unit
10 TPS Transaction Processing System
1 1 Ul User Interface
PHP Hypertext Preprocessor
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13 HTTP Hypertext Transfer Protocol
1 4 RDBMS Relational Database Management System
API Application Programming Interface
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CHAPTER ONE

Introduction



1.1 Introduction:

A web application is a client-server application run by the client in a browser. The
main function of a browser is to show the information received from a server and send
the user’s data back. The main advantage of this approach is the fact that clients do
not depend on the user’ specific operating system; therefore, web applications are
cross-platform services. Due to this universal feature, web apps became very popular
in 1990s and 2000s. Developers do not need to prepare different versions of the same
app for Microsoft Window, Mac OS, Linux, etc. An app is created only once for any
platform and it can work on any operating system.

The performance of a web application plays a critical role in how an application is
perceived by its users. It is important to measure it, identify the causes if it changes
and react swiftly to any unexpected changes.

For developers asking what is application performance monitoring, it may be said
that APM provides them first and foremost with visibility into the entire application
architecture or production environment. APM helps development teams find and fix
potential bottlenecks in the application.

1.2 Problem Statement:

It’s inevitable that web application problems are going to happen, problems can
come from anywhere, and sometimes you just need to know where to look. So it’s
Important to remember that the best way to address performance problems is to find
and eliminate them before they affect users in the first place.

1.3 Research Objective:

The primary objective, is to develop web applications performance
monitoring tool in order to help the web developers to detect and identify
performance problems that can be occur while the application in real environment.



1.4 Importance of Research:

Developing web based tool that help developers in terms of:

e Providing various metrics about the performance of your production site,
covering everything from application database queries through to the time it
takes for the end-user to view a page.

e Converting collected data to simple and clean charts presented in the web
interface.

e Presenting the data stored in the error log and grouping them to be
simpler in monitoring errors that occurs in real-time environment.

1.5 Research Scope:

The first and the foremost, the scope of this research is limited only to PHP
web application, and the targeted audience are web developers. This research aims
to help the developers by giving them information about the performance of the
SQL queries in real time environment and representing them in simple chart,
monitoring the source code of the application, and also help in managing the PHP
error log.

1.6 Research Methodology:

In this section we will talk briefly about steps, stages and selected tools and
techniques that have been taken to perform the work of implementing the tool and
they will be detailed later.

The steps:
1- Collecting the requirements.
2- Analyzing collected requirements.

3- Design



1.7

4- Implementation

5- Testing

Thesis Outline:

In addition to this chapter this research contains another five chapters:

Chapter two contain the related studies in the field which the tool will be
developed in.

Chapter three contains describe how the tool analyzed

Chapter four contains describe how the tool designed and implemented
Chapter five contains the case study of the system

Chapter six contains results of the research and recommendations can be done
to evaluate the tool.



CHAPTER TWO

Literature Review



2.1 Introduction:

There are many performance testing tools and solutions that have been developed
for measuring and testing non-functional performance of the application, and they are
deployed in pre-production environment. Performance testing tools ensure the
performance of an application with the forecasted transaction volumes; however
continuous availability of application in production environment is not being catered by
performance testing solutions. Therefore, monitoring solutions came into picture, which
is deployed on production environment for ensuring application performance and
availability.

2.2 Application performance monitoring:

An APM tool is usually used to monitor the performance and the availability of a
monitored web-based software application. An APM tool collects several performance
metrics (such as response time) from the monitored application and mines these metrics
to measure the health of the application (e.g., identify potential performance problems
using mining approaches). Most of the metrics that are mined by the APM tools are used
in performance regression detection research as well. Hence, APM tools might be
effective in detecting performance regressions using these metrics. [3]

2.3 Elements of Application performance
monitoring:

The main objective for APM is to translation IT metrics into business meaning
(value), since it’s represent the End User Experience (EUE) measurements which is high
impact indicator of demonstrating productivity.

The four foundational elements that affect APM adoption center around the EUE are [7]:

Top Down Monitoring (Real User Monitoring RUM)
Bottom Up Monitoring (Infrastructure)

Incident Management Process (ITIL)

Reporting (Metrics)

Top Down Monitoring:
Top Down Monitoring is also referred to as Real-time Application Monitoring that
focuses on the End-User-Experience. A real-time monitor enables us to observe the



behavior of the production, in order to collect genuine data, usable for statistics, or to
detect anomalies and illegal states [7][8].

Bottom Up Monitoring:

This of monitoring should be in place for all nodes/servers within the
environment. Automation the system is the key component to the timeliness and accuracy
of incidents being created.

Incident Management Process:

The aim of the incident management process is quickly resolving incidents that
affect the normal running of an organization’s IT services. An incident is an intimation of
some error or failure of some component in IT systems. [7][9]

Figure 2-1 incident management workflow

Incident Duplicate [ncident [dentifying failing Diagnosis Repair &
detection [ search ) classification ) component i _ recovery

Reporting Metrics:
It is important to arrive at a common set of metrics that must be collect and then
standardize on a common view on how to present the real-time performance data.

2.4 Application performance monitoring
activities: [



- The observation of the behavior of the application, physical hardware, virtual
machine, JVM, and containers(application server or web container).

- The collection, interpretation, and analysis of performance metrics across an entire
application environment.

- The capture of behavior abnormalities and informing them using alerts .

- Recommendation of acting to adapt application environment to remediate
performance problems.

2.5 Performance Analysis Approaches p:

To determine the anomalies based on performance metrics, Most APM tools use
two general mining approaches, either using only one approach or using both approaches,
which are:

1) baseline-based

2) threshold-based

Baseline-based Approach:

APM tool establish a baseline based on learned behavior of the application, since
the workload is expected to variance during different working hours, in this approach
APM tool detect metric values that deviate from this baseline.

There are different mining tools to establish the baseline:
- Uses the average value of a metric observed during a specific time range to de ne
the baseline.

- Statistical techniques such as the 90th percentile and binomial distribution to
calculate the baseline.
APM tools use these baselines as indicators to notify practitioners when their application

performance deviates from the baselines.

Threshold-based Approach:

A threshold is Minimum or maximum value which serves as a benchmark for
comparison or guidance and any breach of which may call for a complete review of the



situation or the redesign of a system. It can be calculated using simple statistical methods
or it can be configured either by the software practitioners or by the APM tool itself.

A threshold can be the transaction response time, failure rate, or throughput. APM
tools support the following types of thresholds:

e Percentage deviation threshold: When a metric value exceeds a specific
percentage above the metric's average.

e Standard deviation threshold: When a metric value exceeds multiples of
standard deviations above the metric's average.

e Fixed threshold: When a metric value exceeds a predefined fixed value.

2.6 Related Studies:
2.6.1 New Relic:

New Relic's software product for application performance management (APM)
delivers real-time and trending data about web or non-web app's performance. New Relic
uses a threshold-based approach to detect anomalies [9].

Some of New Relic’s advantages:

- New Relic offers an interface for debugging the server side of performance issues.
While running on your servers it keeps track of the entire run time stack and gives
a detailed report on issues. This allows you quickly to identify performance issues:
which queries take too long, which query is called too many times, what function
Is running for way too long. All these issues become apparent for you to fix.

- Get accurate real user page load times. This is valuable because it allowed us to
see exactly how our web pages were performing all across the world. Real user
page performance tracking allowed us quickly to see if there were particular users
that were getting a worse experience than others.



Some of New Relic’s disadvantages:

The amount of data you get about the web page loading is not very detailed. The
tool does not really allow you to debug very well what on the web page was
causing the page to render slow; it will just notify you that the actual web page is
rendering slowly

New Relic is all about setting acceptance thresholds and then giving you detailed
reports on requests that are not in that acceptable range. If requests are in that
acceptable range, but you want to look at detailed reports, you will not see

any. That means you have to constantly lower your threshold to continue
Improving your site.

2.6.2  Pinpoint:

Pinpoint is an open-source application performance monitoring dedicated to large-

scale distributed systems specifically Java-based software, Pinpoint is threshold-based
approach to detect performance anomalies which depend on multi agent component that
must be installed to collect and analysis performance metrics [10].

Some of Pinpoint’s advantages:

Since it directed to distributed systems, Pinpoint traces transactions flows between
different component and provide clear view to identify problem areas and
potential bottlenecks.

Inspection through viewing additional details on the application such as CPU
usage, Memory/Garbage Collection, TPS, and JVM arguments.

Some of Pinpoint’s disadvantages:

Pinpoint is On-premise APM which require 3 components to installed and
configured, the collector, the web Ul and the agent. Configuring that component is
usually difficult and requires effort must be presented by IT specialist.

10



2.6.3  AppDynamics:

AppDynamic is a commercial application performance monitoring product,
available as on-premises and cloud-based service [11].

Some of AppDynamics’ advantages: [6]

- The Application Flow Map within AppDynamics displays servers and logical
services, such as queues and metrics about the performance of those components.
This provides a succinct representation of the relation between components and
the number of calls between them. This feature is especially useful for root cause
analysis.

- Provide the availability for reporting high level business transaction, which is
helpful for tracking performance and impact by application, such as checking out
or searching for a product.

Some of AppDynamics’ disadvantages:

- AppDynamic is complex for medium and small size company, it’s dedicated for
complicated product environments, and there is no availability of using only the
parts of the product that they would need based on the functionality needed at the
time.

2.6.4  Datadog:

Datadog is a monitoring service that brings together metrics and events from
servers, databases, applications, tools and services to present a unified view of the
infrastructure.

These capabilities are provided on a SaaS-based data analytics platform that enables
teams to work collaboratively on the infrastructure to avoid downtime, resolve
performance problems, and ensure that development and deployment cycles finish on
time [12].

Some of Datadog’ advantages:
- Datadog offers customizable dashboards for metric correlation and flame

graphs for quickly and accurately identifying the most frequently used code
paths.

11



- Datadog consider resolving problems require examining changes in both
the infrastructure and code simultaneously.

Some of Datadog’ disadvantages:

- Complete lack of complex alerting of specific metrics by setting a threshold
value.

- Datadog does not support log storage, it can create a parser that parses a log
file and turns it into metrics or events, but it still ends up in Datadog as
standard metrics.

12



Table 2-1 Summary of relates studies

APM tool name advantages disadvantages

New Relic 1. debugging the server 1. No detailed data,
side of performance just abstract problem
issues informing.

. No informing about
2. accurate real user acceptable range
page load times values.

Pinpoint 1. Tracing of . difficult
transactions in configuration of
distributed system. pinpoint components

2. Detailed resource
monitoring (CPU,
memory, etc.).

AppDynamics 1. Displays servers and . dedicated only for
logical services. complicated product

2. reporting high level environments
business transaction

Datadog 1. Customizable . Lack of alerting of
dashboards for specific metrics.
metric correlation
and flame graphs. . does not support log

storage
2. resolving problems

in both the
infrastructure and
code
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CHAPTER

THREE
System Analysis



3.1 Introduction:

The Analysis Phase is where the project lifecycle begins. The Analysis Phase is
where you break down the deliverables in the high-level Project Charter into the more
detailed business requirements. System design is the process of defining the components,
modules, interfaces, and data for a system to satisfy specified requirements.

This chapter describes the functional and nonfunctional requirements of the
system and how the system will be analyzed and designed.

3.2 Collecting the requirements:

The requirements of the web applications monitoring tool are collected by dealing
and observing many tools in this field, and depending on that we find out that
developers need to know some information about their applications to be able to identify
performance problems that can be happen to this applications in production environment.

3.3 Requirements Analysis:

After the requirements collection process, the tool’s requirements collected (by
observation of developed web applications monitoring tools) will be analyzed to identify
the basic components of the proposed tool .and determine which components will be
developed from scratch by researchers and which one will be chosen from an existing
open source component and then integrated to tool, to develop the tool researchers
identify the components, which they are:

° SQL query performance information collector component

° SQL query performance information visualization component
° PHP error log management component

° Code Profiling component

16



3.4 System Requirement

The requirement does not specify the architectural or implementation details, but
specifies information at the higher level of description. The problem statement, the
customer's expectations, and the criteria for success are examples of high-level
descriptions.

3.4.1 Functional Requirements

3.4.1.1 SQL Monitoring:

m  Query metrics collection function:
The tool must provide collector component that collects information about
every query that come from the monitored application to the server.
This information can help the developers to find out what is the problems in their
applications, table 4.1 include some information about query.
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Table 3-1 show some query information

Metrics name

description

Start Time Time the query began
Lock time Total time the query was
locked
Rows sent Total time the query took
to execute
Query time Total time the query took

to execute

Rows examined

Number of rows examined

SQL text

Fully query

Table 4.1 show some query information

m Detect expensive query function:

This function deals with the collected information and analyzes them to
detect the slow queries. The slow queries are specified based on the user threshold
called Long Query Time, if a query takes longer than this many seconds, the
server increments the slow queries status variable. If the slow query log is enabled,
the query is logged to the slow query log file. This value is measured in real time,

not CPU time.
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Table 3-2 describe the long-query time

Format

Command-Line --long-query-time=#

Name

long-query-time

Variable Scope

Global, Session

Dynamic Variable Yes
. Type numeric
Permitted Values
Default 10
Min Value 0

Table 4.2 describe the long-query time
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3.4.1.2 Visualization function:

APM must provide component that receive the analyzed information and convert
them into charts.

The Visualization show a comparison between the current performance statistics
and previous statistics and that give the developers indicators whether their
applied solution successes in improving the application performance or not

3.4.1.3 Performance prediction function:

Increasing in data size will increase the execution time of the application's SQL
queries and degrade its performance, So Based on the analyzed metrics APM must
compute queries cost and resources to notify the admin of performance issues.

3.4.1.4 Code Profiling:

memory allocation and leak:

APM will analyze the monitored application to identify script consumption
of memory.
function run time:

Track time spent in functions self-cost or inclusive cost, inclusive cost is
time inside function calls to other functions.

3.4.1.5 Error Tracking:

APM must be able to trace all errors occur in monitored application, notifying the
admin, grouping them depending on their categories, calculate the ratio of every error
based on specified period and give the opportunity to share that error by email to the
developer or development team.
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3.4.2 Non-Functional Requirement

3.4.2.1 1. Usability:
Users should have no trouble using this APM Tool.

3.4.2.2 Performance:
The system must be interactive and the delays involved must be less.

3.4.2.3 Availability:
The service is to be available to all users at any time.

3.5 System Analysis

3.5.1 System Analysis Using UML
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3.5.2  Use case Diagram:

Figure 3-1 Use Case Diagram

uc APM-Tool Use Case /

APM_Toal

Add_Php_Application

Show_ Slow_Guery

SR

éﬂui_n;;dEn

Show_All_Queries

Show_Error_Rate

\

Share_Error

Admin

Groping_Errors

Show_5Code_Profile

Predict_Performance

wincludes - -,

Visualize_Queries
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Table 3-3 use case description

Add_Php_Application

The IT Administrator will be able to add php
application by entering the database name and the
tool start collecting all query data related to specified
database, processing and storing them in APM
database to be presented later when required.

Show_Slow_Query

The IT Administrator will be able to show slow
queries (queries that took more than specific time)
for his/her php application database.

Show_All_Queries

The IT Administrator will be able to show all
Query(query text, total number of query, average
query execution) for his/her php application
database.

Show_Error_Rate

This function will display the rate for each error
group to the IT Administrator

Share_Error

The IT Administrator will be able to share error by
email to the application developer.

Groping_Errors

The IT Administrator will be able to show all errors
in group(fatal errors group, warning errors group,
exception error group ,and parse error group).

Show_Code_Profile

The IT Administrator will be able to show function
run time and memory consumption for his/her php
application.

Predict_Performance

The IT Administrator will be able to predict query
throughput.

Visualize_Queries

This function will display all queries data in simple
charts.
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3.5.3

Sequence Diagrams:

Figure 3-2 Add Application component sequence

b

N

sd Add Application

O

O

O O

in user Interface Controller Mysgl Db AFNM Database
I I I I
| I | |
Add Aplication{) _:_ : : :
I | |
I | |
Add-App{datsbaseMame) : : :
- I I
| |
| |
I I
Collect Query : |
Datal) : :
e |
|
|
|
I
|
|
Data Processing() :
|
|
|
|
] I
| |
| |
| |
Store() ) !
L - |
|
|
I
|
|
|
|
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Figure 3-3 Expensive queries

sd Expensive Queryr/

X O O O

Admin user Interface Controller APM Database
! I I
! 1 I I
: | I I

" . '] A I | |
" Show Expensive Queny() - | |
I I
Get Expensive Query : :
data {} : :
- !
l
I
I
l
I
Retrive Expensive Query I
_=:| '._I.
Expensive Query result])
display
= Result) T T T T T ]

|
]
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Figure 3-4 all queries

sd All queries Information /
FAY @ O Q
Admin user Interface Controller AFPN Database
! I I I
! I I I
! I I I
: show all queries Information{) 1 1 1
- 1 1
1 1
1 1
Get Information{) ! !
i 1 1
- |
1
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Data()
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1
1
1
Cata Processing!() |
1
1
1
L 1
1
1
1
1
1
1
. 1
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e EEREEEEEEEE |
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T 1 1 I
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Figure 3-5 visualization metrics sequence

sd Metrics Visulaization /

X O O O

Admin user Interface Chartsdphp APM Database
I

I

I

I
L

Show Visualize Queny()

Get Query metrics data {)

Retrieve Statistic])

Result{)

{ __________________

Converting result to charts{)

-

Display Charts{)

[y
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Figure 3-6 error rate sequence

1=

8 st

sd Error Rate
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Figure 3-7 share error sequence
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! I
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Figure 3-8 Grouping errors

sd Grouping Errors /

; O O

Admin user Interface Controller Emor Log File
I 1

show Emor Groups()

|
|
|
|
L

1
1
1
1
1
1
1
group Err::-rs:L::-g_err:}r_psth:-l..J'_

get All Emrors{)

Result()

..5_'5 _________________

Perform grouping function{)

Display Emors in groupsl)
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Figure 3-9Code Profiling

sd Code Profiling /

X O O O
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Figure 3-10 Prediction
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3.5.4

Activity Diagram:

Figure 3-11 add application

act Add application /
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Figure 3-12 visualization
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Figure 3-13 Display expensive queries
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Figure 3-14 all queries activates
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Figure 3-15 error rate
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Figure 3-16 error share
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Figure 3-17 Grouping Errors activity
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Figure 3-18 prediction
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Figure 3-19 code profiling
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Chapter Four

System Design and
Implementation



4.1 Design: -

Tool design illustrates the architecture of the tool, components, inputs and outputs

for each one, as described above there are four components and now we will detailed
them.

Figure 4-1 The APM Tool Architecture

Ve ™,
; i ---- -H- "
| gl guery

metrics MMetrics Catzba=e Name___
collection |
| Compone | ! Ci=play charts Uszer Interface
M WVisualization
component
Store Metrics \ J
. y - x .
e — M emon
T consumption and manased error
APM DB ————— . function run time =
i ™
Code i R
Profiling PHP Errors
Component Log
e hManagament
e A Component
. e
Sournce oode Errar Log
.'--’- H-h'.
“ source Error
code Log
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Components Inputs and Outputs:

1- User interface:
Inputs:

In this module there are two inputs must be entered by the user:

1- Name of the database which the monitored application deal with.
2- Long query time to specify slow queries.

3- Path of error log.

Output:

-display all output mentioned below

2- SQL query metrics collection component:
Input:

Database name that received by user interface used by this component to collects
information about every query that come from the monitored application

Output:

SQL queries information and passing this information to be stored in the database.

3- Visualization component:

Inputs:

1- Awverage execution time for all queries
2- Total number of queries
3- Total execution time

Output:
Displaying above data in simple charts, (for normal queries and slow queries).
4- Code Profiling Component:
Input:
Run for source code
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Output:

1- CPU time in seconds for any page and function.
2- Memory usage in byte for any page and function.
3- Whole time in seconds for any page and function.

5-PHP error log management component:

Input:

The input is a Path of the error log that has been received by the user interface.
Output:

Managed error log (error information are stored in the database).

4.2 Implementation steps:

In this section we will talk about the steps that is took to implement the components of
the tool.

1- SQL query metrics collection component :

To implement this component we used:

1.1- Apache http sever
Apache HTTP Server, colloquially called Apache is free and open-source
cross-platform web server software, released under the terms of Apache
License 2.0. [13]
Apache http sever was configured to help in collecting information about SQL
queries.

1.2- MYSQL:
Is an open-source relational database management system(RDBMS)[19]
We use MySQL database to store information about all query.

1.3- PHP:

PHP (Hypertext Preprocessor) is a widely-used open source general-purpose
scripting language that is especially suited for web development and can be embedded
into HTML [15].

PHP has been used to connect with the database and send required data to be stored.
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2- Code Profiling component:

Following tool has been installed and configured to complete the function of code
profiling

Tideways:

This PHP extension is a complete, modernized open-source rewrite of the original
XHProf extension, with a new core data structure and specifically optimized for PHP 7.
The result is an XHProf data-format compatible extension with a much reduced overhead
in the critical path that you are profiling.[ref]

3- Visualization component:
A tool has been used to complete this component and it is:

charts4php:

Charts 4 PHP API allows you to quickly retrieve data from your databases, and visualize
your data through variety of Charts types.[18]

We use charts4php to create charts of [prediction curve, all query and slow query].

4- PHP error log management component:
A code has been written in PHP language to read the error log periodically and
filtering it.
5- User Interface:

Flowing tools used to implement the user interface:
1- HTMLS:

We use HTMLY5 for strutting and describe shape of web page.
HTML5 advantages: [16]

- Cleaner markup/ Improved code
- Elegant forms

- Consistency

- Supports rich media elements

- Offline Application Cache
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2- JavaScript:

We use JavaScript programing language to make website more interactive.

3- JQuery:

JQuery is JavaScript library used to simplify some task .

4- CSS (Cascade Style Sheet):

We use this stylesheet language to describe style of website.
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CHAPTER FIVE

Testing



5.1 Introduction

This chapter shows the case study steps of this software and some of the testing that
has been done.

5.2 Case Study:

5.2.1 Initial setup

This is the login screen which is used to login to software

APM TOOL! | - Mozilla Firefox Li ] H £ B8 [0 (estimating...,2%) 1) s 25

a

APM TOOL! |

6 € | ¥ | (O localhost/xhprof/APM/sql_query metrics/charts4php/apps/gentelellz-master/produc 110% ¢ | Qs % B8 + A& © & o i =
H
| - |
-] — Login Form —
=
.
i ameenah
i Log in Lost your password?
.
New to site? Create Account

o APM Tooll

€2016 All Rights Reserved. APM! . Privacy and Terms

Figure 5-1 Login Screen
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The sign up Page where the users registers his account

APM TOOL! | - Mozilla Firefox 1 H 3 B8 [0 (estimaking...,2%) 4)) o 2:53 1

APM TOOL! |

4= | (O localhost/xhprof/aPM/sql_query_metrics/chartsdphp/apps/gentelella-master/production/ 110% & | | Q search T B + A © & 0 & =

Create Account

Jsername

Email

Submit

FHENDES 860 °

Already a member ? Log in

<@ Gentelella Alela!

©2016 All Rights Reserved. Gentelella Alela! is a Bootstrap
3 template. Privacy and Terms

Figure 5-2 sign up Screen
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After sign up, setting page will show up. User must enter the application database name,
the most acceptable query duration, and the error log path in the server

APM TOOL! | - Mozilla Firefox 1 H £ B8 (3D(estimating...,2%) 1)) e 2:54 ¥

APMTOOL! |
é € | @ /P localhost/xhprof/APM/sal_query_metrics/chartsdphp/apps/aentelella-master/production/requier.php ¢ | |Q search T B 4+ A& ©@ & 0 i =
E Back To Home
.
)
A — RequeisetForm ——
h Query Long Time
i our
submit
& APM Tool!
APM 2017 © admin system
=
=

Figure 5-3Setting screen
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After saving the setting, user will headed to the home page where on the side bar can go
to the different section of the project

Requisites| +
& | 9 | O localhost/xhprof/APM/sql_guery_metrics/chartsdphp/apps/gentelella-master/production E1| & ||Q search o B 4+ & © & 0 iz

SERVICES

Home

& Home
content

4 Sql Performance
E Code Profiler

—

APM Tool Will Help You In
- Montoring SQL Queries

O] visulaization . Managing Your Error Log

. Displaying Pure Data In Chart

- Profiling Your Applicatio Code

[l P

@
]
=
.
i)
-
|
]
B
B

Figure 5-4Home Screen
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5.2.2  SQL performance section:

¢ Show normal application queries information

when the administrator request for queries the tool Will display all normal queries
and full information about it, also calculate and display the total number of all queries,
average execution time and total execution time.

e Show all query| - Mozilla Firefox 1 3 B\ (3D (estimating...,2%) @) p 2:58
a Show all query| x e
6 € (@ localhost f/APM/sql_query_metrics/charts4 a gentelella-maste; uck E1|¢ ||Qs R =] + & O & 0 2 =
= —
@ Content
=
L
i Show| 10 :I entries Search
m Start Time Queries Number Averge Execution Time Total Execution Time
E 2017-10-18 968 00:09:12.220000 00:20:16.266000
i 2017-10-19 1050 00:10:09.274000 00:11:12.103000
B8 Eron Tracking
I 2017-10-20 1250 00:12:08.266000 00:13:17.212000
]E lshl pregection 2017-10-21 1209 00:18:10.298000
- 2017-10-22 00:29:09.360000
D) visuiaization
578 00:11:13.251000
1855 00:14:11.188000
1899 00:20:09.188000
2017-10-27 1921 00:11:12.220000
Shawing 1 to 1 of 1 entries Previous Next

lhest/xhproffAPM/sgl_query_metrics/charts4php/apps/gentelella-master/production/show_all_g.php

Figure 5-5 Normal Queries Screen
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e Show slow queries

When the administrator request for showing expensive queries the tool will retrieve
them based on specific value of long time to took that specified by him.

SERVICES

& Home

4 Sl Performance

L Query

Show Slow Query

E Code Profiler
B o EEE

il Predeciion

FD Visualization

Your siow query

Normal Queries Information

Start Time Queries Number Averge Execution Time
20160101 2 00:00:01.264000
2018-01-03 3 00:00:03.220000

Figure 5-6 Slow Queries Screen
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Tool will retrieve details about queries when requested by the user.

SERVICES
f Home
Slow Queries Details
(¢ Sql Performance Show| 10 jeru‘ies
E Code Profiler Start Time query Time
2018-01-03 00:00:01.195000
B erom managment
20180101 00:00:01.525000

|ﬂ Predection

Showing 1 to 1 of 1 entries

rD Visualization

Figure 5-7 Slow Queries details Screen

Lock Time
00:00:00.000000

(00:00:00.000000
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5.2.3

Code Profiler section:

On the code profiler section, PHP pages profiling run metrics will show up, each row
represent a run which include the date and time of execution , the CPU time, the wall
time, peak memory usage, the URL, and the simplified URL.

Runs can be sorted by the hardest hit, the most expensive (in CPU term), the most ram
usage, and the longest running.

whAPM

1!:!' )

Timestamp
Nov 07 17:48:22

5a01c7b628688

Nov 07 17:48:14
5a@1c7ael6037

Nov 07 17:48:13
5aflc7ad7d9dc

Nov 87 17:48:12
5a@1lc7acc3ch9

Nov 07 17:48:11
5ablc7abgfebe

Nov 87 17:43:04
5a01c6782934c

Nov 07 17:40:44
5ablc5ec82b8h

Figure 5-8 Code Profiler Screen

wbAPM - Mozilla Firefox

1808

461

526

426

565

454

353

Cpu

1007

461

526

426

566

454

353

wall Time

100168

160104

100168

188168

100104

18136

18136

Peak Memory Usage

@ || Q search

URL

/APM/sql_guery metrics/charts4php/apps/gentelella-

master/production/memory_leak.php

/APM/sql_query metrics/chartsdphp/apps/gentelella-

master/production/memory_leak.php

JAPM/sql_guery _metrics/chartsdphp/apps/gentelella-

master/production/memory leak.php

/APM/sql_query metrics/chartsdphp/apps/gentelella-

master/production/memory leak.php

/APM/sql_query_metrics/chartsdphp/apps/gentelella-

master/production/memory_leak.php

/APM/sql_guery metrics/charts4php/apps/gentelella-

master/production/memory_leak.php

/APM/sql_query metrics/chartsdphp/apps/gentelella-

master/production/memory_leak.php
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Search | Go |
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Simplified URL

/APM/sql_guery metrics/charts4php/apps/gentelella-

master/production/memory_leak.php

/APM/sql_query metrics/charts4php/apps/gentelella-

master/production/memory_leak.php

/APM/sql_query metrics/chartsdphp/apps/gentelella-

master/production/memory leak.php

/APM/sql_query metrics/chartsdphp/apps/gentelella-

master/production/memory leak.php

/APM/sql_query metrics/chartsdphp/apps/gentelella-

master/production/memory_leak.php

/APM/sql_guery metrics/charts4php/apps/gentelella-

master/production/memory_leak.php

/APM/sql_query metrics/charts4php/apps/gentelella-

master/production/memory_leak.php
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Runs metrics can be shown in statistical chart to facilitate detecting page runs that have
issues.

wbAPM - Mozilla Firefox 1y 2 B [&)(estimating..., 2%) o)) » 3:.0
wbAPM x W

ﬁ'.m )
+

(D localhost/xhproffxhprof_html/index.php?geturl=262FAPM%2Fsql_query_metrics%2Fchartsdphp%2 @ || Q search w B + & © & 0 & =

HOM E Filter Server: | None ~ || apply | Filter Domain: | None ~ | Capply | Search ( | Go \

Last 25 50 Runs | Hardest Hit Today Past Week | Most Expensive Today Past Week | Most Ram Today Past Week | Longest Running Today Past Week
Data for YaxGUI

Source: YaxGUI

& CPU
1000 -+ Wall Time
| = Peak Memory Usage |

TTEECEEE KL

Figure 5-9 Profiling Chart Screen
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5.2.4  Error Manager Section:

Error manger is an approach to replace the error log, you can search specific errors by

entering date or a string to look up

Show all query| - Mozilla Firefox

Show all query| B8 |ocalhost/exampleftest.php % | 4

€ ) ¥ | ® localhost/xhprof/APM/sal_auery_metrics/chartsdphp/apps/gentelella-master/production

SERVICES

Your Emors

@ImyE °
1]

A Home

(& sql Performance

Errors information

L code profiler
Jun 21 2016
BB Eron managment notice
Error manager No Data
Show | 10 j entries
Ll P
Error Date

2]
L
]
=]
[
(-]
B

Showing O to 0 of 0 entries

Figure 5-10 Search Error

Error message
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Search result will show up, each row represent an error, which include the date, the error
message, error rate.

Show all query]| - Mozilla Firefox

Show all query|

€ (D localhost/xhprof/aP

anagment

Error manager

\LI' Predection

@
L]
=
™.
®
]
®
]
B
s
o

(@]

Your Errors

Jun 21 2016

Errors information

Bl 3 & O (estimating..,2%) 4) o 3:20 &%

*B8 9 3+ A @ & 0 & =

Go!

Error message Error Rate  Share
[warn] pid file C:/wamp/bin/apache/Apache2.2.17/logs/httpd. pid ovenaritten — Unclean shutdown of previous Apache run 0.00073

[notice] Apache/2.2.17 (Win32) PHP/5.3.5 configured — resuming normal operations 0.0173

[notice] Server built: Oct 18 2010 01:58:12 0.0173

[notice] Parent: Created child process 4456 0.00036

[notice] Child 4456: Child process is running 0.00036

[notice] Child 4456: Acquired the start mutex 0.00036

[notice] Child 4456: Starting thread to listen on port 80 0.00036

[notice] Child 4456: Starting 64 worker threads 0.00036

Figure 5-11 Search Result screen
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Here the user can share the error by the share button, the error manager connected th
thunderbird (mailing agent) so he can send it by his email.

a’ Show all query| localhost/example/testphp % | 4
M € O localhost M/sql_query_me ts4| a g_ El| C || Q sea
—

=

[notice] Child 4456: Child process is exiting

6 | Parent: Child process exited successfully

Write: Error informaton

Iifsend | « Spelling v O Attach ~ @ Security v & Save ~

ﬂ‘
®
[~ ]
L | Fom: ameenah <majdaeltaj@gmail.com> majdaeltaj@gmail.com
: un 212018 | - To: ameenah.k.a.m@gmail.com
' un 21 201§ | ¥ jio:
i 20d
Ole Subject: | Error jnformatenl
B = e T e T—
i L 2018
6 ?.DlS. 00036
Jun 21 2015
4 F  ooms
un 21 ZDlG‘
t‘ ‘« Jun 21 201§
Jun 27 2016
Jun 21 2016 English (United States) in/ share
Copyright © 2017admin system

B 3 (37 (estimating..., 2%) ) p 322 &

Figure 5-12 Share Error Screen
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5.2.5

e Visualizing normal queries:

The output is a chart presenting the number of normal queries in different periods

(months).

visualization Normal query - Mozilla Firefox

visualization Normal query +

€ @ localhost/xhprof/APM/sc ery_met artsaphp/apps/gentelella

Web-base Apm!

SERVICES

Visualization Normal Query

Home
. Line graph sessions
Sql Performance
Code Profiler

Erorr managment

lshil  predection

@ Visualization

Normel query

LETEIEECEETE FLEE)

Figure 5-13 Visualize Normal Queries
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¢ Visualizing slow queries

The output is a chart presenting the number of expensive queries in different periods
(months).

Videos 13 H 3 (3> (estimating..., 2%) 4) p 3:25

B -+

El1| ¢ ||Q seardt wB U3 A0 & 0

mé Profiling PHP Part 1:... @ What You Should Kn... O sfeni/yaxgui: YaxGUI ... @ Profiling PHP Part 1:... @ Profiling PHP Apps ... “ Troubleshooting | Us... ﬂ Profiling WordPress ...

SEICES Visualization siow Queries Last tow days :l :

A Home

> meter graph sessions
(Z sqi Performance graph. s

slow query performannce Chart

L3 code Profiler
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Figure 5-14 Visualize Slow Queries
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Figure 5-15 Visualize Slow Queries pt2
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Chapter Six

RESULTS
&RECOMMENDATION



6.1 Introduction:

This chapter discusses the result of using application performance monitoring,
the recommendation for functionality extension, and the conclusion.

6.2 Result:

Understanding system behavior.
Enhancement of problem detection.
Forecasting of performance behavior.
Availability of informing about problems.

6.3 Obstacles:

. Lack of academic literature papers.
« Difficulty in tools configuration
« Gaining metrics approaches.
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6.4 Recommendation:

« Apply advanced techniques in performance prediction.
« Heterogeneous languages and database support.

« Automating of fixing problems.

« Network monitoring.

6.5 Conclusion:

This tool doesn’t rise up to the level of the other available tools such as NewRelic and
Daynatrce, because these tools developed by expert developers, but we as developers did
our best to provide all the features We could that is required in a tool of this scale and
surly there has been a lot of effort to correctly complete and enhance this project.

By using this tool troubleshooting of application performance problem become easier,
faster and more efficient. The tool provide information about SQL queries performance
and displaying the information in chart, monitoring the application source code and also
managing the error log file.
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Appendix (A)
How to use this APM Tool

All people can visit our website to see and download this tool but it's more useful
for administrator to show performance for specific application and his databases. If IT-
Administrator want to use this APM tool,

First:

IT-Administrator must visit our website to download package contain all configuration to
this tool.

Figure 8-1download APM
' [} APMprojecthtml x VG |l ol cliillg 3ol sl X Yﬁ AT LS vayes Vgal X V @ e clify 4 230 S cles X 'ﬁ; Google Translate x V 50— asdly s Cilal X

C | @ filey///F:/project/marsa%20AboTalib/Website/APMproject.html xd

Web-based download Home About Contact Services ~

In the fields of information technology and systems management, application p
and management of performance and availability of software applications."APM strMﬁ

Readmore  Use app

M ~ 3 ) P NG 1isPM B
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Second:

After this step the administrator will be able to setup this downloaded package to enjoy
all APM services.

Figure 8-2 APM features

GRS w o - o

w

x ( Gl pls cliilly aasdl el x‘ﬁ Ll @i iy W gal xYQ s clifg 8l oo alf oy X Y& Google Translate

' [ APMprojecthtml
(& @fi\e:/ﬂF‘/project/mar’sa%20Amea\ib;’WEb5\te,’APMpmjecthtm\

Web-based

Error Tracking

APM must be able to trace all errors occur
in monitored application, notifying the
admin , grouping them depending on their
categories , calculate the ratio of every
error based on specified period and give
the opportunity to share that error by
email to the developer or development
team..

download

Application Monitoring

SQL performance

Query metrics collection function: collects
information about every query that come
from the monitored application to the
server. Detect expensive query function
This function deals with the collected
information and analyzes them to detect
the slow queries Query Visualization
function: analyzed information and
convert them into charts

prediction

Increasing in data size will increase the
execution time of the application's SQL
queries and degrade its performance, So
Based on the analyzed metrics APM must
compute queries cost and resources to
notify the admin of performance issues

] )

¢ 6 &

Home About Contact Services ~

Code Profiler

memory allecation and leak: APM will
analyze the monitored application to
identify script consumption of memory.
function run time - Track time spent in
functions self-cost or inclusive cost
inclusive cost is time inside function calls
to other functions
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