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Abstract

Guiding multiple UAVs through keyboard and remote control is very difficult to perform
by one operator and it requires the operator to be professional of the specific controller
and UAV dynamic behavior. This thesis aims to control UAV using the speech
recognition to facilitate this mission. The main objective of this thesis is to apply neural
network to perform this task and to design and simulate control system of UAV. The
design is simulated in PROTUES and MATLAB/SIMULINK using Atmega 16
microcontroller. The network was well recognize and its accuracy is 98.3%. Good results

and desired motion of UAV accordingly were obtained when applied this neural network.
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The interfaces of this system are designed using MATLAB graphical user interface. Login is the first
interface must be appear to allow the operator enter to system, if the user name and password is
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correct the second interface which allow user to enter voice command must be appear, if the system
recognized the command the other function is executed and the UAV move accordingly. If the system

can’t recognize the command then message ‘unknown words please insert your voice’ must be
appear. In the case of entering incorrect user name or password the message ‘incorrect user name or
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CHAPTER ONE

INTRODUCTION

1.1 General

Unmanned aerial vehicles (UAV) preprogrammed to do its mission and come back without human
interference. Many methods are used to control UAV such as manual control using joystick, or by
PC, remote control and so on. Recently android is used to control them. These methods mentioned
above required the operator who controls UAV through remote or mobile has a deep knowledge
about the controller and the UAV dynamic. Another simple method can be used which is voice
recognition. Voice recognition is the techniques which convert the voice in to sequence of word.it is
used for control the devices such as cars. Using voice recognition in controlling UAV is very easy to
use and operator doesn’t need information about the controller. Thus this method is proposed in this
thesis to control UAV. Many software and hardware are available to apply this technique; MATLAB

will be used in this research.

1.2 Problem Definition

Manual controller as the current interaction method requires the operator to be more professional of
the specific controller and UAV dynamic behavior. Also controlling UAV manually is relatively less
quick specially when controlling multiple UAV is required, thus more quickly and intelligent method

is needed.
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1.3 Objectives

e Apply one of the voice recognition algorithm
e Design and Write algorithm of controlling UAV

e Simulate controlled UAV motion

1.4 Scope

Control UAV using voice recognition by programming the At mega microprocessor installed on
UAV.

1.5 Methodology

The flow chart of autopilot missions for the design of small UAVs or MAVs is shown. The code for
this autopilot is to be written relying on the available UAV data. The voice is to be recorded by
computer microphone and then is to be recognized using neural network in MATLAB environment
.UML is to be analyze for the system .the result of recognition is to be shown graphically .finally the

whole system is to be simulated to show the result of controlling

1.6 Thesis Outline

The outline of this thesis is as follows:
e Chapter one gives an introduction to the problem definition, research objectives, methodology of
this thesis including general layout

e Chapter two present a background and literature review to define voice recognition, its principles.
The theory for voice recognition to control electronic device, and the methods to control UAV.A

review of electronic component of system are presented.

14



Chapter three describes tools and techniques used in this thesis.
Chapter four describes design steps and system simulation.
Chapter five present simulation results and discussion.

Chapter six gives conclusion and recommendations for further

15
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CHAPTER TOW
BAKGROUND AND LITERATUR
REVIEW

2.1. Introduction:

This chapter will show literature review and how to design the speech recognition system using the
feature extraction there will be a review of the use Neural Networks within speech recognition, also

the use of microcontroller within UAV control will be presented.

2.2. Speech recognition

Speech recognition applications are becoming more and more useful now a days. Speech is most,
effective and natural medium to exchange the information among people. Speech recognition
applications are becoming more and more useful now a days. Speech is most, effective and natural
medium to exchange the information among people. Speech recognition applications are becoming
more and more useful now a days. Speech is most, effective and natural medium to exchange the

information among people.

2.3. The process of speech recognition:

Speech recognition can be defined as the ability of machine to understand the speech. There is large

number of characteristic need to be considered for speech recognition:

1- Vocabulary size:
Small size of vocabulary lead to more efficient speech recognition, the amount of error increases

when this size is increased, and hence the process of speech recognition becomes less efficient.
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2-Speaker dependence vs. independence:

The difference in voices for specific word depend mainly on the speakers , to recognize speech that
the system accept from different speaks is more difficult and complex and increases the amount of
error.

3-Discontinuous or continuous speech:

Continuous speech means there is no large silence between words, and this continuous make the
words interleaved and more difficult for machine to understand the words.To recognize speech there

are number of steps that machine must follow these steps are shown in figure (2.1).

speech |Feature Pattern Pattern Matching
signal ={Extraction '::}Tra'm'mg ==and decision

h

Test Speech
Feature data

Recognised
Word

Figure 1.2: the process of speech recognition
2.4. Feature Extraction:

To recognize speech the features that distinguishes between words is needed to be known and this is
the main and most important part of speech recognition which is known as Feature extraction .The
goal of this part is to calculate feature vectors to provide compact representation of input signal.
Feature extraction is performed in three stages. First stage is speech analysis or acoustic front end.
This stage analyzes signal spectra. The second stage compiles extended feature vector composed of
static and dynamic features.to transform the feature vectors into more suitable vectors to the

recognizer the third stage which perform this mission is needed.[1]
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2.4.1 Feature extraction using MFCC:

The Mel Frequency Cepstral Coefficients (MFCC) technigue one of the many others techniques used
to extract features. Tones with different frequencies that compose speech signal have a subjective
pitch measured on the ‘Mel’ scale individually. To extract important characteristics of speech, signal
is to be expressed in the Mel frequency scale. The Mel scale relates perceived frequency, or pitch, of
a pure tone to its actual measured frequency. Small changes in pitch at low frequencies are much
better at discerning by human than they are at high frequencies. Incorporating this scale makes
features match more closely what humans hear. The Mel -frequency scale is a linear frequency
spacing below 1000 Hz (, 40dB ) which represent perceptual hearing threshold, and a logarithmic
spacing above 1000Hz. Mel-frequency cepstrum (MFC) represent the short-term power spectrum of
a sound, based on a linear cosine transform of a log power spectrum on a nonlinear Mel scale of
frequency. The coefficients that collectively make up an MFC known as Mel-frequency cepstral
coefficients (MFCCs) . The difference between the cepstrum and the Mel-frequency cepstrum is that
in the MFC, the frequency bands are equally spaced on the Mel scale, which approximates the human
auditory system's response more closely than the linearly-spaced frequency bands used in the
normalcepstrum. This frequency warping can allow for better representation of sound [1]. To extract
feature using MFCC many steps are illustrated in a block diagram of the MFCC processes shown in

figure 2.2

Conti F ]'il]'ﬂl-':‘- Windowi . FFT
Blocking ng
Speech /

Frame spectrum

Mel
frequency
wrapping

Mel Cepstrum  [Mel
. b EE—

Cepstrum spectrum

Figure 2.2: Block diagram of MFCC
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Step 1: Frame Blocking:

First sound must be silence removed, to remove these silence the wave is divided into small frames of
N samples with the same length which is in the range of 20 to40 msec. The first frame consists of the
first N samples. The second frame begins M samples after the first frame, and overlaps it by N - M
samples and so on. This process continues until all the speech is accounted for within one or more
frames. Adjacent frames are being separated by: M (M<N).Typical values used are M = 100 and N=
256.figure (2.3) show the frame blocking process.

; Start of speech End of speech
84msec

Figure 3.2: frame blocking process

Step 2: windowing step:

The goal of windowing each individual frame is to minimize the signal discontinuities at the
beginning and end of each frame which means minimize the spectral distortion by tapering the signal

to zero at the beginning and end of each frame

Step 3: FFT (Fast Fourier Transform):

Each frame of N samples should be represented in frequency domain by converting it from time
domain to frequency domain using Discrete Fourier Transform of the windowed data to compute its
spectral features. This is done using the FFT algorithm, The Fourier Transform is used to convert the
convolution of the glottal pulse and the vocal tract impulse response in the time domain into
frequency domain.

20



Step 4: Mel Filter Bank Processing:

Because voice signal does not follow the linear scale and the frequencies range in FFT spectrum is
very wide the bank of filter depend on Mel scale is performed. a set of triangular filters that are used
to compute a weighted sum of filter spectral components so that the output of process approximates to

a Mel scale is shown in Figure.

Step 6: Cepstrum:

The log Mel spectrum should be converted back to time. The result is called the Mel Frequency

Cepstrum Coefficients (MFCC).The cepstral representation of the speech spectrum provides a good
representation of the local spectral properties of the signal for the given frame analysis. Because the
Mel spectrum coefficients (and so their logarithm) are real numbers,so the discrete cosine transform

(DCT)used to convert log Mel spectrum to time domain .

2.5. Neural network

A neural network can be defined as a model of reasoning based on the human brain. The
brain consists of a densely interconnected set of nerve cells, or basic Information
processing units, called neurons. The human brain incorporates Nearly 10 billion neurons
and 60 trillion connections, synapses. By using multiple neurons simultaneously, the
brain can perform its functions much faster than the fastest computers . A neuron consists
of a cell body, soma, a number of fibres called dendrites, and a single long fibre called
the axon. While dendrites branch into a network around the soma, the axon stretches out

to the dendrites and somas of other neurons. [2]
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2.5.1.  Neuron
A neuron consists of a cell body, soma, a number of fibres called dendrites, and a single

long fibre called the axon. While dendrites branch into a network around the soma, the

axon stretches out to the dendrites and somas of other neurons.

Soma Synapse Axon
/ Dendrites

Dendrites

/
Synapse

Figure 4.2: Biological neural network

A neuron receives several signals from its input links, computes a new activation Level
and sends it as an output signal through the output links. The input signal Can be raw data
or outputs of other neurons. The output signal can be either a Final solution to the

problem or an input to other neurons. [2]

Input signals Weights Output signals

Figure 5.2: Diagram of a neuron
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The neuron computes the weighted sum of the input signals and compares
The result with a threshold value, 0 If the net input is less than the threshold, the Neuron
output is_1. But if the net input is greater than or equal to the Threshold, the neuron

becomes activated and its output attains a value +1

2.5.2. Type of activation function:

- step functions
- sign functions
- sigmoid functions

- linear functions

Step function Sign function Sigmoid function Linear function
Y" Y A Y A YJ
H— L o Ml
0 X 0 0 x 0 x
A+ — 11 . g
ystep — { 1, |f X>0 y sign — { +1, If X=0 y sigmoid — 1 y linear — X
0,if X<O -1,ifX<0 1+ X

Figure 6.2: Activation functions of a neuron

2.5.3. Department of classification

e perception
The perceptron is the simplest form of a neural network. It consists of a single neuron
With adjustable synaptic weights and a hard limiter

e Multilayer neural networks
A multilayer perceptron is a feed forward neural network with one or more Hidden
layers. Typically, the network consists of an input layer of source Neurons, at least one

middle or hidden layer of computational neurons, and An output layer of computational
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neurons. The input signals are propagated in a Forward direction on a layer-by-layer
basis.

In a perceptron, there is only one weight for each input and only one output.

But in the multilayer network, there are many weights, each of which contributes

To more than one output. [2]

2.5.4. Learning Artificial Neural Network

The neurons are connected by links, and each link has a numerical weight Associated
with it. Weights are the basic means of long-term memory in ANNSs. They express the
strength, or in other words importance, of each neuron input. A neural network ‘learns’

through repeated adjustments of these weights. [2]

2.6. Servo Motor

A DC motor is equipped with an electronic circuit to control precisely the direction of the motor shaft
rotation and angle, And a very large torque, is used frequently in motion systems in the machinery of

motorized robots, moving radar devices and in moving aircraft wings.

Figure 7.2 servo motor

2.6.1.1t consists of
1. DC Motor Its function is to generate the motion that is needed to move the gears.
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2. Resistant variable function Give the value of the voltage corresponding to the position of the torque
motor based on the value of its resistance as it moves with the column of the engine rotation, the

column is the column of the column which changed its resistance value.
3. Gears function shift torque motor speed.
4. Circuit electrically function receives incoming signal of variable resistance.

Output Spline . Drive Gears
&

Sewvo Case.
Control Circust )

Potentiometer” Motor

Figure 8.2: component of the servo

2.6.2. Control of servomotor

Most servomotor use a stander three wire interface:

- Power
- Ground

- Control line

25



5 Ground (0V)
Oo
OOo Power (+5V)
Control (PWM)

2.6.3.How to work
-To turn the servo motor in a certain direction that needs a 50Hz pulse range and pulse width HIGH +

LOW = 20ms

-For a clockwise rotation, we give it a pulse of 1 (1.0: 0.7) milliseconds and a pulse of 0 (19)
milliseconds. The periodic time is 19 + 1 or 20 Ms.

-To turn counterclockwise, we give it a pulse of 1 (2.0: 1.7) Ms. and a pulse of 0 (18) milliseconds.
The periodic time is 18 + 2, i.e., 20 Ms.

-To return to the total position of 0 °, we give the pulse 1 for 1.5 Ms. and 0 pulses for 18.5 Ms. the
periodic time is 18.5 + 1.5 MS 20 m .[3]

2.7. Microprocessor and microcontroller

2.6.1 What the Microprocessor

Is a computer electronic component made from miniaturized transistors and other circuit element on a
single semiconductor integrated circuit (IC). The central processing unit (CPU) is the most well-
known microprocessor but many other components in a computer have them such As the Graphics
Processing Unit (GPU) On a video card. It is a computer processor on a microchip and is a
multipurpose, programmable device that uses digital data as input and provides results as an output
once it processes the input according to instructions stored in its memory, they are designed to
perform arithmetic and logic operations that make use of data on the chip. General purpose
microprocessors in PCs are used for multimedia display, computation, text editing and

communication. Several microprocessors are part of embedded systems. These embedded
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microprocessors provide digital control to several objects including appliances, automobiles, mobile

phones and industrial process control. [4]

- SLLLTTTTTT)
Iy

Figure 9.2: Microprocessor

2.6.2 What the microcontroller

A microcontroller is a computer present in a single integrated circuit which is dedicated to perform
one task and execute one specific application. It contains memory, programmable input/output
peripherals as well a processor. Microcontrollers are mostly designed for embedded applications and
are heavily used in automatically controlled electronic devices such as cellphones, cameras,

microwave ovens, washing machines, etc. [5]

Figure 10.2: microcontroller
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2.6.3 What is the difference between a microprocessor and microcontroller?

A microprocessor is an Integrated Circuit (IC) which has only the Central Processing Unit (CPU)
inside it. They lack Random Access Memory (RAM), Read Only Memory (ROM), and other
peripherals on the chip. To deploy a microprocessor in a system, the above-mentioned peripherals are
required to be connected. The Intel Pentium series, i3, i5, Cortex A8 are popular microprocessors

which find their applications in desktop PC’s, Laptops, notepads etc.

Microprocessor

Registers

Contro
Logic

A
Y

ALU

Unlike microprocessors, microcontrollers possess a CPU along with RAM, ROM, and other
peripherals on the same chip. Therefore, it is also termed as a mini computer. Though the size of
RAM and ROM and the processing power is far less as compared to an actual computer, it meets all
the characteristics of a complete computer. Popular microcontrollers in the market are 8051, STM32,
PIC32, Arduino, ATMEL etc. [6]
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2.8. Literature review

1.Seemaramdhaf and shilpajoshi designed robot controlled by android device through the speech
recognition, the speech synthesis would be done by smartphone android app and send the recognized
commands to the robot via Bluetooth which would be placed on the robot and then these command
would be analyzed by the Microcontroller on the robot which would control the robot using motor
driver [7].

Summary: the thesis designed robot controlled by android device through the speech recognition and
send the recognized commands to the robot via Bluetooth.

are used in this thesis send the recognized command to UAV through the GSM.

2. Safaa Omer Mohammed is classification model for four different Altajweed rules like the Allah
name (mofakham , morakaq) and moon and sun L (2¥Y) as we depended on two different kinds of
voice features LPC(liner predictive coding) and MFCC(Mel-Frequency cepstrum), and depended on
two classifying mechanisms(Neural Networks and Hidden Markov Model(HMM)).

Result: In the training of Hidden Markov Models accuracy amount 90% with Allah (moufakhum),
92% with allah (mourgeq), 83.3% with sunny ¥ and 80% with moony »Y¥. In Neural Network able to

distinguish between four rules of tajweed and training samples processing with high accuracy reached
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95% with Allah (moufakum), 94% with Allah (mourgeq) 93% with moony ¥ and 92.3% with sunny
e¥. [8]
Summary: they use LPC , MFCC , Neural Networks and Hidden Markov Model are used in this
thesis the speech features MFCC and classifying mechanisms Neural Networks
3-Maye Abdalslam and Hiba Abdall Rahman controlled a wireless car remotely by computer. The
system was designed by adding some simple electronic components to the remote control and
connecting it to the computer via the parallel port. The user can drive and guide the vehicle through a
simple interface, This control includes a control of the speed of the car and control the amount of
rotation of the wheels at different angles and each control of its own resistance is installed in the
electronic circuit through which the control of the car, the use of Matlab technology to process inputs
and control the car accordingly.[9]

Summary: controlled in wireless car through remotely by computer, are used in this thesis control

UAYV through the computer using simulation and speech recognition

4. Abu-Bakr and Osama, Mortda controlled of wireless air plane which controlling by remote control
device into controlling using computer.

Install a wireless camera to track movement of the wireless aircraft, in addition to the possibility of
dropping things form the plane. Software java, C language and assembly language and then has used
(JNI) technique to linking these language, the program also was used MATLAB to deal with the
photos and videos. [10]

Summary: controlled in wireless air plane through remotely by computer, are used in this thesis

control UAV through the computer using simulation and speech recognition

5- Ashraf Mohammed select five verses from the Holy Quran to implement the voice
recognition using three techniques of speech recognition are used. They are Hidden
Markova Models. Dynamic time warping and Artificial Neural Networks .they are used Mel
frequency Cepstrum Coefficients MFCC .Power spectral density PSD and Reflection
Coefficients RC to extract the feature from the speech.

Result: HMMs scored high rates of recognition to coefficients used (MFCC, PSD and RC)
low recognition rates with high confusion scored by ANNs and DTW at verse level. For all
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coefficients used, high scores of recognition rates with low confusion rate concentrated in
HMMs with MFCC. MFCC Scored higher recognition rates than PSD and RC.[11]
Summary: the train the neural network to recognize different voice. are used in this thesis
train the neural network to recognize one voice Alexander Murphy Implementing Speech
Recognition with Artificial Neural Networks use 5 sample trains and 5 sample test. Use
MFCC to extract the feature from the speech

Result: the results were still very positive. Despite limiting the speech recognition side of
the project, | gained an understanding of how neural networks can tackle a problem like
pattern recognition, as well as the benefits of certain structures and training algorithms. In
the end, | accomplished what | set out to and successfully implemented speech recognition
with a neural network.[12]

Summary: use 5 sample trains and 5 sample test and not implement it . 15 sample trains and
5 sample test are used in this thesis and have been implemented to control the UAV .
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CHAPTER THREE
TECHNIQUES AND UML

3.1. Introduction:

In this chapter we will describe the software tools used in this project and analysis the project
with UML tools.

3.2. Matlab Package:

MATLAB (“Matrix Laboratory”) is a tool for numerical computation and visualization. The basic
data element is a matrix, so if you need a program that manipulates array-based data it is generally
fast to write and run in MATLAB (unless you have very large arrays or lots of computations, in

which case you’re better off using C or Fortran.

MATLAB has many advantages compared to conventional computer languages (e.g., C, FORTRAN)
for solving technical problems. MATLAB is an interactive system whose basic data element is an
array that does not require dimensioning. The software package has been commercially available

since 1984 and is now considered as a standard tool at most universities and industries worldwide.

There are Specific applications are collected in packages referred to as toolbox. There are toolboxes
for signal processing, symbolic computation, control theory, simulation, optimization, and several

other fields of applied science and engineering.

In this research we used Mat lab Package in signal processing, in implement neural networks to

recognize speech, interfaces and simulation.

3.2.1. Features of MATLAB:

It is a high-level language for numerical computation, visualization and application development.
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« It also provides an interactive environment for iterative exploration, design and problem solving.
« It provides vast library of mathematical functions for linear algebra, statistics, Fourier analysis,
filtering, optimization, numerical integration and solving ordinary differential equations.

« It provides built-in graphics for visualizing data and tools for creating custom plots.

« MATLAB's programming interface gives development tools for improving code quality
maintainability and maximizing performance.

« It provides tools for building applications with custom graphical interfaces.

« It provides functions for integrating MATLAB based algorithms with external applications and

languages such as C, Java, .NET and Microsoft Excel.

3.2.2. Neural Network:

Neural Network Toolbox™ provides algorithms, retrained models, and apps to create, train, visualize,
and simulate both shallow and deep neural networks. You can perform classification, regression,
clustering, dimensionality reduction, time-series forecasting, and dynamic system modeling and

control.

3.2.3. Interfaces:

GUIs (also known as graphical user interfaces or Uls) provide point-and-click control of software
applications, eliminating the need to learn a language or type commands in order to run the

application.

3.2.4. 3D animation
Simulink 3D Animation™ provides apps for linking Simulink® models and MATLAB® algorithms
to 3D graphics objects. It lets you visualize and verify dynamic system behavior in a virtual reality

environment. Objects are represented in the Virtual Reality Modeling Language (VRML), a standard

3D modeling language. You can animate a 3D world by changing position, rotation, scale, and other
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object properties during desktop or real-time simulation. You can also inject virtual sensor signals

and access 3D animation data in Simulink or MATLAB for post processing.

Simulink 3D Animation includes viewers for rendering and interacting with virtual scenes. With the
3D World Editor, you can author detailed scenes assembled from 3D models exported from CAD-
based or web-based sources. You can incorporate multiple 3D scene views inside MATLAB figures

and interact with these views via a force-feedback joystick, space mouse, or other Hardwar.

In this project we used the 3d animation to Aircraft Simulation.

3.3. Enterprise:

Graphical tools design help you to trace-high level specification to analysis ,design , implementation
,test and maintenance models using UML , and other open standards. We use the UML standards to

analysis the project.

3.4. Proteus:

Is a proprietary software tool suite used primarily for electronic design automation the software is
used mainly by electronic design engineers and electronic technicians to create electronic schematics
and electronic prints for manufacturing printed circuit boards. In this project we used Proteus to
Microcontroller simulation. The microcontroller simulation in Proteus works by applying either a hex

file or a debug file to the microcontroller part on the schematic.

3.5. Micro AVR

Micro PRO for AVR is a full-featured ANSI C compiler for AVR devices from Atmel. It features
intuitive IDE, powerful compiler with advanced SSA optimizations, lots of hardware and software

libraries, and additional tools. Compiler comes with comprehensive Help file and lots of ready-to-use
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examples designed to get you started in no time. Compiler license includes free upgrades and a

product lifetime tech support, so you can rely on our help while developing.

3.6. ATmegal6

In this project use the atmegal6 .ATmegal6 is an 8-bit high performance microcontroller of Atmel’s
Mega AVR family with low power consumption. Atmegal6 is based on enhanced RISC (Reduced
Instruction Set Computing, Know more about RISC and CISC Architecture) architecture with 131
powerful instructions. Most of the instructions execute in one machine cycle. Atmegal6 can work on
a maximum frequency of 16MHz.ATmegal6 has 16 KB programmable flash memory, static RAM of
1 KB and EEPROM of 512 Bytes. The endurance cycle of flash memory and EEPROM is 10,000 and
100,000, respectively. ATmegal6 is a 40 pin microcontroller. There are 32 1/O (input/output) lines
which are divided into four 8-bit ports designated as PORTA, PORTB, PORTC and PORTD.
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Figure3. 2: Sequences Model of the login screen
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CHAPTER FOUR
DESIGN AND SIMULATION

4.1 Introduction

The theory of recognized the four specified word will be described as well as process the audio
samples and in another side explain how the UAV can be controlled by these recognized word ,the

simulation and coding controlled UAV motion are also be introduced in this chapter.

4.2 Design Requirements

1. Error to be less than 10% for recognizing word by neural network
2. Arrive to the right motion of UAV according to specific word

3. The system will be speaker dependence and will recognize the voice of only one user

4.3 Audio Processing

To recognize patterns using neural network, features distinguishes between these patterns must be
extracted and inserted to neural network as input , commonly used features for speech and audio
samples are mel-frequency cepstral coefficients, in order to extract these features there are steps have

been followed:

1. First the audio sample has been recorded by MATLAB sampling frequency called Fs and a

duration called Duration are defined as shown in figure 4.1.
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function [up]=rcrd

F==82000

nbit=8

up = audiorecorder (Fs,nbit], 1)

% Define callkbacks to show when

¥ recording starts and completes.
up.S5tartFon = "megkox (' 'Start speaking.'')!

record(up, 5)
up.StopFen = 'meghox ('"End of recording.'')'

Figure 4. 1:Audio recording using MATLAB
First 30 samples are recorded for each word using this MATLAB tools but later only 20 samples are
taken because the limitation of hardware, the recording of these samples produce audio objects, and
these objects are then converted to numbering signal represent amplitude using get audio data

function in MATLAB. Figure 4.2 shows this conversion.

m=input {"enter audio file")
£3=8000 |

wvoice = getaudiodata (m) ;

Figure 4. 2: Audio object conversion using MATLAB

2. Then each sound has been divided into small frame each frame has 0.3s of length.

3. Silence is removed from all recorded sample to reduce the size of sound and hence reduce
calculation. This process has been applied to each frame. The code implement this method is obtained
in Appendix A, figure 4.3 and 4.4 show the sound for ‘down’ word before and after remove silence

respectively.
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Figure 4. 3: recorded sound for ‘down’ word before removing silence
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Figure 4. 4: recorded sound for ‘down’ word after removing silence
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4. All signals must be at the same length to avoid 0’s and then infinity after applying MFCC function,
thus the longest signal is corrupted to verify this goal.

5. Windowing each individual frame to minimize the signal discontinuities has been applied.

6. Discrete Fourier Transform has been taken of the windowed data using FFT to covert signal from
time domain to frequency domain.

7. The Power spectrum then is computed.

8. Mel Filter Bank Processing and its logarithm is then performed to compute log Mel spectrum

9. The discrete cosine transform (DCT) is done forming the Mel coefficients back to time domain and
the result is Mel frequency cepstrum coefficients (MFCC). The cod of this function consist of all
above steps which is shown in appendix A. Figure 4.5, 4.6, 4.7, 4.8 shows the MFCC for the four

words.

Figure 4. 5: MFCC for the word ‘down’
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Figure 4. 7: MFCC for the word ‘left’
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Figure 4. 8: MFCC for the word ‘right’

This feature is to be inserted to neural network by forming a matrix of size 24 x 80, for training
matrix which is 24 features for 80 words it resulting from taking MFCC for each word and combining
them in to one matrix. this matrix is then divided into train matrix with size 24 x 60 used to train the

network and test matrix with size 24 x 20 used to test to network

4.4 Structure of Neural Network

The neural network implemented in this thesis being limited to 4 specific words with four classes
those are actually needed. The outputs of this network are the number of classes that network will
recognize and in this case will be 4 classes, a class for each word to be recognized. The inputs are the
features of each word individually that are taken from the Matlab function MFCC (), which produce
24 features for each word. The optimal number of hidden neurons can be determined by 3 common

rule-of-thumb approaches:

e The number of hidden neurons should be less than twice the size of input layer

e The number of hidden neurons should be 2/3 the size of input layer plus the size of the output layer
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e The number of hidden neurons should be between the size of input layer and the size of output

layer.

This thesis applied the 20 neurons for training network. Figure 4.6 shows the structure of neural

network implemented in this thesis.

Network:

I = . . . . e - - . - .
View Traml Slmulatel Adaptl Reinitialize Wenghtsl View/Edit Weughtsl

Hidden Layer

Input ‘ .\

24

10

Figure 4. 9: neural network structure

Figure 4.6 shows that input consist of 24 nodes, 2 layers of 10 neurons, and an output layer of 4
representing 4 classifications of words. Back propagation is beneficial to use for pattern recognition,
this algorithm is applied in this research and MATLAB neural network toolbox was used to
implement this neural network. Figure 4.7 show the algorithm and function used for creating neural

network and figure 4.8 shows the training of this neural network.
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Figure 4. 10: Creating neural network
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Data Division: Random (dividerand)
Training: Levenberg-Marquardt (trainim)
Performance: Mean Squared Error (mse)
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Progress-
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Time: | 0:00:00 |
Performance: o481 [ E@Ge08 | 0.00
Gradient: 0221 | 8.86e-08 | 1.00e-07
Mu: 0.00100 1.00e-10 | 1.00e+10
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~Plots

| Performance l (plotperform)

| Training State (plottrainstate)
| Regression | (plotregression)

| Plotinterval: O 1 epochs

! v Minimum gradient reached.

l .StopTraining ‘\’ @ Cancel |

Figure 4. 11: Training neural network

To test the neural network recognizing capability the MATLAB code was written and is shown in

figure 4.9.
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(-] function [y] = testNetwork( testSoundFile , myNetwork)
[F] $UNTITLED2 Summary of this function goes here

z=zeros(1140,1)
-l for i=1:1140
z(i) = testSoundFile (i)
- end
myNetworkl = myNetwork;
testSound = audioread(fileName)

TestSound = mfccl(z):

ResultMatrix = sim(myNetworkl, TestSound):;

Classl = (ResultMatrix)
Classl = round(ResultMatrix)
if Classi(i) = 1

$for down y=1
display('down')
y=1

elseif Classi(2) = 1
$for left y=2

display('left’')

y=2
elseif Classi(3) = 1
¥for right y=3
display('right') _
v=3

elseif Classli(4) == 1
$for up y=4
display('up')

y=4

end

Figure 4. 12: Test neural network function

The output of this function named ‘y’ takes the value of 1, 2, 3, or 4 represent the words down, left,
right, and up respectively. This output was then sent to microcontroller via serial port that connects
MATLAB and PROTUES.
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4.5Controlling control surfaces servo motors

ATmega 16 microcontroller is used in this thesis to control 5 servo motors , 2 servo motors are
connected to elevator of UAV , the other 2 servo motors are connected to aileron ,and the final one is
connected to rudder, these servo motors guided the UAV and control its motion. The theory of
controlling UAV explained previously in chapter two. The Microcontroller controls these motors
according to numbers which is received by serial port transmitted from MATLAB. If the number that
microcontroller is received equal 1 then it moves two elevator motors 45 © downward by sending
pulse with width 1us, and UAV moves down accordingly. These motors move 45° upward by
microcontroller sending pulse with width 2 s if it receives 2, and UAV moves up. For moving UAV
left servo of the left aileron must be moving 45° downward by sending to it 1us pulse width and the
right aileron servo must be moving 45° upward by sending to it 2us pulse width, rudder servo motor
must be moved to the right 45° by receives 1 us pulse width, this done if the microcontroller receives
3from serial port, and if it receives 4 this operation is then reversed and the UAV moving to the right.
The motion of servo motors and the process of microcontroller receiving are simulated in PROTUES
and the angel of these servo motors is again sent to MATLAB for simulating the motion of UAV.
Figure 4.10 shows how the microcontroller is connected to serial port and servo motors
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- (8] D1 |——1I'
THD
S Reser PCOSSCL gg .
A PC1/SDA [—52 —]RTS
RI7 o KTAL PC2TCK [—2= LED-YELLOW.
S xTAL2 PCIMS 52 ATEXT= —cTs
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1 pacianco PCSITDI =52
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LTEXT> 2 pagiance PD2INTO 1> ] e Ll
left afleron servo motor [ 255+ ] == PATIADCT PD3ANT1 EO P 1
R45 J PD4I0CIB [—= - o
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Figure 4. 13: Simulation servo motors motion and sending and receiving via serial port
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The simulation of UAV is applied in MATLAB using Simulink and 3D animation tools. The function
which is move the UAV to the appropriate position and attitude is written in Simulink as shown in
figure 4.11 and the output of Simulink is sent to VR sink and displayed in 3D world as shown in
figure 4.12.And figure 4.13 shows the 3D word editor.

2000 > Pitch Axis of Rotation
Fx 1 S ]
P — f » PlaneJPtation
5 4 >
R s w
9210 ﬁ L VR Sirk
Plane Weight Ground & e 2
Compensation VR
.
VR Signsl| Expander
O AL -
Clog V 43H —> TXT
VR

L ——
VR Text Output

Copyright 1998-2009 HUMUSOFT s.r.c. and The MathWorks, Inc.

Figure 4. 14: Block diagram of simulating UAV motion
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Figure 4. 15: 3D animation world for UAV motion
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Figure 4. 16: 3D animation world editor

4.6 Design interfaces of system

The interfaces of this system are designed using MATLAB graphical user interface. Login is
the first interface must be appear to allow the operator enter to system, if the user name and
password is correct the second interface which allow user to enter voice command must be
appear, if the system recognized the command the other function is executed and the UAV
move accordingly. If the system can’t recognize the command then message ‘unknown words
please insert your voice’ must be appear. In the case of entering incorrect user name or
password the message ‘incorrect user name or password’ will appear.
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CHAPTER FIVE
RESULT AND DISCUSSION

5.1 Result of neural network

The satisfactory result is obtained after training neural network with 24 features for each
word. And the network well recognized these 4 words each word has 15 sample for train
and 5 sample for test. Figures 5.1,5.2,5.3,5.4 and 5.5 show the target matrix of network
.The training outputs of the network is shown in figures 5.6,5.7 ,5.8,5.9 and 5.10.testing
matrix consist of 5 samples of each word the first five sample for ‘down’ ,the second 5
samples for ‘left ¢ ,the third samples for ‘right’ and the last five samples for ‘up’. Figure
5.11and 5.12 show the division of these words depending on target matrix. First five
columns in the first row represent ‘down ‘. In the second row the five 1s represent ‘left’,
and in the third row 1s represent ‘right .1s in the last row represent ‘“up’. The result of
testing network is shown in figures 5.13 and 5.15 represented in five columns and four
rows. Figure 5.14 and 5.15 show the confusion matrix and performance of the network.

Figure 5.16 shows the result after entering voice with ‘down’ word.

2 3 4 5 6 7 8 9 10 1 12 13

o o o
o o o
o o o =
o o o =
o o o
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oo o
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o o o -
o o o
o o o =
o o o

Figure 5. 1: First 13 value of target matrix
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14 15 16 17 18 19 20 A 2 23 24 25 2
1 1 0 0 0 0 0 0 0_ 0 0 0 0
0 0 1 1 1 1 1 1 1 1 1 1 1
0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0» 0 0 0
Figure 5. 2: The next 13 value of target matrix
i i 8 i 3 2 B 3 35 % 7 % e
0 0 0 0 0 0 0 0 0 0 0 0 0
1 1 1 1 0 0 0 0 0 0 0 0 0
0 0 0 0 1 1 1 1 1 1 1 1 1
0 0 0 0 0 0 0 0 0 0 0 0 0
Figure 5. 3:Columns 27-39 of target matrix
[ I} I 8 4 v % 4 i 9 % 51 52
0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0
1 1 1 1 1 1 0 0 0 0 0 0 0
0 0 0 0 0 0 1 1 1 1 1 1 1
Figure 5. 4: Columns 40-52 of target matrix
53 54 55 56 57 58 59 60
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
1 1 1 1 1 1 1 1
Figure 5. 5: Columns 53-60 of target matrix
1 2 3 4 5 6 7 8 9 10 11 1 3
0893 093  0%8  0%10 0975 085  0%8B 0967 0937 0949 0955 09801
062 00T 0®  0MM ONIS 063 085 0N 0M85 0080 03N 019 040
00162 0003 27004 00N 008 0022 OO 0006 000 00012 0000 000 0437
00013 0MS6 0291 005 000I3 BOR%eDd SHMUeOd 009 008 00N 007 940Dt 58Teld

Figure 5. 6: training output the first 13 result

56



1 15 16 17 18 19 2 21 2 i % 5 %
09970 09M1 0463 01264 0022 0023 00166 01082 00601 00510 0O6M4  00ML 01856
0065 013 0504 0885 09M0 01 0% 0B 0B 0B 0939 0% 093N
00021 00130 000 00M6 0066 0058 00915 0037 008 0068 0048 0MB 00
0045 00016 00062 S2678e04 SSTe04 S0B18e-M4 S6SIe0d 098Te0d A92Tedd 0003 0003 83Weeld 000

Figure 5. 7: training output the next 13 result
il i 8 i 1 2 3 % 5 % 3 E ()
0057 003%5  O0MO7 00814 00076 00028 006D 001 0073 000 08054 0031 00068
09203 09758 03470 0964 0075 0059 0059 0063 0067 00660 00510 0068 00404
007 00%3 004 00135 0929 08B 094 05T 0L 095 0% 0% 0932
04T08e-04 4770804 SSMAe0d 00036 0031 0028 00M6 0060 005 0034 003 0053 0017
Figure 5. 8: Columns 27-39 of training output matrix
20 I} 9 8 4 5 % [y 8 8 i 51 i
0006 00015 0019 002 0034 0003 0¥  00B5  0M60 0008 0035 00067 0018
0077 00680 0062 04 0062 00 008 OMG2 006 003 009 003 0MR2
0345 SIS0 0950 0946 0% 0318 0093 0102 0AX8 0138 025 008 0203
00893 OGS 0067 008 003 0M63  09816 094 034 095 09468 098 09489
Figure 5. 9: Columns 40-52 of training output matrix
52 53 54 55 56 57 58 59 60
0.0128 0.0220 0.0098 0.0315 00171 0.0363 0.0284 0.0325 0.0184,
0.0482 0.0350 0.0384 0.0372 0.0357 0.0280 0.0316 0.0334 0'0338,
0.2037 0.0652 0.0678 0.0894 01017 01176 0.0841 0.0678 0.7718
0.9489 0.9831 0.9776 09823 0.9622 0.9369 0.9698 0.9830 01599
Figure 5. 10: Columns 52-60 of training output matrix
1 2 3 4 5 6 1 8 9 10 1 12 13
1 1 1 1 0 0 0 0 0 0 0 0
0 0 0 0 0 1 1 1 1 1 0 0 0
0 0‘ 0 0 0 0 0 0 0 0 1» 1 1
0 0 0 0 0 0‘ 0» 0 0 0 0 0 0

Figure 5. 11: Columns 1-13 of desired output matrix depend on test matrix
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Figure 5. 12: Columns 14-20 of desired output matrix depend on test matrix

1 2 3 4 5 6 7 8 9 1 1 1
09855 0863 0% 09T 030 0020 0066 0111 003 00131 003
04435 01559 0144 0241 0167 08978 03360 0049 08%4 09401 00797 0070
0002 00074 645304 0019 00067 0071 00101 00195 0040 00386 08880 0913
OO 003 0102 0005 0004 0004 00055 000 TMRedd 000 00506 0056l
Figure 5. 13: Columns 1-13 of test output matrix
14 15 16 17 18 19 20
0.0054 0.0034 0.0110 0.0189 0.0357 0.0288 0.0230
0.1069 00751 00372 0.0364 0.0330 0.0360 0.0358
0.9879 0.9805 01184 0.0734 0.0818 0.0866 0.0958
0.0704 00313 09310 09783 09788 09775 09736

Figure 5. 14: Columns 14-20 of training output matrix
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Figure 5. 15: Network confusion matrix

" Best Validation Performance is 0.054741 at epoch 3
10 [ :

102

5
A

-
S
=]

108 L i : : : L L !
o] 1 2 3 4 5 6 7 8 9
9 Epochs

Figure 5. 16: Performance of the neural network
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function [y¥] = testNetwork( testSoundFile , myNetworkl)

ResultMatrix = sim(myNetworkl, testSoundFile):;
Classl = (ResultMatrix)
Classl = round(ResultMatrix)
if Classi(i) =— 1
$for down y=1 [r——
=l
msgbox ('the word is down') u =
=3 2
¥ the word is down
elseif Classl(2) =— 1

Tfoxr left y=2

msgbox ('the word is left')
v=2
elseif Classil (3)

Ffoxr right y=

)

nsgbox ('the word is xright'
v=3
elseif Classi(4) == 1

Efor up v=4
msgbox (' the wo
v=4
else

H
Q2
I
W
§
L]
-~

2 GUI ("unable

msgbox ("'unakle to

end

Figure 5.16 : testing the network with the word ‘down’

5.2 Discussion of neural network result

Figure 5.7 shows that that maximum error occurred in column 16 which is 0.4 in the first
row and 0.5 in the second row. In figure 5.13 and 5.14 the maximum error is 0.4. The
confusion matrix in figure shows that the neural network recognized the words by 98.3%
of correct classification and 1.7% of incorrect classification. The network failed by 1.7%
to recognize the word “up’. Figure 5.8 shows that the square of errors is less than 0.1
.These result is satisfy the requirements of the system. After running the code in figure

5.17 with input ‘down’ the message shown in the same figure is displayed.
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5.3 Result of UAV simulation

The motion of UAV according to received command is obtained in figure 5.185.19,5.20,
5.21 and 5.22

Figure 5. 17: The normal attitude of UAV

Figure 5. 18: UAV moving downward

61



Figure 5. 20: UAV moving to the right

Figure 5. 21: UAV moving upward
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5.4 Discussion of UAV simulation

It is noted from figures 5.19, 5.20, 5.21, 5.22 that the motion of the UAV is the, down,

left, right, and up respectively when these commands are received in the same order.

5.5 Result of designing interfaces

Figures 5.23, 5.24, 5.25, 5.26, show the interfaces of the system

r N

4 login = | B X

Controlling UAV Using Voice Recognition System

User Name : 0

password : 0 E

Figure 5. 22: login interface

r T N

4. insert voice = p— o

please insert your voice ?

Ok EXIm

Figure 5. 23: Insert the voice interface
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4| Error ==

unknown word please insert your voice

Ok EXm

Figure 5. 24: Error message due to unknown word interface

-

4| Error =

e usedrname or password is incorrect

Figure 5.26: Error message due to unknown word interface
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CHAPTER SIX

CONCLUSION AND
RECOMMENDATIONS

6.1 Conclusion

In this thesis speech recognition is proposed to control UAV by using neural network to
recognize commands and the microcontroller code was written to convert these
commands to actual motion. A code and simulation on the

Matlab Simulink environment was undertaken. The good result of recognize word is and

the expected UAV motion is obtained. Also the interfaces of this system are designed.

6.2 Recommendations

We recommended to improve this work with the following points:

1. Applying this techniques on multiple UAVs.

2. The simulation has been applied in this research, it is better to test on the real world
3. Neural network is implemented in this work. It is better to test other techniques to
improve the performance of all the required

parameter.
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