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Chapter 2 

Hankel Operators and Extension Trace Formulae 

 
  One of the fundamental spectral characteristics, considered in the perturbation theory 
of unitary and self-adjoint operators ,is the so-called spectral shift function of Krein. 
We improve the results and obtain sharp conditions under which the Koplienko–Neidhardt 
trace formulae hold. 

Section (2.1): Perturbation Theory of Unitary and Self-Adjoint Operators 
A function  is associated to a pair of self-adjoint (unitary) operators and one has 

trace൫߮(ܣ) − ൯(ܤ)߮ = න .ߣ݀(ߣ)ᇱ߮(ߣ)ߦ                               (1) 

If the spectrum of the operators ܣ  and  ܤ is discrete in some interval,   then the 
increment of the function  ߦ on it coincides with the difference of the number of 
eigepvalues of the operators ܣ and ܤ. The function ߦ is related   by simple and natural 
formulas with the fundamental objects of the spectral theory: the perturbation 
determinants, the scattering   suboperators, and for the Schrodinger operator” also with 
the limit phase and the amplitude of the corresponding eigenfunctions [45]. 
    However, for the applicability of the formula (1) one has to observe   certain 
conditions. The following two questions raised by Krein [45]are   fundamental here: i) 
for which functions ߮ is it true that ܣ − ܤ ∈ ्. implies   ߮(ܣ) − (ܤ)߮ ∈ ्ଵ?  (ܣ,  are ܤ
self-adjoint (unitary) operators,   while  ्ଵ is the class of nuclear operators); ii) is 
formula  (1), true for the  functions ߮, satisfying the previous property?  
We introduce  a  new  technique  in  the considered sphere of questions. The 
fundamental circumstance   consists in the reduction of the mentioned problems to the 
investigation   of the metric properties of Hankel operators, but also the use of tensor 
products turns out to be of no small importance. The fundamental   consequence of this, 
approach is the determination of new sufficient   (߮ ∈ ஶଵ

ଵ , the Besov class) and 
necessary (߮ ∈ ଵଵ

ଵ , ߮ ∈  conditions for the validity of the formula (1) for all nuclear (ܮ
perturbations and also for the differentiability of the mapping ܣ →  The    .(ܣ)߮ 
comparison of the two last conditions  shows that the "tolerance" between them is very 
small and, apparently,   it cannot be expressed in terms of the local (or integral) 
smoothness of   the function ߮. In addition, we give criteria for the continuity of double 
operator integrals . 
     Every real Borel function ݂ on the ܴ axis generates a mapping ܣ →  of the set of  (ܣ)݂
self-adjoint operators into itself. We investigate the smoothness properties of this 
mapping. This problem and related ones have been investigated by [45-48]. 
    It is easy to show that if the mapping ܣ → ݂   .is differentiable, then  (ܣ)݂ ∈  ,(ܴ)ଵܥ
Also. if ߮(ܣ) − (ܤ)߮ ∈ ्ଵ for  any bounded  self-adjoint operators  ܣ, ܣ  such that ܤ −
ܤ ∈ ्ଵ, then  ݂|ܫ ∈  However, it has turned out that  .ܫ for   each bounded  interval   (ܫ)ஶܮ
the converse statements do not hold [49-51].  Moreover [9], there exist a function ݂ from  
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,ܣ ଵ(ܴ)   and self- adjoint operatorsܥ ܤ  with spectra in[45], such that ‖ܣ − ‖ܤ → 0, 
but ‖݂(ܣ) − ܣ‖) .‖(ܤ)݂ − ‖)ିଵܤ → ∞. The problem of the characterization of the 
functions ݂ for which the mapping ܣ →  is differentiable has been posed also by (ܣ)݂
Widom   [52]. 
     The considered questions are closely related with the problem of the description of 
the functions ݂ for which 

,ݏ) (ݐ → ሙ݂(ݏ, ,ݏ)ܭ(ݐ ,ݏ)ሙ݂    ,(ݐ (ݐ ≝
(ݏ)݂ − (ݐ)݂

ݏ − ݐ
 

is the kernel of a nuclear operator in ܮଶ(ܫ) for any finite interval ܫ and for  any function ܭ 
on ܫ × In this case we say that ሙ݂    .(ܫ)ଶܮ which is the kernel of a nuclear operator in ܫ ∈
ℜ. This question is discussed also in Widom's problem [52]. 
We obtain a new sufficient condition under which ݂ has the above described property.   
This condition is given in terms of the Besov class ஶଵ

ଵ  and it is suitable . At the same 
time it is proved that it is not necessary.   We also give new necessary conditions, 
showing that the condition ݂ ∈  ଵ is not sufficient. From here there follow theܥ
mentioned results of Yu.  B. Farforovskaya for  the  uniform and the nuclear  norms and 
one shows that  such counterexamples can be constructed   for  any function ݂ which  
does not  satisfy the obtained necessary  conditions.   For technical reasons it is 
convenient to consider unitary rather than self-adjoint operators and to deal with 
functions on the unit circumference ܶ. 
    We obtain sufficient and necessary conditions on a function ݂ for which  ሙ݂ ∈ ℜ .In  
particular, we  show that  the  sufficient condition of  Birman and Solomyak [47] for  the  
boundedness  of  double operator  integrals is in fact also  necessary .See [53]. 
 The machinery of double operator integrals, i.e., integrals of the form 

Φܶ = න න ,ݏ)߮ ,(ݐ)ܧ݀(ݏ)ܨ݀(ݐ
ஃ

 

will play a fundamental role.  Here ܨ and ܧ are spectral Borel measures on separable 
metric spaces Λ and Μ, while  ܶ is a bounded operator in a Hilbert space ܪ. 
    If ߮ ∈ ஶ(Λܮ × Μ), then the transform Φ continuous on the Hilbert-Schmidt class 
्ଶ and its norm is equal to‖߮‖ಮ . If it is continuous also in   ्ଵ then one can define by 
duality the operator Φܶ each bounded operator ܶ.  If the transform  Φ  bounded in the 
symmetric normed ideal ܵ, then we say that ߮ is a Schur multiplier of the space ܵ. The 
set of all Schur multipliers of the space ्ଵ(or of the space ܤ(ℋ) of bounded operators in 
will be denoted by the symbol ܴ(Λ (ܪ × Μ). The basic   information regarding double 
operator integrals can be found in [47, 54, 55].  The class ܴ(Λ × Μ)  admits the following 
description. 
THEOREM(2.1.1)[44].  Let ߮ ∈ ஶ(Λܮ × Μ), and let ߣ ,  be scalar positive measures ߤ
on Λ, Μ, mutually absolutely continuous with ܨ,  The following statements are .ܧ
equivalent: 
i)   ߮ ∈ ℜ(Λ × Μ). 
ii)   For   each   function  ܭ  on Λ × Μ, which is the kernel of a nuclear    operator from  
,ଶ(Λܮ ,ଶ(Μܮ into (ߣ  the   function  ,(ߤ

,ݏ) (ݐ → ,ݏ)߮ ,ݏ)ܭ(ݐ  (ݐ
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is the kernel of a nuclear operator from ܮଶ(Λ, ,ଶ(Μܮ into (ߣ  .(ߤ
iii)   There exist a measure space (ࣲ, on Λ ߙ and measurable functions (ߪ × on Μ ߚ ,ࣲ ×
ࣲ  such that 

,ݏ)߮ (ݐ = ∫ ,ݏ)ߙ (ݔ
ࣲ ,ݐ)ߚ  ,   (ݔ)ߪ݀ (ݔ ,ݏ ) ( ݐ ∈  Λ × Μ                                      (2) 

          
,∙)ߙ‖∫ ,∙)ߚ‖. ಮ(ஃ)‖(ݔ >    (ݔ)ߪ݀ ಮ()‖(ݔ ∞.                                                   (3) 

   
iv)There exist a measure  space (0, ݔ) and a measurable functions ߙ on Λ × on M ߚ , ࣲ ×
ࣲ  such that conditions holds (2) and 

ብන ,∙)ߙ| (ݔ)ߪଶ݀|(ݔ
ࣲ

ብ
ಮ(ஃ)

∙ ብන ,∙)ߚ| (ݔ)ߪ݀|(ݔ
ࣲ

ብ
ಮ()

< ∞.          (4) 

The implications iv)⟹i)⇔ii) have been obtained in [47]. In the case of   discrete 
measure spaces, a statement similar to ii) ⟹iii) has been   obtained by Bennett [56]. The 
proof of the most nontrivial implication ii)⟹iii) has been obtained with the 
collaboration of C. V. Kislyakov and makes use of an idea of E. D. Gluskin, with the aid of 
which he has  obtained a new proof of   G.  Bennett's theorem [56].  We note that iii) is    
equivalent to the fact that ߮ admits the representation (2), for which one has the 
condition (stronger than (3)) 

න ,∙)ߙ‖ ಮ(ஃ)‖(ݔ
ଶ (ݔ)ߪ݀

ࣲ
∙ න ,∙)ߚ‖ ಮ()‖(ݔ

ଶ (ݔ)ߪ݀
ࣲ

< ∞.                  (5) 

Condition (5) is essentially stronger than (4); nevertheless, Theorem (2.1.1) states that 
3) ⇔4). More exactly, there exist representations (2),   satisfying (4) but   not (5).  
Nevertheless, in this case there exists another     representation for which (3) holds (and 
even (5)). 
Proof.    3) ⟹4).  Let ߝ be a positive function on ܺ such that for ߙ(∙, (ݔ = ∙)ߙ(ݔ)ߝ
, ,∙)෨ߚ ,(ݔ (ݔ = ,∙)ߚ(ݔ)ଵିߝ ,∙)ߙ‖ we have (ݔ ಮ(ஃ)‖(ݔ = ฮߚ෨(∙, ฮ(ݔ

ಮ()
ݔ ,  ∈ ࣲ. Then  

,ݏ)߮ (ݐ = න ,ݏ)ߙ ,ݐ)෨ߚ(ݔ (ݔ
ࣲ

,ݏ              ,(ݔ)ߪ݀ ∋ ݐ  Λ × Μ; 

ቆන ,∙)ߙ‖ ಮ(ஃ)‖(ݔ
ଶ (ݔ)ߪ݀

ࣲ
ቇ

ଵ/ଶ

∙ ቆන ฮߚ෨(∙, ฮ(ݔ
ಮ()
ଶ

(ݔ)ߪ݀
ࣲ

ቇ
ଵ/ଶ

= න ,∙)ߙ‖ ಮ(ஃ)‖(ݔ ∙ ,∙)ߚ‖ (ݔ)ߪ݀ಮ()‖(ݔ < ∞.
ࣲ

 

Obviously,  ߙand   ߚ෨satisfy inequality (4). 
Definition(2.1.2)[44]. Let ܤଵ,ܤଶ be Banach spaces. We say that the operator    ܶ: ଵܤ →  ଶܤ
belongs to the ideal ܫ(ܤଵ,ܤଶ) , if  there exist a compact ܳ, a  finite Borel  measure ߙon ܳ, 
bounded operators  ଵܶ: ଵܤ → ,(ܳ)ܥ ଶܶ: (ߪ)ଵܮ → ଶܤ

∗∗ such that the diagram 

ଵܤ                                                              
்  
→ ଶܤ   

  
→ ଶܤ 

∗∗ 
                                                       ܶ ଵ ↓                       ↑ ଶܶ  

(ܳ)ܥ                                                              
      ூௗ      
ሱ⎯⎯⎯⎯ሮ  (ߪ)ଵܮ
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is commutative (Id is the identity imbedding and ݆ is the natural     imbedding  of   the   
space  ܤଶin its second conjugate space). 
LEMMA(2.1.3)[44].    Let ܶ: (ߣ)ଵܮ →  ,ܭ be an integral operator with kernel (ߤ)ஶܮ

(ݐ)(݂ܶ) = නݏ)ܭ, ,(ݏ)ߣ݀(ݏ)݂(ݐ
ஃ

 

and assume that ܭ satisfies the conditions of  Theorem (2.1.1). Then ∈ ,(ߣ)ଵܮ)ܫ  . ((ߤ)ஶܮ
Proof.   From Theorems 10.3.6   and 19.2.13 of    [57] there    follows   that   
,(ߣ)ଵܮ)ܫ  (ߤ)ஶܮ  is the conjugate space to the space of compact operators    from ((ߤ)ஶܮ
into ܮଵ(ߣ).  More exactly, the   inclusion ܶ ∈ ,(ߣ)ଵܮ)ܫ  follows from the inequality  ((ߤ)ஶܮ

|trace ܷܶ| ≤   const ‖ܷ‖  
for   each  operator   ܷ: (ߤ)ஶܮ →  .of  finite   rank   (ߣ)ଵܮ
    Let ݂ = ∑ (݂, ݃)ℎ


ୀଵ  , where ݃ ∈ ,∗((ߤ)ஶܮ) ℎ ∈  By virtue   of the principle   of    .(ߣ)ଵܮ

local reflexivity    (see LemmaE.3.1 from [57]) one can assume that ݃ ∈  ,Further  .(ߤ)ଵܮ
one can assume that ݃ , ℎ  are finite    linear   combinations of characteristic functions. 
    Consequently, there   exist   finite-dimensional    subspaces ܣஶ, ܣଵ   of the spaces 
   consisting  of  step  functions  isometric to  the  finite-dimensional    spaces ,(ߣ)ଵܮ ,(ߤ)ஶܮ
 ଵsuch  that the diagramܮ ஶandܮ

1

1

( ) ( )
Id

U

U

L L
P

A A

 




 


 

is   commutative (ܲ is   the  natural   projection   (averaging)  from  ܮஶ(ߤ)     onto  ܣஶ).  
One can  identify   ܣஶwith  ܮஶ(ߤ), ܣଵwith   ܮଵ൫ߣሚ൯,  where ߤ, ߣሚ,   are  measures with  a  
finite   number of  atoms. 
By Grothendieck's theorem [58], U admits the factorization 

(ߤ)ஶܮ                                                  
                           
ሱ⎯⎯⎯⎯⎯⎯⎯⎯ሮ  ሚ൯ߣଵ൫ܮ

                                                           
  ெക       
ሱ⎯⎯⎯ሮ   ܸ(ߤ)ଶܮ

where ܯఝ is   the  operator  of  multiplication     by  function  from  ܮଶ(ߤ), ܸ  is  a bounded 
operator with ‖߮‖మ(ఓ)‖ܸ‖ ≤  is  the  Grothendieck constant.   We ீܭ where  .‖ܷ‖ீܭ
apply now Orot.hendiec'ks theorem [58] to the operator  ܸ∗ and we obtain   that   ܸ 
admits the factorization 

(ߤ)ଶܮ                                                   
                          
ሱ⎯⎯⎯⎯⎯⎯⎯⎯ሮ  (ሚߣ)ଵܮ

                                                           ܹ  ఝܯ                       
 (ሚߣ)ଶܮ

 
where ܹ is  a  bounded operator ߰ ∈ ሚ൯,   such that‖߰‖మ൫ఒ෩൯ߣଶ൫ܮ  ∙ ‖ܹ‖ ≤  . ‖ܸ‖ீܭ
    From here it follows that ܷ admits the factorization 

1

2 2

( ) ( )
M M

( ) ( )

U

W

L L

L L
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where ܯఝ, ܯట,  are  the  operators of multiplication by the step functions   ߮, ߰, ෩ܹ   is   
the  operator   induced by  the  operator  ܹ and ‖߮‖మ(ఓ) ∙ ‖ܹ‖ ∙ ‖߰‖మ(ఒ) ≤ ீܭ

ଶ‖ܷ‖. 
    We have 

trace ܷܶ = trace ܶܯట ෩ܹ ఝܯ = trace ܯఝܶܯట ෩ܹ . 
It is easy to see that 

൫ܯఝܶܯట݂൯(ݐ) = න ,ݏ)ܭ (ݏ)ߣ݀(ݏ)݂(ݏ)߰(ݐ)߮(ݐ
ஃ

. 

Since (ݏ, (ݐ →   with (ߤ)ଶܮ into (ߣ)ଶܮ is the  kernel  of  a  nuclear  operator  from (ݏ)߰(ݐ)߮
norm ‖߮‖మ(ఓ) ∙ ‖߰‖మ(ఒ), we have  ܯఝܶܯట ∈ ्ଵandฮܯఝܶܯటฮ

्భ
≤ ܿ‖߮‖మ(ఓ) ∙ ‖߰‖మ(ఒ) .  

Consequently, 
หtraceܯఝܶܯట ෩ܹ  ห < ܿ‖߮‖మ(ఓ) ∙ ‖߰‖మ(ఒ)ฮ ෩ܹ ฮ ≤ ீܭܿ

ଶ‖ܷ‖ 
    Now we prove that 2)⟹3).  Since the space  ܮஶ is complemented in (ܮஶ)∗∗, by virtue 
of Lemma1 the operator ܶ with the kernel ܭ admits the factorization 

1 2
1

( ) ( )

( , ) ( , )

T

Id

L L
T T

L L

 

 

 




 

 XX
 

where ଵܶ and ଶܶare  bounded operators,  while  ߪis   a  finite   measure on  ࣲ. 
It is well known (see [16, Chap.  XI, Sec. 2]) that every   bounded operator   from  ܮଵ  into 
ߙ ஶ is an integral operator with a bounded kernel.     Consequently,   there existܮ ∈
ஶ(Λܮ × ߚ    ,(ࣲ ∈ ஶ(Mܮ × ࣲ)   such that 

( ଵ݂ܶ)(ݔ) = නݏ)ߙ, ݂    ,(ݏ)ߣ݀(ݏ)݂(ݐ ∈ ,ଵ(Λܮ ,(ߣ
ஃ

 

( ଶܶ݃)(ݔ) = න ,ݐ)ߚ ݃    ,(ݏ)ߪ݀(ݔ)݃(ݔ ∈ ,ࣲ)ଵܮ .(ߪ
ࣲ

 

Consequently,  ܭ  admits representation (2), satisfying inequality (3).  
The function ܭ satisfies trivially the condition of statement 3) of Theorem1 if ܭ ∈
⨁(ߣ)ஶܮ ,ݏ)ܭ.i.e,(ߤ)ஶܮ (ݐ = ∑ ஹ(ݐ)ߚ(ݏ)ߙ ,where ∑ ‖ಮ(ఓ)ஹߚ‖‖ಮ(ఒ)ߙ‖ < ∞ .  This 
means that an integral   operator with   kernel  ܭ  is a nuclear operator from  ܮଵ(ߣ)  
into ܮஶ(ߤ). 
         Let   ܣ  and ܤ be self-adjoint operators in ܪ,  let ܧ  and  ܨ  be  their  spectral  
measures, and  let ߮ ∈  .(ࡾ)ଵܥ
We assume that ܤ −  is a bounded operator. Then, as shown in [47], we have  ܣ

(ܤ)߮ − (ܣ)߮ = න න ,ݏ)ු߮ ܤ)(ݐ)ܨ݀(ݐ − (ݏ)ܧ݀(ܣ
ࡾࡾ

,                  (6) 

if ߮ුis a  Schur  multiplier  of  the  space  ܤ(ℋ).     Also,   it is proved  in   [47] that if ܤ −
ܣ ∈ ्ଵ for some separable (or conjugate to a separable)  symmetric   normed ideal  
ܵ,and  ߮ is Schur  multiplier of  the  space  ܵ,  then  one has   (6) and ߮(ܤ) − (ܣ)߮ ∈ ्,   
and,   in particular, ߮(ܤ) − (ܣ)߮ ∈ ्ଶ  if ܣ − ܤ ∈ ्ଶ    and  ߮′ ∈   ஶ,     Thus, there arisesܮ
the  question,  when is the   function ߮ුon  ܫ × ܶ or  on  ܫ ×   is a  finite  interval in the ܫ)  ܶ
case   of  bounded self-adjoint  operators and  an  infinite  interval in the  case  of  
unbounded operators)  a Schur   multiplier   of  the space  ܤ(ℋ).     We   denote  by  the  
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symbol  ℜଵ(ℜ்) the set   of  Schur  multipliers  of  the  space   ܤ(ℋ) relative  to  any  
spectral  Borel measures  on  ܫ (on ܶ). 
Let  ܣ and ܶ be self-adjoint operators, let ܶ ∈ ी(ℋ), and let ߮ු  be a Schur multiplier of 
the space ी(ℋ).   Then,   in view   of   (6), we have 

൫߮(ܣ + (ܶݎ − ݎ/൯(ܣ)߮ = න න ,ݏ)ු߮ (ݐ)ܧ݀ܶ(ݏ)ܧ݀(ݐ
ࡾࡾ

,                  (7) 

where  ܧ  and ܧ are   the  spectral  measures   of  the  operators   ܣ  and ܣ +  .ܶݎ 
    It is  established in  [47] that if ߮ admits  the  representation (2),   in which   ߙ ∈
ഥࡾ)ܥ , ,ࣲ)ଶܮ  then  in ,((ࡾ)ܣ  the set of such function will be denoted by the symbol) ((ߪ
this  case   in the  right-hand   side   in  (7)    one can  take  the  limit  with   respect   to  
the norm and one has  the  equality 

ௗക(ା்)

ௗ
ቚ

ୀ
= ∫ ∫ ,ݏ)ු߮ ࡾࡾ(ݐ)ܧ݀ܶ(ݏ)ܧ݀(ݐ .                                                               (8) 

Moreover, the function ܣ →    defined on the class of bounded self-adjoint ,(ܣ)߮
operators, is Fréchet   differentiable. Formula (9) for bounded ܣ  and for ߮ ∈  has  (ࡾ)ଶܥ
been obtained earlier in [2]. 
    In a similar manner one considers the problem of the differentiability    of  the  
functionݎ → ߮(்ܷ݁),  where ܷ  is a  unitary   operator while  ܶ  is a  bounded self-
adjoint  operator,   and one has  similar  results  for  functions  ߮ from    (ࢀ)ܣ (i.e.,  such  
߮    for which   ߮ු  admits   the  representation   (2),  in which   ߙ ∈ ,ࢀ൫ܥ ,ࣲ)ଶܮ ,൯(ߪ ߚ ∈
,ࢀ)ஶܮ ,ࣲ)ଶܮ  .((ߪ
    Krein   [45]has  associated  to  each  pair  of  unitary   operators   ܷ, ܸ, for which ܸ −
ܷ ∈ ्ଵ a  function  ߦfromܮଵ(ࢀ) (the  spectral shift  function   corresponding   to  the  
perturbation   ܷ → ܸ) such  that 

trace൫߮(ܷ) − ߮(ܸ)൯ = න ᇱ߮(ߞ)ߦ

ࢀ
 (9)                                        ߞ݀(ߞ)

for  each  function  ߮ whose  derivative   has  an  absolutely   convergent   Fourier series.  
In a similar manner, the concept of the spectral shift   function   is introduced   also for 
nuclear   perturbations   of self-adjoint   operators and one has a formula, similar to (9), 
for functions  ߮ whose derivative is the Fourier transform of a finite measure [1]. 
    It is proved in [48] that formula (9) holds for  ߮ ∈ ि(ࢀ)(߮ ∈ ि(ࡾ)) in   the   case    of   
self- adjoint    operators). 
     In [56] one has obtained sufficient conditions on ߮, for  which  ߮ ∈ ि(ࢀ).   In 
particular, let  ߮() = ߮ − ∑ ݖ(݉)ු߮

ୀି .  In this case, if 

ฮ߮()ฮ
ಮ < ∞,

ஶ

ୀଵ

                                                (10) 

then ߮ ∈ ि(ࢀ).  Also there one finds sufficient conditions for functions on   ܴ. 
We show that   ߮ු ∈ ℜ் (and ߮ ∈ ि(ࢀ)), if ߮ ∈ ஶଵ

ଵ  (see the definition below, of the 
Besov classes). This condition is weaker than (10) and it is easier to handle. 
         For ߮ ∈ :ఝܪ   the Hankel operator ,(ࢀ)ஶܮ ଶܪ → ିܪ

ଶ ≝ ଶܮ ⊖  ଶ is defined by theܪ
equality ܪఝ݂ = ିܪ   ା are   orthoprojections      ontoࡼ   and  ିࡼ)  ݂߮ିࡼ

ଶ  and  ܪା
ଶ). 
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   As we have already seen, the discussed problems lead to the   investigation of the 
kernels ߮ු.  Assume now that ࢀ is an integral operator    in  ܮଶ(ࢀ) with kernel ௭మ̅

ଶగ
,ଵݖ)ු߮   .(ଶݖ

It is well known (and easy to verify   in   a straight forward manner) that ݂ܶ = ߮ିࡼ ା݂ −
ା݂߮ିࡼ   where ା݂ ≝ ି݂ ,ା݂ࡼ ≝ ߮ିࡼ Then . ݂ିࡼ ା݂ = ఝܪ ା݂, while   the   operator ݂ି →
ା݂߮ିࡼ   from ିܪ

ଶ into    ܪଶis   analogous to   the Hankel operator   (these operators will be 
also called Hankel operators). Consequently,  ܶ can be represented in the   form of an 
orthogonal sum of two Hankel operators and, in particular, ܶ ∈ ्ଵ if and only if  ܪఝ ∈ ्ଵ 
and ܪఝഥ ∈ ्ଵ . In a similar manner, an operator in  ܮଶ(ࡾ) with kernel ߮ු/2݅ߨ is the 
orthogonal sum of two Hankel operators on the Hardy classes  ܪଶ, ିܪ

ଶ  in the upper and 
the lower half planes. 
    We need the following criterion, obtained in [59], for the nuclearity of   Hankel 
operators: 
ఝܪ ∈ ्ଵ    if and  only  if ߮ିࡼ ∈ ଵܤ

ଵ (see the definition below). 
        Let 1 ≤  ≤ ∞,  1 ≤ ݍ ≤ ݏ   ,∞ > 0.   The Besov class 

௦  of   functions on ࢀ is 
defined by the equality 


௦ = ൜݂:

1
௦|ݐ| ‖∆௧

݂‖(ࢀ) ∈ ܮ ൬[−ߨ, ,[ߨ
ݐ݀
 ,൰ൠ|ݐ|

where (∆௧݂)(݁௫) = ݂൫݁(௫ା௧)൯ − ݂(݁௫), ∆௧
= ∆௧∆௧

ିଵ , while ݊ is the least      integer  
greater than ݏ ,  We also set   

௦ ≝ 
௦ . 

    These classes admit several other descriptions [61-63]. We need the   following one. 
Let ܹ, ݊ > 0, be functions on ࢀ,  whose Fourier   coefficients    ෩ܹ(݇) satisfy the  
conditions  ෩ܹ(2) = 1, ෩ܹ ≡ 0, outside (2ିଵ, 2),   and   ෩ܹ is  a  linear    function    on  
[2ିଵ, 2] and   [2, 2ାଵ].   For ݊ < 0 we set ܹ = ෩ܹି  , ܹ(ݖ) ≝ 1 + ݖ +  Then  .̅ ݖ

݂ ∈ 
௦ ⇔ ൛2||௦‖݂ ∗ ܹ‖ൟ

∈ࢆ
∈ ℓ(ࢆ). 

In a similar manner one defines the (homogeneous) Besov classes 
௦  of functions  (ࡾ)

on ࡾ. 
        we need a statement whose proof is similar to the proof    of Lemma2.1, Chap. IV of 
[64].  Let ܨ be a continuous function on ࡾ with a compact support.  We consider the 
polynomials 

ܨ =  ܨ ൬
݇
݊

൰
∈ࢆ

݊    , ݖ > 0. 

LEMMA(2.1.4)[44]. If the Fourier transform, ܨܨ  of the function ܨ is in ܮଵ,  then 
(ࢀ)‖భܨ‖ <  const, and for each positive number ߜwe have 

lim


ቆන หܨ(݁ଶగ௧)ห݀ݐ + න หܨ(݁ଶగ௧)ห݀ݐ
ଵ/ଶ

ఋ

ିఋ

ଵ/ଶ
ቇ = 0. 

Proof.  We set ߰(ݔ) =  ଶగ௫௧  . Now we make use   of   the   Poisson summation݁(݊/ݔ)ܨ
formula for ߰ [21, Chap. VII,   No.2]   and we obtain 

 ܨ ൬
݇
݊

൰
∈ࢆ

݁ଶగ௫௧ =  ݊ ∙ (ℱܨ)൫݊(݇ − .൯(ݐ
∈ࢆ

 

From here 
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න หܨ(݁ଶగ௧)ห݀ݐ
ଵ/ଶ

ିଵ/ଶ
≤  ݊ න |(ℱܨ)(݊(݇ − |((ݐ

ଵ/ଶ

ିଵ/ଶ
ݐ݀

∈ࢆ

= ‖ℱܨ‖భ(ࡾ), 

(න +
ିఋ

ିଵ
ଶ

න  )   หܨ(݁ଶగ௧)ห
ଵ
ଶ


ݐ݀ ≤ (න න )

ஶ

ఋ

ିఋ

ିஶ
|(ℱܨ)(ݐ)|݀ݐ

→ஶ
ሱ⎯ሮ  0. 

We show that ߮ු ∈ ℜࢀ if ∈ ஶଵ
ଵ  . However, the converse statement is not true. In Theorem 

(2.1.7) we construct a class of functions not contained in ஶଵ
ଵ   but all of its elements  ߮  

satisfy   the condition ߮ු ∈ ℜࢀ . This class, as well as the class ஶଵ
ଵ  is contained in (ࢀ)ܣ. 

We have mentioned the sufficient condition (10),    obtained in [47]. We note that (10) 
implies that ߮ ∈ ஶଵ

ଵ . This follows from the known characterization of the class ஶଵ
ଵ : 

߮ ∈ ஶଵ
ଵ ⇔ ∑ ಮݐݏ݅݀ (߮, (ߩ < ∞ஹଵ  where ߩ  is the set of polynomials of degree ݊. The 

converse statement does not hold. 
THEOREM (2.1.5)[44]. If ߮ ∈ ஶଵ

ଵ   then ߮ු ∈ ஶ⨂ܮ ߮ ஶ   andܮ ∈ ℜࢀ. 
Proof. We show that ߮ු ∈ ஶ⨂ܮ  ஶ.  It is easy to see that the arguments given below alsoܮ
show that ߮ ∈ ℜࢀ. We have 

,ଵݖ)ු߮ (ଶݖ =  ߮ු(݆ + ݇ + ଵݖ(1
ݖଶ



,ஹ

+  ߮ු(݆ + ݇ + ଵݖ(1
ݖଶ



,ழ

. 

We show, for the sake of definiteness, that the first function in the right-hand side is in 
ஶ⨂ܮ  ஶ . We represent it in the form of a sum of two functionsܮ

 ݆)߮ුߙ + ݇ + ଵݖ(1
ݖଶ



,ஹ

+  ݆)߮ුߚ + ݇ + ଵݖ(1
ݖଶ



,ஹ

, 

where ߙ = ߙ ,1/2 = ଶି
ା

 for ݆ + ݇ > 0 ,݇/2 ≤ ݆ ≤ ߙ ,2݇ = 0 for ݆ ≤ ݇/2,݇ >

ߙ ;0 = 1 for ݆ ≥ 2݇, ݆ > ߚ ;0 = 1 − ߙ . 
Obviously, ߚ =  and, consequently, it is sufficient to consider the functionߙ

 ݆)߮ුߙ + ଵݖ(݇
ݖଶ



,ஹ

. 

We define the functions ݍ,  by the equalities ࡾ on ݎ

(ݔ)ݍ = ൝
ݔ                                  ,0 ≤ 1/2,

ݔ2) − ݔ)/(1 + 1), 1/2 ≤ ݔ ≤ 2,
ݔ                            ,1 ≥ 2,

       

(ݔ)ݎ = ൝
ݔ                               ,0 ≤ 3/2,
ݔ2) − 3/2   ,ݔ/(3 ≤ ݔ ≤ 3,
ݔ                                     ,1 ≥ 3.

       

Now we set 

ܳ(ݖ) =  ݍ ൬
݆
݊

൰ ݖ

ஹ

,   ܴ(ݖ) =  ݎ
ஹ

൬
݆
݊

൰ ݖ , ݊ > 0; 

ܳ(ݖ) = ܴ(ݖ) =
1
2

+  ݖ

ஹଵ

. 

It is easy to see that 

 ݆)߮ුߙ + ݇ + ଵݖ(1
ݖଶ



,ஹ

= ൫((ܵ∗)߰ ∗ ܳ)(ݖଵ)൯. ଶݖ


ஹ
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where ߰ ≝ ߰∗ܵ ఝ̅,   whileݖାࡼ ≝ టିట()
௭

.  Consequently, 

ቯ  ݆)߮ුߙ + ݇ + ଵݖ(1
ݖଶ



,வ

ቯ

ಮ

≤ ‖(ܵ∗)߰ ∗ ܳ‖ಮ

ஹ

≤ ‖߰ ∗ ܴ‖ಮ

ஹ

. 

We show the following statement. 
LEMMA(2.1.6)[44].  Let ߰ be a function from ஶଵ

ଵ  analytic in ܦ. Then ∑ ‖߰ ∗ ܳ‖ಮ <ஹ
∞. 
Proof: We define the function ݑ on ܴ by the equality (ݔ)ݑ = 1 − ,(|ݔ|)ݎ ݔ ∈ ܴ. 
Since the function ݑ is continuous and piecewise-smooth, we have ݑܨ ∈  We set .(ࡾ))ଵܮ

ܷ(ݖ) =  ݑ ൬
݆
݇

൰
∈ࢆ

ݖ . 

By virtue   of Lemma (2.1.4), we have ‖ܷ‖భ(ࢀ) ≤ const.  Let ݇ ≥ 2ାଶ. Then 

ܴ ∗ ߰ = ܴ ∗ ൭  ߰ ∗ ܹ
ஹ

൱, 

(the kernels ܹ). Consequently,  

‖ܴ ∗ ߰‖ಮ = ะܴ ∗ ൭ ߰ ∗ ܹ
ஹ

൱ะ
ಮ

≤ ะ  ߰ ∗ ܹ
ஹ

ะ
ಮ

(1 + ‖ܷ‖భ)

≤ const  ‖߰ ∗ ܹ‖ಮ

ஹ

. 

From here 

‖ܴ ∗ ߰‖ಮ

ஹ

=   ‖ܴ ∗ ߰‖ಮ

ଶశయିଵ

ୀଶశమஹଵ

≤ const  2ାଶ  ‖߰ ∗ ܹ‖ಮ

ଶశయିଵ

ୀଶశమஹଵ

≤  2‖߰ ∗ ܹ‖ಮ

ஹଵ

< ∞. 

We have proved that ߮ු ∈ ⨂(ࢀ)ܥ  .(ࢀ)ܥ
COROLLARY(2.1.7)[44]. Let  ߮ ∈ ஶଵ

ଵ . Then the Hankel operator ܪିࡼఝࡼା is a nuclear 
operator from ܮଵ into (ࢀ)ܥ. 
Now we show that the condition ߮ ∈ ஶଵ

ଵ  is not necessary in order that ߮ු ∈ ℜࢀ. 
THEOREM(2.1.8)[44].  There exists a function ߮ on ࢀ, not  belonging to the space 
ஶଵ

ଵ and such that   ߮ු ∈ ℜࢀ  and ߮ ∈ ि(ࢀ). 
Proof.  Let ߮ = ߰ and  ߰ݖ = ∑ ߰ஹଵ  where ߰ is a polynomial, whose Fourier 
coefficients are concentrated in [2ே , 2ேାଵ] , where { ܰ} is an increasing sequence of 
positive numbers.  We select a sequence of "almost disjoint" polynomials {߰} , such 
that ߰ ∉ ஶଵ

ଵ , but ߮ ∈ ℜࢀ .  We have 

,ଵݖ)߰ (ଶݖ =   ൫ߙ ߰(݆ + ݇) + ߚ ߰(݆ + ݇)൯ݖଵ
ݖଶ



,ஹஹଵ

 

(here one makes use of the notations introduced in the course of the  proofs of 
Theorem(2.1.5) and Lemma (2.1.6). Clearly, the functions ∑ ∑ ߙ ߰(݆ + ଵݖ(݇

ݖଶ


,ஹஹଵ  
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and  ∑ ∑ ߚ ߰(݆ + ଵݖ(݇
ݖଶ


,ஹஹଵ  belong   simultaneously to the class ℜࢀ. Therefore, we 

shall consider only the first      function. 
     As we have proved in Theorem2, we have 

 ߙ ߰(݆ + ଵݖ(݇
ݖଶ



,ஹ

=   ൫((ܵ∗)߰ ∗ ܳ)(ݖଵ)൯ݖଶ


ଶಿశమ/ଷ

ୀவ

 

 (if  ݇ > 2ேାଶ/3, then (ܵ∗)߰ ∗ ܳ = 0, since ߰ ⊂ [2ே , 2ேାଵ]). 
Assume now that {ߜ} is a sequence of positive numbers such that  ∑ 2ேߜ < ∞ஹଵ .  We 
have 

 ߙ ߰(݆ + ଵݖ(݇
ݖଶ



,ஹ

=   ߜ
ିଵ/ଶ൫((ܵ∗)߰ ∗ ܳ)(ݖଵ)൯ ∙ ߜ

ଵ/ଶݖଶ


ଶಿశమ/ଷ

ୀஹଵ

 

Clearly, 

sup
|ఛ|ୀଵ

  หߜ
ଵ/ଶ߬ห

ଶ
≤ const  2ேߜ

୬ஹଵ

ଶಿశమ/ଷ

ୀஹଵ

. 

Consequently, in view of Theorem 1, ߮ු is in ℜࢀ as soon as one has the   inequality 

sup
||ୀଵ

  ߜ
ିଵ|((ܵ∗)߰ ∗ ܳ)(ߞ)|ଶ = sup

||ୀଵ
  ߜ

ିଵ

୬ஹଵ

< ∞
ଶಿశమ/ଷ

ୀஹଵ

.               (11) 

Obviously, 
   |߰ ∗ ܴ| = |߰| , ݇ ≤ 2ே/3                                                                  (12) 

     Assume now that {Γ}ஹଵ is a sequence of disjoint arcs in ࢀ, ∆,   are    arcs with theߜ
same centers, |Γ| = 2|∆| =  such ࢀ | . We consider a continuous function ߱ onߜ|4
that 0 ≤ ߱ ≤ 1, supp ߱ ⊂ ∆ , ߱|ߜ = 1. Let {λ}ஹଵ be a sequence of complex 
numbers, |λ| ≤ 1, and    let {ε}ஹଵ be a sequence of positive numbers such that 
∑ 2ேߝஹଵ < ∞   . 
     Let  ℎ be a polynomial such that ‖λ߱ − ℎ‖ < ε. Then there   exists   a sequence of 
integers {݉}ஹଵ such that the Fourier coefficients of the   polynomial ݖℎ are 
concentrated in [2ே , 2ேାଵ] for some sequence { ܰ}ஹଵ such that ܰାଵ − ܰ ≥ 2. We 
set ߰ =  ℎ. The polynomials  ߰ are "almost disjoint" on ܶ.  From the definition ofݖ
the class ஶଵ

ଵ  in terms    of convolutions with ܹ, it is easy to see that under the 
condition ܰାଵ − ܰ ≥ 2  we have 

߰ ∈ ஶଵ
ଵ ⇔  2ே‖߰‖ಮ < ∞

ஹଵ

.                              (13) 

We show that one can select {λ}ஹଵ , {δ}ஹଵso that the inequality (11) holds and the 
series in the right-hand side of (13) diverges. 
     In view of (12), for ݇ ≤ 2ே/3 we have 

|(߰ ∗ ܴ)(ߞ)| ≥ |λ| − ε , ߞ ∈ δ, 
|(߰ ∗ ܴ)(ߞ)| ≤ ε , ߞ ∈  .                            (14)∆/ࢀ

From Lemma(2.1.4) it follows that if the sequence { ܰ}ஹଵ is sufficiently  sparse, then for 
݇ ≤ 2ே/3  we have 
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න |ܷ(ߞ)|
{:||வ||/ସ}

(ߞ)݉݀ < ߝ . 

Consequently, for ݇ ≤ 2ே/3 we have 
|(߰ ∗ ܴ)(ߞ)| = |(߰ − ߰ ∗ ܷ)(ߞ)| ≤ const ߝ , ߞ ∈  Γ        (15)/ࢀ

Clearly, for all ݇ we have 
‖߰ ∗ ܴ‖ಮ ≤ const (|λ| +  ).                                        (16)ߝ

Consequently, the series in (13) converges if and only if ∑ 2ே|ߣ| < ∞ஹଵ , while, in view 
of (14), (15), (16), condition (10) is equivalent to the fact     that 

sup


ߜ
ିଵ 2ே|ߣ|ଶ < ∞. 

 We set now ߜ = |ଶߣ| ∙ 2ே  then ∑ 2ேஹଵ ߜ < ∞ if and only if ∑ (2ே|ߣ|)ଶ < ∞ஹଵ  . It 
remains to choose the sequence {ߣ}ஹ so that {2ேߣ} ∈ ݈ଶ/݈ଵ. 
    The given arguments allow us to conclude that the   constructed function belongs to 
 ि(ࢀ). 
    Making use of the nuclearity criterion for Hankel   operators, we find necessary 
conditions on ߮ in order that ߮ු ∈ ℜࢀ. They show that the condition ߮ ∈ ଵ

ଵ  is not 
sufficient. 
THEOREM(2.1.9)[44].  Let ߮ be a function on  ܶ such that ߮ු ∈ ℜࢀ. Then ߮ ∈ ଵ

ଵ . 
Proof.   Let ݃ଵ, ݃ଶ ∈ (ଵݖ)ଶ.  Then the function ݃ଵܮ × ݃ଶ(ݖଶ)߮ු(ݖଵ,  ଶ) is the   kernel of aݖ
nuclear operator in ܮଶ.  We set ݃ଵ ≡ 1, ݃ଶ =  The operator ܶ with the kernel .ݖ
(ଵݖ)߮)݅ߨ1/2 − 1)/((ଶݖ)߮ − ݂ܶ ଶ according to the formulaܮ ଶ̅) acts inݖଵݖ = ߮ିࡼ ା݂ −
ା݂߮ିࡼ .   Consequently, 
ఝܪ ∈ ्ଵ  , ఝഥܪ ∈ ्ଵ , from where we obtain   ߮ ∈ ଵ

ଵ .  
We note that condition ߮ ∈ ߮ ଵ does not implyܥ ∈ ଵ

ଵ. Indeed, the definition of the class 
ଵ

ଵin terms ܹimplies that for ߮ ∈ ଵ
ଵ, we have ∑ ห ߰(2)ห < ∞ஹ , where ߰ = ߮′. 

However, for any sequence {ߣ}ஹ ∈ ݈ଶ there exists a function ߰ ∈  such that (ࢀ)ܥ
߰(2) = , ߣ ݊ ≥ 0 (see [66]). 

Now we obtain a stronger necessary condition. 
Definition(2.1.10)[44]. We say that the function ߮ on ࢀ belongs to the class ܮ if the 
Hankel operators ܪఝ , ఝഥܪ  map ܪଵ into ଵ

ଵ. 
THEOREM(2.1.11)[44]. Let ߮ be a function on ܶ  such that ߮ු ∈ ℜࢀ . Then ߮ ∈  .ܮ
Proof.    We show that ܪఝഥ  is a bounded operator from ܪଵ into ଵ

ଵ. The assertion for  ܪఝ is 
proved in the same way. 
    We shall consider nuclear operators of a special type with kernel ݖ)ܭଵ,  ଶ) and weݖ
shall estimate the nuclear norms of the operators with   kernel  ݖଶ߮ු(ݖଵ, (ଶݖ × ,ଵݖ)ܭ   .(ଶݖ
We note that 

,ଵݖ)ଶ߮ුݖ (ଶݖ =
(ଵݖ)߮ − (ଶݖ)߮

1 − ଶ̅ݖଵݖ
=  ߮ු(݆ + ଵݖ(݇

ݖଶ
 +

ஹଵ,ஹ

 ߮ු(݆ + ଵݖ(݇
ݖଶ



ஹ,ஸିଵ

. 

Let ܶ be a nuclear operator in ܮଶ such that ܶܮଶ ⊂ ିܪݖ
ଶ  and ܶ|ିܪ

ଶ = 0.  Then the kernel ܭ 
of the operator ܶ has the form 

,ଵݖ)ܭ (ଶݖ =  ଵݖ௦ݐ
ିݖଶ

ି௦

,௦ஹ

. 
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We consider the operator ࡼାࢀఝିࡼ,  where  ࢀఝ is the operator with kernel   ݖଶ߮ු(ݖଵ, (ଶݖ ×
,ଵݖ)ܭ ିࡼఝࢀାࡼ ଶ). Thenݖ ∈ ्ଵ. 
Now we show that ࡼାࢀఝିࡼ  is a Hankel operator. Clearly, if  ݖ)ܭଵ, (ଶݖ = ଵݖ

ିݖଶ
ି௦    then 

the operator  ࡼାࢀఝିࡼ  has the kernel  
∑ ߮ු(݆ + ݇ + ݎ + ଵݖ(ݏ

ݖଶ


ஹଵ,ஹ  , Consequently, in the general case the operator 
 has the kernelିࡼఝࢀାࡼ

 ൭ ො݃(݉)߮ු(݆ + ݇ + ݉)
ஹ

൱ ଵݖ
ݖଶ

,
ஹଵ,ஹ

 

where ݃ = ∑ ܿݖ
ஹ , while ܿ = ∑ ,ିݐ


ୀ . 

Thus, ࡼାࢀఝିࡼ   is a nuclear Hankel operator, whence 

  ߮ු(݊ + ݉)
ஹவ

ො݃(݉)ݖ ∈ ଵ
ଵ                   (17) 

It is well known (see. for example. [59]) that when ܶ runs   through all the nuclear 
operators of the indicated form, then ݃ runs   through all the functions from ܪଵ. Thus, 
(17) means that  ܪఝഥ : ଵܪ → ଵ

ଵ. 
        We consider the space ܬ of functions ℎ analytic in ܦ and such that 

lim
→ଵ

‖ℎ(ݖݎ)‖ಮ

1 − ݎ
= 0,        ‖ℎ‖ ≝ sup

||ழଵ

|ℎ(ߞ)|
1 −  .|ߞ|

It is well known [61,63] that ܬ∗ = ଵାࡼ
ଵ relative to the duality 

(ℎ, ݃) = lim
→ଵ

න ℎ(ߞݎ)݃(ߞݎ)̅݀݉(ߞ).
ࢀ

                                  (18) 

We consider the space ܰ of functions ݂ analytic in ܦ admitting the representation 

݂ =  ݃ேℎே
ேஹ

,                                                                      (19) 

‖݃ே‖ுభ‖ℎே‖
ேஹ

< ∞.                                            (20) 

The norm of the function ݂ is defined as the infimum in (20) over all    {݃ே}ேஹ, {ℎே}ேஹ 
satisfying condition (19). 
    Since  ܬ∗ = ଵାࡼ

ଵ , it is easy to show that ܪఝഥ , maps ܪଵ into ଵ
ଵ if and only   if ࡼା߮ ∈

ܰ∗(relative to the duality (18), i.e., ܰ∗ =  .ܮ
     Setting in (19) ݃ = 1,݃ே = ℎே ≡ 0 for ܰ ≥ 1, we can see that ܬ ⊂ ܰ and,   therefore 
ܮ ⊂ ଵ

ଵ ; thus,  Theorem(2.1.11) refines  Theorem(2.1.9). 
    Clearly, each function ݂ from ܰ satisfies the condition 

lim
→

1
1 − ݎ

න (ߞ)݉݀|(ߞݎ)݂| = 0
ࢀ

.                                            (21) 

Let ܦ be a space of functions satisfying condition (21). It is well known that ܦ∗ = ஶଵାࡼ
ଵ  

[61,63]. If each function from ܦ would admit a representation (19) (20), we would 
have ܮ = ஶଵ

ଵ . Unfortunately, this     is not so since this would contradict Theorem 3. 



44 
 

     Moreover, the condition  ߮ ∈ ු߮ is not sufficient in order that ܮ ∈ ℜࢀ, since ܮ ⊄
{߮: ߮′ ∈ ܮ ஶ} .  Indeed, ifܮ ⊂ {߮: ߮′ ∈  ஹଵ{ܭାࡼ} ஶ}, then the system of   functionsܮ
݃ would have bounded norms in ܰ. Now, if (is  the Fejér kernelܭ) ∈  ଵ, then theܪ
maximal function ݃ெ, 

݃ெ(ߞ) ≝ sup
ழଵ

|(ߞݎ)݃| , ߞ ∈  ,ࢀ

is in ܮଵ(ࢀ) and ‖݃ெ‖భ ≤ const ‖݃‖ுభ (see [67, Chap. VIII]).       Consequently, if ݂ ∈ ܰ, 
then the maximal  function ݂ெ, 

݂ெ(ߞ) ≝ sup
ழଵ

|(ߞݎ)݂|
1 − ݎ

ߞ     , ∈  ,ࢀ

is in ܮଵ(ࢀ) and ‖݂ெ‖భ ≤ const ‖݂‖ே. Thus, we would have  ‖(ࡼାܭ)ெ‖భ ≤ const, from 
where ‖(∑ ݖ

ஹ )ெ‖భ < ∞; however, it    is easy to see directly that this is not so. 
THEOREM(2.1.12)[44].    Let ߮ ∈ ஶଵ

ଵ . The following statements hold: 
(i) If ܷ, ܸ are unitary operators, then 

‖߮(ܸ) − ߮(ܷ)‖ ≤ const ‖߮‖ಮభ
భ ∙ ‖ܸ − ܷ‖. 

(ii)   If ܷ is a unitary operator, then the function ܣ → ߮(ܷ݁) on the class   of bounded 
self-adjoint operators is Fréchet differentiable and 

lim
௧→

߮(݁௧ܷ) − ߮(ܷ)
ݐ

= −݅ න න
(ଵݖ)߮ − (ଵݖ)߮

1 − ࢀଵݖଶ̅ݖ
,(ଶݖ)ܧ݀ܣ(ଵݖ)ܧ݀

ࢀ
 

where ܧ is the spectral measure of the operator ܷ. 
(iii) If ܷ, ܸ are unitary operators, ܸ − ܷ ∈ ्ଵ , then ߮(ܸ) − ߮(ܷ) ∈ ्ଵ and  formula 
(9)holds. 
(iv)   If  ܵ is a symmetric normed ideal, interpolational between ्ଵ and ्ஶ (and, in 
particular, if the ideal ܵ is separable or conjugate to a separable ideal), ܷ, ܸ are   unitary 
operators,  ܸ − ܷ ∈ ्, then ߮(ܸ) − ߮(ܷ) ∈ ्. 
    As already mentioned, the assertions of Theorem 6 hold for ߮ ∈ ि(ࢀ)  
[47, 4]. Now the result follows from Theorem (2.1.5). 
     From Theorem (2.1.7) there follows that the condition ߮ ∈ ஶଵ

ଵ  is not   necessary   for 
the validity of the statements (i). 
    We show that the condition  ߮ ∈  ଵ is not sufficient      in order that the statements (i)ܥ
should hold. 
THEOREM(2.1.13)[44].  Let ∈  :The following statements hold . ܮ/(ࢀ)ଵܥ
(i) There exist unitary operators ܷ, { ܸ}ஹଵ  such that 

lim


‖ ܸ − ܷ‖ = 0 , lim


‖߮( ܸ) − ߮(ܷ)‖ ∙ (‖ ܸ − ܷ‖)ିଵ = ∞. 

(ii) There exist unitary operators ܹ, ܸ such that ܹ − ܸ ∈ ्ଵ, but ߮(ܹ) − ߮(ܸ) ∉ ्ଵ. 
We note  that ߮ satisfies the conditions of the theorem if  ߮ ∈ ଵ/(ࢀ)ଵܥ

ଵ. 
Proof.  Let ܷ be the operator of multiplication by ݖ in ܮଶ, ܸ = ݁௧, where , ܣ ∈ ्ଶ, ܣ =
ݐ ,∗ܣ ∈ (ܸ)߮‖ We assume now that .ࡾ − ߮(ܷ)‖ ≤ const ‖ܸ − ܷ‖ .  Then 

1
ݐ

൫߮(ܸ) − ߮(ܷ)൯ = න න ,ଵݖ)ු߮ (ଶݖ)ܧ݀(ଶݖ
ܸ − ܷ

ࢀࢀݐ
 (22)           ,(ଵݖ)ܧ݀
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where ܧ , ,ܷ are the spectral measures of the operatorsܧ ܸ and the   operators in (22) 
have bounded norms. It is easy to show that the   operators in the right-hand side of the 
equality (22) converge weakly for  ݐ → 0 to 

−݅ න න
(ଵݖ)߮ − (ଵݖ)߮

1 − ࢀଵݖଶ̅ݖ
,(ଶݖ)ܧ݀ܣ(ଵݖ)ܧ݀

ࢀ
 

Consequently, the transformation 

ܣ → න න
(ଵݖ)߮ − (ଵݖ)߮

1 − ࢀଵݖଶ̅ݖ
,(ଶݖ)ܧ݀ܣ(ଵݖ)ܧ݀

ࢀ
ܣ       ∈ ्ଶ, 

is bounded in the operator norm and, therefore, in view of Theorem (2.1.1), the   
function  ߮ු(ݖଵ, ,ଵݖ)ܭ(ଶݖ   .has this     property ܭ ଶ)  is the kernel of a nuclear operator ifݖ
At the proof of Theorem (2.1.11) we have established that this     implies ߮ ∈  , ܮ
Contradiction. 
(ii) in the same way as for the proof of statement (i)), we can find a sequence { ܸ}ஹଵ of 
unitary operators such that ‖ ܸ − ܷ‖्భ, while lim


‖߮( ܸ) − ߮(ܷ)‖्భ/‖ ܸ − ܷ‖्భ = ∞ .   

Now it is sufficient to consider the appropriate direct sums ܹ = ∑ ⨁ܷஶ
ୀଵ   and ܸ =

∑ ⨁ ܸ
ஶ
ୀଵ   such that ∑ ‖ ܸ − ܷ‖्భ < ∞ஹଵ , but ∑ ‖߮( ܸ) − ߮(ܷ)‖्భ = ∞ஶ

ୀଵ . Then it is 
clear that ܹ − ܸ ∈ ्ଵ  while ߮(ܹ) − ߮(ܸ) ∉ ्ଵ. 
   We investigate the properties of the smoothness of   functions of self-adjoint operators 
in the case of bounded operators.  At the   conclusion, we shall dwell briefly on 
unbounded operators. 
    As mentioned, the considered problems are closely related   with the question of the 
characterization of functions ߮ on ࡾ  for which ߮ු ∈ ℜூ roll for each finite interval ܫ. 
     By the   symbol ी

௦  we denote the class of functions ݂ on ࡾ  such   that    for each 
finite interval ܫ the function ݂|ܫ can   be extended to a function of   the class ܤ

௦  .(ࡾ)
THEOREM (2.1.14)[44].   (i)  If ߮ු ∈ ीஶ

௦ ,  then ߮ු ∈ ℜூ   for   each   finite    interval  ܫ . 
(ii)  If ߮ු ∈ ℜூ  for each finite interval  ܫ,  then  ߮ ∈ ीଵ

ଵ . 
Proof.   Let ܫ  be a finite interval    and  let  ܬଵ, ଶܬ  be  intervals with the  same  center, ܫ ⫋
ଵܬ ⫋  ଵ  identicallyܬ ଶ Multiplying the function ߮ by a smooth function with   support  inܬ
equal to unity on ܫ, we can assume that  assume ߮ ⊂ ߜ ଵ  . Letܬ =    ଶ|.  We setܬ|
߰(݁ଶగ௫/ఋ) = ݔ,(ݔ)߮ ∈ ߰ ,ଶ. Clearlyܬ ∈ ஶଵܤ

ଵ   and, by Theorem (2.1.5), ෘ߰ ∈ ℜࢀ. 
    Let ܭ be the kernel of a nuclear operator from ܮଶ(ܫ, ,ܫ)ଶܮ ଵ) intoߤ  ଶ). In this case, ifߤ
,෩(݁ଶగ௫భ/ఋܭ ݁ଶగ௫మ/ఋ) = ,ଵݔ)ܭ ,ଵݔ ,(ଶݔ ଶݔ ∈ ଶܬ  then ܭ෩ is the   kernel of a nuclear operator 
from   ܮଶ(ࢀ, ,ࢀ)ଶܮ  ଵ)  intoߤ  under theߤ   the   image of   the   measureߤ  ଶ),  whereߤ
mapping  ݔ → ݁ଶగ௫/ఋ, ݆ = 1,2. Since  ෘ߰ ∈ ℜࢀ , the function  ෘ߰(ݖଵ, ,ଵݖ)෩ܭ (ଶݖ  ଶ) is theݖ
kernel of a nuclear    operator from ܮଶ(ࢀ, ,ࢀ)ଶܮ ଵ) intoߤ  ଶ). From here there follows thatߤ
the   function 

(ଵݔ)߮ − (ଶݔ)߮
݁ଶగ௫భ/ఋ − ݁ଶగ௫మ/ఋ ,ଵݔ)ܭ  (ଶݔ

is the kernel of a nuclear operator from  ܮଶ(ܫ, ,ܫ)ଶܮ ଵ) intoߤ ߮ ଶ), and, sinceߤ ⊂ ଵܬ  it 
follows that the kernel  ߮ු(ݔଵ, ,ଵݔ)ܭ (ଶݔ  .ଶ) has the same  propertyݔ
(ii)  First we note that if, ߮ු, ෘ߰ ∈ ℜࡵ   then (߮߮ු) ∈ ℜࡵ.  Indeed, this follows   from the 
equality(߮߰)(ݔଵ, (ଶݔ = (ଵݔ)߮ ෘ߰(ݔଵ, (ଶݔ + ,ଵݔ)ු߮(ଶݔ)߰  ଶ) . Now we can multiply ourݔ
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function by a smooth function with a compact support, identically equal to unity on ܫ. 
Afterwards, we can repeat the, scheme of the proof of statement (i).   
We mention that one can also formulate an analog of Theorem (2.1.11). 
    One can formulate and prove analogs of   Theorems(2.12) and (2.1.13) for the case of 
bounded self-adjoint operators. 
    In the case of unbounded operators there arises the question of the   characterization of 
those functions  ߮ for which ߮ු ∈ ℜࡾ. class ܮ. For these classes one has the analogs of 
Theorems (2.112), (2.113) in the case of unbounded self-adjoint operators. 
 
Section (2 . 2):  Koplienko - Neidhardt Trace Formulae 
 
The spectral shift function for a trace class perturbation of a self-adjoint (unitary) 
operator plays a very important role in perturbation theory. It was introduced in a 
special case by Lifshitz [69]and in the general case by Krein [70]. He showed that for a 
pair of self-adjoint (not necessarily bounded) operators ܣ and ܤ satisfying ܤ − ܣ ∈   ଶࡿ
there exists a unique function ߦ ∈  ଵ(ℝ)  such thatܮ

trace ൫߮(ܤ) − ൯(ܣ)߮ = න ߮ᇱ(ݔ)ݔ݀(ݔ)ߦ
ℝ

                                        (23) 

whenever ܿ is a function on ℝ with Fourier transform of ߮ᇱin ܮଵ(ℝ).  The function  ߦ  is 
called the spectral shift function corresponding to the pair (ܣ,  We use the notation .( ܤ
 .ଵfor the class of nuclear operators (trace class) on Hilbert spaceࡿ
    A similar result was obtained in [71] for pairs of unitary operators (ܷ, ܸ)  with ܸ − ܷ ∈
 ଵ(ॻ) suchܮ on the unit circle ॻof class ߦ ଵ  . For each such pair there exists a functionࡿ
that 

trace ൫߮(ܸ) − ߮(ܷ)൯ = න ߮ᇱ(ߦ)(ߦ)(ߦ)݀(ߦ)
ॻ

                                        (24) 

whenever ߮ᇱhas absolutely convergent Fourier series. Such a function ߦ  is unique 
modulo a constant and it is called a spectral shift function corresponding to the 
pair (ܷ, ܸ).  We refer to Krein [72], in which the above results were discussed in detail 
(see [73]). 
      Spectral shift function plays an important role in perturbation theory. We mention 
here [74], in which the following important formula was found: 

det (ݔ)ܵ = ݁ିଶగక(௫), 
where ܵ is the scattering matrix corresponding to the pair (ܣ,  I would also like to .(ܤ
mention the monograph [75] and more recent papers on the Lifshitz-Krein spectral 
function: [76,77,78,79,80,81]. 
    It was shown later in [82] that formulae (23) and (24) hold under less restrictive 
assumptions on ߮. 
    Note that the right-hand sides of (23) and (24) make sense for an arbitrary Lipschitz 
function ߮. However, it turns out that the condition ߮ ∈  Lip (i.e., ߮ is a Lipschitz 
function) does not imply that ߮(ܤ) − (ܸ)߮ or) (ܣ)߮ − ߮(ܷ)  ) belong to ࡿଵ . This is not 
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even true for bounded ܣ and ܤ and continuously differentiable ߮. The first such examples 
were given in [83]. 
    In [84,85] with the help of the nuclearity criterion for Hankel  operators  (see recent 
monograph [86]) necessary conditions (in terms of Besov classes and Carleson 
measures) were found on ߮ for the operator ߮(ܤ) − (ܸ)߮ or) (ܣ)߮ − ߮(ܷ)) to belong to 
߮ ଵ. Those necessary conditions also imply that the conditionࡿ ∈  ଵ is not sufficient forܥ
those operators to be in ࡿଵ (even for bounded ܣ and ܤ). 
It is shown in [84] that if ߮is a function on ॻof Besov class ஶଵ

ଵ , then trace formula (24) 
holds. Similarly, it was shown in [85] that if ߮ is a function on ℝ of Besov class ஶଵ

ଵ (ℝ), 
then trace formula (23) holds. The definition of the above Besov classes will be given. 
Note that though these sufficient conditions are not necessary, the gap between the 
necessary conditions and the sufficient conditions obtained in [84,85] is rather narrow. 
Note also that in [87] a better sufficient condition was found; however, it seems to me 
that the condition ߮ ∈ ஶଵ

ଵ (ℝ) is easier to work with. 
    In Koplienko's paper [88] the author considered the case of perturbations of Hilbert-
Schmidt class ࡿ . Let ܣ and ܤ be self-adjoint operators such that ܭ ≝ ܤ = ܣ− ∈   . Inࡿ
this case the operator ߮(ܤ) −   even for very niceࡿ does not have to be in (ܣ)߮
functions ߮. The idea of Koplienko was to consider the operator 

(ܤ)߮ − (ܣ)߮ −
݀
ݏ݀

ܣ)߮) +  ௦ୀ|((ܭݏ

and find a trace formula under certain assumptions on ߮. It was shown in [88] that there 
exists a unique function ߟ ∈   ଵ(ℝ) such thatܮ

trace ൬߮(ܤ) − (ܣ)߮ −
݀
ݏ݀

ܣ)߮) + ௦ୀ൰|((ܭݏ = න ߮ᇱᇱ(ݔ)(25)          ݔ݀(ݔ)ߟ
ℝ

 

for rational functions ߮with poles off ℝ . The function is called the generalized spectral 
shift function corresponding to the pair (ܣ,  .(ܤ
    A similar problem for unitary operators was considered by Neidhardt [N]. Let ܷ and ܸ 
be unitary operators such that ܸ − ܷ ∈ ܸ  . Thenࡿ = exp(݅ܣ)ܷ , where ܣ is a self-adjoint 
operator in ࡿ . Put ௦ܷ = ݁௦ܷ , ݏ ∈ ℝ .  It was shown in [N] that there exists a function  
ߟ ∈  ଵ(ℝ) such thatܮ

trace ൬߮(ܸ) − ߮(ܷ) −
݀
ݏ݀

(߮( ௦ܷ))|௦ୀ൰ = න ߮ᇱᇱ(26)             ݀ߟ
ॻ

 

whenever ߮ᇱᇱhas absolutely convergent Fourier series. Such a function ߟ  is unique 
modulo a constant and it is called a generalized spectral shift function corresponding to 
the pair (ܷ, ܸ). 
In [89,90] for applications of Koplienko's trace formula [88]. We obtain better sufficient 
conditions on functions ߮, under which trace formulae (25) and (26) hold. We consider 
the case of unitary operators and the case of self-adjoint operators . We show that 
formula (25) holds under the assumption that ߮ belongs to the Besov class ஶଵ

ଶ (ℝ) while 
trace formula (26) holds whenever ߮ ∈ ஶଵ

ଶ (ℝ). Note however, that the case of self-
adjoint operators is considerably more complicated. First of all, unlike in the case of 
functions on ॻthe set of rational functions with poles off ℝis not dense in ஶଵ

ଶ (ℝ).  
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Second, functions in ߮ ∈ ஶଵ
ଶ (ℝ) do not have to be Lipschitz and it is not clear how to 

interpret each of the operators 

(ܤ)߮ −   and    (ܣ)߮
݀
ݏ݀

ܣ)߮) +  .௦ୀ|((ܭݏ

However, it  is  still  possible to  define their  difference and  show  that  the  difference 
belongs to ࡿଵ. 
    We outline the theory of double operator integrals developed by Birman and Solomyak 
in [91,92,93], and we define Besov classes and discuss their properties. 
    We collect necessary information on double operator integrals and Besov classes. 
    The technique of double operator integrals developed by Birman and Solomyak 
[91,92,93] plays an important role in perturbation theory.  
     Let (ࣲ, ,ࣳ) and (ܧ  .on a Hilbert space ℋ ܨ and ܧ be spaces with spectral measures (ܨ
Double operator integrals are objects of the form 

න න ,ݔ)߰ ,(ݕ)ܨ݀ܶ(ݔ)ܧ݀(ݕ
ࣲࣳ

                                           (27) 

where ܶ is an operator on ℋ.  Certainly, one has to specify how to understand the 
expression in (27). Let us first define double operator integrals for bounded functions ߰ 
and operators ܶ of Hilbert Schmidt class ࡿଶ . Consider the spectral measure ℰ whose 
values are orthogonal projections on the Hilbert space ࡿଶ, which is defined by 

ℰ(∆ × Λ)ܶ = ܶ          ,(Λ)ܨܶ(Δ)ܧ ∈  ,ଶࡿ
for ∆and Λ being measurable subsets of ࣲ and ࣳ .  Then ℰ extends to a  spectral measure 
on ࣲ × ࣳ  and if  ߰   is a bounded measurable function on ࣲ × ࣳ , by definition 

න න ,ݔ)߰ (ݕ)ܨ݀ܶ(ݔ)ܧ݀(ݕ =
ࣲࣳ

ቆන ߰ ݀ℰ
ࣲ×ࣳ

ቇ ܶ. 

Clearly, 

ብන න ,ݔ)߰ (ݕ)ܨ݀ܶ(ݔ)ܧ݀(ݕ
ࣲࣳ

ብ
మࡿ

≤ ‖߰‖ಮ మࡿ‖ܶ‖ . 

If 

න න ,ݔ)߰ (ݕ)ܨ݀ܶ(ݔ)ܧ݀(ݕ ∈ ଵࡿ
ࣲࣳ

 

for every ܶ ∈  ଵ . In this case by duality the mapࡿ ଵ, we say that is a Schur multiplier ofࡿ

ܶ → න න ,ݔ)߰ (ݕ)ܨ݀ܶ(ݔ)ܧ݀(ݕ
ࣲࣳ

 

extends to a bounded transformer on the space of bounded linear operators on ℋ. 
Suppose now that ܣ is a self-adjoint operator on a Hilbert space ℋand ܤ = ܣ +  where , ܭ
 ଶ , and let ߮ be a Lipschitz function on ℝ , thenࡿ is a self-adjoint operator of class ܭ
(ܤ)߮ − (ܣ)߮ ∈  ଶ  andࡿ

(ܤ)߮ − (ܣ)߮ = ඵ
(ݔ)߮ − (ݕ)߮

ݔ − ℝ×ℝݕ
 (28)                    ,(ݕ)ܧ݀ܭ(ݔ)ܧ݀

where ܧand ܧ  are spectral measure of ܣ and ܤ and 

(ܤ)߮‖ − మࡿ‖(ܣ)߮ ≤ sup
௫ஷ௬

ቤ
(ݔ)߮ − (ݕ)߮

ݔ − ݕ
ቤ ∙ మࡿ‖ܭ‖ .                       (29) 
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Here we can define the function ൫߮(ݔ) − ݔ)൯(ݕ)߮ −   ଵ  on the diagonalି(ݕ
,ݔ)} :(ݕ ݔ ∈ ℝ} in an arbitrary way. 
    A similar formula holds for unitary operators ܷ and ܸ with −ܷ ∈  : ଶࡿ

߮(ܷ) − ߮(ܸ) = ඵ
(ߞ)߮ − ߮(߬)

ߞ − ߬ॻ×ॻ
ܸ)(ߞ)ܧ݀ −  (߬),                    (30)ܧ݀(ܷ

where  ߮  is  a  Lipschitz  function  on  ॻ .  Again, the right-hand side of this formula does 
not depend on the values of the function ൫߮(ߞ) − ߮(߬)൯(ߞ − ߬)ିଵ  on the 
diagonal {(ߞ, :(ݕ ߞ ∈ ॻ }. We refer the reader to [91,92,93] for more detailed information 
on double operator integrals. We also mention recent survey article [94]. 
    It follows from the results of [83, 84 , 85] mentioned in the introduction, that the 
conditions ߮ ∈ ′߮ ଵandܥ ∈  ஶ do not imply that the above double operator integralsܮ
determine bounded linear  operators on  ࡿଵ .  On the other hand, it follows from the 
results of [84, 85], that for functions ߮in the Besov class ஶଵ

ଵ  on the circle and for 
functions ߮ in the Besov class ஶଵ

ଵ  (ℝ)  on ℝ the following estimates hold: 

ብඵ
(ߞ)߮ − ߮(߬)

ߞ − ߬ॻ×ॻ
ܸ)(ߞ)ܧ݀ − (߬)ብܧ݀(ܷ

భࡿ

≤ const ‖߮‖ಮభ
భ  ‖ܸ − భࡿ‖ܷ (31) 

and 

ብඵ
(ݔ)߮ − (ݕ)߮

ݔ − ℝ×ℝݕ
ብ(ݕ)ܧ݀(ݔ)(ߞ)ܧ݀

భࡿ

≤ const ‖߮‖ಮభ
భ (ℝ) ‖ࡿ‖ܭభ  

    In their papers [91,92,93] Birman and Solomyak studied the problem of the 
differentiability of the map ݐ → ܣ)߮ +  in the operator norm and obtained sufficient (ܭݏ
conditions (a similar problems was also studied there in the case of functions of unitary 
operators). Later their results were improved in [84,85]. 
We need only differentiability results in the norm of ࡿଶ . Let ߮ be a function in ܥଵ(ℝ)  
such that ߮′ ∈  is a self-adjoint operator (not necessarily bounded) ܣ ஶ.  Suppose thatܮ
and ܭ is a self-adjoint operator of class ࡿଶ . Then 
ௗ

ௗ௦
ܣ)߮) + ௦ୀ|((ܭݏ = ∬ ఝ(௫)ିఝ(௬)

௫ି௬ℝ×ℝ  (32)                              (ݕ)ܧ݀(ݔ)ܧ݀

(the derivative exists in the ࡿଶ  norm). This follows from formula (28) and Proposition 
3.2 of [95]. 
    A similar result holds for functions of unitary operators. Let ߮ ∈  ܷ ଵ(ॻ).  Suppose thatܥ
is a unitary operator, ܣ is a self-adjoint operator of class ࡿଶ. Then 

݀
ݏ݀

߮(݁௦ܷ)ห
௦ୀ

= ݅ ඵ ߬
(ߞ)߮ − ߮(߬)

ߞ − ߬ॻ×ॻ
 (߬)               (33)ܧ݀ܣ(ߞ)ܧ݀

The proof of this formula is much simpler than in the case of possibly unbounded self-
adjoint operators. 
Let 0 < , ݍ ≤ ∞ and ݏ ∈ ℝ.  The Besov class 

௦  of functions (or distributions) on ॻ can 
be defined in the following way. Let ݓ be a ܥஶ function on ℝ such that 

ݓ ≥ 0  , supp ݓ ⊂ 
1
2

, 2൨       ,   and    (ݔ2)ݓ
ஶ

ୀିஶ

= ݔ ݎ݂  1 > 0.        (34) 

Consider the trigonometric polynomials ܹ , and ܹ
#  defined by 
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ܹ(ݖ) =  ݓ ൬
݇

2൰
∈ℤ

,ݖ ݊ ≥ 1 ,    ܹ(ݖ) = ̅ݖ + 1 +  and   ,ݖ

ܹ
(ݖ)# = ܹ(ݖ)തതതതതതതത ,     ݊ ≥ 0. 

Then for each distribution ߮ on ॻ 

߮ =  ߮ ∗ ܹ +
ஹ

 ߮ ∗ ܹ
#

ஹ

. 

The Besov class 
௦  consists of functions (in the case ݏ > 0) or distributions ߮ on ॻ  such 

that 
{‖2௦߮ ∗ ܹ‖}ஹ ∈ ℓ       and    {‖2௦߮ ∗ ܹ

#‖}ஹଵ ∈ ℓ 
Besov classes admit many other descriptions, in particular, for ݏ > 0 the space  

௦  and 
be described in terms of moduli of continuity (or moduli of smoothness). 
    To define (homogeneous) Besov classes 

௦ (ℝ) on the real line, we consider the same 
function w as in (34) and define the functions ܹ   and ܹ

#  on ℝ by 

ℱ ܹ(ݔ) = ݓ ቀ
ݔ

2ቁ ,      ℱ ܹ
(ݔ)# = ℱ ܹ(−ݔ),       ݊ ∈ ℤ 

where ℱis the Fourier transform. The Besov class  
௦ (ℝ)consists of distributions ߮ on ℝ 

such that 
{‖2௦߮ ∗ ܹ‖}∈ℤ ∈ ℓ(ℤ)       and    {‖2௦߮ ∗ ܹ

#‖}∈ℤ ∈ ℓ(ℤ) 
According to this definition, the space  

௦ (ℝ)  contains all polynomials. However, it is 
not necessary to include all polynomials. 
We need only Besov spaces  ஶଵ

ଵ and ஶଵ
ଶ  . In the case of functions on the real line it is 

convenient to restrict the degree of polynomials in ஶଵ
ଵ (ℝ) by 1 and in ஶଵ

ଶ (ℝ) by 2. It is 
also convenient to consider the following seminorms onஶଵ

ଵ (ℝ) and in ஶଵ
ଶ (ℝ): 

ಮభ‖߮‖
భ (ℝ) = sup

௫∈ℝ
|߮ᇱ(ݔ)| +  2

∈ℤ

‖߮ ∗ ܹ‖ಮ +  2

∈ℤ

‖߮ ∗ ܹ
#‖ಮ 

and 

ಮభ‖߮‖
మ (ℝ) = sup

௫∈ℝ
|߮′ᇱ(ݔ)| +  2ଶ

∈ℤ

‖߮ ∗ ܹ‖ಮ +  2ଶ

∈ℤ

‖߮ ∗ ܹ
#‖ಮ . 

The classes  ஶଵ
ଵ (ℝ) and ஶଵ

ଶ (ℝ) can be described as classes of function on ℝ in the 
following way: 

߮ ∈ ஶଵ
ଵ (ℝ) ⟺  sup

௧∈ℝ
|߮ᇱ(ݔ)| + න

‖∆௧
ଶ߮‖ಮ

ଶ|ݐ|
ℝ

ݐ݀ < ∞ 

and 

߮ ∈ ஶଵ
ଶ (ℝ) ⟺  sup

௧∈ℝ
|߮′ᇱ(ݔ)| + න

‖∆௧
ଷ߮‖ಮ

ଶ|ݐ|
ℝ

ݐ݀ < ∞, 

where ∆௧ is the difference operator defined by (∆௧߮)(ݔ) = ݔ)߮ + (ݐ −  .(ݔ)߮
    The Besov class ஶଵ

ଶ (ℝ) also appears in a natural way in perturbation theory in [96], 
where the following problem is studied: in which case 

߮൫ ܶ൯ − ఝܶ∘ ∈  ?ଵࡿ
( ܶ  is a Toeplitz operator with symbol ݃.) 
   We refer to [97] for more detailed information on Besov classes. 
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      Let ܷ and ܸ be unitary operators such that ܸ − ܷ ∈ ܧ    andܧ ଶ . Denote byࡿ    the 
spectral measures of ܷ and ܸ. Let ܣ be a self-adjoint operator such that   (ܣ)ߪ ⊂ [−݊, ݊] 
and ܸ = exp(݅ܣ)ܷ . It is easy to see that ܣ ∈  . ଶࡿ
Put 

௦ܷ =  ݁௦ ܷ.                                                          (35) 
Consider the class Lip⨂ on ॻ ݑ ஶ  that consists of functionsܮ × ॻthat admit a 
representation 

,ߞ)ݑ ߬) =  ݂(ߞ)݃(߬),    ߞ, ߬ ∈
ஹ

ॻ,                                    (36) 

where ݂ ∈ Lip,݃ ∈  ஶ andܮ

‖ ݂‖୧୮ ∙ ‖݃‖ஶ
ஹ

< ∞.                                              (37) 

By definition, ‖ݑ‖୧୮⨂ ಮ  is the infimum of the left-hand side of (37) over all functions 

݂ and ݃ satisfying (36). We consider here the following seminorm on the space Lip of 
Lipschitz functions: 

‖ ݂‖୧୮ = sup
ஷఛ

(ߞ)݂| − ݂(߬)|
ߞ| − ߬| . 

For a differentiable function ߮on ॻ we define the function߮ු ॻ × ॻ by 

,ߞ)ු߮ ߬) = ቐ
(ߞ)߮ − ߮(߬)

ߞ − ߬
     , ߞ ≠ ߬,

߮ᇱ(ߞ),                 ߞ = ߬.
 

Theorem  (2.2.1)[68]. If  ߮ ∈ ஶଵ
ଵ , then 

߮(ܸ) − ߮(ܷ) −
݀
ݏ݀

(߮( ௦ܷ))|௦ୀ ∈  ଵ                            (38)ࡿ

and 

ฯ߮(ܸ) − ߮(ܷ) −
݀
ݏ݀

(߮( ௦ܷ))|௦ୀฯ
భࡿ

≤ ಮభ‖߮‖ ݐݏ݊ܿ
మ (ℝ)‖ܸ − మࡿ‖ܷ . 

To prove Theorem (2.2.1)., we need the following fact. 
Theorem (2.2.2)[68]. If ߮ ∈ ஶଵ

ଶ  , then ߮ු ∈ Lip⨂  ஶ andܮ
‖߮ු‖୧୮⨂ ಮ ≤ const‖߮‖ಮభ

మ  
Proof. We have 

,ߞ)ු߮ ߬) =  ߮ු(݆ + ݇ + ߬ߞ(1

,ஹ

+  ߮ු(݆ + ݇ + ߬ߞ(1

,ழ

                         (39) 

where {߮ු(݆)}∈ℤ  is the sequence of Fourier coefficients of ߮. 
    Let us show that the first term on the right-hand side of (39) belongs to Lip⨂  .ஶܮ
A similar result for the second term in (39) can be proved in the same way. We use the 
construction given in the proof of Theorem 2 of Section 3 of [84]. We have 

       ො߮(݆ + ݇ + ߬ߞ(1

,ஹ

 

=  ߙ ො߮(݆ + ݇ + ߬ߞ(1

,ஹ

+  ߚ ො߮(݆ + ݇ + ߬ߞ(1

,ஹ

,        (40) 
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Where 

ߙ =

⎩
⎪
⎨

⎪
⎧

1
2

,                                                                               ݆ = ݇ = 0,

2݆ − ݇
݆ + ݇

,      ݆ + ݇ > 0 ,
݇
2

≤ ݆ ≤ ߚ     ݀݊ܽ        ,2݇ = 1 − ߙ

0,                                                                                       ݆ ≥ 2݇

    

Let us prove that the function 

,ߞ) ߬) →  ߚ ො߮(݆ + ݇ + ߬ߞ(1

,ஹ

 

on the right-hand side of (40) belongs to Lip⨂  .ஶܮ
We define the functions ݍ and ݎ on ℝ by 

(ݔ)ݍ = ൞
ݔ              ,0 ≤ ଵ

ଶ
,

ଶ௫ିଵ
௫ାଵ

,    ଵ
ଶ

≤ ݔ ≤ 2,
ݔ              ,1 ≥ 2

  and       (ݔ)ݍ = ൞
ݔ              ,0 ≤ ଷ

ଶ
,

ଶ௫ିଷ
௫ାଵ

,    ଷ
ଶ

≤ ݔ ≤ 3,
ݔ              ,1 ≥ 3.

       (40) 

Put 

ܳ(ݖ) =  ݍ ൬
݆
݊

൰
ஹ

ݖ ,            ܴ(ݖ) =  ݎ ൬
݆
݊

൰
ஹ

݊        forݖ > 0 

and 

ܳ(ݖ) = ܴ(ݖ) =
1
2

+  ݖ

ஹଵ

. 

It is easy to see that 

 ߚ ො߮(݆ + ݇ + ߬ߞ(1

,ஹ

=  ൫((ܵ∗)߰ߞ ∗ ܳ)(߬)൯
ஹ

,           (41) 

where ߰ = ℙା߮̅ݖ and ܵ∗߰ = టିట()
௭

 . We have 

‖ݖ‖୧୮‖(ܵ∗)߰ ∗ ܳ‖ஶ
ஹ

≤ const  ݊‖(ܵ∗)߰ ∗ ܳ‖ஶ
ஹ

= const  ݊‖߰ ∗ ܴ‖ஶ
ஹ

 

Let us show that for ߮ ∈ ஶଵ
ଶ , 

 ݊‖߰ ∗ ܴ‖ஶ
ஹ

< ∞. 

Consider the function ॕݎ  on ℝ defined by (ݔ)ॕݎ = 1 − ,(|ݔ|)ݎ ݔ ∈ ℝ. Put 

ܴ
ॕ (ݖ) =  ॕݎ ൬

݆
݊

൰ , ݖ ݊ > 0,
∈ℤ

 

then ‖ܴ
ॕ ‖భ ≤const (see [84, Proof of Lemma 3]). Suppose that ݊ ≥ 2 . Then 

ܴ ∗ ߰ = ܴ ∗  ߰ ∗ ܹ
ஹ

 

 Hence, 

‖ܴ ∗ ߰‖ஶ ≤ ะܴ∗ ൭ ߰ ∗ ܹ
ஹ

൱ะ
ஶ

≤ (1 + ‖ܴ
ॕ ‖ଵ)  ‖߰ ∗ ܹ‖ஶ

ஹ

. 

It follows that 
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 ݊‖߰ ∗ ܴ‖ஶ
ஹଶ

=   ݊‖߰ ∗ ܴ‖ஶ

ଶశభିଵ

ୀଶஹଵ

≤ const  2ଶ

ஹଵ

‖߰ ∗ ܹ‖ஶ
ஹଶ

≤ const  2ଶ‖߰ ∗ ܹ‖ஶ
ஹଶ

< ∞, 

since ߮ ∈ ஶଵ
ଵ . 

Let us now show that the function 

,ߞ) ߬) →  ߙ ො߮(݆ + ݇ + ߬ߞ(1

,ஹ

 

belongs to the space Lip ⊗  .ஶܮ
It follows from (41) that 

 ߙ ො߮(݆ + ݇ + ߬ߞ(1

,ஹ

= ൫((ܵ∗)߰ ∗ ܳ)(ߞ)൯
ஹ

߬. 

It suffices to show that 

‖(ܵ∗)߰ ∗ ܳ‖୧୮ < ∞.
ஹ

 

By the Bernstein inequality, we have 

‖(ܵ∗)߰ ∗ ܳ‖୧୮ =
ஹ

‖((ܵ∗)߰ ∗ ܳ)′‖ஶ
ஹ

≤  ฮ൫((ܵ∗)(߰ ∗ ܹ)) ∗ ܳ൯′ฮ
ஶ

ஹஹ

≤   2ାଵ‖((ܵ∗)(߰ ∗ ܹ)) ∗ ܳ‖ஶ
ஹஹ

≤   2ାଵ‖߰ ∗ ܹ ∗ ܴ‖ஶ
ஹஹ

≤  (1 + ‖ܴ
ॕ ‖ଵ)

ஸஸଶೖశమ/ଷ

 2ାଵ‖߰ ∗ ܹ‖ஶ
ஹ

≤ const  2ଶ‖߰ ∗ ܹ‖ஶ
ஹ

≤ const‖߰‖ಮభ
మ , 

since, clearly,  ߰ ∗ ܹܴ = 0  if ݊ > 2ାଶ/2. 
Proof of Theorem (2.2.1)[68].  Without loss of generality we may assume that 
ො߮(0) = ො߮(1) = 0. Since ߮ ∈  ,ଵ(ॻ), we have by (33)ܥ

݀
ݏ݀

(߮( ௦ܷ))|௦ୀ = ݅ ඵ ,ߞ)ු߮߬ (߬)ܧ݀ܣ(ߞ)ܧ݀(߬
ॻ×ॻ

 

On the other hand, by (30), 

߮(ܸ) − ߮(ܷ) = ඵ ,ߞ)ු߮ ܸ)(ߞ)ܧ݀(߬ − (߬)ܧ݀(ܷ
ॻ×ॻ

= − ඵ ,ߞ)ු߮߬ ܫ)(ߞ)ܧ݀(߬ − (߬)ܧ݀(∗ܷܸ
ॻ×ॻ

= − ඵ ,ߞ)ු߮߬ ܫ)(ߞ)ܧ݀(߬ − ݁)݀ܧ(߬)
ॻ×ॻ

 

Thus 
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߮(ܸ) − ߮(ܷ) −
݀

ݏ݀
൫߮( ௦ܷ)൯ห

௦ୀ

= − ඵ ,ߞ)ු߮߬ ܫ)(ߞ)ܧ݀(߬ − ݁ )݀ܧ(߬)
ॻ×ॻ

− ݅ ඵ ,ߞ)ු߮߬ (߬)ܧ݀ܣ(ߞ)ܧ݀(߬
ॻ×ॻ

= − ඵ ,ߞ)ු߮߬ ܫ)(ߞ)ܧ݀(߬ − ݁ )݀ܧ(߬)
ॻ×ॻ

+ ඵ ,ߞ)ු߮߬ ܫ)(ߞ)ܧ݀(߬ − ݁ )݀ܧ(߬)
ॻ×ॻ

+ ඵ ,ߞ)ු߮߬ ݁)(ߞ)ܧ݀(߬ − ܫ − .(߬)ܧ݀(ܣ݅
ॻ×ॻ

 

It is easy to see that ݁  − ܫ − ܣ݅ ∈  ,ଵ , and so by (31)ࡿ

ඵ ,ߞ)ු߮߬ ݁)(ߞ)ܧ݀(߬ − ܫ − (߬)ܧ݀(ܣ݅
ॻ×ॻ

∈  ଵࡿ

   and 

ብඵ ,ߞ)ු߮߬ ݁)(ߞ)ܧ݀(߬  − ܫ − (߬)ܧ݀(ܣ݅
ॻ×ॻ

ብ
భࡿ

≤ const‖߮‖ಮభ
భ ฮ(݁ − ܫ − ฮ(ܣ݅

భࡿ
 

Clearly, ‖߮‖ಮభ
భ ≤ const‖߮‖ಮభ

మ . 
On the other hand, let{ ݂}ஹ and {݃}ஹ  be sequences of functions such that 

,ߞ)ු߮ ߬) =  ݂(ߞ)݃(߬),
ஹ

,ߞ            ߬ ∈ ॻ 

and (37) holds. We have 

ඵ ,ߞ)ු߮߬ ܫ)(ߞ)ܧ݀(߬ − ݁)݀ܧ(߬)
ॻ×ॻ

− ඵ ,ߞ)ු߮߬ ܫ)(ߞ)ܧ݀(߬ − ݁)݀ܧ(߬)
ॻ×ॻ

= ඵ  ݂(ߞ)߬݃
ஹ

ܫ)(ߞ)ܧ݀(߬) − ݁)݀ܧ(߬)
ॻ×ॻ

− ඵ  ݂(ߞ)߬݃
ஹ

ܫ)(ߞ)ܧ݀(߬) − ݁)݀ܧ(߬)
ॻ×ॻ

=  ݂(ܸ)(ܫ − ݁)݃
ஹ

(ܷ)ܷ −  ݂(ܷ)(ܫ − ݁)݃
ஹ

(ܷ)ܷ

= ( ݂(ܸ) − ݂(ܷ))(ܫ − ݁ )݃
ஹ

(ܷ)ܷ. 

Thus 

ብඵ߬߮ු(ߞ, ܫ)(ߞ)ܧ݀(߬ − ݁)݀ܧ(߬)
ॻ

− ඵ ,ߞ)ු߮߬ ܫ)(ߞ)ܧ݀(߬ − ݁)݀ܧ(߬)
ॻ×ॻ

ብ
భࡿ

≤ ‖( ݂(ܸ) − ݂(ܷ))‖ࡿమ
ஹ

ฮ(ܫ − ݁)ฮ
మࡿ

‖݃(ܷ)‖

≤ constฮ(ܫ − ݁ )ฮ
మࡿ

‖ ݂‖୧୮∙
ஹ

‖݃‖ஶ ≤ constฮ(ܫ − ݁)ฮ
మࡿ

ಮభ‖߮‖
భ  

This completes the proof.    
Let now ߟ be a generalized spectral shift function for the pair (ܸ, ܷ). 
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Theorem (2.2.3)[68]. Let ܷ and ܸ be unitary operators such that ܸ − ܷ ∈   ଶ  and let ௦ܷࡿ
be defined by (43). Then for any ߮ ∈ ஶଵ

ଶ , 

trac ൬߮(ܸ) − ߮(ܷ) −
݀

ݏ݀
(߮( ௦ܷ))ฬ

௦ୀ
൰ = න߮ᇱᇱ(42)               .݉݀ ߟ

ॻ
 

Proof. The fact that the operator in (38) belongs to ࡿଵ is an immediate consequence of 
Theorem (2.2.1). 
     It is easy to see from the definition of the space ஶଵ

ଶ  given that the trigonometric 
polynomials are dense in ஶଵ

ଶ . Let ߮ be trigonometric polynomials such that 
lim

→ஶ
‖߮ − ߮‖ಮభ

మ = 0. 

Since ஶଵ
ଶ is continuously imbedded in the space ܥଶ  of functions with two continuous 

derivatives, it follows that ߮ → ߮ in ܥଶ. Since ߟ ∈  ଵ , it follows thatܮ

lim
→ஶ

න߮
ᇱᇱ݀ ߟ =

ॻ
න߮ᇱᇱ݀ ߟ.

ॻ
 

On the other hand, it follows from Theorems (2.2.1)and (2.2.2)that 

ฯ൬߮(ܸ) − ߮(ܷ) −
݀
ݏ݀

൫߮(ܷ)൯ฬ
௦ୀ

൰ − ൬߮(ܸ) − ߮(ܷ) −
݀

ݏ݀
൫߮(ܷ)൯ฬ

௦ୀ
൰ฯ

భࡿ

→ 0 

as ݊ → ∞. The result follows now from the fact that trace formula (42) is valid for all 
trigonometric polynomials  ߮ (see [98]).  
      We extend Koplienko's trace formula for self-adjoint operators to a considerably 
bigger class of functions. 
    Let  ܣ  be  a  self-adjoint  operator  (not  necessarily  bounded)  on  Hilbert  space and 
let ܭ be a self-adjoint operator of class ࡿଶ . Put ܤ = ܣ +  As we have already . ܭ
mentioned   in   the   introduction,  Koplienko   introduced   in   [88] the  generalized 
spectral shift function  ߟ ∈ ,ܣ) ଵ  that corresponds to the pairܮ   and showed that for (ܤ
rational  functions  ߮with  poles  off  the  real  line  the  following  trace  formula holds. 

trace ൬߮(ܤ) − (ܣ)߮ −
݀
ݏ݀

൫߮(ܣ)൯ฬ
௦ୀ

൰ = න ߮ᇱᇱ(ݔ)ݔ݀(ݔ)ߟ
ℝ

,                (43) 

where ܣ௦ = ܣ +  . ܭݏ
We are going to extend this formula to the Besov class ஶଵ

ଶ (ℝ). Note however, that the 
situation with self-adjoint operators is subtler than with unitary operators. First of all, 
the rational functions are not dense in ஶଵ

ଶ (ℝ) and this makes it more difficult to extend 
formula (43) from rational functions to ஶଵ

ଶ (ℝ) . Secondly, functions in ஶଵ
ଶ (ℝ) do not 

have to belong to the space Lip of Lipschitz functions on ℝ,  which we equip with the 
seminorm: 

‖݂‖୧୮ = sup
௫ஷ௬

(ݔ)݂| − |(ݕ)݂
ݔ| − |ݕ . 

Thus for ߮ ∈ ஶଵ
ଶ (ℝ), none of the operators 

(ܤ)߮ −      and     (ܣ)߮
݀
ݏ݀

 ௦ୀ|((௦ܣ)߮)

has to be in ࡿଶ . In fact, it is not clear how one can interpret each of those operators. 
However, it turns out that their difference still makes sense for functions ߮ ∈ ஶଵ

ଶ (ℝ) 
and formula (43) holds for such functions ߮. 
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To do it, we first prove formula (43) in the case ߮ ∈ ஶଵ
ଶ (ℝ) ∩ Lip and estimate the ࡿଵ  

norm of the left-hand side of (43) in terms of ‖߮‖ಮభ
మ . Then we define the operator on the 

left-hand side of (43) for functions ݂ ∈ ஶଵ
ଶ (ℝ)  and prove formula (43) for such 

functions. 
    For a differentiable function ߮on ℝ we define the function ߮ු on ℝ × ℝ by 

,ݔ)ු߮ (ݕ = ቐ
(ݔ)߮ − (ݕ)߮

ߞ − ߬
ݔ       , ≠ ,ݕ

߮ᇱ(ݔ),                      ݔ = .ݕ
 

    We consider the space Lip ⨂ ݅ Lஶ  of functions u on ℝ × ℝ that admit a representation 

,ݔ)ݑ (ݕ = න ఠ݂(ݔ)݃ఠ(ݕ)݀ߤ(߱),
ஐ

                              (44) 

where (Ω, μ) is a measure space and the functions (߱, (ݔ → ఠ݂(ݔ) and (߱, (ݕ → ݃ఠ(ݕ) are 
measurable functions on Ω × ℝ such that  ఠ݂ ∈ Lip, ݃ఠ ∈ ߱ ஶ for almost allܮ ∈ Ω, and 

න ‖ ఠ݂‖୧୮‖݃ఠ‖ಮ (߱)ߤ݀ < ∞
ஐ

 .                                     (45) 

 By definition, the norm of ݑ in Lip ⨂  ஶ  is the infimum of the left-hand side of (45) overܮ ݅
all representations of form (44). 
Theorem (2.2.4)[68]. Let  ܯ > 0.  Suppose that  ߮ is  a  bounded function on  ℝ  such  that 
supp ℱ߮ ⊂  Then .[ܯ2,2/ܯ] 

(ܤ)߮ − (ܣ)߮ −
݀
ݏ݀

ฬ((௦ܣ)߮)
௦ୀ

∈  ଵ                                  (46)ࡿ

and 

ฯ߮(ܤ) − (ܣ)߮ − ൬
݀
ݏ݀

൰ฬ(௦ܣ)߮
௦ୀ

ฯ
భࡿ

≤ const ∙ మࡿ‖ܭ‖ଶܯ
ଶ ‖߮‖ಮ .        (4.5) 

To prove Theorem (2.2.4), we need the following fact. 
Lemma(2.2.5)[68]. Let ߮ be a function on ℝ  such that  supp ℱ߮ ⊂ ු߮ Then  .[ܯ2,2/ܯ]  ∈
Lip ⨂  ஶ  andܮ ݅

‖߮ු‖୧୮ ⨂  ಮ ≤ const ∙ ଶ‖߮‖ಮܯ . 
Proof. Let ݍ and ݎ be the functions on ℝ  defined by (40). Consider the distributions ܳ௧   
and ܴ௧ , ݐ > 0, on ℝ  such that 

(ℱܳ௧)(ݔ) = (ݔ)and  (ℱܴ௧)    (ݐ/ݔ)ݍ =  .(ݐ/ݔ)ݎ
It was shown in [85] (formula (6)) that 

,ݔ)ු߮ (ݕ = න ൫(ܵ௧
∗߮) ∗ ܳ௧൯(ݔ)݁௧௬݀ݐ

ஶ


+ න ൫(ܵ௧

∗߮) ∗ ܳ௧൯(ݕ)݁௧௫݀ݐ
ஶ


,       (48) 

where ܵ௧
∗߮ is the function such that 

(ℱ(ܵ௧
(ݔ)((߮∗ = ൜݁ି௧௫(ℱ߮)(ݔ),    ݔ > ,ݐ

ݔ                           ,0 ≤  .ݐ

Clearly, 

‖߮ු‖୧୮ ⨂  ಮ ≤ න ‖(ܵ௧
∗߮) ∗ ܳ௧‖୧୮݀ݐ

ஶ


+ න ‖(ܵ௧

∗߮) ∗ ܳ௧‖ಮ ݐ݀ݐ
ஶ


. 

By the Bernstein inequality, 
‖(ܵ௧

∗߮) ∗ ܳ௧‖୧୮ = ቛ൫(ܵ௧
∗߮) ∗ ܳ௧൯

ᇱ
ቛ

ಮ
≤ ௧ܵ)‖ܯ2

∗߮) ∗ ܳ௧‖ಮ 
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and so 

න ‖(ܵ௧
∗߮) ∗ ܳ௧‖୧୮݀ݐ

ஶ


≤ ܯ2 න ‖(ܵ௧

∗߮) ∗ ܳ௧‖ಮ ݐ݀
ஶ


= ܯ2 න ‖߮ ∗ ܴ௧‖ಮ ݐ݀

ஶ



= ܯ2 න ‖߮ ∗ ܴ௧‖ಮ݀ݐ
ସெ/ଷ


. 

since, obviously, (ܵ௧
∗߮) ∗ ܴ௧ = 0 for ݐ ≥  .3/ܯ4

On the other hand, 

න ‖(ܵ௧
∗߮) ∗ ܳ௧‖ಮݐ݀ݐ

ஶ


= න ‖߮ ∗ ܴ௧‖ಮݐ݀ݐ

ஶ


= න ‖߮ ∗ ܴ௧‖ಮݐ݀ݐ

ସெ/ଷ


. 

It remains to observe that if ܴ௧
ॕ  is the function on ℝ such that 
൫ℱܴ௧

ॕ൯(ݔ) = 1 − (ℱܴ௧)(|ݔ|), 
then ܴ௧

ॕ ∈ ଵ, ฮܴ௧ܮ
ॕฮ

భ does not depend on ݐ and 

‖߮ ∗ ܴ௧‖ಮ ≤ ቀ1 + ฮܴ௧
ॕฮ

భቁ ‖߮‖ಮ . 

Proof of Theorem (2.2.4). By (28) and (32), we have 

(ܤ)߮ − (ܣ)߮ −
݀
ݏ݀

൫߮(ܣ)൯ฬ
௦ୀ

= ඵ ,ݔ)ු߮ (ݕ)ܧ݀ܭ(ݔ)ܧ݀(ݕ
ℝ×ℝ

= − ඵ ,ݔ)ු߮ (ݕ)ܧ݀ܭ(ݔ)ܧ݀(ݕ
ℝ×ℝ

 

By Lemma (2.2.5), ߮ු  admits a representation 

,ݔ)ු߮ (ݕ = න ఠ݂(ݔ)݃ఠ(ݕ)݀ߤ(߱)
ஐ

 

such that 

න ‖ ఠ݂‖୧୮‖݃ఠ‖ಮ݀ߤ(߱)
ஐ

≤ const ∙ ଶ‖߮‖ಮܯ . 

We have 

ඵ ,ݔ)ු߮ (ݕ)ܧ݀ܭ(ݔ)ܧ݀(ݕ
ℝ×ℝ

= න ቆඵ ఠ݂(ݔ)݃ఠ(ݕ)݀ܧ(ݔ)ܧ݀ܭ(ݕ)
ℝ×ℝ

ቇ
ஐ

(߱)ߤ݀

= න ఠ݂(ܤ)݃ܭఠ(ܣ)݀ߤ(߱)
ஐ

. 

   Similarly, 

ඵ ,ݔ)ු߮ (ݕ)ܧ݀ܭ(ݔ)ܧ݀(ݕ
ℝ×ℝ

= න ఠ݂(ܣ)݃ܭఠ(ܣ)݀ߤ(߱)
ஐ

. 

   Thus 

(ܤ)߮ − (ܣ)߮ −
݀
ݏ݀

൫߮(ܣ + ൯ฬ(ܭݏ
௦ୀ

= න ൫ ఠ݂(ܤ) − ఠ݂(ܣ)൯݃ܭఠ(ܣ)݀ߤ(߱).
ஐ

 

Using (29), we obtain 

ฯ߮(ܤ) − (ܣ)߮ −
݀

ݏ݀
൫߮(ܣ௦)൯ฬ

௦ୀ
ฯ

భࡿ

≤ න ‖ ఠ݂(ܤ) − ఠ݂(ܣ)‖ࡿమ
మࡿ‖ܭ‖

‖݃ఠ(ܣ)‖݀ߤ(߱)
ஐ

≤ మࡿ‖ܭ‖ න ‖ ఠ݂‖୧୮‖ܤ − మࡿ‖ܣ
‖݃ఠ‖ಮ݀ߤ(߱)

ஐ
= మࡿ‖ܭ‖

ଶ න ‖ ఠ݂‖୧୮‖݃ఠ‖ಮ݀ߤ(߱)
ஐ

≤ const ∙ మࡿ‖ܭ‖ଶܯ
ଶ ‖߮‖ಮ . 
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Theorem (2.2.6)[68]. Suppose that ߮ ∈ ஶଵ
ଶ (ℝ ) ∩ Lip. Then (46) and (43) hold, and 

ฯ߮(ܤ) − (ܣ)߮ −
݀
ݏ݀

൫߮(ܣ௦)൯ฬ
௦ୀ

ฯ
భࡿ

≤ const ∙ మࡿ‖ܭ‖ଶܯ
ଶ ಮభ‖߮‖

మ . 

We need the following lemma. 
Lemma (2.2.7)[68].  Let { ݂}ஹ  and ݂ be functions in Lip(ℝ)  such that 

lim
→ஶ ݂(ݔ) = ݔ         ,(ݔ)݂ ∈ ℝ ,        and    sup


‖ ݂‖୧୮ < ∞. 

Then  
lim
→ஶ

൫ ݂(ܤ) − ݂(ܣ)൯ = (ܤ)݂ −  (ܣ)݂

in ࡿଶ 
Let us first prove Theorem (2.2.6). 
Proof of Theorem (2.2.6) Since ߮ ∈ ஶଵ

ଶ (ℝ ), ߮ is continuously differentiable, and so both 
operators 

(ܤ)߮ −       and        (ܣ)߮
݀
ݏ݀

൫߮(ܣ + ൯ฬ(ܭݏ
௦ୀ

 

belong to ࡿଶ. 
Clearly, if ߮is a linear function, then the operator in (46) is zero. Suppose first that ℱ߮′′ ∈
 ଵ . Thenܮ

߮ = (߮ + ߮
#)

∈ℤ

, 

where 
߮ = ߮ ∗ ℱିଵ߯[ଶ,ଶశభ]        and     ߮

# = ߮ ∗ ℱିଵ߯[ିଶశభ,ିଶ]. 
Clearly, 

2ଶ‖߮‖ಮ ≤ const‖ℱ߮
ᇱᇱ‖భ      and    2ଶ‖߮

#‖ಮ ≤ const‖ℱ߮
#‖భ      (50) 

By Theorem (2.2.4), 

 ฯ߮(ܤ) − ߮(ܣ) −
݀
ݏ݀

൫߮(ܣ௦)൯ฬ
௦ୀ

ฯ
∈ℤ

≤ const  2ଶ

∈ℤ

‖߮‖ಮ 

and the same estimate also holds for the functions ߮
#in place of ߮. It follows now from 

(50) that 

ฯ߮(ܤ) − ߮(ܣ) −
݀
ݏ݀

൫߮(ܣ௦)൯ฬ
௦ୀ

ฯ ≤ const  2ଶ(‖߮‖ಮ + ‖߮
#‖ಮ)

∈ℤ

≤ const‖ℱ߮ᇱᇱ‖భ 

Since the rational functions are dense in the space {߮: ℱ߮′′ ∈  ଵ} and trace formula (43)ܮ
holds for rational functions with poles outside ℝ (Koplienko's theorem [88]), it is easy to 
see that it also holds for arbitrary functions ߮ with ℱ߮′′ ∈  .ଵܮ
Suppose now that ߮ ∈ ஶଵ

ଶ (ℝ). Since 

 2ଶ(‖߮ ∗ ܹ‖ಮ + ‖߮ ∗ ܹ
#‖ಮ)

∈ℤ

< ∞ 

and inequality (47) holds, it suffices to show that formula (43) holds for the functions 
߮ ∗ ܹ  and ߮ ∗ ܹ

# . 
     The following argument is similar to the argument given in the proof of Theorem 4 of 
[85] to establish the Lifshitz-Krein trace formula for functions in ஶଵ

ଵ (ℝ). Put ߰ = ߮ ∗ ܸ. 
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Then supp ߰ ⊂ [2ିଵ, 2ାଵ] . Consider a smooth nonnegative function ℎ on ℝ  such that 
supp ℎ ⊂ [−1,1] and  ∫ ℎ(ݔ)݀ݔ = 1ଵ

ିଵ . For  ߝ > 0 put ℎఌ(ݔ) =  .(ߝ/ݔ)ଵ ℎିߝ 
Let ߰ఌ be the function defined by ℱ߰ఌ = ℱ߰ ∗ ℎఌ. Clearly  
ℱ߰ఌ ∈ ଵ,   limܮ

ఌ→
 ‖߰ఌ‖ಮ = ‖߰‖ಮ    and lim

ఌ→
 ߰ఌ(ݔ) = ݔ for (ݔ)߰ ∈ ℝ  

Then formula (43) holds for   ߰ఌ. Clearly, 

lim
ఌ→

  න ߰ఌ
ᇱᇱ(ݔ)ݔ݀(ݔ)ߟ =

ℝ 
න ߰ᇱᇱ(ݔ)ݔ݀(ݔ)ߟ.

ℝ 
 

Thus to prove that (43) holds for  , it suffices to show that 

lim
ఌ→

൬߰ఌ(ܤ) − ߰ఌ(ܣ) −
݀
ݏ݀

൫߰ఌ(ܣ௦)൯ฬ
௦ୀ

൰ = trace ൬߰(ܤ) − (ܣ)߰ −
݀
ݏ݀

൫߰(ܣ௦)൯ฬ
௦ୀ

൰. 

By (49), we have 

߰ఌ(ܤ) − ߰ఌ(ܣ) −
݀
ݏ݀

൫߰ఌ(ܣ௦)൯ฬ
௦ୀ

= ඵ ෘ߰ఌ(ݔ, (ݕ)ܧ݀ܭ(ݔ)ܧ݀(ݕ
ℝ×ℝ

− ඵ ෘ߰ఌ(ݔ, (ݕ)ܧ݀ܭ(ݔ)ܧ݀(ݕ
ℝ×ℝ

. 

By (48), this is equal to 

න ඵ ൫(ܵ௧
∗߰ఌ) ∗ ܳ௧൯(ݔ)݁ ௧௬݀ܧ(ݔ)ܧ݀ܭ(ݕ)݀ݐ

ℝ×ℝ

ஶ



+ න ඵ ൫(ܵ௧
∗߰ఌ) ∗ ܳ௧൯(ݕ)݁௧௫݀ܧ(ݔ)ܧ݀ܭ(ݕ)݀ݐ

ℝ×ℝ

ஶ



− න ඵ ൫(ܵ௧
∗߰ఌ) ∗ ܳ௧൯(ݔ)݁ ௧௬݀ܧ(ݔ)ܧ݀ܭ(ݕ)݀ݐ

ℝ×ℝ

ஶ



− න ඵ ൫(ܵ௧
∗߰ఌ) ∗ ܳ௧൯(ݕ)݁௧௫݀ܧ(ݔ)ܧ݀ܭ(ݕ)݀ݐ

ℝ×ℝ

ஶ


. 

It is easy to see that 

න ඵ ൫(ܵ௧
∗߰ఌ) ∗ ܳ௧൯(ݔ)݁௧௬݀ܧ(ݔ)ܧ݀ܭ(ݕ)݀ݐ

ℝ×ℝ

ஶ


= න ൫(ܵ௧

∗߰ఌ) ∗ ௧ܳ൯(ܤ)ܭ exp(݅ܣݐ)݀ݐ
ஶ


 

and similar equalities hold for the other three integrals. Thus 

߰ఌ(ܤ) − ߰ఌ(ܣ) −
݀

ݏ݀
൫߰ఌ(ܣ௦)൯ฬ

௦ୀ

= න ቀ൫(ܵ௧
∗߰ఌ) ∗ ܳ௧൯(ܤ) − ൫(ܵ௧

∗߰ఌ) ∗ ܳ௧൯(ܣ)ቁ ܭ exp(݅ܣݐ)݀ݐ
ஶ



+ න (exp(݅ܤݐ) − exp(݅ܣݐ))
ஶ


ܭ ቀ൫(ܵ௧

∗߰ఌ) ∗ ܳ௧൯(ܣ)ቁ  .ݐ݀

We have 
lim
ఌ→

൫(ܵ௧
∗߰ఌ) ∗ ௧ܳ൯(ܣ) = ൫(ܵ௧

∗߰ఌ) ∗ ܳ௧൯(ܣ) 

in the strong operator topology (see [84, Proof of Theorem 4]). By Lemma (2.2.7), 
lim
ఌ→

ቀ൫(ܵ௧
∗߰ఌ) ∗ ܳ௧൯(ܤ) − ൫(ܵ௧

∗߰ఌ) ∗ ܳ௧൯(ܣ)ቁ = ൫(ܵ௧
∗߰ఌ) ∗ ܳ௧൯(ܣ) − ൫(ܵ௧

∗߰ఌ) ∗ ܳ௧൯(ܤ) 

in ࡿଶ. 
It follows that 
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lim
ఌ→

 trace ൬ቀ൫(ܵ௧
∗߰ఌ) ∗ ܳ௧൯(ܤ) − ൫(ܵ௧

∗߰ఌ) ∗ ܳ௧൯(ܣ)ቁ ܭ exp(݅ܣݐ)൰

= trace ൬ቀ൫(ܵ௧
∗߰ఌ) ∗ ܳ௧൯(ܤ) − ൫(ܵ௧

∗߰ఌ) ∗ ܳ௧൯(ܣ)ቁ ܭ exp(݅ܣݐ)൰ 

and 
lim
ఌ→

trace(exp(݅ܤݐ) − exp(݅ܣݐ)) ܭ ቀ൫(ܵ௧
∗߰ఌ) ∗ ܳ௧൯(ܣ)ቁ

= trace(exp(݅ܤݐ) − exp(݅ܣݐ)) ܭ ቀ൫(ܵ௧
∗߰ఌ) ∗ ܳ௧൯(ܣ)ቁ. 

Thus 

lim
ఌ→

trace ൬߰ఌ(ܤ) − ߰ఌ(ܣ) −
݀

ݏ݀
൫߰ఌ(ܣ௦)൯ฬ

௦ୀ
൰

= න trace ൬ቀ൫(ܵ௧
∗߰ఌ) ∗ ܳ௧൯(ܤ) − ൫(ܵ௧

∗߰ఌ) ∗ ܳ௧൯(ܣ)ቁ ܭ exp(݅ܣݐ)൰ ݐ݀
ஶ



+ න trace ቀ(exp(݅ܤݐ) − exp(݅ܣݐ)) ܭ ቀ൫(ܵ௧
∗߰ఌ) ∗ ܳ௧൯(ܣ)ቁቁ ݐ݀ = trace

ஶ


൬߰(ܤ)

− (ܣ)߰ −
݀
ݏ݀

൫߰(ܣ௦)൯ฬ
௦ୀ

൰, 

which proves (2.2.6).  
Proof of Lemma (2.2.7). We have 

݂(ܤ) − ݂(ܣ) = ඵ ሙ݂(ݔ, (ݕ)ܧ݀ܭ(ݔ)ܧ݀(ݕ
ℝ×ℝ\∆

= ඵ ሙ݂(ݔ, ,ݔ)ܭℰ݀(ݕ ,(ݕ
ℝ×ℝ\∆

 

where ℰ is the spectral measure on the space ࡿଶ defined by ℰ(ߜ × ܶ(ߪ =
,ߜ,(ߪ)ܧܶ(ߜ)ܧ ߪ ⊂ ℝ ,ܶ ∈ ⊃∆ ଶ andࡿ ℝ × ℝ is the diagonal: ∆ = ,ݔ)} :(ݔ ݔ ∈ ℝ}.  Then 

‖( ݂(ܤ) − ݂(ܣ)) − (ܤ)݂) − మࡿ‖((ܣ)݂
ଶ = ඵ ห ሙ݂(ݔ, (ݕ − ሙ݂(ݔ, ห(ݕ

ଶ
݀(ℰܭ, ,ݔ)(ܭ (ݕ → 0

ℝ×ℝ\∆
 

as ݊ → ∞ 
Now we are going to extend formula (43) to the whole class ஶଵ

ଶ (ℝ) . Consider first the 
case when ߮is a polynomial of degree at most 2. Clearly, for linear functions ߮the 
operator on the left-hand side of (43) is the zero operator and the right-hand side of (43) 
is equal to 0. Suppose now that߮(ݐ) =  ଶ . If we perform formal manipulations, we obtainݐ

ܣ) + ܣ)(ܭ + (ܭ − ଶܣ −
݀
ݏ݀

ܣ) + ܣ)(ܭݏ + ௦ୀ|(ܭݏ

= ܣܭ + ܭܣ + ଶܭ −
݀
ݏ݀

ଶܣ) + ܣܭݏ + ܭܣݏ + ଶ)|௦ୀܭଶݏ =  .ଶܭ

We can put now by definition 

ܣ) + ଶ(ܭ − ଶܣ −
݀

ݏ݀
ܣ) + ଶ|௦ୀ(ܭݏ =  .ଶܭ

The following result establishes formula (43) for the function ߮(ݐ) =  . ଶݐ
Theorem (2.2.8)[68].   

trace ܭଶ = 2 න ݔ݀(ݔ)ߟ
ℝ

.                                                           (51) 

Proof. To establish (51), we first assume that ܣ is a bounded operator. Consider a 
sequence {݃}ஹଵ   such that 



61 
 

݃(ݔ) = ݔ ଶ      forݔ ∈ [−݊, ݊],  ℱ݃
ᇱᇱ ∈ ଵ ,   and  supܮ

ஹଵ
‖ℱ݃

ᇱᇱ‖భ < ∞. 

Then for ݊ ≥ ‖ܣ‖ +  we have ‖ܭ‖

ଶܭ ݁ܿܽݎݐ = (ܤ)൬݃ ݁ܿܽݎݐ − ݃(ܣ) −
݀

ݏ݀
(݃(ܣ௦))ฬ

௦ୀ
൰

= න ݃
ᇱᇱ(ݔ)ݔ݀(ݔ)ߟ → 2

ℝ
න ݔ݀(ݔ)ߟ

ℝ
݊ ݏܽ        ,   → ∞.     

If ܣ is an unbounded operator, consider the bounded self-adjoint operator ܣ  defined by  
ܣ = ܧܣ  ([−݊, ݊]). 

Let ߟbe the generalized spectral shift function that correspond to the pair (ܣ, ܣ +  .(ܭ
Then 

trace ܭଶ = 2 න ݔ݀(ݔ)ߟ
ℝ

 

and (51) follows form the fact that 

lim
→ஶ

න ݔ݀(ݔ)ߟ
ℝ

= න ݔ݀(ݔ)ߟ
ℝ

, 

which can be found in [88].  
Finally, we obtain the following result. 
Theorem(2.2.9)[68].   The map 

߮ → (ܤ)߮ − (ܣ)߮ −
݀
ݏ݀

ฬ((௦ܣ)߮)
௦ୀ

 

extends from ஶଵ
ଶ (ℝ) ∩ Lip to a bounded linear operator from ஶଵ

ଶ (ℝ) to ࡿଵ   and trace 
formula (4.l) holds for functions ߮in ஶଵ

ଶ (ℝ). 
Proof. Since the linear combinations of quadratic polynomials and functions whose 
Fourier transforms have compact support in ℝ{0} are dense in ஶଵ

ଶ (ℝ), the result follows 
immediately from Theorems (2.2.6) and (2.2.8).  


