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ABSTRACT 

 

 
 As the IPv6 has been deployed in the Internet core networks and 

many content providers provide service using the new protocol, various 

Internet Service Providers (ISPs) are lifted behind due to the high cost of 

migration especially for MPLS core. Therefore, the Internet Engineering 

Task force provides a solution to be utilized during the transition period 

which is 6PE. This method treats IPv6 as a label in MPLS routing and 

can achieve rapid deployment without any change in the core network. 

However the pooling of all traffic in one broadcast domain raises major 

security concerns to the end customers. Hence, the development of 

separate VPNs for each end users in 6PE was proposed in the new RFC 

which known as 6VPE. 

 In this research the 6VPE is studied and it have been evaluated in 

terms of performance and the level of traffic secrecy. 
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  المستخلص

  

  
 صدار السادس في الشبكة الاساسیةتم نشر بروتوكول الانترنت الاكما 

بروتوكول  الخدمة باستخدام یوفرون يالمحتوللانترنت و توفر العدید من مقدمي 

الانترنت وراء ذلك بسبب التكلفة العالیة  اتي خدمو رفع مختلف مقدم, جدید

فرقة فان  ,و لذلك .تبدیل الاساسیةللالانترنت  تللھجرة خاصة لتسمیة بروتوكولا

ر صداأ ينتقالیة التي ھا خلال الفترة الأوفر حل لاستخدامھتعمل ھندسة الانترنت 

عامل الانترنت تھذه الطریقة  .صدار السادس لمزود الحافةلأنترنت ابروتوكول الأ

تسمیة في تسمیة بروتوكول تبدیل التوجیھ و یمكن كبروتوكول الاصدار السادس 

كل تجمیع لالتحقیق الانتشار السریع دون أي تغییر في الشبكة الاساسیة و مع ذلك 

و  .ئییننھاالاوف أمنیة كبیرة للعملاء بث واحد یثیر مخحركة المرور في مجال 

بالتالي اقترحت تطویر شبكة خاصة افتراضیة منفصلة لكل المستخدمین النھائیین 

 في بروتوكول الانترنت  الاصدار السادس مزود الحافة في استدعاء دالة النائیة

فتراضیة الالشبكة ل باسم بروتوكول الانترنت الاصدار السادس معروفالجدیدة ال

  .الحافة  موفرلخاصة ال

لشبكة ل في ھذا البحث تم دراسة بروتوكول الانترنت الاصدار السادس

الحافة وتم تقییمھا من حیث الاداء و مستویات سریة   موفرلخاصة الفتراضیة الا

  . المرور
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1. Introduction 
1.1. Preface 

The Internet continues to grow day by day, huge increase in number of 

the Internet users and new applications are emerged.So the current 

version of the Internet Protocol (IPv4) is slowly losing position because 

it is unable to satisfy the potential to the Internet growth. 

The Internet Engineering Task Force (IETF) has come up with a new 

version of the protocol that defines the next generation IP protocol which 

is IPv6 (IP next generation). IPv6 provides large number of addresses 

will meet the growth of internet without any limitation. But due to the 

huge number of systems on the Internet, the transition from IPv4 to IPv6 

can’t be instantaneously. The transition must be smooth enough to 

prevent any instability in current online services especially for ISP who 

uses Multiprotocol Label Switching (MPLS) is there core networks[1]. 

A variety of deployment strategies are available for transition to IPv6. 

All of them are tolerating some drawbacks. This research will 

concentrate on two IETF RFCs 6PE and 6VPE. The former is and 

implementation of an automatic tunnel in MPLS core with any costly 

upgrades, while the latter increase the secrecy for IPv6 packet in the 

MPLS core by setup separate VPN for each customer [2]. 

However further evaluation of the performance and the security level is 

needed to convince customers to utilize the services during the transition 

period. 

 

1.2. Problem statement 

The security issues in 6PE lead to the development of 6VPE with 

arguing that it’s provide more secrecy to the IPv6 traffic in MPLS core. 
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However, this method is yet to be evaluated in terms of performance and 

the level of secrecy. 

1.3. Proposed solution  

A test-bed is to be implemented to evaluate various scenarios when 6PE 

and 6VPE are compared. 

 

1.4. Methodology 

Prototyping methodology is used in this research to emulate the 

behaviours of MPLS core. The 6VPE is deployed and evaluated 

according to predefined KPIs. 

1.5. Aims and Objectives 

The methodology used to meet this research aims including these steps: 

i. Gathering enough information about the environment that helps 

to achieve the goal. 

ii. Use a GNS3 simulation programme to implement the following 

scenario: 

- Two routers act as provider router (P) in IPV4 core. 

- Two routers act as dual stack routers (Provider Edge (PE). 

- Four routers act as Customer Edge router (CE). 

iii. Setup the IPsec, and 

iv. Testing the performance of network.  

 

1.6. Research Outlines 

After this introductory chapter, Chapter Two will provide the MPLS 

background and an overview of IPv6. Chapter Three and Chapter Four 

will discuss the VPN concept when used in MPLS. The former highlight 
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the 6VPE operation and parameters, while the later explain the emulation 

test-bed features and present the results with discussion. FinallyChapter 

Five down the research conclusion and recommendation for future work. 
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2. Background and Literature Review 
2.1. Background 

A packet of a connectionless network layer protocol travels fromone 

router to the next; each router makes an independent forwarding decision 

for that packet. That is each router analyzes the packet’s header, and 

each router runs a network layer routing algorithm. Each router 

independently chooses a next hop for the packet, based on its analysis of 

the packet’s header and the results of running  the routing algorithm 

Choosing the next hop can there for  be thought of as the composition of 

two functions. The first function partitions the entire set of possible 

packets into a set of "Forwarding Equivalence Classes (FECs)". The 

second maps each FEC to a next hop. All packets which belong to a 

particular FEC and which travel from a particular node will follow the 

same path (or if certain kinds of multi-path routing are in use, they will 

all follow one of a set of paths associated with the FEC)[3]. 

In conventional IP forwarding, a particular router will typically consider 

two packets to be in the same FEC if there is some address  prefix X in 

that router's routing tables such that X is the "longest match" for each 

packet's destination address. As the packet traverses the network, each 

hop in turn reexamines the packet and assigns it to a FEC [4]. 

2.1.1. Multi-Protocol Label Switching 

Multi-Protocol Label Switching (MPLS) was originally presented as a 

way of improving the forwarding speed of routers but is now emerging 

as a crucial standard technology that offers new capabilities for large 

scale IP networks. Traffic engineering, the ability of network operators 

to dictate the path that traffic takes through their network, and Virtual 
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Private Network support are examples of two key applications where 

MPLS is superior to any currently available IP technology [5]. 

MPLS is a packet labeling and forwarding technology that is highly 

scalable and widely used by the service providers and enterprises in their 

existing IPv4 backbones In MPLS, the assignment of a particular packet 

to a particular FEC is done just once, as the packet enters the network. 

The FEC to which the packet is assigned is encoded as a short fixed 

length value known as a "label". When a packet is forwarded to its next 

hop, the labels sent along with it; that is, the packets are "labeled" before 

they are forwarded [5]. 

In the MPLS forwarding paradigm, once a packet is assigned to a FEC, 

no further header analysis is done by subsequent routers; all forwarding 

is driven by the labels In MPLS terminology, the packet handling nodes 

or routers are called Label Switched Routers (LSRs). The derivation of 

the term should be obvious; MPLS routers forward packets by making 

switching decisions based on the MPLS label. This illustrates another of 

the key concepts in MPLS. Conventional IP routers contain routing 

tables which are looked up using the IP header from a packet to decide 

how to forward that packet. These tables are built by IP routing protocols 

(e.g., RIP or OSPF) which carry around IP reach ability information in 

the form of IP addresses. In practice, we find that forwarding (IP header 

lookup) and control planes (generation of the routing tables) are tightly 

coupled [5].  

Since MPLS forwarding is based on labels it is possible to cleanly 

separate the (label-based) forwarding plane from the routing protocol 

control plane. By separating the two, each can be modified 



8 
 

independently. With such a separation, we don't need to change the 

forwarding machinery, for example, to migrate a new routing strategy 

into the network [5]. 

MPLS forwards packets based on the Forwarding Information Base 

(FIB) and Label Forwarding Information Base (LFIB) tables. FIB and 

LFIB have all necessary label information as well as the outgoing 

interface and next-hop information [3]. 

FIB:router uses CEF to create this table. In most cases, the ingress router 

uses this table for incoming unlabeled packets. The router matches the 

destination IP address to the best prefix network it has in the FIB. It then 

injects a label and forwards that packet [3]. 

LFIB: Used by the core MPLS routers (which are not ingress and egress 

MPLS routers). They compare the label in the incoming packet with the 

label they have in their LFIB. If a match is found, the routers forward 

that packet based on that match. If not, the packet will be dropped. The 

LFIB is created by the LIB and FIB tables [3]. 

All routers in MPLS domain have both FIB and LFIB tables but only 

edge routers use FIB (ingress router uses FIB, egress router uses LFIB 

and FIB)[3]. 

LIB (Label Information Base) table holds all the labels known to the 

LSR and associated information that could possibly be used to forward 

packets. However, each LSR must choose the best label to use so FIB 

and LFIB contain only labels of best paths. To choose the best label, 

LSRs rely on the routing protocol’s decision about the best route [3]. 
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2.1.2. Basic Concepts of MPLS: 

2.1.2.1. Forwarding Equivalent class  

As a forwarding technology based on classification, MPLS groups 

packets to be forwarded in the same manner into a class called the 

forwarding equivalence class (FEC). That is, packets of the same FEC 

are handled in the same way.  

The classification of FECs is very flexible. It can be based on any 

combination of source address, destination address, source port, 

destination port, protocol type and VPN. In the traditional IP forwarding 

using longest match, all packets to the same destination belongs to the 

same FEC [2]. 

 

2.1.2.2. Label  

A label is a short fixed length identifier for identifying a FEC. A FEC 

may correspond to multiple labels in scenarios where, for example, load 

sharing is required, while a label can only represent a single FEC [6]. 

A label is carried in the header of a packet. It does not contain any 

topology information and is local significant. A label is four octets, or 32 

bits, in length. Figure (2-1)illustrates its format [2]. 

 

 

Figure (2- 1): Format of label 
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A label consists of four fields: 

 Label: Label value of 20 bits. Used as the pointer for forwarding.  

  EXP: For QoS, three bits in length.  

 S: Flag for indicating whether the label is at the bottom of the 

label stack, one bit in length. 1 indicates that the label is at the 

bottom of the label stack. This field is very useful when there are 

multiple levels of MPLS labels.  

 TTL: Time to live (TTL) for the label.  Eight bits in length. This 

field has the same meaning as that for an IP packet.  

 

2.1.2.3. Label Switching Router  

Label switching router (LSR) is a fundamental component on an MPLS 

network. All LSRs support MPLS [2]. 

2.1.2.4. Label Switched Path  

Label switched path (LSP) means the path along which a FEC travels 

through an MPLS network. Along an LSP, two neighboring LSRs are 

called upstream LSR and downstream LSR respectively in Figure (2-

2),R2 is the downstream LSR of R1, while R1 is the upstream LSR of R2 

[2]. 

 Figure (2- 2): Label switch path 
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2.1.2.5. Label Distribution Protocol 

Label Distribution Protocol (LDP) means the protocol used by MPLS for 

control. An LDP has the same functions as a signaling protocol on a 

traditional network. It classifies FECs, distributes labels and establishes 

and maintains LSPs [2]. 

2.1.3. IPv6 

IPv6 is the next generation Internet Protocol (IP) address standard 

intended to supplement and eventually replace IPv4, the protocol most 

Internet services use today. Every computer, mobile phone and any other 

device connected to the Internet needs a numerical IP address in order to 

communicate with other devices.  The original IP address scheme, called 

IPv4, is running out of numbers [6]. 

IP version 6 (IPv6) is a new version of the Internet Protocol, designed as 

the successor to IP version 4 (IPv4). The changes from IPv4 to IPv6 fall 

primarily into the following categories: 

 Expanded Addressing Capabilities: IPv6 increases the IP address 

size from 32 bits to 128 bits, to support more levels of addressing 

hierarchy, a much greater number of addressable nodes, and 

simpler auto-configuration of addresses. The scalability of 

multicast routing is improved by adding a "scope" field to 

multicast addresses. And a new type of address called an "any cast 

address" is defined, used to send a packet to any one of a group of 

nodes [7].  

 Header Format Simplification: Some IPv4 header fields have been 

dropped or made optional, to reduce the common-case processing 
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cost of packet handling and to limit the bandwidth cost of the IPv6 

header [7]. 

 Improved Support for Extensions and Options Changes:  In the 

way IP header options are encoded allows for more efficient 

forwarding, less stringent limits on the length of options, and 

greater flexibility for introducing new options in the future [7]. 

 Flow Labeling Capability: A new capability is added to enable the 

labeling of packets belonging to particular traffic "flows" for 

which the sender requests special handling, such as non-default 

quality of service or "real-time" service [7].  

 Authentication and Privacy Capabilities Extensions to support 

authentication, data integrity, and (optional) data confidentiality 

are specified for IPv6 [7]. 

The service providers and enterprises using MPLS networks may view 

the integration of IPv6 services over an MPLS infrastructure as a normal 

evolution. The MPLS backbone provides the capability to connect 

islands of IPv6 with each other, either by using the existing IPv4 MPLS 

backbone or by partially or fully upgrading the MPLS backbones high 

and requires upgrading the network; transition mechanisms have been 

developed [2]. 

2.1.4. 6PE 

6PE is a technology that allows IPv6 customers to communicate with 

each other over an IPv4 MPLS Provider without any tunnel setup, 

by having the customer IPv6 prefixes using a IPv4-mapped IPv6 address 

as next-hop inside the Provider's network and using IPv4 LSPs between 

the 6PEs[8]. 
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The generic definition of a 6PE is a dual-stack IPv4 and IPv6-enabled 

router, with at least an IPv4 legitimate and routed address in the MPLS 

cloud and identified as a Forwarding Equivalence Class (FEC) with a 

correspondingly allocated and distributed label binding to the rest of the 

network.6PE is typically deployed by ISPs that have MPLS core network 

and (possible) supports MPLS VPN (or other) services [2]. 

6PE uses two labels: 

 The top label is the transport label, which is assigned hop−by−hop 

by the Label Distribution Protocol (LDP) or by MPLS traffic 

engineering (TE). 

 The bottom label is the label assigned by the Border Gateway 

Protocol (BGP) and advertised by the internal BGP (iBGP) 

between the Provider Edge (PE) routers. 

 

When the 6PE was released, a main requirement was that none of the 

MPLS core routers (the P routers) had to be IPv6−aware. That 

requirement drove the need for two labels in the data plane [9].  

But in the other hand 6PE has main disadvantage that customers in the 

network suffer from it, the disadvantage is that 6PE is like having one 

large single routing table. There is no differentiation of customer traffic 

across the core. Customers are not separated from each other as with 

Layer 3 MPLS-based VPNs. 6PE is more like having a big MPLS 

Internet service with global IPv6 routes. This technique can be used for 

commodity IPv6 Internet connectivity for customers. If you are using an 

MPLS service for Internet connectivity, you need to protect your 

perimeter accordingly. If you are using a 6PE service for site-to-site 
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connectivity, you should be filtering traffic going between sites and 

filtering the routes being advertised and received from the service 

provider. You might also want to consider using encryption between 

your sites as an extra measure of security [10]. 

The security implication of using 6PE services is that there is no inherent 

security built into the service [10]. 

2.2. Literature Review 

In RFC3031 authors introduce some of the basic concepts of MPLS and 

describe the general approach to be used, which merges layer 2 and layer 

3 protocol that uses label switching in the core network, thus reduces the 

workout of looking the routing table overhead. MPLS uses label which is 

a short, fixed length, locally significant identifier which is used to 

identify a FEC. The label which is put on a particular packet represents 

the Forwarding Equivalence Class to which that packet is assigned [11].  

In RFC 3272 the author made a comparative analysis of MPLS and Non-

MPLS networks and shows MPLS networks have a better performance 

over traditional IP networks [12].  

In RFC4798 authors explained how to interconnect IPv6 islands over a 

Multiprotocol Label Switching (MPLS)-enabled IPv4 cloud. This 

approach relies on IPv6 Provider Edge routers (6PE), which are Dual 

Stack in order to connect to IPv6 islands and to the MPLS core, which is 

only required to run IPv4 MPLS. The 6PE routers exchange the IPv6 

reachability information transparently over the core using the 

Multiprotocol Border Gateway Protocol (MP-BGP) over IPv4. In doing 

so, the BGP Next Hop field is used to convey the IPv4 address of the 

6PE router so that dynamically established IPv4-signaled MPLS 
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LabelSwitched Paths (LSPs) can be used without explicit tunnel 

Configuration network (VPRN). The configuration and operations of the 

6PE approach is somewhat simpler, since it does not involve all the VPN 

concepts such as Virtual Routing and Forwarding (VRFs) tables [13].  

RFC4027 explain that a VRF is a per-site forwarding table. Every site to 

which the PE router is attached is associated with one of these tables.  A 

particular packet's IP destination address is looked up in a particular 

VRF only if that packet has arrived directly from a site that is associated 

with that table [14].  

In RFC4659 describe a method by which a Service Provider may use its 

packet-switched backbone to provide Virtual Private Network (VPN) 

services for its IPv6 customers. This method reuses, and extends where 

necessary, the "BGP/MPLS IP VPN" method for support of IPv6. In 

BGP/MPLS IP VPN, "Multiprotocol BGP" is used for distributing IPv4 

VPN routes over the service provider backbone, and MPLS is used to 

forward IPv4 VPN packets over the backbone. Also defines an IPv6 

VPN address family and describes the corresponding IPv6 VPN route 

distribution in "Multiprotocol BGP". PEs use "VPN Routing and 

Forwarding tables"(VRFs) to maintain the reachability information and 

forwarding information of each IPv6 VPN separately [15]. 

2.3. Research question 

How to implement the 6VPE approach over MPLS network to provide 

IPV6 VPN services to customers of the network? 
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3. METHODOLOGY 

3.1. Virtual Private Network (VPN): 

VPN (Virtual Private Network) is a private network over the public 

service provider network. Customer can use this technology provided by 

SP (Service Provider) to connect different sites of the company and 

business partner around the world together seamlessly and securely, to 

end users the whole communication process is transparent [16]. 

3.1.1. Types of VPN 

 Remote access VPNs: enables mobile users to establish a 

connection to an organization server by using the 

infrastructure provided by an ISP (Internet Services 

Provider) [16]. 

 Intranet VPNs: provides virtual circuits between 

organization offices over the Internet ،An IP WAN 

infrastructure uses IPsec to create secure traffic tunnels 

across the network [16]. 

 Extranet VPNs: are the same as intranet VPN.  The only 

difference is the users. Extranet VPN are built for users 

such as customers, suppliers, or different organizations over 

the Internet [16]. 

3.1.2. Customer Edge and Provider Edge 

Routers can be attached to each other, or to end systems, in a variety of 

different ways. We will use the term "attachment circuit" to refer 

generally to some such means of attaching to a router.  An attachment 

circuit may be the sort of connection that is usually thought of as a "data 
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link", or it may be a tunnel of some sort; what matters is that it be 

possible for two devices to be network layer peers over the attachment 

circuit [17]. 

Each VPN site must contain one or more Customer Edge (CE) devices. 

Each CE device is attached, via some sort of attachment circuit, to one or 

more Provider Edge (PE) routers [17].  

Routers in the SP's network that do not attach to CE devices are known 

as "P routers". CE devices can be hosts or routers.  In a typical case, a 

site contains one or more routers, some of which are attached to PE 

routers.  The site routers that attach to the PE routers would then be the 

CE devices or "CE routers". CE devices are logically part of a customer's 

VPN. PE and P routers are logically part of the SP's network [17]. 

3.1.3. VPN Routing and Forwarding Tables(VRF’S): 

Each PE router maintains a number of separate forwarding tables.  One 

of the forwarding tables is the "default forwarding table".  The others are 

"VPN Routing and Forwarding tables", or "VRFs"[17]. 

Every PE/CE attachment circuit is associated, by configuration, with one 

or more VRFs. In the simplest case and most typical case, a PE/CE 

attachment circuit is associated with exactly one VRF.  When an IP 

packet is received over a particular attachment circuit, its destination IP 

address is looked up in the associated VRF.  The result of that lookup 

determines how to route the packet. If an IP packet arrives over an 

attachment circuit that is not associated with any VRF, the packet's 

destination address is looked up in the default forwarding table, and the 

packet is routed accordingly.  Packets forwarded according to the default 
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forwarding table include packets from neighbouring P or PE routers, as 

well as packets from customer-facing attachment circuits that have not 

been associated with VRFs [17]. 

3.1.4. The VPN-IPv4 Address Family: 

The BGP Multiprotocol Extensions [BGP-MP] allow BGP to carry 

routes from multiple "address families".  We introduce the notion of the 

"VPN-IPv4 address family".  A VPN-IPv4 address is a 12-byte quantity, 

beginning with an 8-byte Route Distinguisher (RD) and ending with a 4-

byte IPv4 address.  If several VPNs use the same IPv4 address prefix, the 

PEs translate these into unique VPN-IPv4 address prefixes.  This ensures 

that if the same address is used in several different VPNs, it is possible 

for BGP to carry several completely different routes to that address, one 

for each VPN. Since VPN-IPv4 addresses and IPv4 addresses are 

different address families, BGP never treats them as comparable 

addresses [17].  

An RD is simply a number, and it does not contain any inherent 

information; it does not identify the origin of the route or the set of VPNs 

to which the route is to be distributed.  The purpose of the RD is solely to 

allow one to create distinct routes to a common IPv4 address prefix. 

The RDs are structured so that every Service Provider can administer its 

own "numbering space" (i.e., can make its own assignments of RDs), 

without conflicting with the RD assignments made by any other Service 

Provider [17]. 
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3.1.5. Controlling Route Distribution: 

If a PE router is attached to a particular VPN (by being attached 

to a particular CE in that VPN), it learns some of that VPN's IP 

routes from the attached CE router.  Routes learned from a CE 

routing peer over a particular attachment circuit may be installed 

in the VRF associated with that attachment circuit.  Exactly 

which routes are installed in this manner is determined by the 

way in which the PE learns routes from the CE [17].  

 In particular, when the PE and CE are routing protocol peers, this 

is determined by the decision process of the routing protocol; 

these routes are then converted to VPN-IP4 routes, and 

"exported" to BGP.  If there is more than one route to a particular 

VPN-IP4 address prefix, BGP chooses the "best" one, using the 

BGP decision process. That route is then distributed by BGP to 

the set of other PEs that needs to know about it.  At these other 

PEs, BGP will again choose the best route for a particular VPN-

IP4 address prefix. Then the chosen VPN-IP4 routes are 

converted back into IP routes, and "imported" into one or more 

VRFs. Whether they are actually installed in the VRFs depends 

on the decision process of the routing method used between the 

PE and those CEs that are associated with the VRF in question. 

Finally, any route installed in a VRF may be distributed to the 

associated CE routers [17]. 

3.1.6. The Route Target Attribute: 

Every VRF is associated with one or more Route Target (RT) 

attributes. When a VPN-IPv4 route is created (from an IPv4 route 
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that the PE has learned from a CE) by a PE router, it is associated 

with one or more Route Target attributes. These are carried in 

BGP as attributes of the route [17]. 

Any route associated with Route Target (RT) must be distributed 

to every PE router that has a VRF associated with Route Target 

T.  When such a route is received by a PE router, it is eligible to 

be installed in those of the PE's VRFs that are associated with 

Route Target (RT) [17]. 

3.2. 6VPE: 

Cisco System’s 6VPE solution smoothly introduces IPv6 VPN 

service in a scalable way, without any IPv6 addressing 

restrictions. It does not jeopardize a well-controlled service 

provider IPv4 backbone or any customer networks. VPN service 

backbone stability is a key issue for those service providers who 

have recently stabilized their IPv4 infrastructure. For IPv4 VPN 

customers, IPv6 VPN service is exactly the same as MPLS VPN 

for IPv4 [18]. 

The IPv6 MPLS VPN service model is similar to that of IPv4 

MPLS VPNs. Service providers who have already deployed 

MPLS IPv4 VPN services over an IPv4 backbone can deploy 

IPv6 MPLS VPN services over the same IPv4 backbone by 

upgrading the PE router and dual-stack configuration, without 

any change on the core routers. IPv4 services can be provided in 

parallel with IPv6 services. A PE-CE link can be an IPv4 link, an 
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IPv6 link, or a combination of an IPv4 and IPv6 link, as shown in 

Figure(3-1): 

 

Figure (3- 1): Combination of an IPv4 and IPv6 link 

 

IPv6 VPN service is exactly the same as MPLS VPN for IPv4. 

6VPE offers the same architectural features as MPLS VPN for 

IPv4. It offers IPv6 VPN and uses the same components, such as: 

• Multiprotocol BGP (MP-BGP) VPN addresses family. 

• Route distinguishers 

• VPN Routing and Forwarding (VRF) instances 

• Extended community 

• MP-BGP 

The 6VPE router exchanges either IPv4 or IPv6 routing 

information through any of the supported routing protocols, and 
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switches IPv4 and IPv6 traffic using the respective fast switching 

CEF or distributed CEF path over the native IPv4 and IPv6 VRF 

interfaces (It provides logically separate routing table entries for 

VPN member devices). The 6VPE router exchanges reachability 

information with the other 6VPE routers in the MPLS domain 

using Multiprotocol BGP, and shares a common IPv4 routing 

protocol (such as OSPF or IS-IS) with the other P and PE devices 

in the domain. Separate routing tables are maintained for the IPv4 

and IPv6 stacks. A hierarchy of MPLS labels is imposed on an 

incoming customer IPv6 packet at the edge LSR: 

• Outer label (IGP Label) for iBGP next-hop, distributed by 

LDP. 

• Inner label (VPN Label) for the IPv6 prefix, distributed 

by MP-BGP. 

Incoming customer IPv6 packets at the 6VPE VRF interface are 

transparently forwarded inside the service provider’s IPv4 core, 

based on MPLS labels. This eliminates the need to tunnel IPv6 

packets. P routers inside the MPLS core are unaware that they are 

switching IPv6 labeled packets [18]. 

6VPE is a technology that allows IPv6 VPN customers to 

communicate with each other over an IPv4 MPLS Provider 

without any tunnel setup, by having the customer VPNv6 prefixes 

using a v4-mapped IPv6 address as next-hop inside the provider's 

network and using IPv4 LSPs between the 6VPEs[18]. 
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In 6VPE, labels must be exchanged between the 6VPEs for their 

VPNv6 prefixes, which means that the VPNv6 address-family 

must be activated on the IPv4 iBGP session between the 6VPEs. 

6VPE allows you to offer IPv6 within VRFs, and is configured in 

the vpnv6 address family. It's logically the same as vpnv4, except 

that IPv6 addresses are exchanged between vpnv6 peers, not IPv4 

addresses. Send-label is needed for 6PE, as that's how the PE 

routers coordinate their label assignments. Send-community 

extended is needed for 6vPE, as that's how the PE routers 

coordinate their RD/VRF/RT assignments. 6VPE enables to carry 

IPv6 global routes over an MPLS cloud, using vpnv6 BGP 

address family between the PEs [19]. 

Also there are various approaches to control the security of a core 

if the VPN customer cannot or does not want to trust the service 

provider. IPsec from customer-controlled devices is one of them. 

3.3. IPsec (Internet Protocol security) 

Internet Protocol Security (IPsec) is a protocol suite for secure Internet 

Protocol (IP) communications that works by authenticating and 

encrypting each IP packet of a communication session. IPsec includes 

protocols for establishing mutual authentication between agents at the 

beginning of the session and negotiation of cryptographic keys to be used 

during the session. IPsec can be used in protecting data flows between a 

pair of hosts (host-to-host), between a pair of security gateways 

(network-to-network), or between a security gateway and a host 

(network-to-host). Internet Protocol security (IPsec) uses cryptographic 
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security services to protect communications over Internet Protocol (IP) 

networks. IPsec supports network-level peer authentication, data origin 

authentication, data integrity, data confidentiality (encryption), and 

replay protection [20]. 

IPsec is an end-to-end security scheme operating in the Internet Layer of 

the Internet Protocol Suite, while some other Internet security systems in 

widespread use, such as Transport Layer Security (TLS) and Secure 

Shell (SSH), operate in the upper layers at the Transport Layer (TLS) 

and the Application layer (SSH). Hence, only IPsec protects all 

application traffic over an IP network. Applications can be automatically 

secured by IPsec at the IP layer [20]. 

 

3.3.1. Operation modes: 

IPsec can be implemented in a host-to-host transport mode, as well as in 

a network tunneling mode. 

 Transport mode:  

In transport mode, only the payload of the IP packet is usually 

encrypted or authenticated. The routing is intact, since the IP 

header is neither modified nor encrypted; however, when the 

authentication header is used, the IP addresses cannot be modified 

by network address translation, as this always invalidates the hash 

value. The transport and application layers are always secured by a 

hash, so they cannot be modified in any way, for example by 

translating the port numbers [20]. 
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A means to encapsulate IPsec messages for NAT traversal has 

been defined by RFC documents describing the NAT-T 

mechanism. 

 Tunnel mode : 

In tunnel mode, the entire IP packet is encrypted and 

authenticated. It is then encapsulated into a new IP packet with a 

new IP header. Tunnel mode is used to create virtual private 

networks for network-to-network communications (e.g. between 

routers to link sites), host-to-network communications (e.g. remote 

user access) and host-to-host communications (e.g. private chat). 

Tunnel mode supports NAT traversal [20]. 

IPsec is officially standardized by the Internet Engineering Task Force 

(IETF) in a series of Request for Comments documents addressing 

various components and extensions. It specifies the spelling of the 

protocol name to be IPsec [20]. 

3.3.2. Security architecture: 

The IPsec suite is an open standard. IPsec uses the following protocols to 

perform various functions: 

 Authentication Headers (AH) 

Provide connectionless data integrity and data origin authentication for 

IP datagrams and provides protection against replay attacks [20].  

 Encapsulating Security Payloads (ESP): 
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Provide confidentiality, data-origin authentication, connectionless 

integrity, an anti-replay service (a form of partial sequence integrity), 

and limited traffic-flow confidentiality [20]. 

 Security Associations (SA): 

Provide the bundle of algorithms and data that provide the parameters 

necessary for AH and/or ESP operations [20].  

 The Internet Security Association and Key Management 

Protocol (ISAKMP): 

Provides a framework for authentication and key exchange,[ with 

actual authenticated keying material provided either by manual 

configuration with pre-shared keys, Internet Key Exchange (IKE and 

IKEv2), Kerberized Internet Negotiation of Keys (KINK), or 

IPSECKEY DNS records[20]. 

ISAKMP is the negotiation protocol that allows two hosts to agree on 

how to build an IPsec security association. ISAKMP negotiation consists 

of two phases: Phase 1 and Phase 2.   

Phase 1 creates the first tunnel, which protects later ISAKMP negotiation 

messages. Phase 2 creates the tunnel that protects data.  IPSec then 

comes into play to encrypt the data using encryption algorithms and 

provides authentication, encryption and anti-replay services. 
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4. Implementation And Result 
4.1. System tool: 

A lot of tools were used to complete the design but the most importance 

tool is GNS3. 

4.1.1. Graphical Network Simulator (GNS3): 

GNS3 is software use for simulating different virtual devices 

and real devices like routers, switches etc. Gns3 uses real IOS 

software to simulate the different virtual devices. GNS3 is an 

excellent complementary tool to real labs for network 

engineers, administrators and people wanting to study for 

certifications such as Cisco CCNA, CCNP and CCIE. 

4.1.2. Some Supported GNS3 Features: 

 Design of high quality and complex network topologies. 

 Emulation of many Cisco router platforms and PIX firewalls. 

 Simulation of simple Ethernet, ATM and Frame Relay switches. 

 Connection of the simulated network to the real world. 

 Packet capture using Wireshark. 

4.2. System implementation: 

To design our network topology as showing in figure (4-1), we used 

Cisco   (7200) series router and VPC (virtual PC) in GNS3 simulation. 

Cisco 7200 series router has features needed in our design such as 

support MPLS and IPv6. 
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Figure (4- 1): Network Topology 
 

 

4.3. Configuration: 

4.3.1. Routing protocol: 

After IP addresses are taken place in each router, OSPF (Open Short 

Path First) routing protocol was configured to connect the provider's 

core routers. 

 

4.3.2. Configuring MPLS: 

MPLS was configured in all P-P and P-PE links in the provider core 

network. Customer Edge (CE) routers do not run MPLS. 
  

4.3.3. Configuring VRFs: 

In provider edge (PE) routers, we created VRFs (virtual routing 

forwarding) and associated the VRFs with the customer interfaces.  
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To verify the configuration of VRFs:  

 

 

Figure (4- 2): VRFS table 
 

 

4.3.4. MP-BGP on the PE Router: 

We configured multiprotocol BGP (MP-BGP) only in PE routers to be 

able to advertise VRFs routes.  Provider (P) routers run only OSPF 

routing protocol and MPLS to function as a transit router of the core 

network.  

4.3.5. Configuring  OSPF between PE-CE: 

We configured OSPF (Open Short Path First) as routing protocol 

between CE and PE routers to advertise customer site’s routes to PE 

routers. 

4.3.6. Router distribution: 

The last step to adversities customer site routes between customer sites is 

to redistribute OSPF processes into MP-BGP and vise-verse.  

After we followed the pervious steps, end-to-end IPv4 connectivity 

between the CE routers within each VRF (vpnv4) is set up. 

4.3.7. Configuring 6VPE: 

To have end to end IPv6 connectivity between the CE routers within 

each VRF (VPNv6), we configured BGP between PE-CE routers.  
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Figure (4- 3): VPNv6 verification 
 

 

4.3.8. IPsec (Internet Protocol security): 

To complete VPN we configured IPsec in CE routers. 

IPSEC tunnel mode will be configured in CE routers to protect traffic of 

customer’s site. 

4.3.8.1. Configuring IPsec for IPv4 traffic:  

To setup IPsec, ISAKMP needs to be configured. We can configure 

encryption method, hashing algorithm, diffie-hellman group and lifetime 

to be used in phase 1 but we prefer to use default configuration for them. 

Configure IPsec (ISAKMP Phase 2): 

To configure IPsec we need to setup the following in order: 

- Create extended ACL, IPsec Transform and Crypto Map. 

Then we applied crypto map to interface (interface which connect 

customer site to the core network). 
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4.3.8.2. Configuring IPsec for IPv6 traffic: 

For IPv6, we don’t need to setup ISAKMP phase1 again. 

We assigned the key which is used in ISAKMP phase 2, Then 

Configuring IPv6 IPsec VTI on router. To make packets which come 

from customer site go through VTI (virtual tunnel internet), we used 

static routing. 

4.4. Results and discussion: 

This section shows the most relevant information that can use to verify 

the configuration is working properly.  

4.4.1. Results for CEA1: 

CEA1#Show ipv6 route 

The same commands can be used to verify in CEB1, to show route for 

IPv4 and IPv6. 

 

 

Figure (4- 4): IPv6 route of router CEA1 
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Show crypto IPsec sa command to show IPsec security association built 

between CE-CE router: 

 

 

Figure (4- 5): IPsec of ipv6 
 

 

Trace route from CE router to check which path it is used to reach their 
destination: 
 

 

Figure (4- 6): Trace route from CE router 
 

 

 
As showing CE router forwards packet to PE router and because of the 

fact that CE router doesn't have any awareness about what is happening 

in the core, so CE router can't see how packets forward between P 

routers. Also as showing PE router inject two labels before forwards 

packet to P routers, one of them is normal label which P router use to 
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forward packets and other one is VPN label which PE routers use in 

VPN process and P routers don't know anything about it. 

4.4.2. Results of VPCs(virtual PC): 

We used VPCS and assigned IPv4 and IPv6 addresses to them. 

Testing end to end connectivity: 

 

 

Figure (4- 7): Ping from pc1 to pc2 
 

 

 

Figure (4- 8): Ping with ipv6 address from pc1 to pc2 
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5. Conclusion and Recommendation 

5.1. Conclusion  

6VPE is used to provide VPN IPV6 service in IPv4 MPLS core. It is 

considered one of the best solution as it takes the advantages of 

operational MPLS IPV4 infrastructureand also  provides many benefits 

to service provider :- 

 IPv6 Transport with minimal operation cost and risk  – While the 

service providers slowly move their infrastructure to support IPv6, 

they can use their existing IPv4 MPLS infrastructure to support 

IPv6. 

 Address Space, Routing, and Traffic Separation BGP/MPLS 

allows distinct IP VPNs to use the same address space, which can 

also be private address space. This is achieved by adding a 64-bit 

Route Distinguisher (RD) to each IPv4 route, making VPN-unique 

addresses also unique in the MPLS core. Also by using VRF in PE 

routers, routing and traffic separation can be achieved. 

 Hiding of the BGP/MPLS IP VPN Core Infrastructure MPLS does 

not reveal unnecessary information to the outside, not even to 

customer VPNs. 

 IPSEC is used with 6VPE to provide Encryption in case that 

customer s don't trust service provide and MPLS does not imply 

any type of encryption so customer can encrypt their traffic using 

IPSEC in CE router. 
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5.2. Recommendation and future work 

IPv6 Rapid Deployment (6rd)  6rd is a stateless tunneling mechanism 

which allows an Service Provider to rapidly deploy IPv6 in a lightweight 

and secure manner without requiring upgrades to existing IPv4 access 

network infrastructure. While there are a number of methods for carrying 

IPv6 over IPv4, 6rd has been particularly successful due to its stateless 

mode of operation which is lightweight and naturally scalable, resilient, 

and simple to provision. The service provided by 6rd is production 

quality, it "Looks smells and feels like native IPv6" to the customer and 

the Internet at large. 
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Appendix: 
Router CEA1 configuration: 

 
hostname CEA1 

! 

ipv6 unicast-routing 

ipv6 cef 

! 

crypto isakmp policy 1 

authentication pre-share 

crypto isakmp key 6vpe address 197.251.1.42 

crypto isakmp key 6vpe address ipv6 2C0F:FEC8:E100:200::2/56 

crypto isakmp profile profile1 

keyring default 

! 

crypto ipsec transform-set 6vpe esp-aesesp-sha-hmac 

! 

crypto ipsec profile profile1 

set transform-set 6vpe 

! 

crypto map 6vpe 1 ipsec-isakmp 

set peer 197.251.1.42 

set transform-set 6vpe 

match address 100 

!7  

interface Loopback0 

ip address 41.67.0.1 255.255.255.255 



 

 

 !  

interface Tunnel1 

no ip address 

ipv6 address 2012::1/64 

ipv6 enable 

tunnel source 2C0F:FEC8:E100:100::2 

tunnel mode ipsec ipv6 

tunnel destination 2C0F:FEC8:E100:200::2 

tunnel protection ipsec profile profile1 

 !  

interface FastEthernet0/0 

! 

interface GigabitEthernet1/0 

ip address 197.251.1.34 255.255.255.248 

negotiation auto 

ipv6 address 2C0F:FEC8:E100:100::2/56 

crypto map 6vpe 

 !  

interface GigabitEthernet2/0 

ip address 197.251.1.65 255.255.255.248 

negotiation auto 

ipv6 address 2C0F:FEC8:E100:500::1/56 

 !  

router ospf 1 

log-adjacency-changes 

network 197.251.1.0 0.0.0.255 area 0 

! 



 

 

router bgp 100 

no bgp default ipv4-unicast 

bgp log-neighbor-changes 

neighbor 2C0F:FEC8:E100:100::1 remote-as 200 

 !  

address-family ipv4 

no synchronization 

no auto-summary 

exit-address-family 

 !  

address-family ipv6 

network 2C0F:FEC8:E100:100::/56 

network 2C0F:FEC8:E100:500::/56 

neighbor 2C0F:FEC8:E100:100::1 activate 

exit-address-family 

! 

access-list 100 permit ip host 197.251.1.66 host 197.251.1.74 

access-list 101 permit ip any any 

ipv6 route 2C0F:FEC8:E100:600::/56 2012::2 

End 

 
 

Router CEA2 configuration: 
hostname CEA2 

! 

ipv6 unicast-routing 

ipv6 cef 



 

 

! 

crypto isakmp policy 1 

authentication pre-share 

crypto isakmp key 6vpe address 197.251.1.34 

crypto isakmp key 6vpe address ipv6 2C0F:FEC8:E100:100::2/56 

crypto isakmp profile profile1 

keyring default 

match identity address ipv6 2C0F:FEC8:E100:100::2/56 

! 

crypto ipsec transform-set 6vpe esp-aesesp-sha-hmac 

! 

crypto ipsec profile profile1 

set transform-set 6vpe 

! 

crypto map 6vpe 1 ipsec-isakmp 

set peer 197.251.1.34 

set transform-set 6vpe 

match address 100 

! 

interface Loopback0 

ip address 41.67.0.2 255.255.255.255 

 !  

interface Tunnel1 

no ip address 

ipv6 address 2012::2/64 

ipv6 enable 

tunnel source 2C0F:FEC8:E100:200::2 



 

 

tunnel mode ipsec ipv6 

tunnel destination 2C0F:FEC8:E100:100::2 

tunnel protection ipsec profile profile1 

 !  

interface GigabitEthernet1/0 

ip address 197.251.1.42 255.255.255.248 

negotiation auto 

ipv6 address 2C0F:FEC8:E100:200::2/56 

crypto map 6vpe 

 !  

interface GigabitEthernet2/0 

ip address 197.251.1.73 255.255.255.248 

negotiation auto 

ipv6 address 2C0F:FEC8:E100:600::1/56 

! 

router ospf 1 

log-adjacency-changes 

network 197.251.1.0 0.0.0.255 area 0 

! 

router bgp 300 

no bgp default ipv4-unicast 

bgp log-neighbor-changes 

neighbor 2C0F:FEC8:E100:200::1 remote-as 200 

 !  

address-family ipv4 

no synchronization 

no auto-summary 



 

 

exit-address-family 

 !  

address-family ipv6 

network 2C0F:FEC8:E100:200::/56 

network 2C0F:FEC8:E100:600::/56 

neighbor 2C0F:FEC8:E100:200::1 activate 

exit-address-family 

! 

access-list 100 permit ip host 197.251.1.74 host 197.251.1.66 

access-list 101 permit ip any any 

ipv6 route 2C0F:FEC8:E100:500::/56 2012::1 

! 

End 

 
 

Router CEB1 configuration: 
hostname CEB1 

! 

ipv6 unicast-routing 

ipv6 cef 

! 

crypto isakmp policy 1 

authentication pre-share 

crypto isakmp key 6vpe address 197.251.1.58 

! 

! 

crypto ipsec transform-set 6vpe esp-aesesp-sha-hmac 



 

 

! 

crypto map 6vpe 1 ipsec-isakmp 

set peer 197.251.1.58 

set transform-set 6vpe 

match address 100 

! 

interface Loopback0 

ip address 41.67.0.3 255.255.255.255 

! 

interface GigabitEthernet1/0 

ip address 197.251.1.50 255.255.255.248 

negotiation auto 

ipv6 address 2C0F:FEC8:E100:300::2/56 

crypto map 6vpe 

 !  

! 

interface GigabitEthernet2/0 

ip address 197.251.1.81 255.255.255.248 

negotiation auto 

ipv6 address 2C0F:FEC8:E100:700::1/56 

 !  

router ospf 1 

log-adjacency-changes 

network 197.251.1.0 0.0.0.255 area 0 

! 

router bgp 400 

no bgp default ipv4-unicast 



 

 

bgp log-neighbor-changes 

neighbor 2C0F:FEC8:E100:300::1 remote-as 200 

 !  

address-family ipv4 

no synchronization 

no auto-summary 

exit-address-family 

 !  

address-family ipv6 

network 2C0F:FEC8:E100:300::/56 

network 2C0F:FEC8:E100:700::/56 

neighbor 2C0F:FEC8:E100:300::1 activate 

exit-address-family 

! 

ip forward-protocol nd 

! 

access-list 100 permit ip host 197.251.1.82 host 197.251.1.90 

access-list 101 permit ip any any 

! 

control-plane 

! 

End 

 
 

Router CEB2 configuration: 
hostname CEB2 

! 



 

 

ipv6 unicast-routing 

ipv6 cef 

! 

crypto isakmp policy 1 

authentication pre-share 

crypto isakmp key 6vpe address 197.251.1.50 

crypto isakmp key 6vpe address ipv6 2C0F:FEC8:E100:300::2/56 

crypto isakmp profile profile1 

keyring default 

match identity address ipv6 2C0F:FEC8:E100:300::2/56 

! 

crypto ipsec transform-set 6vpe esp-aesesp-sha-hmac 

! 

crypto ipsec profile profile1 

set transform-set 6vpe 

! 

crypto map 6vpe 1 ipsec-isakmp 

set peer 197.251.1.50 

set transform-set 6vpe 

match address 100 

! 

interface Loopback0 

ip address 41.67.0.4 255.255.255.255 

 !  

interface Tunnel1 

no ip address 

ipv6 address 2012::2/64 



 

 

ipv6 enable 

tunnel source 2C0F:FEC8:E100:400::2 

tunnel mode ipsec ipv6 

tunnel destination 2C0F:FEC8:E100:300::2 

tunnel protection ipsec profile profile1 

 !  

interface GigabitEthernet1/0 

ip address 197.251.1.58 255.255.255.248 

negotiation auto 

ipv6 address 2C0F:FEC8:E100:400::2/56 

crypto map 6vpe 

 !  

interface GigabitEthernet2/0 

ip address 197.251.1.89 255.255.255.248 

negotiation auto 

ipv6 address 2C0F:FEC8:E100:800::1/56 

 !  

router ospf 1 

log-adjacency-changes 

network 197.251.1.0 0.0.0.255 area 0 

! 

router bgp 500 

no bgp default ipv4-unicast 

bgp log-neighbor-changes 

neighbor 2C0F:FEC8:E100:400::1 remote-as 200 

 !  

address-family ipv4 



 

 

no synchronization 

no auto-summary 

exit-address-family 

 !  

address-family ipv6 

network 2C0F:FEC8:E100:400::/56 

network 2C0F:FEC8:E100:800::/56 

neighbor 2C0F:FEC8:E100:400::1 activate 

exit-address-family 

access-list 100 permit ip host 197.251.1.90 host 197.251.1.82 

access-list 101 permit ip any any 

ipv6 route 2C0F:FEC8:E100:700::/56 2012::1 

! 

End 

 
 

  



 

 

Router PE1 configuration: 
hostname PE1 

! 

vrf definition CEA1 

rd 200:1 

 !  

address-family ipv4 

route-target export 200:1 

route-target import 200:1 

exit-address-family 

 !  

address-family ipv6 

route-target export 200:1 

route-target import 200:1 

exit-address-family 

! 

vrf definition CEB1 

rd 200:2 

 !  

address-family ipv4 

route-target export 200:2 

route-target import 200:2 

exit-address-family 

 !  

address-family ipv6 

route-target export 200:2 

route-target import 200:2 



 

 

exit-address-family 

! 

ipv6 unicast-routing 

ipv6 cef 

! 

interface Loopback0 

ip address 41.67.0.5 255.255.255.255 

 !  

interface FastEthernet0/0 

no ip address 

shutdown 

duplex half 

 !  

! 

interface GigabitEthernet1/0 

ip address 197.251.1.1 255.255.255.248 

negotiation auto 

mplsip 

 !  

interface GigabitEthernet2/0 

ip address 197.251.1.9 255.255.255.248 

negotiation auto 

mplsip 

 !  

interface GigabitEthernet3/0 

vrf forwarding CEA1 

ip address 197.251.1.33 255.255.255.248 



 

 

negotiation auto 

ipv6 address 2C0F:FEC8:E100:100::1/56 

 !  

interface GigabitEthernet4/0 

vrf forwarding CEB1 

ip address 197.251.1.49 255.255.255.248 

negotiation auto 

ipv6 address 2C0F:FEC8:E100:300::1/56 

 !  

router ospf 2 vrf CEA1 

log-adjacency-changes 

redistribute bgp 200 subnets 

network 197.251.1.33 0.0.0.0 area 0 

! 

router ospf 3 vrf CEB1 

log-adjacency-changes 

redistribute bgp 200 subnets 

network 197.251.1.49 0.0.0.0 area 0 

! 

router ospf 1 

log-adjacency-changes 

network 41.67.0.5 0.0.0.0 area 0 

network 197.251.1.1 0.0.0.0 area 0 

network 197.251.1.9 0.0.0.0 area 0 

! 

router bgp 200 

no synchronization 



 

 

bgp log-neighbor-changes 

neighbor 41.67.0.6 remote-as 200 

neighbor 41.67.0.6 update-source Loopback0 

no auto-summary 

 !  

address-family vpnv4 

neighbor 41.67.0.6 activate 

neighbor 41.67.0.6 send-community extended 

exit-address-family 

 !  

address-family vpnv6 

neighbor 41.67.0.6 activate 

neighbor 41.67.0.6 send-community extended 

exit-address-family 

 !  

address-family ipv4 vrf CEA1 

no synchronization 

redistribute ospf 2 vrf CEA1 

exit-address-family 

 !  

address-family ipv6 vrf CEA1 

redistribute connected 

no synchronization 

neighbor 2C0F:FEC8:E100:100::2 remote-as 100 

neighbor 2C0F:FEC8:E100:100::2 activate 

exit-address-family 

 !  



 

 

address-family ipv4 vrf CEB1 

no synchronization 

redistribute ospf 3 vrf CEB1 

exit-address-family 

 !  

address-family ipv6 vrf CEB1 

redistribute connected 

no synchronization 

neighbor 2C0F:FEC8:E100:300::2 remote-as 400 

neighbor 2C0F:FEC8:E100:300::2 activate 

exit-address-family 

! 

End 

 
 

  



 

 

Router PE2 configuration: 
hostname PE2 

! 

vrf definition CEA2 

rd 200:1 

 !  

address-family ipv4 

route-target export 200:1 

route-target import 200:1 

exit-address-family 

 !  

address-family ipv6 

route-target export 200:1 

route-target import 200:1 

exit-address-family 

! 

vrf definition CEB2 

rd 200:2 

 !  

address-family ipv4 

route-target export 200:2 

route-target import 200:2 

exit-address-family 

 !  

address-family ipv6 

route-target export 200:2 

route-target import 200:2 



 

 

exit-address-family 

! 

ipv6 unicast-routing 

ipv6 cef 

! 

interface Loopback0 

ip address 41.67.0.6 255.255.255.255 

 !  

interface FastEthernet0/0 

no ip address 

shutdown 

duplex half 

 !  

interface GigabitEthernet1/0 

ip address 197.251.1.17 255.255.255.248 

negotiation auto 

mplsip 

 !  

interface GigabitEthernet2/0 

ip address 197.251.1.25 255.255.255.248 

negotiation auto 

mplsip 

 !  

interface GigabitEthernet3/0 

vrf forwarding CEA2 

ip address 197.251.1.41 255.255.255.248 

negotiation auto 



 

 

ipv6 address 2C0F:FEC8:E100:200::1/56 

 !  

interface GigabitEthernet4/0 

vrf forwarding CEB2 

ip address 197.251.1.57 255.255.255.248 

negotiation auto 

ipv6 address 2C0F:FEC8:E100:400::1/56 

 !  

! 

router ospf 2 vrf CEA2 

log-adjacency-changes 

redistribute bgp 200 subnets 

network 197.251.1.41 0.0.0.0 area 0 

! 

router ospf 3 vrf CEB2 

log-adjacency-changes 

redistribute bgp 200 subnets 

network 197.251.1.57 0.0.0.0 area 0 

! 

router ospf 1 

log-adjacency-changes 

network 41.67.0.6 0.0.0.0 area 0 

network 197.251.1.17 0.0.0.0 area 0 

network 197.251.1.25 0.0.0.0 area 0 

! 

router bgp 200 

no synchronization 



 

 

bgp log-neighbor-changes 

neighbor 41.67.0.5 remote-as 200 

neighbor 41.67.0.5 update-source Loopback0 

no auto-summary 

 !  

address-family vpnv4 

neighbor 41.67.0.5 activate 

neighbor 41.67.0.5 send-community extended 

exit-address-family 

 !  

address-family vpnv6 

neighbor 41.67.0.5 activate 

neighbor 41.67.0.5 send-community extended 

exit-address-family 

 !  

address-family ipv4 vrf CEA2 

no synchronization 

redistribute ospf 2 vrf CEA2 

exit-address-family 

 !  

address-family ipv6 vrf CEA2 

redistribute connected 

no synchronization 

neighbor 2C0F:FEC8:E100:200::2 remote-as 300 

neighbor 2C0F:FEC8:E100:200::2 activate 

exit-address-family 

 !  



 

 

address-family ipv4 vrf CEB2 

no synchronization 

redistribute ospf 3 vrf CEB2 

exit-address-family 

 !  

address-family ipv6 vrf CEB2 

redistribute connected 

no synchronization 

neighbor 2C0F:FEC8:E100:400::2 remote-as 500 

neighbor 2C0F:FEC8:E100:400::2 activate 

exit-address-family 

! 

End 

 
 

Router P1 configuration: 
hostname P1 

! 

interface Loopback0 

ip address 41.67.0.7 255.255.255.255 

 !  

interface GigabitEthernet1/0 

ip address 197.251.1.2 255.255.255.248 

negotiation auto 

mplsip 

 !  

interface GigabitEthernet2/0 



 

 

ip address 197.251.1.18 255.255.255.248 

negotiation auto 

mplsip 

! 

router ospf 1 

log-adjacency-changes 

network 41.67.0.7 0.0.0.0 area 0 

network 197.251.1.2 0.0.0.0 area 0 

network 197.251.1.18 0.0.0.0 area 0 

! 

end 

 
 

Router P2 configuration: 
hostname P2 

! 

interface Loopback0 

ip address 41.67.0.8 255.255.255.255 

 !  

interface GigabitEthernet1/0 

ip address 197.251.1.10 255.255.255.248 

negotiation auto 

mplsip 

 !  

interface GigabitEthernet2/0 

ip address 197.251.1.26 255.255.255.248 

negotiation auto 



 

 

mplsip 

 !  

router ospf 1 

log-adjacency-changes 

network 41.67.0.8 0.0.0.0 area 0 

network 197.251.1.10 0.0.0.0 area 0 

network 197.251.1.26 0.0.0.0 area 0 

! 

End 

 
 


