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Chapter 1 

Abel-Tauber Theorems for Fourier Cosine Transforms 

              A similar result for fourier cosine series is obtained as corollary .The latter 
gives an answer to an open problem in Boas book on Fourier series . Application to 

probability distributions and stationary processes are given.               

We show Abel-Tauber theorems for Fourier cosine series and integrals. For example, 
we characterize the asymptotic behavior ݂(ݐ)~ିݐଵ as ݐ → ∞ in term of Fourier cosine 
transform of ݂, where ݂ is a locally integrable, eventually non-increasing function on 
[0,∞) such that lim

௧→ஶ
(ݐ)݂ = 0. 

To state our results, we recall and introduce some notation. We denote by ܴ଴ the 
whole class of slowly varying functions at infinity; that is, ܴ଴ is the class of positive 
measurable ݈, defined on some neighborhood of infinity, satisfying 

ߣ∀ > 0, lim
௫→ஶ

(ݔ)݈/(ݔߣ)݈ = 1. 

For ݈ ∈ ܴ଴, the class Π௟ is the class of measurable g, defined on some neighborhood of 
infinity, satisfying 

ߣ∀ ≥ 1, lim
௫→ஶ

{g(ݔߣ) − g(ݔ)}/݈(ݔ) = ܿ log  ߣ

for some constant ܿ called the ݈-index of g. It is useful to name the class of functions of 
which we define the Fourier cosine transforms. The function ݂: [0,∞) → ℝ belongs to 
୪୭ୡܦ
ଵ [0,∞) if it is locally integrable and eventually non-increasing on [0,∞), lim

௧→ஶ
(ݐ)݂ =

0. For ݂ ∈ ୪୭ୡܦ
ଵ [0,∞), we define the Fourier cosine transform ܨ௖ of ݂ by 

(ߦ)௖ܨ = න (ݐ)݂ cos ݐ ݐ݀
ஶି

଴
(0 < ߦ < ∞),                                     (1) 

where we write ∫ஶି଴  to denote an improper integral obtained from ∫ெ௔  by letting 
ܯ ↑ ∞. Since the improper integral on the right converges uniformly on each (ߝ,∞) 
with ߝ > ௖ܨ,0  is a continuous function on (0,∞) . 

Here are the main theorems of this section: 

Theorem (1.1)[1]:  Let 0 < ߙ < 1, ݐ ∈ ܴ଴ and ݂ ∈ ୪୭ୡܦ
ଵ [0,∞). Let ܨ௖  be the Fourier 

cosine transform of ݂. Then the following are equivalent: 
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ݐ)(ݐ)ఈ݈ିݐ~(ݐ)݂                                                                → ∞),                                        (2) 

Γ(1(ߦ/1)݈(ଵିఈ)ିߦ~(ߦ)௖ܨ − (ߙ sin(2/ߙߨ) ߦ) → 0 +).             (3) 

We consider Theorem (1.1) (Theorem (1.5) resp.) to be an analogue of Theorem (1.1) 
for the boundary case ߙ = ߙ) 1 = 0 resp.). From Theorems (1.2) and (1.5), we see that 
the case ߙ = 0,1 are critical ones for Fourier cosine transforms, and that they require Π-
variation for their characterizations. 

For absolutely convergent integral transforms like Laplace transforms, there already 
exist Abel-Tauber theorems which involve Π-variation. See de Hann , and Bingham and 
Teugels  as well as Bingham et al. Our Theorems (1.2) and (1.5) are different from the 
previous works in that they involve both Π-variation and improper integrals. 

We have the inversion formula for Fourier cosine transforms. but the integral which 
appears in the formulas in improper. So it is difficult to make direct use of it to prove the 
Tauberian implications such as (5)⟹(4), and (17)⟹(18). The key the proofs is to 
reduce the problem to a completely monotone ݂. We use this method in the proofs of 
Theorem (1.2) and (1.5). We will prove Theorem (1.3) as a corollary of Theorem (1.2). 

The plan of this section is as follows: we prove Theorems (1.2) and (1.3), we prove 
Theorem (1.2). we apply Theorem (1.2) and (1.5) to the tail behavior of probability 
distribution. Finally we apply Theorems (1.2) and (1.5) to stationary processes.  

Theorem (1.2)[1]: Let ݐ ∈ ܴ଴ and ݂ ∈ ୪୭ୡܦ
ଵ [0,∞). Let ܨ௖ be the Fourier cosine 

transform of ݂. Then the following are equivalent:  

ݐ)(ݐ)ଵ݈ିݐ~(ݐ)݂                                                           → ∞),                                             (4) 

௖(1/⋅)ܨ ∈ Π௧with ݈ − index 1.                                            (5) 

Proof : Step 1: Choose ܯ > 0 so larg that ݂ is non-increasing on [ܯ,∞). Set  

݂ெ(ݐ) = ൜
(ܯ)݂ (0 ≤ ݐ < ,(ܯ
(ݐ)݂ ܯ) ≤ ݐ < ∞). 

Let ܨ௖ெ be the Fourier cosine transform of ݂ெ: 

(ߦ)௖ெܨ = න ݂ெ(ݐ) cos ݐ ݐ݀ ߦ
ஶି

଴
ߦ) > 0). 

Then, for any ߣ > 1, 
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ห{ܨ௖ெ(1/ݔߣ) − {(ݔ/1)௖ெܨ − ൛ܨ௖ (ݔߣ/1) − ௖ܨ  (ݔ)݈/ൟห(ݔ/1)

=
1
(ݔ)݈ ቤන

(ܯ)݂} − (ݔߣ/ݐ)cos}{(ݐ)݂ − cos(ݔ/ݐ)}݀ݐ
ெ

଴
ቤ 

≤
(1 − (ଵିߣ
(ݔ)݈ݔ න (ܯ)݂|ݐ − ݐ݀|(ݐ)݂

ெ

଴
→ ݔ)0 → ∞), 

whence(3) holds if and only if ܨ௖ெ(1 ⋅) ∈ Π௟ with ݈-index 1. Thus we may assume that ݂ 
is finite and non-increasing on [0,∞). 

First we prove that the Abelian implication (4)⟹(5),  

(ݔ/1)௖ܨ − න ݐ݀(ݐ)݂
ெ

଴
~ − ݔ)(ݔ)݈ߛ → ∞), 

where ߛ is Euler’s constant. ∫ ௫ݐ݀(ݐ)݂
଴ ∈ Π௟in ݔ with ݈-index 1. So for any ߣ ≥ 1, 

(ݔߣ/1)௖ܨ − (ݔ/1)௖ܨ
(ݔ)݈

=
(ݔߣ/1)௖ܨ − ∫ ఒ௫ݐ݀(ݐ)݂

଴
(ݔ)݈ +

∫ ఒ௫ݐ݀(ݐ)݂
଴ − ∫ ௫ݐ݀(ݐ)݂

଴
(ݔ)݈ߨ

−
(ݔ/1)௖ܨ − ∫ ௫ݐ݀(ݐ)݂

଴
(ݔ)݈ → log ߣ ݔ) → ∞), 

whence(5). 

Step 2: By the second mean-value theorem for integrals, ܨߦ௖(ߦ) is bounded on 
(0,∞).  (5)implies |ܨ௖(1/⋅)| ∈ ܴ଴, and so ܨ௖(⋅) ∈ ୪୭ୡܮ

ଵ [0,∞). Then we give 

ଵ/ଶනିݐ ݑ݀(ݑ)݂
௧

଴
=

2
ߨ
න

(ߦ)௖ܨ
ଵ/ଶߦ ⋅

sin ߦݐ
ଵ/ଶ(ߦݐ) ߦ݀

ஶ

଴
ݐ) > 0).                  (6) 

  Since ିݐଵ/ଶ sin  is integrable over (0,∞), we (ߦ)௖ܨଵ/ଶିߦ is bounded on (0,∞) and ݐ
have dominated convergence, as ݐ → ∞, in (6), and so 

lim
௧→ஶ

ଵ/ଶනିݐ ݑ݀(ݑ)݂
௧

଴
= 0. 

Therefore, integrating by parts, 
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න ݐ/ݐ݀(ݐ)݂
ஶ

ଵ
= න ቆିݐଵ/ଶන ݑ݀(ݑ)݂

௧

ଵ
ቇ ݐଷ/ଶ݀ିݐ

ஶ

ଵ
< ∞. 

Step 3: We define a measure ߪ on (0,∞) by 

(ߣ݀)ߪ =  .ߣ/ߣ݀ (ߣ/1)݂(ߣ)(଴,ଵ)ܫ

Then ߪ is finite because 

(∞,0)ߪ = න ߣ/ߣ݀(ߣ/1)݂
ଵ

଴
= න ݐ/ݐ݀(ݐ)݂

ஶ

ଵ
< ∞. 

We set 

                                                        g(ݐ) = න ݁ି௧ఒ(ߣ݀)ߪ
ஶ

଴
ݐ) ≥ 0).                                    (7) 

Then g is finite and non-increasing on [0,∞), lim
௧→ஶ

g(ݐ) = 0. Since log{(ݔ)݂ݔ} is slowly 

increasing, by Karamata’s theorem, (1.1) is equivalent to 

                                                               g(ݐ)~ିݐଵ݈(ݐ)(ݐ → ∞).                                             (8) 

Let ܩ௖ be the Fourier cosine transform of g: 

(ߦ)௖ܩ = න g(ݐ) cos ߦ݀ ߦݐ
ஶି

଴
ߦ) > 0). 

Then for ߦ > 0, 

(ߦ)௖ܩ = න
ߣ

ଶߣ + ଶߦ
(ߣ݀)ߪ

ஶ

଴
= න

(ݐ)݂
1 + ଶߦଶݐ

ݐ݀
ஶ

଴
−න

(ݐ)݂
1 + ଶߦଶݐ

ݐ݀
ଵ

଴
. 

Since 

1
1 + ଶߦଶݐ

= න ଵ݁ି௨/కିߦ cos ݐݑ ݑ݀
ஶ

଴
ݐ) > 0, ߦ > 0),                  (9) 

න
(ݐ)݂

1 + ଶߦଶݐ
ݐ݀

ஶ

଴
= න ݑ݀(ݑ)௖ܨଵ݁ି௨/కିߦ

ஶ

଴
ߦ) > 0). 

Hence, for any ߣ > 1and ݔ > 0, 
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(ݔߣ/1)௖ܩ − (ݔ/1)௖ܩ
(ݔ)݈

= න
(ݔߣ/1)௖ܨ − (ݔ/ݑ)௖ܨ

(ݔ)݈ ݁ି௨݀ݑ
ஶ

଴

−
(1 − (ଶିߣ
(ݔ)ଶ݈ݔ න

(ݐ)ଶ݂ݐ
{1 + ଶ}{1(ݔ/ݐ) + ݐ݀{ଶ(ݔߣ/ݐ)

ଵ

଴
.                                          (10) 

The second term on the right clearly tends to zero as ݔ → ∞. Now since ܨ௖(ߦ) → 0 as 
ߦ →  ௖(1/⋅) can be extended to a continuous function on [0,∞). Therefore  we haveܨ,∞
dominated convergence, as ݔ → ∞, in the first term on the right, so it converges to log  .ߣ
Thus (5) implies 

௖(1/⋅)ܩ ∈ Π௧with ݈ − index 1.                                          (11) 

Therefore, in order to prove (5)⟹(8). 

Step 4: 

g(ݐ)
2
ߨ
න (ߦ)௖ܩ cos ߦݐ ߦ݀
ஶି

଴
ݐ) > 0). 

Since ܩߦ௖(ߦ) is bounded on (0,∞),  

lim
క→ஶ

(ߦ)௖ܩ sin ߦݐ = 0, 

while, by (11) 

lim
క→ஶ

(ߦ)௖ܩ sin ߦݐ = 0. 

So, integrating by parts,  

(ݐ)gݐ                                              = න ݑ݀(ݑݐ)ܮ(ݑ)݇
ஶି

଴ା
ݐ) > 0),                                   (12) 

where ∫ lim
ఌ↓଴

∫௔ఌ
௔
଴ା , and 

(ݐ)݇ =
2
ߨ
⋅

sin(1/ݐ)
ݐ

ݐ) > 0), 

(ݐ)ܮ = ௖(1ܩ}ݐ ⁄ݐ )}ᇱ(ݐ > 0). 

From  
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(ݐ/1)௖ܩ = න
ߣ

ଶߣ) + ߪ(ଶିݐ
(ߣ݀)

ஶ

଴
ݐ) > 0), 

we get 

ᇱ{(ݐ/1)௖ܩ} =
2
ଷݐ
න

ߣ
ଶߣ) + ଶ)ଶିݐ ߪ

(ߣ݀)
ஶ

଴
ݐ) > 0). 

So log{ܩ௖(1/ݐ)}ᇱ is slowly decreasing, (11) implies (ݐ)݈~(ݐ)ܮas ݐ → ∞, 

Now we have 

(ݐ)ܮ = ଶනݐ2
ߣ

(1 + ଶ)ଶߣଶݐ ߪ
(ߣ݀)

ஶ

଴
ݐ) > 0). 

We set (0)ܮ = 0. Then we easily see that ܮ ∈  is locally of ܮ ,ଵ[0,∞); in particularܥ
bounded variation on [0,∞). We define two positive, non-decreasing functions ߶ଵ,߶ଶ 
by 

߶ଵ(ݐ) = ݐ)ଶݐ2 > 0),                                                  

߶ଶ(ݐ) = 1 ቊන
ߣ

(1 + ଶߣଶݐ +)ଶ ߪ
(ߣ݀)

ஶ

଴
ቋൗ ݐ) > 0). 

Then we have 

߶௜(2ݐ) = ܱ൫߶௜(ݐ)൯(݅ = ݐ)(1,2 → ∞), 

(ݐ)ܮ = ߶ଵ(ݐ)߶ଶ(ݐ)(ݐ > 0),          

Therefore, by the Quasi-Monotonicity Theorem (see [1]), ܮ is quasi-monotone; that is, 
for some ߜ > 0, 

න |(ݑ)ܮ݀|ఋݑ
௧

଴
= ܱ ቀݐఋ(ݐ)ܮቁ ݐ) → ∞), 

where|݀(ݑ)ܮ| is the variation measure of ܮ. Since  

න ݑ݀ (ݑ)݇
ஶ

௧
= ݐ)(ݐ/1)ܱ → ∞), 

න ݑ݀ (ݑ)݇
௧

଴ା
= ݐ)(ݐ)ܱ → 0 +), 
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by applying the theorem of Bojanic and Karamata (see [1] ) to (12) we obtain 

ݐ)(ݐ)݈~(ݐ)gݐ → ∞), 

whence(8). This completes the proof. 

Theorem (1.3)[1]: Let ݐ ∈ ܴ଴. Suppose that the real sequence {ܽ௡} is eventually non-
increasing, and tends to 0 as ݊ → ∞. We set 

ොܽ௖(ߦ) = ෍ܽ௡ cos ߦ݊
ஶ

௡ୀ଴

(0 < ߦ <  (13)                                   .(ߨ2

Then the following are equivalent: 

ܽ௡~݊ିଵ݈(݊)(݊ → ∞),                                           (14) 

ොܽ௖(1/⋅) ∈ Π௟with ݈ − index 1.                                        (15) 

Let ܭ be a positive constant. If we see ݈(ݐ) ≡  in Theorem (1.3), then we obtain an ܭ
answer to an open problem in Boas . 

Now we recall the Abel-Tauber theorem of Pitman , and Soni and Soni , which is 
closely related to Theorems (1.1.1) and (1.1.2). 

Proof : We set 

(ݐ)݂ = ቐ
2ܽ଴ ቀ0 ≤ ݐ ≤ ଵ

ଶቁ,                                      

ܽ௡ ቀ݊ − ଵ
ଶ < ݐ ≤ ݊ + ଵ

ଶ,݊ = 1,2, … ቁ .
 

Let ܨ௖ be the Fourier cosine transformof ݂. Then  

(ߦ)௖ܨ =
sin(2/ߦ)

(2/ߦ) ොܽ௖(0 < ߦ <  (16)                                      .(ߨ2

By (16) and [1], we easily see that (15) holds if and only if ܨ௖(1/⋅) ∈ Π௟ with ݈-index 1. 
Therefore, by Theorem (1.1), we obtain the theorem. 

To prove Theorem (1.2), we need the following version of the Abel-Tauber theorem 
of de Haan . 

Theorem (1.4)[1]: (A Version of de Haan’s Abel Tauber Theorem) Let ݈ ∈ ܴ଴ and 
ܿ ≥ 0. Let ܷ be a non-decreasing right-continuous function on [0,∞). Assume its 
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Laplace-Stieltjes transform ෡ܷ(ݏ) ≔ ∫ ݁ି௦ఒܷ݀(ߣ)[଴,ஶ)  is finite for any ݏ > 0. Then the 
following are equivalent: 

(݅) ܷ(1/⋅) ∈ Π௟with݈- index – ܿ, 

(݅݅) ෡ܷ ∈ Π௟with݈-index – ܿ. 

The proof of Theorem 3.1 is almost the same as that of(see[1]). 

Theorem (1.5)[1]: Let ݐ ∈ ܴ଴ and ݂ ∈ ୪୭ୡܦ
ଵ [0,∞). Let ܨ௖ be the Fourier cosine 

transform of݂. Then  

(ߦ/1)ଵ݈ିߦ~(ߦ)௖ܨ
ߨ
2

ߦ) → 0 +)                                 (17) 

implies 

                                                           ݂ ∈ Π௟with ݈ − index − 1.                                            (18) 

Conversely, if ܨ௖  is non-negative and non-increasing in a neighborhood of zero, then 
(18) implies (17). 

We note that in Theorem (1.1) the Abelian implication (4) ⟹ (5) is essentially due to 
Pitman . 

The analogue of Theorem (1.1) for Fourier cosine series is 

Proof: In the same way as the proof of Theorem (1.1), we mau assume that ݂ is finite, 
positive, and non-increasing on [0,∞). We may also assume that ݂ is left-continuous. 
We set ܷ(ߣ) = ߣ for(ߣ/1)݂ > 0, and ܷ(0) = 0. Then ܷ is a finite, non-decreasing, and 
right-continuous function on [0,∞) . We define a finite measure ߪ on [0,∞) by 

(ߣ݀)ߪ =  .(ߣ)ܷ݀

We define g by (7). Then, by Theorem 3.1, (18) holds if and only if 

g ∈ Π௧with ݈ − index − 1.                                              (19) 

Let ܩ௖ be the Fourier cosine transform of g. Then integration by parts yields, for any 
ߦ > 0, 

(ߦ)௖ܩ = න
ߣ

ଶߣ + ଶߦ
(ߣ݀)ߪ

ஶ

଴
= න

1 − ଶߦଶݐ

(1 + ଶ)ଶߦଶݐ ݂
ݐ݀(ݐ)

ஶ

଴
. 
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By (9), 

1 − ଶߦଶݐ

(1 + ଶ)ଶߦଶݐ =
߲
ݐ߲
൬

ݐ
1 + ଶߦଶݐ

൰ = න ௨/కି݁ݑଶିߦ cosݐݑ ݑ݀ 
ஶ

଴
ݐ) > 0, ߦ > 0), 

whence[see[1]] gives 

(ߦ)௖ܩ = ଶනିߦ ௨/కି݁ݑ(ݑ)௖ܨ ݑ݀ 
ஶ

଴
ߦ) > 0).                              (20) 

Since ܨݑ௖(ݑ) is bounded on (0,∞), (17) implies 

(ߦ/1)ଵ݈ିߦ~(ߦ)௖ܩ
ߨ
2

ߦ) → 0 +).                                     (21) 

Therefore, in order to prove (17)⟹(18),it is enough to prove (21)⟹(19). 

By the representation 

−g(ݐ) = න ݁ି௧ఒ(ߣ݀)ߪߣ
ஶ

଴
ݐ) > 0), 

we see that – ġ is locally integrable and non-increasing on [0,∞), lim
௧→ஶ

ġ(ݐ) = 0. 

Therefore, by de Haan’s theorem (see [1]), (5) is equivalent to 

                                                      −g(ݐ)~ିݐଵ݈(ݐ)(ݐ → ∞).                                                (22) 

Now integration by parts yields 

(ߦ)௖ܩߦ = න {−g(ݐ)} sin ߦݐ ݐ݀
ஶି

଴
ߦ) > 0). 

So by [see[1]], (21) and (22) are equivalent. Thus (17)⟹(18). 

Finally, if ܨ௖  is non-negative and non-increasing in a neighborhood of 0, then, by 
Karamata’sTauberian theorem (21) conversely implies (17), whence (18)⟹(17). This 
completes the proof. 

Let ܺ be a real random variable defined on a probability space (Ω,F ,ܲ). We define 
the tail difference ܦ of ܺ by 

(ݔ)ܦ = ܲ(ܺ > (ݔ − ܲ(ܺ ≤ ݔ)(ݔ− ≥ 0). 

Let ܸ be the imaginary part of the characteristic function of ܺ: 



10 
 

(ߦ)ܸ = sin]ܧ ߦ)[ܺߦ ∈ ℝ). 

Then we have 

(ߦ)ܸ
ߦ

= න (ݔ)ܦ cos ݔ݀ ݔߦ
ஶି

଴
ߦ) > 0). 

Therefore, by Theorems (1.1.1) and (1.1.2), we obtain the following theorem: 

Theorem (1.6)[1]: Let ݈ ∈ ܴ଴. Assume that ܦ is eventually non-increasing on [0,∞). 
Then 

ݔas(ݔ)ଵ݈ିݔ~(ݔ)ܦ      (݅) → ∞ if and only if ܨ(ݔ/1)ܸݔ௖ ∈ Π௟ in ݔ with ݈-index 1. 

(ii) If  

(ߦ/1)݈~(ߦ)ܸ                                                        
ߨ
2

ߦ) → 0 +),                               (23) 

then 

ܦ ∈ Π௧with ݈ − index 1.                                            (24) 

Conversely, if ିߦଵܸ(ߦ) is non-negative and non-increasing in ߦ in a neighborhood of 
0, then (24) implies (23) 

In this section, we apply Theorems (1.1) and (1.2) to stationary processes. Let ܺ =
:(ݐ)ܺ) ݐ ∈ ℝ) be a real, weakly stationary process with zero expectation, and let ܴ be 
the correlation function of ܺ:ܴ(ݐ) = ݐ ൯for(0)ܺ(ݐ)൫ܺܧ ∈ ℝ. Let ߤ௫ be the spectral 
measure of ܺ:ܴ(ݐ) = ∫ ݁ି௜௧కߤ௫(݀ߦ)ஶ

ିஶ for ݐ ∈ ℝ. If ߤ௫ is absolutely continuous with 
respect to the Lebesgue measure ݀ߦ, then we call the density ∆ the spectral density of 
ܺ: (ߦ)௫ߤ =  The spectral density ∆ is non-negative, even, and integrable .ߦ݀(ߦ)∆
function on ℝ. 

Proposition (1.7)[1]: Assume that the correlation function ܴ is eventually monotone on 
[0,∞), lim

௧→ஶ
(ݐ)ܴ = 0. Then the spectral measure of ܺ is absolutely continuous with 

respect to the Lebesgue measure, and the spectral density ∆ is given by 

(ߦ)∆                                                    =
1
ߨ
න (ݐ)ܴ cos ݐ݀ ߦݐ
ஶି

଴
ݐ) ∈ ℝ).                           (25) 
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Proof: By the assumption, ܴ is even,continuous, and either eventually non-negative and 
non-increasing, or eventually non-positive and non-decreasing. By Lévy’s inversion 
formula, if ܽ and ܾ are continuity points of ߤ௫ such that 0 < ܽ < ܾ, then 

,ܽ)௫ߤ ܾ) = lim
ெ→ஶ

1
ߨ2

න
݁௜௧௕ − ݁௜௧௔

ݐ݅

ெ

ିெ
= (ܾ)ܨ −  ,(ܽ)ܨ

where 

(ߦ)ܨ ≔
1
ߨ
න

(ݐ)ܴ
ݐ

sin ݐ݀ ݐߦ
ஶି

଴
ߦ) > 0). 

Since the improper integral ∫ (ݐ)ܴ cos ݐߦ ஶିݐ݀ 
଴  converges uniformly in ߦ >  for any ߝ

ߝ > 0, the function ܨ is of ܥଵ-class in (0,∞) and satisfies 

(ߦ)ᇱܨ =
1
ߨ
න (ݐ)ܴ cos ݐ݀ ݐߦ
ஶି

଴
ߦ) > 0). 

Therefore ߤ௫ is absolutely continuous in (0,∞), and the density there is equal to the 
derivative ܨᇱ. If we put ∆(ߦ) ≔ ߦ for(ߦ)ᇱܨ > 0, then we obtain  

(ݐ)ܴ = ௫{0}ߤ + 2න (ߦ)∆ cos ߦ݀ ݐߦ
ஶି

଴
ݐ) ∈ ℝ). 

By the Riemann-Lebesgue Lemma, the second term on the right converges to zero as 
ݐ → ∞, so that ߤ௫{0} = 0. This completes the proof. 

By Proposition (1.7), and Theorems (1.1) and (1.2), we immediately obtain the 
following theorem: 

Theorem (1.8)[1]: Let ݈ ∈ ܴ଴. Assume that the correlation function ܴ is eventually non-
increasing on [0,∞), lim

௧→ஶ
(ݐ)ܴ = 0. Then 

ݐas(ݐ)ଵ݈ିݐ~(ݐ)ܴ      (݅) → ∞ if and only if ∆(1/⋅) ∈ Π௟ with ݈-index ିߨଵ. 

(ii) If  

(ߦ/1)ଵିߦ~(ߦ)∆                                                        
1
2

ߦ) → 0 +),                        (26) 

then 

ܴ ∈ Π௧with ݈ − index 1.                                            (27) 

Conversely, if ∆ is non-increasing in a neighborhood of 0, the (27) implies (26). 


