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Abstract 
  We give the global and Strichartz estimates for the Schr̈݋dinger maximal operators, 
end point maximal and the local smoothing  estimates for Schr̈݋dinger equation. The 
singular continuous and pure point spectrum of self-adjoint extensions and 
Laplaceians of fractul graphs are shown with the spectral Localization in the 
hierarchical Anderson model. The radial positive definite function with bases of 
subspaces, property of x-positive definiteness, general Cwikel-Lieb-Rozenblum and 
Lieb-Thirring inequalities are investigated. The space time estimates and the negative 
spectrum of the three dimentional hierarchical Schr̈݋dinger operaters with pure point 
spectrum interactions are discussed.   
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  الخلاصة
 ؛ لاجل المؤثرات الاعظمیة لشرودنجر واعظمیة النقطة الاخیرةزالعالمیة وستریشارتاعطینا التقدیرات    

وتقدیرات الملسان الموضعي لمعادلة شرودنجر . اوضحنا الاستمراریة الشاذة وطیف النقطة البحت , لتمدیدات 

رارشیكال اندرسون. ج ھیذالذاتي واللابلسینات والبیانات الكسریة مع الموضوعیة الطیفیة في نمو ـــالمرافق 

الموجبة   ــ  xتمت مناقشة الدالة المحددة الموجبة الاحادیة مع الاساس للفضاء الجزئي والخاصیة المحددة 

ثیرنج.درسنا تقدیرات زمان المكان والطیف السالب لمؤثرات  –روزنبلم و لیب  –لیب  –ومتباینات سویكل 

  طیف النقطة البحت.ھیرارشیكال شرودنجر للابعاد الثلاثة مع تدخلات 
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Introduction 

 
In higher dimensions, we show that sup

௧
ห݁௜௧∆݂หand sup

଴ழ௧ழଵ
ห݁௜௧∆݂ห are bounded from ܪ௦(ܴ௡) to 

ݏ ௤(ܴ௡) only ifܮ ≥ భ
మ−

భ
మ(೙శభ).We also show that the Schrödinger maximal operator sup

଴ழ௧ழଵ
ห݁௜௧∆݂หis 

bounded fromܪ௦(ܴ௡) toܮ௟௢௖ଶ (ܴ௡)whenݏ >  ଶ(ܴ௡)ܮ ௦(ܴ௡) toܪ଴ if and only if it is bounded fromݏ
when ݏ > ଴. A corollary isthatݏ2 sup

଴ழ௧ழଵ
ห݁௜௧∆݂หis bounded fromܪ௦(ܴଶ) to ܮଶ(ܴଶ)when s >3/4. 

 
When n = 2, we unconditionally improve the rangefor which the mixed norm estimates hold.We 
shall show that a symmetric operator with infinite deficiency indices and some gap has self-adjoint 
extensions with non-empty singular continuous spectrum. 
 
We establish the pure point spectrum of Laplacians o two point self-similar fractal graph.We show 
that a large class of hierarchical Anderson models withspectral dimension݀ ≥ 2 has only pure point 
spectrum. 
 
We strengthen the fixed time estimates due to Fefferman and Stein, and Miyachi. As anessential 
tool we establish sharpܮ௣  space-time estimates (local in time) for the samerange of p.We show 
mixed norm space-time estimates for solutions of the Schrodingerequation, with initial data inܮ௣  
Sobolev (or Besov) spaces, and clarify the relation withadjoint restriction. 
 
A number of results on radial positive definite functions onܴ௡ related to Schoenberg’s integral 
representationtheorem are obtained. They are applied to the study of spectral properties of self-
adjoint realizationsof two- and three-dimensional Schrödinger operators with countably many point 
interactions. 
 
These classical inequalities allow one to estimate the number of negative eigen-values and the sums 
ܵఊ =  ௜|ఊ for a wide class of Schrodinger operators. We provide a detailed proof of theseߛ|∑
inequalities for operators on functions in metric spaces using the classical Lieb approach based on 
the Kac-Feynman formula. The main goal is a new set of examples which include perturbations of 
the Anderson operator, operators on free, nilpotent and solvable groups, operators on quantum 
graphs, Markov processes with independent increments. Since the spectral dimension of the 
operator under consideration can be an arbitrary positive number, the model allows a continuous 
phase transitionfrom recurrent to transient underlying Markov process. This transition is also 
studied. 
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Chapter 1  
Global and Local Smoothing Estimates 

The Schrödinger equation, ߲݅௧ݑ + ݑ∆ = 0, in ܴ௡ାଵ, with initial datum f contained in a Sobolev 
space ܪ௦(ܴ௡), has solution ݁௜௧∆݂. We give sharp conditions under which sup

௧
ห݁௜௧∆݂หisbounded from 

௤(ܴ) for all q, and give sharp conditions under which supܮ௦(ܴ)toܪ
଴ழ௧ழଵ

ห݁௜௧∆݂หis bounded from ܪ௦(ܴ) 

to ܮ௤(ܴ) for allݍ ≠ 2.We show that the Schrödinger operator݁௜௧∆ is bounded from ܹఈ,௤(ܴ௡)to 

௤(ܴ௡ܮ × [0, 1])for allߙ > 2݊ ቀభమ−
భ
೜ቁ −

మ
೜andݍ ≥ 2 + ర

(೙శభ). this is almost sharp with respect to the 
Sobolev index. 
 
Section (1.1): Schrödinger Maximal Operator and Global Estimates:  
The Schrödinger equation, ߲݅௧ݑ + ݑ∆ = 0, in ܴ௡ାଵ, with initial datum f contained in a Sobolev 
space ܪ௦(ܴ௡), has solution ݁௜௧∆݂which can be formally written as 

݁௜௧∆݂(ݔ) = න መ݂(ߦ)݁ଶగ௜൫௫∙కିଶగ௧|క|మ൯݀ߦ .                                          (1) 

We will consider the Schrödinger maximal operators ܵ∗and ܵ∗∗, defined by 
ܵ∗݂ = sup

଴ழ௧ழଵ
ห݁௜௧∆݂ห andܵ∗∗݂ = sup

௧∈ோ
ห݁௜௧∆݂ห . 

The minimal regularity of ݂under which ݁௜௧∆݂converges almost everywhere to ݂, as ݐtends to zero, 
has been studied extensively. By standard arguments, the problem reduces to the minimal value of s 
for which 

‖ܵ∗݂‖௅೜(஻೙) ≤  ௡,௤,௦‖݂‖ுೞ(ோ೙)                                               (2)ܥ
holds, where ܤ௡is the unit ball in ܴ௡. 
In two dimensions, that is one spatial dimension, Carleson [4] (see also [10]) showed that (2) holds 
when ݏ ≥ 1/4. Dahlberg and Kenig [6] showed that this is sharp in the sense that it is not true when 
ݏ < 1/4. 
In three dimensions, significant contributions have been made by Bourgain [1, 2], Moyua, Vargas 
and Vega [12, 13], and Tao and Vargas [21, 22]. The best known result is due to Lee [11] who 
showed that (2) holds when ݏ > 3/8. 
In higher dimensions, Sjölin [15] and Vega [23, 24] independently showed that (2) holds when ݏ >
1/2. It is conjectured that, in all dimensions, the minimal value of ݏfor which (2) holds is 1/4. 
Replacing the unit ball ܤ௡in (2) by the whole space ܴ௡, we consider the global estimates 

‖ܵ∗݂‖௅೜(ோ೙) ≤  ௡,௤,௦‖݂‖ுೞ(ோ೙)                                                   (3)ܥ
and 

‖ܵ∗∗݂‖௅೜(ோ೙) ≤  ௡,௤,௦‖݂‖ுೞ(ோ೙).                                                  (4)ܥ

In one spatial dimension, Kenig, Ponce and Vega [9] proved that (4) holds when ݍ = 4 and ݏ = ଵ
ସ
. 

This was extended by Gülkan [7] who proved that (4) holds when ݍ ∈ [4,∞) if and only if ݏ ≥
1/2− ݍ and it is well known that (4) holds when ,ݍ/1 = ∞if and only if ݏ > 1/2 (see [19]). Sjölin 
[16] proved that if ݍ = 2, then (4) does not hold for anyݏ, and we will show that this is also the case 
when ݍ ∈ (2,4). Thus, we have the following theorem. 
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Theorem (1.1.1)[25]:Let݊ = 1. Then (4) holds if and only if q ∈ [4,∞)andݏ ≥ 1/2− ݍ or ,ݍ/1 =
∞andݏ > 1/2. 
The following theorem extends a result of Vega [23, 8] (see also [17]) by the endpoint ݏ =  inݍ/1
the range ݍ ∈ (2,4). 
Theorem (1.1.2)[25]:Let ݊ = 1andݍ ∈ (2,∞): Then (3) holds if and only if ݏ ≥ max{1/ݍ, 1/2−
 .{ݍ/1
Vega [23, 8] (see also [16]) proved that (3) holds when ݍ = 2 and ݏ > 1/2, and this is not true 
when ݍ = 2 and ݏ < 1/2, or for any value of s when ݍ < 2. As in Theorem (1.1.1), when ݍ = ∞, 
(3) holds if and only if ݏ > 1/2 (see [19]). Thus, in order to have complete results in Theorem 
(1.1.2), the only case that remains undecided is ݍ = 2, ݏ = 1/2. 
In higher dimensions, we show that (3) holds only if 

ݏ ≥
݊

2(݊ + 1) . 

We note that the minimal ݏis thus strictly greater than 1/4 when ݊ ≥ 2. A plausible conjecture is 
that these are indeed the minimal values of ݏthat can appear in (3). 
Throughout, ܥwill denote an absolute constant whose value may change from line to line. 
First, we consider one spatial dimension, and extend the argument of Carleson as in [14]. We 
employ the Kolmogorov–Seliverstov–Plessner method and the following two lemmas. The first is 
proved by a very slight modification of a lemma due to Sjölin [20]; The second is proved by 
refining the ideas of Carleson. 
Lemma (1.1.3)[25]:Let ݔ, ݐ ∈ ܴand ߙ ∈ [1/2,1). Then there is a constant ܥ such that 

ቮන
݁ଶగ௜൫௫కି௧కమ൯

(1 + ఈ(|ߦ| ߦ݀
ோ

ቮ ≤
ܥ

ଵିఈ|ݔ| . 

Lemma (1.1.4)[25]:Let ݔ ∈ ܴ, ݐ ∈ [−1,1]and ߙ ∈ [1/2,1]. Then there is a constant ܥ such that  

ቮන
݁ଶగ௜൫௫కି௧కమ൯

(1 + ఈ(|ߦ| ߦ݀
ோ

ቮ ≤
ܥ

ఈ|ݔ| . 

Proof.Splitting the integral in two and taking the complex conjugate if necessary we can suppose 
that ݔ > 0, and consider the integral over (0,∞). When ݔ ≤ 4 and ߙ < 1, we are done by Lemma 
(1.1.3), so we can suppose that ݔ ≥ 4 and 1/ݔ ≤  .ఈݔ/ܥ
When ݐ ≤ 0, there exist ܿଵ, ܿଶ ∈ (0,1) such that 

อන
݁ଶగ௜൫௫కି௧కమ൯

(1 + ఈ(|ߦ| ߦ݀
ஶ

଴

อ ≤ ቮන cos൫2ߦݔ)ߨ − ߦଶ)൯݀ߦݐ

௖భ

଴

ቮ + ቮන sin൫2ߦݔ)ߨ − ߦଶ)൯݀ߦݐ

௖మ

଴

ቮ , 

by the Bonnet form of the second mean value theorem for integrals. The derivative of the phase, 
ݔ −  ,so by van der Corput’s lemma ,ݔis monotone, and bounded below by ,ߦݐ2

อන
݁ଶగ௜൫௫కି௧కమ൯

(1 + ఈ(|ߦ| ߦ݀
ஶ

଴

อ ≤
ܥ
ݔ ≤

ܥ
ఈݔ . 

and we are done. 
Now we suppose that ݐ > 0, and make the change of variablesߦ → ߦ + 1, so that 



3 
 

อන
݁ଶగ௜൫௫కି௧కమ൯

(1 + ఈ(|ߦ| ߦ݀
ஶ

଴

อ = ቮන
݁ଶగ௜ቀ(௫ାଶ௧)కି௧కమቁ

ఈߦ ߦ݀
ஶ

ଵ

ቮ . 

As ݔ + ݐ2 >  it will suffice to show that ,ݔ

อන
݁ଶగ௜൫௫కି௧కమ൯

ఈߦ ߦ݀
ஶ

ଵ

อ ≤
ܥ
ఈݔ . 

Changing variables again, ߦ → ܣand denoting 2 ,ߦݐ√ =  we are required toshow that ,ݐ√/ݔ

1

ݐ√
ଵିఈ ቮ න

݁ଶగ௜൫ଶ஺ିకమ൯

ఈߦ ߦ݀
ஶ

√௧

ቮ ≤
ܥ
ఈݔ . 

Note that ܣ > 2, as we have that ݔ ≥ 4. 
Consider first the integral over ൫√2/ܣ,ݐ൯. By the change of variables, ߦ →  we are required to ,ߦܣ
show that 

1
ଵିఈݔ

ተ න
݁ଶగ௜൫ଶకିకమ/஺మ൯

ఈߦ ߦ݀

஺మ/ଶ

௫/ଶ

ተ ≤
ܥ
ఈݔ . 

The derivative of the phase, 2 −  so that, by the ,(ଶ/2ܣ,2/ݔ) ଶ, is bounded below by one onܣ/ߦ2
mean value theorem and van der Corput’s lemma, 

1
ଵିఈݔ

ተ න
݁ଶగ௜൫ଶకିకమ/஺మ൯

ఈߦ ߦ݀

஺మ/ଶ

௫/ଶ

ተ ≤
ܥ
ݔ ≤

ܥ
ఈݔ , 

and we are done. 
Finally, we are required to show that 

1

ݐ√
ଵିఈ ቮ න

݁ଶగ௜൫ଶ஺కିకమ൯

ఈߦ ߦ݀
ஶ

஺/ଶ

ቮ ≤
ܥ
ఈݔ . 

By the mean value theorem, and the fact that modulus of the second derivative of the phase is 
bounded below by one, 

1

ݐ√
ଵିఈ ቮ න

݁ଶగ௜൫ଶ஺కିకమ൯

ఈߦ ߦ݀
ஶ

஺/ଶ

ቮ ≤
ݐ√ܥ

ଶఈିଵ

ఈݔ ቮ න ݁ଶగ௜൫ଶ஺కିకమ൯݀ߦ
௖

஺/ଶ

ቮ ≤
ܥ
ఈݔ , 

and we are done.  
The following theorem is an endpoint improvement of result of Vega [23, 8] (see also [17]) 

in the range (2; 4). 
Theorem (1.1.5)[25]:Let ݊ = 1. If ݍ ∈ [4,∞)and ݏ ≥ 1/2− ݍ then (4) holds. If ,ݍ/1 ∈ (2,∞)and 
ݏ ≥ max{1/ݍ, 1/2−  .then (3) holds ,{ݍ/1
Proof.By duality, it will suffice to show that 

ቮන ݁௜௧(௫)∆݂(ݔ)ݔ݀(ݔ)ݓ
ோ

ቮ

ଶ

≤ ௤‖݂‖ுೞ(ோ)ܥ
ଶ ‖ݓ‖

௅೜
ᇲ(ோ)

ଶ  
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for all positive ݓ ∈  maps into ܴ when weare consideringݐ ௤ᇲ(ܴ), where the measurable functionܮ
the bound (4) and into (0,1) when we consider (3). 

By Fubini’s theorem and the Cauchy–Schwarz inequality, the left hand side of this 
inequality is bounded by 

නห መ݂(ߦ)หଶ(1 + ߦଶ௦݀(|ߦ| න ቮන ݁ଶగ௜൫௫కି௧(௫)కమ൯ݔ݀(ݔ)ݓ
ோ

ቮ

ଶ
ߦ݀

(1 + ଶ௦(|ߦ|
ோோ

. 

Thus, by writing the squared integral as a double integral, it will suffice to show that 

න න න ݁ଶగ௜ቀ(௫ି௬)కି൫௧(௫)ି௧(௬)൯కమቁݕ݀ݔ݀(ݕ)ݓ(ݔ)ݓ
ߦ݀

(1 + ଶ௦(|ߦ|
ோோோ

≤ ௅೜ᇲ(ோ)‖ݓ‖௣ܥ
ଶ .      (5) 

By Lemma (1.1.3), we have 

ቮන
݁ଶగ௜ቀ(௫ି௬)కି൫௧(௫)ି௧(௬)൯కమቁ

(1 + ଶ௦(|ߦ| ߦ݀
ோ

ቮ ≤
ܥ

ݔ| −  ଵିଶ௦|ݕ

when ݐtakes values in ܴ, and 2ݏ ∈ [1/2,1), and by Lemmas (1.1.3) and (1.1.4), we have 

ቮන
݁ଶగ௜ቀ(௫ି௬)కି൫௧(௫)ି௧(௬)൯కమቁ

(1 + ଶ௦(|ߦ| ߦ݀
ோ

ቮ ≤
ܥ

ݔ| −  ୫ୟ୶{ଶ௦,ଵିଶ௦}|ݕ

when ݐtakes values in (0,1). Thus, by Fubini’s theorem, the left hand side of (5) is bounded by a 
constant multiple of 

න න
(ݕ)ݓ(ݔ)ݓ
ݔ| − ଵିଶ௦|ݕ ݕ݀ݔ݀

ோோ

 

in the first case, and  

න න
(ݕ)ݓ(ݔ)ݓ

ݔ| − ୫ୟ୶{ଶ௦,ଵିଶ௦}|ݕ ݕ݀ݔ݀
ோோ

 

in the second. Finally, by Hölder’s inequality and the Hardy–Littlewood–Sobolev inequality, these 
are bounded by 

௅೜ᇲ(ோ)‖ݓ‖ ቯන
(ݔ)ݓ

ݔ| −∙|ଵିଶ௦ ݔ݀
ோ

ቯ

௅೜(ோ)

≤ ௅೜ᇲ(ோ)‖ݓ‖௤ܥ
ଶ , 

where ݏ = 1/2− ݍ andݍ/1 ≥ 4 when we are considering the bound in (4), and 

௅೜ᇲ(ோ)‖ݓ‖ ቯන
(ݔ)ݓ

ݔ| −∙|୫ୟ୶{ଶ௦,ଵିଶ௦} ݔ݀
ோ

ቯ

௅೜(ோ)

≤ ௅೜ᇲ(ோ)‖ݓ‖௤ܥ
ଶ , 

where ݏ = max{1/ݍ, 1/2− ݍ and{ݍ/1 > 2 when we consider (3).  
In higher dimensions, we simply interpret the known results. By modifying very slightly the proof 
of Theorem 2.2 in [21] due to Tao and Vargas, the following result is proved using bilinear 
restriction estimates. 
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Theorem (1.1.6)[25]:Let ݍ ∈ ቀ2 + ସ
௡ାଵ

,∞ቃ ݌, ∈ ቀmax ቄݍ, ଶ௤
௡௤ିଶ(௡ାଵ)

ቅ ,∞ቃ, and ݏ > ݊ ቀଵ
ଶ
− ଵ

௤
ቁ − ଶ

௣
. 

Then there exists a constant ܥ௡,௤,௣,௦ such that 
ฮ݁௜௧∆݂ฮ௅೜൫ோ೙,௅೛(ோ)൯ ≤  .௡,௤,௣,௦‖݂‖ுೞ(ோ೙)ܥ

As usual, we define ߲௧ఈby ௧߲
ఈ෢݃ (߬) = ఈ(|߬|ߨ2) ො݃(߬), where ߙ > 0. Observingthat ߲௧ఈ݁௜௧∆݂ = ݁௜௧∆ ఈ݂, 

where b መ݂ఈ(ߦ) = ఈ(ଶ|ߦ|ଶߨ4) መ݂(ߦ), and applying the Sobolevimbedding theorem with ߙ >  we ,݌/1
recover their theorem in the following corollary. 

Corollary(1.1.7)[25]:If q ∈ ቀ2 + ସ
୬ାଵ

,∞ቃ and s > n(1/2− 1/q), then (3) and (4) hold. 
We will see below that these kind of global bounds do not hold when ݍ < 2. Thus, for 
completeness, we provide sufficient conditions, albeit not sharp, for the remaining values of ݍin (3). 

Theorem (1.1.8) [25]:Ifݍ ∈ ቂ2,2 + ସ
௡ାଵ

ቃand s > 3/q − 1/2, then (3) holds. 
Proof.Carbery [3] and Cowling [5] independently proved that if ݍ = 2 and ݏ > 1, then (3) holds. 
Considering ܪ௦to be a weighted ܮଶspace, we can interpolate between this and the bound in 
Corollary 1 to get the result.  
We consider one spatial dimension and complete the proof of Theorem (1.1.1). The novelty in the 
following is that if ݊ = 1 and ݍ ∈ (2,4), then (4) cannot hold for any value of ݏ. 
Theorem (1.1.9)[25]:Let ݊ = 1. If (4) holds, then ݍ ∈ [4,∞)and ݏ ≥ 1/2− ݍ or ,ݍ/1 = ∞ and 
ݏ > 1/2. 
The following theorem is due to Sjölin [17], but it will also follow easily from the following proof 
of Theorem (1.1.9). 
Theorem (1.1.10)[25]:Let ݊ = 1. If (3) holds then ݍ ∈ [2,∞)and ݏ ≥ max{1/ݍ, 1/2−  or ,{ݍ/1
ݍ = ∞ and ݏ > 1/2. 
Proof.By a change of variables, 

(ݔ)݂∗∗ܵ = sup
௧∈ோ

ฬ
1

ߨ2
න መ݂ ൬

ߦ
൰݁ߨ2

௜൫௫కି௧కమ൯݀ߦฬ . 

Define ܣ = ൣܰ,ܰ + ܰఒ൧, where ܰ ≫ 1 and ߣ ∈ (−∞, 1], and consider ஺݂defined by መ݂஺(ߨ2/ߦ) =

݁ି௜ேషഊక߯஺(ߦ). We will show that for a range of values of ݔ, a time (ݔ)ݐ can be chosen so that the 
phase, 

߶௫(ߦ) = ൫ݔ − ܰିఒ൯ߦ −  ,ଶߦ(ݔ)ݐ
is roughly constant on ܣ. With the phase roughly constant, we have 

ܵ∗∗ ஺݂(ݔ) ≥ ܥ ቮන ݁௜ቀ൫௫ିே
షഊ൯కି௧(௫)కమቁ݀ߦ

஺

ቮ ≥  .|ܣ|ܥ

As ܣis an interval of length ܰఒ, in order to insure that the phase is roughly constant, we impose the 
condition ห߶௫′ ห(ߦ) ≤ ܰିఒon ܣ. This insures that for all ܰ and ߣ, there exists a ߠ௫such that 

௫ߠ − 1/2 ≤ ߶௫(ߦ) ≤ ௫ߠ + 1/2. 
As ߶௫′ (ߦ) = ݔ − ܰିఒ −  the condition can be rewritten as ,ߦ(ݔ)ݐ2

ݔ − 2ܰିఒ

ߦ2 ≤ (ݔ)ݐ ≤
ݔ

 ߦ2

for all ߦ ∈  Define ܽand ܾby .ܣ
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(ݔ)ܽ = sup
క∈஺

ݔ − 2ܰିఒ

ߦ2 and   ܾ(ݔ) = inf
క∈஺

ݔ
ߦ2 . 

To be able to choose the time (ݔ)ݐ we require that ܽ(ݔ) ≤ ݔ This is clear when .(ݔ)ܾ ∈ ൣ0,2ܰିఒ൧, 
so we suppose that ݔ > 2ܰିఒ. Now, when ݔ > 2ܰିఒ, 

(ݔ)ܽ =
ݔ − 2ܰିఒ

2ܰ and   ܾ(ݔ) =
ݔ

2(ܰ + ܰఒ) , 

so that we can choose a (ݔ)ݐ when 
ݔ − 2ܰିఒ

2ܰ ≤
ݔ

2(ܰ + ܰఒ) . 

This condition can be rewritten as ݔ ≤ 2ܰିఒ + 2ܰଵିଶఒ, so we will consider the set ܧ = ൣ0,ܰଵିଶఒ൧. 
As ܵ∗∗ ஺݂ ≥  we see that ,ܧ on|ܣ|ܥ

‖ܵ∗∗ ஺݂‖௅೜(ோ) ≥ ଵ/௤|ܧ||ܣ|ܥ . 
On the other hand, 

‖ ஺݂‖ுೞ(ோ) ≤ ܥ ቌන(1 + ଶ௦(|ߦ|

஺

ቍ

భ
మ

≤ ଵ/ଶ൫1|ܣ|ܥ + ܰ + ܰఒ൯௦ , 

so that, as ‖ܵ∗∗ ஺݂‖௅೜(ோ) ≤ ‖ܥ ஺݂‖ுೞ(ோ), we have 
ଵ/௤|ܧ||ܣ| ≤ ଵ/ଶ൫1|ܣ|ܥ + ܰ + ܰఒ൯௦ . 

Recalling that |ܣ| = ܰఒand |ܧ| = ܰଵିଶఒ, we see that 

ܰ
ഊ
మܰ

భషమഊ
೜ ≤ ௦ܰܥ , 

so that, letting ܰtend to infinity, 

ݏ ≥
1
ݍ + ߣ ൬

1
2−

2
 ൰ݍ

for all ߣ ∈ (−∞, 1]. When ݍ < 4, we let ߣtend to −∞to obtain a contradiction for all ݏ. Letting ߣ =
1 we recover the fact that ݏ ≥ 1/2−  .ݍ/1
Finally, by a well–known counterexample (see [19]), ݏ > 1/2 is necessary when ݍ = ∞, and we are 
done. 
In order to prove results for ܵ∗, we have the added requirement that 

∩[(ݔ)ܾ,(ݔ)ܽ] (0,1) ≠ ∅ 
for all ݔ ∈ (ݔ)ܽ We have that .ܧ < 1 when 

ݔ − 2ܰିఒ

2ܰ < 1, 

which we rewrite as 
ݔ < 2ܰ + 2ܰିఒ. 

When ߣ < 0, this is an added restriction so we reanalyze in this case. Redefining a smaller ܧ =
ൣ0,2ܰ + 2ܰିఒ൧, we see that 

ܰఒ/ଶ൫ܰ + ܰିఒ൯ଵ/௤
≤  ௦ܰܥ

for all ߣ ∈ (−∞, 0], so that, letting ܰtend to infinity, 

ݏ ≥
1
ݍ +

ߣ
2                                                                  (6) 
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and 

ݏ ≥ ߣ ൬
1
2 −

1
൰ݍ .                                                           (7) 

When ݍ < 2, we see by (7) that, letting ߣtend to −∞, we have a contradiction for all ݏ. If we let ߣ =
0 in (6), we see that ݏ ≥ ߣ and from before, when ,ݍ/1 = 1, we have that ݏ ≥ 1/2−  .ݍ/1
Again, by the well-known counterexample (see [19]), ݏ > 1/2 is necessary when ݍ = ∞, and so we 
are done.  
Remark (1.1.11)[25]: We note that taking ߣ = 1/2 in the above proof, ܧ = [0,1], the time (ݔ)ݐ can 
be chosen to be a member of (0,1) for all ݔ ∈ ݏ and ,ܧ ≥ 1/4 for all ݍ, so we recover the fact that 
ݏ ≥ 1/4 is necessary in (2). It is easy to generalize this to higher dimensions. Indeed, it can be 
shown that ݃defined by 

ො݃ = ෍ 2ିఈ௝߯ൣଶమೕ,ଶమೕାଶೕషయ൧×[ଵ,ଽ/଼]೙షభ

ஶ

௝ୀଶ

, 

where ߙ ∈ ݏ2) + 1/2,1) and ݏ < 1/4, is a member of ܪ௦(ܴ௡) such that ݁௜௧∆݃diverges on the set 
[8/9,1]௡as ݐtends to zero. 
We now consider higher dimensions. A corollary of the following theorems is that the minimal 
value of ݏthat can appear in (3) or (4) is greater than or equal to ଵ

ଶ
− ଵ

ଶ(௡ାଵ)
. Again, both theorems 

will follow from the same proof. 
It can be seen by scaling that if ݍ < 2 or ݏ < ݊(1/2−  then (4) does not hold. Theorem ,(ݍ/1
(1.1.12) is that if ݍ ∈ (2,2 + 2/݊), then (4) cannot hold for any value of ݏ. That ݍcannot equal 2 is 
due to Sjölin [16]. 

Theorem (1.1.12) [25]:If (4) holds, then ݍ ∈ ቂ2 + ଶ
௡

,∞ቁand ݏ ≥ ݊(1/2− ݍ or ,(ݍ/1 = ∞and ݏ >
݊/2. 
Theorem (1.1.13) [25]:If (3) holds, then ݍ ∈ [2,∞)and ݏ ≥ max{1/1/2)݊,ݍ− ݍ or ,{(ݍ/1 = ∞ 
and ݏ > ݊/2. 
Proof.We consider ܵ∗∗and argue as in the proof of Theorem (1.1.9). Define ܣby 

ܣ = ൣܰ,ܰ + ܰఒ൧௡ , 
where ܰ ≫ 1 and ߣ ∈ (−∞, 1], and consider ஺݂defined by መ݂஺(ߨ2/ߦ) = ݁ି௜ே෩ഊ∙഍߯஺(ߦ), where ෩ܰఒ =
൫ܰିఒ, … ,ܰିఒ൯. 
In order to show that the phase in (1) is roughly constant on ܣ, we will need that the partial 
derivatives of the phase are small. we require that 

หݔ௝ −ܰିఒ − ௝หߦ(ݔ)ݐ2 ≤ ܰିఒ, 
for all ݆ = 1, … , ݊. Rewriting this condition, for each ݔwe need to choose a (ݔ)ݐ so that 

௝ݔ − 2ܰିఒ

௝ߦ2
≤ (ݔ)ݐ ≤

௝ݔ
௝ߦ2

 

for all ߦ ∈ ݆ andܣ = 1, … , ݊. Define ܽand ܾby 

(ݔ)ܽ = sup
ଵஸ௝ஸ௡

sup
క∈஺

௝ݔ − 2ܰିఒ

௝ߦ2
and    ܾ(ݔ) = inf

ଵஸ௝ஸ௡
inf
క∈஺

௝ݔ
௝ߦ2

. 

To be able to choose the time (ݔ)ݐ we need that ܽ(ݔ) ≤ ௝ݔ As before, we require that .(ݔ)ܾ ≥ 0 and 
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௝ݔ − 2ܰିఒ

2ܰ ≤
௞ݔ

2(ܰ + ܰఒ) , 

for all ݆, ݇ = 1, … , ݊. We rewrite this as 

0 ≤ ௝ݔ ≤ 2ܰିఒ +
ܰ

2(ܰ + ܰఒ)  ௞ݔ

for all ݆, ݇ = 1, … , ݊. Now, the set ܧdefined by these conditions, is the convex solid body with 
vertices (0, … ,0), 2൫ܰଵିଶఒ + ܰିఒ൯(1, … ,1), and 2ܰିఒ

௝݁for all ݆ = 1, … , ݊, where ௝݁are the 
standard basis vectors. Thus, 

|ܧ| ≥ ఒ(௡ିଵ)ܰଵିଶఒିܰܥ . 
As ܵ∗∗∗ ஺݂ ≥  we see that ,ܧ on|ܣ|ܥ

‖ܵ∗∗ ஺݂‖௅೜(ோ೙) ≥ ଵ/௤|ܧ||ܣ|ܥ . 
As before, 

‖ ஺݂‖ுೞ(ோ೙) ≤ ܥ ቌන(1 + ଶ௦(|ߦ|

஺

ቍ

ଵ/ଶ

≤ ଵ/ଶ൫1|ܣ|ܥ + ܰ + ܰఒ൯௦ , 

so that, as ‖ݏ∗∗ ஺݂‖௅೜(ோ೙) ≤ ‖ܥ ஺݂‖ுೞ(ோ೙), we have 

ଵ/௤|ܧ||ܣ|ܥ ≤ ଵ/ଶ൫1|ܣ|ܥ + ܰ + ܰఒ൯௦ . 

Recalling that |ܣ| = ܰ௡ఒand |ܧ| ≥ ଵି(௡ାଵ)ഊܰܥ , we see that 

ܰ
೙ഊ
మ ܰ

భష(೙శభ)ഊ
೜ ≤  ௦ܰܥ

for all ߣ ∈ (−∞, 1], so that 

ݏ ≥
1
ݍ + ߣ ൬

݊
2 −

݊ + 1
ݍ ൰ . 

When ݍ < 2 + 2/݊, we let ߣtend to −∞to obtain a contradiction for all ݏ, and letting ߣ = 1 we 
recover the fact that ݏ ≥ ݊(1/2− ߣ We also note for later thatby letting .(ݍ/1 = 0, we have ݏ ≥
 .ݍ/1
By a well-known counterexample (see [19]), ݏ > ݊/2 is necessary when ݍ = ∞, so we have 
finished the proof of Theorem (1.1.12). 
In order to prove results for ܵ∗, we have the added requirement that 

∩[(ݔ)ܾ,(ݔ)ܽ] (0,1) ≠ ∅ 
for all ݔ ∈ (ݔ)ܽ Now, we can ensure that .ܧ < 1 when 

௝ݔ − 2ܰିఒ

2ܰ < 1 

for all ݆ = 1 …݊, which we rewrite as 
௝ݔ < 2ܰିఒ + 2ܰ. 

When ߣ < 0, this is an added restriction so we reanalyze the case when ߣtends to negative infinity. 
As before, we consider the set ܧdefined by 

0 ≤ ௝ݔ ≤ 2ܰିఒ + min ൜
௞ݔܰ

ܰ + ܰఒ , 2ܰൠ 

for all ݆, ݇ = 1 …݊. It is clear from here that 
|ܧ| ≥ ఒ௡ିܰܥ , 

so that, as before, 
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ܰ௡ఒ/ଶܰି௡ఒ/௤ ≤ ௦ܰܥ . 
Letting ܰtend to infinity, we have 

ݏ ≥ ߣ݊ ൬
1
2−

1
൰ݍ , 

so that when ݍ < 2, we can let ߣtend to −∞to obtain a contradiction for all ݏ. 
From before we have that ݏ ≥ ݊(1/2− ݏ and (ݍ/1 ≥  are necessary conditions, and by theݍ/1
well-known counterexample (see [19]), ݏ > ݊/2 is necessary when ݍ = ∞, and so we are done.  
 
Section (1.2): Schrödinger Equation and Local Smoothing Estimate: 
The solution to the wave equation, ߲௧௧ݑ = ,·)ݑ with initial data ,ݑ∆ 0) = ݂and ݑᇱ(·, 0) = 0,can be 
formally written as the real part of 

݁௜௧√ି∆݂(ݔ) = න መ݂(ߦ)݁ଶగ௜(௫·కି௧|క|)݀ߦ
ℝ೙

.                                                                              (8) 

Let ‖·‖௤,ఈdenote the inhomogeneous Sobolev norm with ߙderivatives in ܮ௤(ℝ௡). J.C. Peral [39] 
proved that for any fixed time ݐand ݍ ∈ (1,∞), 

ቛ݁௜௧√ି∆݂ቛ
௅೜(ℝ೙)

≤ ௧,௤‖݂‖௤,ఈܥ  

for all ߙ ≥ (݊ − 1) ቚଵ
ଶ
− ଵ

௤
ቚ, and this is sharp. Sogge [41] conjectured that 

ቛ݁௜௧√ି∆݂ቛ
௅೜(ℝ೙×[ଵ,ଶ])

≤  ௤,ఈ‖݂‖௤,ఈܥ

for allߙ > (݊ − 1) ቀଵ
ଶ
− ଵ

௤
ቁ − ଵ

௤
andݍ > 2 + ଶ

௡ିଵ
. This is known as the local smoothing conjecture 

due to the potential gain of 1/ݍderivatives. 
In two spatial dimensions, Mockenhaupt, Seeger and Sogge [38] showed that the local smoothing 
estimate holds at the critical exponent ݍ = 4 for all ߙ > 1/8, and this was improved by Bourgain 
[2], Tao and Vargas [22], and Wolff [45] to ߙ > 5/44. 
Moving away from the critical exponent, but remaining in two spatial dimensions, Wolff [44] 
proved the (almost) sharp estimate in the range ݍ > 74, and Łaba andWolff [33] generalized this to 
higher dimensions. Garrigós and Seeger [32] have recently refined their arguments, so that, in 
higher dimensions for example, the (almost) sharp estimate holds in the range 

ݍ > 2 +
8

݊ − 3 ൬1 −
1

݊ + 1൰ . 

The Schrödinger equation, ߲݅௧ݑ + ݑ∆ = 0, with initial datum ݂has solution ݁௜௧∆݂which can be 
formally written as 

                   ݁௜௧∆݂(ݔ) = න መ݂(ߦ)݁ଶగ௜൫௫·కିଶగ௧|క|మ൯݀ߦ
ℝ೙

.                                                                                  (9) 

Miyachi [37] (see also [31]) proved that for any fixed time ݐand ݍ ∈ (1,∞), 
ฮ݁௜௧∆݂ฮ௅೜(ℝ೙) ≤ ௧,ఈ‖݂‖௤,ఈܥ  

for all ߙ ≥ 2݊ ቚଵ
ଶ
− ଵ

௤
ቚ, and this is sharp. When ݊ ≥ 2, square function estimates (see [27, 34, 36]) 

yield 
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ฮ݁௜௧∆݂ฮ௅೜(ℝ೙×[ଵ,ଶ]) ≤ ௤,ఈ‖݂‖௤,ఈܥ  

for all ߙ > 2݊ ቀଵ
ଶ
− ଵ

௤
ቁ − ଶ

௤
and ݍ > 2 + 4/݊. We see that averaging locally in time yields a gain of 

 .derivativesݍ/2
We extend the range of ݍby taking advantage of all ݊ + 1 dimensions of curvature. This also allows 
us to treat the ݊ = 1 case for which we obtain almost sharp estimates. In higher dimensions, it may 
be possible to extend the range to ݍ > 2 + 2/݊, and we shall see later that this would follow from 
the restriction conjecture for paraboloids. 

Theorem (1.2.1) [46]: Let ݍ > 2 + ସ
௡ାଵ

and ߙ > 2݊ ቀଵ
ଶ
− ଵ

௤
ቁ − ଶ

௤
. Then there exists a constant 

 ௤,ఈsuchthatܥ
ฮ݁௜௧∆݂ฮ௅೜(ℝ೙×[଴,ଵ]) ≤  .௤,ఈ‖݂‖௤,ఈܥ

 
Fig. 1. Region of local smoothing in Corollary (1. 2. 2) 

Although there is a formal similarity between this and the estimates of Wolff et al., the question for 
the Schrödinger equation is not as deep, and the arguments will bear no resemblance. An obvious 
difference is that the wave operator, for finite time, is a local operator, whereas the Schrödinger 
operator is not. We will see however, that one can decompose the initial data so that the 
Schrödinger operator, for finite time, may essentially be treated as a local operator. 
Before proceeding further, we should mention that there are estimates for the Schrödinger equation, 
independently due to Sjölin [15], Vega [23, 24], and Constantin and Saut [29], which are more 
deserving of the description ‘local smoothing.’ They proved that 

ฮ݁௜௧∆݂ฮ௅మ(९೙×[଴,ଵ]) ≤  ,௦‖݂‖ுషభ/మ(ℝ೙)ܥ

where ९௡is the unit ball in ℝ௡, and ‖·‖ுೞ(ℝ೙)denotes ‖·‖ଶ,ఈ. Thus, the solution is locally half a 
derivative smoother than the initial datum. We will see later that this is equivalent up to endpoints 
with the global estimate 

ฮ݁௜௧∆݂ฮ௅మ(ℝ೙×[଴,ଵ]) ≤  ,௦‖݂‖௅మ(ℝ೙)ܥ

which we will refer to as simply the conservation of charge. 
Interpolating between this and the bound in Theorem (1. 2. 1)yields the following corollary. In one 
spatial dimension, it is almost sharp in the range ݍ ∈ [1,∞], and in higher dimensions it is almost 

sharp in the ranges ݍ ∈ [1, 2]and ݍ ∈ ቂ2 + ସ
௡ାଵ

,∞ቃ. 

Corollary (1.2.2)[46]: Let ݍ ∈ [1,∞]and ߙ > max ቄ2݊ ቀଵ
௤
− ଵ

ଶ
ቁ , (݊ − 1) ቀଵ

ଶ
− ଵ

௤
ቁ , 2݊ ቀଵ

ଶ
− ଵ

௤
ቁ − ଶ

௤
ቅ. 

Thenthere exists a constant ்ܥ,ఈsuch that 
ฮ݁௜௧∆݂ฮ௅೜(ℝ೙×[ି்,்]) ≤  ఈ‖݂‖௤,ఈ,்ܥ
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(see fig 1) 
We will consider the minimal value of ݏfor which 

ฯ sup
଴ழ௧ழଵ

ห݁௜௧∆݂หฯ
௅మ(९೙)

≤  ௡,௦‖݂‖ுೞ(ℝ೙)                                       (10)ܥ

holds. By standard arguments, the estimate implies the almost everywhere convergence of ݁௜௧∆݂to 
݂, as ݐtends to zero. The minimal ݏfor which the global bound 

ฯ sup
଴ழ௧ழଵ

ห݁௜௧∆݂หฯ
௅మ(ℝ೙)

≤  ௡,௦‖݂‖ுೞ(ℝ೙)                                       (11)ܥ

holds, has also been considered in connection with the well-posedness of certain initial value 
problems (see [8]). 
In one spatial dimension, Carleson, Kenig and Ruiz [4, 10] showed that (10) holds when ݏ ≥ 1/4, 
and Dahlberg and Kenig [6] showed that this is sharp. Vega [8, 23] (see also [16]) showed that the 
global bound (4) holds when ݏ > 1/2, and this is also sharp. 
In higher dimensions, it was independently proven by Sjölin [15] and Vega [24] that (10) holds 
when ݏ > 1/2, and the bound cannot hold when ݏ < 1/4. Carbery [3] and Cowling [5] 
independently showed that (11) holds when ݏ > 1, and in this case, the bound cannot hold when 
ݏ < 1/2. It is conjectured that, the minimal value of s for which (10) holds is 1/4, and the minimal 
value for which (11) holds is 1/2. 
We will put these results and conjectures in proving the following theorem. 
Theorem (1.2.3) [46]: (10) holds for s > s଴ ⇔(11) holds for s > 2s଴. 
In two spatial dimensions, more was known for the local bound than for the global bound. Bourgain 
[1] showed that there exists an s strictly less that 1/2 for which (10) holds, and this was improved 
by Moyua, Vargas and Vega [13], and Tao and Vargas [21, 22]. The best known result is due to ܵ. 
Lee [11], who showed that (10) holds when ݏ > 3/8. 
Therefore, as a consequence of the equivalence, we have the following corollary, which improves 
the result of Carbery and Cowling in two spatial dimensions. 
Corollary (1.2.4)[46]: For all ݏ > 3/4, there exists a constant ܥ௦such that 

ฯ sup
଴ழ௧ழଵ

ห݁௜௧∆݂หฯ
௅మ൫ℝమ൯

≤  .௦‖݂‖ுೞ൫ℝమ൯ܥ

The result of Cowling also holds when the Laplacian is replaced by a more general class of 
operators that includes 

□ = ߲௫భ
ଶ − ߲௫మ

ଶ ± ߲௫య
ଶ ± ⋯± ߲௫೙

ଶ . 
For physical applications of the nonelliptic Schrödinger equation, see for example [42]. We will 
also prove the equivalence in this case, so that, by a local result of Vargas, Vega and [14], the global 
result of Cowling is almost sharp. We state this as a corollary. 
Corollary (1.2.5) [46]: For all ݏ > 1, there exists a constant ܥ௦such that 

ฯ sup
଴ழ௧ழଵ

ห݁௜௧□݂หฯ
௅మ൫ℝమ൯

≤  ,௦‖݂‖ுೞ(ℝ೙)ܥ

and this is not true when ݏ < 1. 
Throughout, ܿand ܥwill denote positive constants that may depend on the dimensions and 
exponents of the Sobolev spaces. It will be made explicit when they depend on other factors like, 
for example, the Sobolev index. Their values may change from line to line. The following are 
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notations that will be used frequently: 

௫ܮ
௤൫ℝ௡ ∫൯: The Lebesgue space with norms൬(ܫ)௧௥ܮ, ቚ∫ ,ݔ)݂| ூݐ௥݀|(ݐ ቚ

௤/௥
ℝ೙ݔ݀ ൰

ଵ/௤

. 

ܹఈ,௤(ℝ௡): The inhomogeneous Sobolev space with ߙderivatives in ܮ௤(ℝ௡). 
‖·‖௤,ఈ: The inhomogeneous Sobolev norm with ߙderivatives in ܮ௤(ℝ௡). 
௦(ℝ௡)ܪ ≔ ܹ௦,ଶ(ℝ௡). 
□ = ߲௫భ

ଶ − ߲௫మ
ଶ ± ߲௫య

ଶ ± ⋯± ߲௫೙
ଶ . 

९௡ ≔ ݔ} ∈ ℝ௡: |ݔ| ≤ 1}. 
८௡ ≔ ݔ} ∈ ℝ௡: 1/2 ≤ |ݔ| ≤ 1}. 
ோܤ ≔ ݔ} ∈ ℝ௡: |ݔ| ≤ ܴ}. 
ோܣ ≔ ݔ} ∈ ℝ௡: ܴ/2 ≤ |ݔ| ≤ ܴ}. 
߯஻ೃ : the indicator function of ܤோ. 

߮ோమ(ݔ) ≔ ܴିଶ௡ ቀ1 + |௫|
ோమ
ቁ
ିଶ௡

. 
ோమ݂ܮ ≔ ߮ோమ ∗ ߮ோమ ∗ ߮ோమ ∗ |݂|. 
 .௝: a member of the lattice ܴିଶℤ௡ݒ
 .௞: a member of the lattice ܴଶℤ௡ݔ
௝ܶ௞ ≔ ൛(ݔ, (ݐ ∈ ℝ௡ × [0,ܴସ]: หݔ − ൫ݔ௞ + ௝൯หݒݐߨ4 ≤ ܴଶൟ. 

{ܳ௟}௟∈ℕ: a partition of ℝ௡into cubes of side ܴଶ, centred at ݔ௟ ∈ ܴଶℤ௡. 
෠߰: a positive and smooth function, supported in ܤ√௡. 
 .a positive and smooth function, supported in ९௡, and equal to 1 at the origin :ߟ̂
Let ̂ߟbe a positive and smooth function supported in ९௡, and denote bŷߟோషభ the scaledversion 

ߟ̂ ቀ ·
ோ
ቁ. Correspondingly, we let ߟோషభ  denote its inverse Fourier transform ܴ௡ߟ(ܴ ·). Weconsider 

initial data ோ݂defined by 

መ݂ோ(ߦ) = ݁ଶగమ௜|క|మ (ߦ)ோషభߟ̂
(1 + ଶ)ఈ/ଶ|ߦ| . 

We note that 

‖ ோ݂‖௥,ఈ = ቛ݁ି௜
భ
మ∆ߟோషభቛ௅ೝ(ℝ೙)

, 

and by a change of variables, 

݁ି௜
భ
మ∆ߟோషభ(ݔ) = ܴ௡ න ߦଶగ௜൫ோ௫·కାோమగ|క|మ൯݀݁(ߦ)ߟ̂

ℝ೙
. 

When |ݔ| >  ேsuch thatܥ by repeated integration by parts, there exists constants ,ܴߨ2

ቚ݁ି௜
భ
మ∆ߟோషభ(ݔ)ቚ ≤ ேܥ ቆ

|ݔ|
ቇܴߨ2

ିே

                                                                       (12) 

for all ܰ ∈ ℕ. When |ݔ| ≤  ,by the dispersive estimate ,ܴߨ2

ቚ݁ି௜
భ
మ∆ߟோషభ(ݔ)ቚ ≤ ோషభ‖௅భ(ℝ೙)ߟ‖ܥ ≤  (13)                                                             .ܥ

Combining these two bounds, we see that 

‖ ோ݂‖௥,ఈ = ቛ݁ି௜
భ
మ∆ߟோషభቛ௅ೝ(ℝ೙)

≤ ܴܥ
೙
ೝ .                                                               (14) 
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On the other hand, by a change of variables, 

ห݁௜௧∆ ோ݂(ݔ)ห = ቮ න
ߟ̂ ቀక

ோ
ቁ

(1 + ଶ)ఈ/ଶ|ߦ| ݁
ଶగ௜ቀ௫·కିଶగቀ௧ିభమቁ|క|మቁ݀ߦ

ℝ೙
ቮ 

= ተܴ௡ିఈ න
(ߦ)ߟ̂

ቀ ଵ
ோమ

+ ଶቁ|ߦ|
ఈ/ଶ ݁

ଶగ௜ቀோ௫·కିଶగோమቀ௧ିభమቁ|క|మቁ݀ߦ
ℝ೙

ተ , 

so when |ݔ| ≤ ଵ
ଵ଴ோ

and ቚݐ − ଵ
ଶ
ቚ ≤ ଵ

ଶ଴గோమ
, we have ห݁௜௧∆ ோ݂(ݔ)ห ≤  ,௡ିఈ. Thusܴܥ

ฮ݁௜௧∆ ோ݂ฮ௅೜(ℝ೙×[଴,ଵ]) ≥ ௡ିఈܴିܴܥ
೙శమ
೜ , 

and combining this with (14), we see that for 
ฮ݁௜௧∆݂ฮ௅೜(ℝ೙×[଴,ଵ]) ≤  ఈ‖݂‖௥,ఈ(15)ܥ

to hold, it is necessary that ߙ ≥ ݊ ቀ1 − ଵ
௤
− ଵ

௥
ቁ − ଶ

௤
. 

By considering ோ݂defined by መ݂ோ =  ோషభ, we reverse the previous focusing example. Note thattheߟ̂
rapid decay (12) and upper bound (13) remain true for all ݐ ∈ [1/2, 1]. This forces ห݁௜௧∆ ோ݂ห ≥ ܿon a 
set of measure ܴܿ௡as otherwise the conservation of charge would be violated. We see that 

ฮ݁௜௧∆ ோ݂ฮ௅೜(ℝ೙×[଴,ଵ]) ≥ ܴܥ
೙
೜ , 

and as ‖ ோ݂‖௥,ఈ ≤ ఈܴ௡ିܴܥ
೙
ೝ , for (15) to hold it is also necessary that ߙ ≥ ݊ ቀଵ

௤
+ ଵ

௥
− 1ቁ. 

Finally, we consider initial data ோ݂defined by መ݂ோ(ߦ) = ߟ̂ ቀܴఒ൫ߦ − (ܴ, . . . ,ܴ)൯ቁ, where ߣ ≥ 1, so that 

݁௜௧∆ ோ݂(ݔ) = න ߟ̂ ቀܴఒ൫ߦ − (ܴ, . . . ,ܴ)൯ቁ ݁ଶగ௜൫௫·కିଶగ௧|క|మ൯݀  .ߦ

One can calculate that ห2ߘߨక(ݔ · ߦ − ଶ)ห|ߦ|ݐߨ2 ≤ ோഊ

ଵ଴
 in the region defined by 

|ݔ| ≤
ܴఒ

100 , |ݐ| ≤
1

1000 , and|ߦ − (ܴ, . . . ,ܴ)| ≤
1
ܴఒ , 

so that the phase is almost constant for each pair (ݔ,  ,in the region. Thus(ݐ

ฮ݁௜௧∆ ோ݂ฮ௅೜(ℝ೙×[଴,ଵ]) ≥ ௡ఒܴିܴܥ
೙ഊ
೜ , 

and combining this with 

‖ ோ݂‖௥,ఈ ≤ ܴఈܴି௡ఒା
೙ഊ
ೝ , 

we see that 

ߙ ≥ ݊ߣ ൬
1
ݍ −

1
൰ݎ . 

Setting ߣ = 1 and letting ߣ → ∞yield the necessary conditions ߙ ≥ ݊ ቀଵ
௤
− ଵ

௥
ቁand ݍ ≥  ,ݎ

respectively. 
In particular, ignoring endpoint issues, one may hope that 

ฮ݁௜௧∆݂ฮ௅೜(ℝ೙×[଴,ଵ]) ≤  ఈ‖݂‖௤,ఈܥ

for all ߙ > max ቄ2݊ ቀଵ
௤
− ଵ

ଶ
ቁ , 0, 2݊ ቀଵ

ଶ
− ଵ

௤
ቁ − ଶ

௤
ቅ. 
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As in the arguments of Fefferman [30], Bourgain [2], Wolff [45], Tao [21], and others, we 
decompose the solution of the Schrödinger equation into wave packets at scale ܴଶ ≫ 1. 
Fix a positive and smooth function ෠߰, supported in ܤ√௡, such that 

෍ ෠߰൫ߦ − ܴଶݒ௝൯
௝

= 1, 

where ݒ௝ ∈ ܴିଶℤ௡.We also fix a positive and smooth ̂ߟ, supported in ९௡, that satisfies ̂(0)ߟ = 1,so 
that, by the Poisson summation formula, 

෍ߟቀݔ −
௞ݔ
ܴଶቁ

௞

= 1, 

where ݔ௞ ∈ ܴିଶℤ௡. Now for any Schwartz function ݂, we define ௝݂and ௝݂௞ implicitly in the 
following decomposition: 

መ݂(ߦ) = ෍ መ݂௝(ߦ)
௝

= ෍ ෠߰ ቀܴଶ൫ߦ − ௝൯ቁݒ መ݂(ߦ)
௝

,                                           (16) 

(ݔ)݂ = ෍ ௝݂௞(ݔ)
௝ ,௞

= ෍ߟቀ
ݔ − ௞ݔ
ܴଶ ቁ ௝݂(ݔ)

௝,௞

.                                         (17) 

Note that መ݂௝௞is supported in the ball of radius ൫√݊ + 1൯ܴିଶ with centre ݒ௝. 
We also partition ℝ௡into cubes ܳ௟of side ܴଶ, centred at ݔ௟ ∈ ܴଶℤ௡ , and define the function ߮ோమ  by 

߮ோమ(ݔ) = ܴିଶ௡ ቆ1 +
|ݔ|
ܴଶቇ

ିଶ௡

, 

and the operator ܮோమ  by 
ோమ݂ܮ = ߮ோమ ∗ ߮ோమ ∗ ߮ோమ ∗ |݂|. 

We state a slightly refined version of a lemma which can be found in [21], or more explicitly in 
[35], where we replace the Hardy–Littlewood maximal operator by a convolution operator. It is 
clear from their proofs that this is permissible. 
Lemma (1.2.6)[46]: Let ݐ ∈ [0,ܴସ]. Then for all ܰ ∈ ℕthere exists a constant ܥேsuch that 

ห݁௜௧∆ ௝݂௞(ݔ)ห ≤ ே߮ோమܥ ∗ ห ௝݂(ݔ௞)ห ቆ1 +
หݔ − ൫ݔ௞ + ௝൯หݒݐߨ4

ܴଶ ቇ
ିே

. 

We note that when ݐ ∈ [0,ܴସ], the wave packets ݁௜௧∆ ௝݂௞are essentially supported in the tubes 

௝ܶ௞defined by 

௝ܶ௞ = ൛(ݔ, (ݐ ∈ ℝ௡ × [0,ܴସ]:ݔ − ൫ݔ௞ + ௝൯ݒݐߨ4 ≤ ܴଶൟ. 
Lemma (1.2.7)[46]: For all ݂frequency supported in ९௡and ߝ > 0, there exists functions 
௟݂ , ሚ݂௟satisfying 

(i) ‖ ௟݂‖௅೛(ℝ೙) ≤ ଶ௡ቀܴܥ
భ
೛ି

భ
೜ቁାఌฮ ሚ݂௟ฮ௅೜(ℝ೙) 

for all ݌ ≤  ,ݍ
(ii) ∑ ฮ ሚ݂௟ฮ௅೜(ℝ೙)

௤
௟ ≤ ఌ‖݂‖௅೜(ℝ೙)ܴܥ

௤ , 

and for all ݈,ܰ ∈ ℕand (ݔ, (ݐ ∈ ܳ௟ × [0,ܴଶ], 
(iii)ห݁௜௧∆݂(ݔ)ห ≤ ห݁௜௧∆ ௟݂(ݔ)ห+  .(ݔ)ோమ݂ܮேܴିேܥ
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Proof. We decompose the solution into wave packets, ݁௜௧∆݂ = ∑ ݁௜௧∆ ௝݂௞௝,௞ , at scale ܴଶ. We recall 
that 

௝݂௞(ݔ) = ߟ ቀ
ݔ − ௞ݔ
ܴଶ ቁ ௝݂(ݔ), 

and we define ሚ݂௝௞by 

ሚ݂௝௞(ݔ) = ଵ/ଶ|ߟ| ቀ
ݔ − ௞ݔ
ܴଶ ቁ ௝݂(ݔ). 

As ߟdecays rapidly and ∑ ߟ ቀݔ − ௫ೖ
ோమ
ቁ௞ = 1, it is easy to see that 

෍|ߟ|ଵ/ଶ ቀݔ −
௞ݔ
ܴଶቁ

௞

≤  ,ܥ

so that 

෍ቯ෍ ሚ݂௝௞
௝

ቯ

௅೜(ℝ೙)

௤

௞

≤ ܥ ቯ෍ ሚ݂௝௞
௝,௞

ቯ

௅೜(ℝ೙)

௤

≤ ௅೜(ℝ೙)‖݂‖ܥ
௤ .                            (18) 

As supp መ݂ ⊂ ९௡, we have that the ݒ௝’s are contained in a slight enlargement of ९௡. Thus, the tubes 

௝ܶ௞make angles with the spatial hyperplane which are uniformly bounded below. Letting 
ܴఌܳ௟denote the cube of side ܴଶାఌwith centre ݔ௟, we write 

௟݂ = ෍ ෍ ௝݂௞
௝௞:ொೖ∩ோഄொ೗ஷ∅

, 

so that ݁௜௧∆ ௟݂consists of the wave packets that pass through or near to ܳ௟ × [0,ܴଶ]. Similarly, we 
define ሚ݂௟by 

ሚ݂௟ = ෍ ෍ ሚ݂௝௞
௝௞:ொೖ∩ோഄொ೗ஷ∅

. 

To prove property (i), we note that 

| ௟݂(ݔ)| = ቮ ෍ ߟ ቀ
ݔ − ௞ݔ
ܴଶ ቁ (ݔ)݂

௞:ொೖ∩ோഄொ೗ஷ∅

ቮ 

≤ ܥ ቆ1 +
ݔ| − |௟ݔ
ܴଶାଶఌ ቇ

ିெ

ቮ ෍ ଵ/ଶ|ߟ| ቀ
ݔ − ௞ݔ
ܴଶ ቁ݂(ݔ)

௞:ொೖ∩ோഄொ೗ஷ∅

ቮ 

= ܥ ቆ1 +
ݔ| − |௟ݔ
ܴଶାଶఌ ቇ

ିெ

ห ሚ݂௟(ݔ)ห 

for some large ܯ ∈ ℕ, so that, by Hölder, 

‖ ௟݂‖௅೛(ℝ೙) ≤ ଶ(ଵାఌ)௡ቀభ೛ିܴܥ
భ
೜ቁฮ ሚ݂௟ฮ௅೜(ℝ೙). 

To prove property (ii), we note that a cube ܳ௞can intersect ܴఌܳ௟for at most 2ܴ௡ఌdifferent cubes ܳ௟, 
so that 

෍ฮ ሚ݂௟ฮ௅೜(ℝ೙)
௤

௟

≤ ෍ܥ ෍ ቯ෍ ሚ݂௝௞
௝

ቯ

௅೜(ℝ೙)

௤

௞:ொೖ∩ோഄொ೗ஷ∅௟
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              ≤ ௡ఌ෍ቯ෍ܴܥ ሚ݂௝௞
௝

ቯ

௅೜(ℝ೙)

௤

௞

. 

Thus, by (18), we see that 

෍ฮ ሚ݂௟ฮ௅೜(ℝ೙)
௤

௟

≤ ௡ఌ‖݂‖௅೜(ℝ೙)ܴܥ
௤ . 

To prove property (iii), we consider the pointwise bound 

ห݁௜௧∆݂ห ≤ ห݁௜௧∆ ௟݂ห + ቮ ෍ ෍݁௜௧∆ ௝݂௞
௝௞:ொೖ∩ோഄொ೗ୀ∅

ቮ .                                          (19) 

By construction and Lemma (1.2.6), 

ቮ ෍ ෍݁௜௧∆ ௝݂௞(ݔ)
௝௞:ொೖ∩ோഄொ೗ୀ∅

ቮ ≤ ேᇲܴଶேܥ
ᇲ ෍ ෍

߮ோమ ∗ ห ௝݂ห(ݔ௞)
௞ݔ| − ௟|ேݔ

ᇲ

௞: |௫ೖି௫೗|ஹ
భ
మோ

మశഄ

௖ோమ೙

௝ୀଵ

 

for all (ݔ, (ݐ ∈ ܳ௟ × [0,ܴଶ], and all ܰᇱ ∈ ℕ. Choosing an ܰᇱ > (4݊ + ߝ/(ܰ + 2݊, we have 

ቮ ෍ ෍݁௜௧∆ ௝݂௞(ݔ)
௝௞:ொೖ∩ோഄொ೗ୀ∅

ቮ ≤ ேܴିேܥ ෍ ෍
߮ோమ ∗ ห ௝݂ห(ݔ௞)

௞ݔ| − ௟|ଶ௡ݔ
௞: |௫ೖି௫೗|ஹ

భ
మோ

మశഄ

௖ோమ೙

௝ୀଵ

 

for all ܰ ∈ ℕ. Now, by (16), 
ห ௝݂ห ≤ ܴିଶ௡߰(ܴିଶ ·) ∗ |݂| ≤ ோమ߮ܥ ∗ |݂|, 

so that 

ቮ ෍ ෍݁௜௧∆ ௝݂௞(ݔ)
௝௞:ொೖ∩ோഄொ೗ஷ∅

ቮ ≤ ேܴିேܥ ෍ ෍
߮ோమ ∗ ߮ோమ ∗ (௞ݔ)|݂|

௞ݔ| − ௟|ଶ௡ݔ
௞: |௫ೖି௫೗|ஹ

భ
మோ

మశഄ

௖ோమ೙

௝ୀଵ

. 

Now, it is easy to see that 
߮ோమ ∗ ߮ோమ ∗ (ݔ)|݂| ≈ ߮ோమ ∗ ߮ோమ ∗  (ᇱݔ)|݂|

when |ݔ − |ᇱݔ ≤ √ܴ݊ଶ, so that 

෍
߮ோమ ∗ ߮ோమ ∗ (௞ݔ)|݂|

௞ݔ| − ௟|ଶ௡ݔ
௞: |௫ೖି௫೗|ஹ

భ
మோ

మశഄ

≤ ோమ߮ܥ ∗ ߮ோమ ∗ ߮ோమ ∗  (௟ݔ)|݂|

                                                                 ≤ ோమ߮ܥ ∗ ߮ோమ ∗ ߮ோమ ∗  (ݔ)|݂|
for all ݔ ∈ ܳ௟. Substituting into (19), we have 

ห݁௜௧∆݂(ݔ)ห ≤ ห݁௜௧∆ ௟݂(ݔ)ห+ ேܴିே߮ோమܥ ∗ ߮ோమ ∗ ߮ோమ ∗  (ݔ)|݂|
for all (ݔ, (ݐ ∈ ܳ௟ × [0,ܴଶ], and we are done.  
Lemma (1.2.8) [46]: Let ݍ ≥ ଵ݌ ≥ ܫ ଴and݌ ⊂ [0,ܴଶ]. Suppose that 

ฮ݁௜௧∆݂ฮ௅ೣ೜ቀ஻ೃమ ,௅೟ೝ(ூ)ቁ ≤  ௦‖݂‖௅೛బ(ℝ೙)ܴܥ

whenever ܴ ≫ 1, and ݂is frequency supported in ९௡. Then for all ߝ > 0, 

ฮ݁௜௧∆݂ฮ௅ೣ೜ቀ஻ೃమ ,௅೟ೝ(ூ)ቁ ≤ ఌܴܥ
௦ାଶ௡ቀ భ೛బ

ି భ
೛భ
ቁାఌ‖݂‖௅೛భ(ℝ೙). 

Proof. By Lemma (1.2.7), for all ߝ > 0, there exists functions ௟݂and ሚ݂௟such that 
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‖ ௟݂‖௅೛బ(ℝ೙) ≤ ଶ௡ቀܴܥ
భ
೛బ
ି భ
೛భ
ቁାఌฮ ሚ݂௟ฮ௅೛భ(ℝ೙),                                           (20) 

෍ฮ ሚ݂௟ฮ௅೛భ(ℝ೙)
௣భ

௟

≤ ఌ‖݂‖௅೛భ(ℝ೙)ܴܥ
௣భ ,                                                                    (21) 

and for all ܰ, ݈ ∈ ℕ and (ݔ, (ݐ ∈ ܳ௟ × [0,ܴଶ], 
ห݁௜௧∆݂(ݔ)ห ≤ ห݁௜௧∆ ௟݂(ݔ)ห+  .(ݔ)ோమ݂ܮேܴିேܥ

We use these pointwise bounds on cubes, to obtain an ܮ௤൫ℝ௡  ൯bound. We have(ܫ)௧௥ܮ,

ฮ݁௜௧∆݂ฮ௅೜ቀℝ೙,௅೟ೝ(ூ)ቁ
௤

= ෍ฮ݁௜௧∆݂ฮ௅೜ቀொ೗,௅೟ೝ(ூ)ቁ
௤

௟

 

≤෍ฮห݁௜௧∆ ௟݂ห + ோమ݂ฮ௅೜ቀொ೗,௅೟ೝ(ூ)ቁܮேܴିேܥ
௤

௟

,       

and using the fact that ‖݃ + ℎ‖௤ ≤ 2௤(‖݃‖௤ + ‖ℎ‖௤), we see that 

ฮ݁௜௧∆݂ฮ௅೜ቀℝ೙ ,௅೟ೝ(ூ)ቁ
௤

≤ ∆෍ฮ݁௜௧ܥ ௟݂ฮ௅೜ቀொ೗ ,௅೟ೝ(ூ)ቁ
௤

௟

+ ோమ݂‖௅೜ቀொ೗ܮ‖ேܴିே෍ܥ ,௅೟ೝ(ூ)ቁ
௤

௟

. 

Now, byYoung’s inequality, 

෍‖ܮோమ݂‖௅೜ቀொ೗,௅೟ೝ(ூ)ቁ
௤

௟

≤ ܴଶ௤‖߮ோమ ∗ ߮ோమ ∗ ߮ோమ ∗ |݂|‖௅೜(ℝ೙)
௤  

      ≤ ଶ௤‖݂‖௅೜(ℝ೙)ܴܥ
௤ , 

so that 

ฮ݁௜௧∆݂ฮ௅೜ቀℝ೙ ,௅೟ೝ(ூ)ቁ
௤

≤ ∆෍ฮ݁௜௧ܥ ௟݂ฮ௅೜ቀொ೗ ,௅೟ೝ(ூ)ቁ
௤

௟

+ ேܴିே‖݂‖௅೜(ℝ೙)ܥ
௤ .          (22) 

By translation invariance and the hypothesis, 
ฮ݁௜௧∆ ௟݂ฮ௅೜ቀொ೗,௅೟ೝ(ூ)ቁ ≤ ‖௦ܴܥ ௟݂‖௅೛బ(ℝ೙) 

for all ݈ ∈ ℕ, and combining this with (20), 

ฮ݁௜௧∆ ௟݂ฮ௅೜ቀொ೗ ,௅೟ೝ(ூ)ቁ ≤ ௦ାଶ௡ቀܴܥ
భ
೛బ
ି భ
೛భ
ቁାఌฮ ሚ݂௟ฮ௅೛భ(ℝ೙).                    (23) 

On the other hand, as supp መ݂ ⊂ ९௡and ݌ଵ ≤  ,by Bernstein’s inequality ,ݍ
‖݂‖௅೜(ℝ೙) ≤  ௅೛భ(ℝ೙).                                            (24)‖݂‖ܥ

Substituting (23) and (24) into (22), we see that 

ฮ݁௜௧∆݂ฮ௅೜ቀℝ೙,௅೟ೝ(ூ)ቁ
௤

≤ ௤ቀ௦ାଶ௡ቀܴܥ
భ
೛బ
ି భ
೛భ
ቁାఌቁ෍ฮ ሚ݂௟ฮ௅೛భ(ℝ೙)

௤
+ ேܴିே‖݂‖௅೛భ(ℝ೙)ܥ

௤

௟

. 

Finally, as ݍ ≥  ,ଵ, by convexity݌

෍ฮ ሚ݂௟ฮ௅೛భ(ℝ೙)
௤

௟

≤ ൭෍ฮ ሚ݂௟ฮ௅೛భ(ℝ೙)
௣భ

௟

൱
௤/௣భ

, 

so that, by (21), we can sum to obtain the required bound.  
 
We denote byܮௌ(ݍ →  the estimate(ݍ

ฮ݁௜௧∆݂ฮ௅೜(ℝ೙×[଴,ଵ]) ≤ ఈฮܥ መ݂ฮ௅೛(ℝ೙) 

for all ߙ > 2݊ ቀଵ
ଶ
− ଵ

௤
ቁ − ଶ

௤
. 
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We denote byܴ∗(݌ →  the (adjoint) restriction estimate(ݍ
ฮ݁௜௧∆݂ฮ௅೜൫ℝ೙శభ൯ ≤ ฮܥ መ݂ฮ௅೛(ℝ೙), 

where ݌ᇱ = ௡௤
௡ାଶ

. It is conjectured that ܴ∗(݌ → <holds for all(ݍ 2 + ଶ
௡
, and it has been provenin the 

affirmative by Tao [32] in the range ݍ > 2 + ସ
௡ାଵ

. 
Theorem (1.2.9)[46]: ܴ∗(݌ → (ݍ ⇒ ݍ)ܵܮ →  .(ݍ
Proof. Suppose first that supp መ݂ ⊂ ९௡. Considering (9), we see that ݁௜௧∆݂can be viewed as the 
convolution of ݂with the Fourier transform of ݁ିସగమ௜|క|మ௧, so that we can also write 

݁௜௧∆݂(ݔ) =
1

(ݐ݅ߨ4)
೙
మ
න ݁(ݕ)݂

೔|ೣష೤|మ

ర೟ ݕ݀
ℝ೙

.                                                         (25) 

As in [28], we ‘complete the square’ in (9), and compare the representations, so that 

ห݁௜௧∆݂(ݔ)ห = ቤ
ܿ௡/ଶ

௡/ଶݐ ݁
ି௜௖మభ೟∆ መ݂ ቀ

ݔܿ
ݐ ቁ
ቤ .                                                               (26) 

Making a ‘pseudo-conformal’ change of variables, we have 

ฮ݁௜௧∆݂ฮ௅೜൫஻ೃమ×ൣோమ/ଶ,ோమ൧൯ ≤ ௡ିܴܥ ቛ݁௜
భ
೟∆ መ݂ ቀ

·
ቁݐ
ቛ
௅೜൫஻ೃమ×ൣோమ/ଶ,ோమ൧൯

 

                                      ≤ ௡ାିܴܥ
మ(೙శమ)

೜ ฮ݁௜௧∆ መ݂ฮ௅೜൫९೙శభ൯. 

Now, by hypothesis, 
ฮ݁௜௧∆ መ݂ฮ௅೜൫९೙శభ൯ ≤  ,௅೛(ℝ೙)‖݂‖ܥ

where ݌ᇱ = ௡௤
௡ାଶ

 , so that 

ฮ݁௜௧∆݂ฮ௅೜൫஻ೃమ×ൣோమ/ଶ,ோమ൧൯ ≤ ௡ାିܴܥ
మ(೙శమ)

೜ ‖݂‖௅೛(ℝ೙). 

Thus, by Lemma (1. 2. 8) 

ฮ݁௜௧∆݂ฮ௅೜൫ℝ೙×ൣோమ/ଶ,ோమ൧൯ ≤ ௡ାିܴܥ
మ(೙శమ)

೜ ାଶ௡ቀభ೛ି
భ
೜ቁାఌ‖݂‖௅೜(ℝ೙) 

                       = ௡ቀଵିܴܥ
మ
೜ቁାఌ‖݂‖௅೜(ℝ೙). 

Finally we scale, so that 

ฮ݁௜௧∆݂ฮ௅೜൫ℝ೙×ൣଶషೖ,ଶషೖశభ൧൯ ≤ 2ିܥ
మೖ
೜ ܴ௡ቀଵି

మ
೜ቁି

మ
೜ାఌ‖݂‖௅೜(ℝ೙) 

whenever supp መ݂ ⊂ ݇ ଶೖோwithܤ ≥ 0. Summing, we see that 

ฮ݁௜௧∆݂ฮ௅೜(ℝ೙×[଴,ଵ]) ≤ ௡ቀଵିܴܥ
మ
೜ቁି

మ
೜ାఌ‖݂‖௅೜(ℝ೙) 

whenever supp መ݂ ⊂  .ோ, and the proof is completed with the standard Littlewood–Paley argumentsܤ
We consider the local bound, 

ฮ݁௜௧∆݂ฮ௅ೣ೜(९೙,௅೟ೝ[଴,ଵ]) ≤  ௦‖݂‖ுೞ(ℝ೙),                                                       (27)ܥ

and the global bound, 
ฮ݁௜௧∆݂ฮ௅ೣ೜ (ℝ೙,௅೟ೝ[଴,ଵ]) ≤  ௦‖݂‖ுೞ(ℝ೙).                                                      (28)ܥ

Theorem (1.2.10) [46]: Let ݍ, ݎ ≥ 2. Then (27) holds for all ݏ >  ଴if and only if (28) holds for allݏ
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> ଴ݏ2 − ݊ ቀଵ
ଶ
− ଵ

௤
ቁ + ଶ

௥
 . 

Letting ݍ = 2 and ݎ = ∞, we obtain Theorem (1.2.3). Letting ݍ = ݎ = 2, we see the equivalence up 
to endpoints of the conservation of charge and the local smoothing theorem of Sjölin, Vega, and 
Constantin and Saut, mentioned. 
We will need the following lemma due to Lee. 
Lemma (1.2.11)[46]: (See [31].) Let ݍ, ݎ ≥ 2. Suppose that 

ฮ݁௜௧∆݂ฮ௅ೣ೜(஻ೃ ,௅೟ೝ[଴,ோ]) ≤  ,௦‖݂‖௅మ(ℝ೙)ܴܥ

whenever ܴ ≫ 1, and ݂is frequency supported in ८௡. Then for all ߝ > 0, 
ฮ݁௜௧∆݂ฮ௅ೣ೜൫஻ೃ ,௅೟ೝൣ଴,ோమ൧൯ ≤  .ఌܴ௦ାఌ‖݂‖௅మ(ℝ೙)ܥ

By the standard Littlewood–Paley arguments and scaling, to prove Theorem (1.2.10), it will suffice 
to prove the following theorem, where (ii) and (iii) correspond to (27) and (28), respectively. 
Theorem (1.2.12) [46]: Let ݍ, ݎ ≥ 2, and consider functions ݂which are frequency supported in 
८௡. Then the following bounds are equivalent: 

(i) ฮ݁௜௧∆݂ฮ௅ೣ೜(஻ೃ ,௅೟ೝ[଴,ோ]) ≤ ܴ ௦‖݂‖௅మ(ℝ೙)for allܴܥ ≫ 1and ݏ >  ,଴ݏ

(ii) ฮ݁௜௧∆݂ฮ௅ೣ೜൫஻ೃ ,௅೟ೝൣ଴,ோమ൧൯ ≤ ܴ ௦‖݂‖௅మ(ℝ೙)for allܴܥ ≫ 1and ݏ >  ,଴ݏ

(iii)ฮ݁௜௧∆݂ฮ௅ೣ೜൫ℝ೙,௅೟ೝൣ଴,ோమ൧൯ ≤ ܴ ଶ௦‖݂‖௅మ(ℝ೙)for allܴܥ ≫ 1and ݏ >  .଴ݏ

Proof. By changing variables ܴ → ܴଵ/ଶ in (iii), we see that (ii) and (iii) trivially imply (i). Thus, it 
will suffice to show that (i) implies (ii) and (iii). Now, (i) implies (ii) is precisely the content of 
Lemma (1.2.11). Similarly, by changing variables and letting ݌଴ = ଵ݌ = 2 and ܫ = [0,ܴଶ] in 
Lemma (1.2.8), we see that (i) implies (iii).  
By the local result of Lee [11], mentioned, and Theorem (1.2.10) with ݍand ݎtaken to be 2 and ∞, 
respectively, we obtain the following corollary. 
Corollary (1.2.13)[46]: For all ݏ > 3/4, there exists a constant ܥ௦such that 

ฯ sup
଴ழ௧ழଵ

ห݁௜௧∆݂หฯ
௅మ൫ℝమ൯

≤  .௦‖݂‖ுೞ൫ℝమ൯ܥ

We note that as (28) cannot hold for any value of ݏwhen ݍ < 2 (see for example [25]), there can be 
no such equivalence whenݍ < 2. Letting ݎ = ∞, we also see that the necessary conditions for (28) 
to hold given in [25], are equivalent to the necessary conditions for (27) to hold given in [40]. 
The generalised Schrödinger equation, ߲݅௧ݑ + ݑ(ܦ)߶ = 0, where ߶(ܦ)ݑ෣ =  is(ߦ)߶ and(ߦ)ොݑ(ߦ)߶
real, has solution ݁௜௧థ(஽)݂which can be formally written as 

݁௜௧థ(஽)݂(ݔ) = න መ݂(ߦ)݁ଶగ௜௫·కା௜௧థ(క)݀ߦ . 

In the local case, Kenig, Ponce and Vega [9] showed that if there are at most ܰ ∈ ℕ solutions to 
,ଵߦ)߶ . . . , ௞ߦ ,ݔ, ,௞ାଵߦ . . . , (௡ିଵߦ =  (29)                                                                    ݎ

for all ߦ ∈ ℝ௡ିଵ, ݎ ∈ ℝ, ݇ = 0, . . . ,݊ − 1, and 
|(ߦ)߶|

|(ߦ)߶ߘ| ≤ 1)ܥ + ଶ)௦బ|ߦ| , 

then for ݏ >  ,଴ݏ
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ฯ sup
଴ழ௧ழଵ

ห݁௜௧థ(஽)݂หฯ
௅మ(९೙)

≤  ௦‖݂‖ுೞ(ℝ೙).                                                        (30)ܥ

In the global case, Cowling [5] showed that if |߶(ߦ)| ≤ 1)ܥ + ଶ)௦బ|ߦ| , then for ݏ >  ,଴ݏ

ฯ sup
଴ழ௧ழଵ

ห݁௜௧థ(஽)݂หฯ
௅మ(ℝ೙)

≤  ௦‖݂‖ுೞ(ℝ೙).                                                   (31)ܥ

In particular, both these results hold for smooth ߶that are homogeneous of degree ݉ ≥ 1. The 
injectivity condition (29) is fulfilled and 

|(ߦ)߶|
|(ߦ)߶ߘ| ≤ 1)ܥ +  ,ଶ)ଵ/ଶ|ߦ|

so that (30) holds for all ݏ > 1/2. On the other hand |߶(ߦ)| ≤ 1)ܥ +  ଶ)௠/ଶ, so that (31) holds|ߦ|
for all ݏ > ݉/2. 

For such ߶, these results are again equivalent. Indeed, for any߶satisfying |ܦఈ߶(ߦ)| ≤
|ߙ| ௠ି|ఈ|, where|ߦ|଴ܥ ≤ 2, and |(ߦ)߶ߘ| ≥  .௠ିଵ, there is an equivalence|ߦ|଴ିଵܥ

We consider the local bound, 
ฮ݁௜௧థ(஽)݂ฮ௅ೣ೜(९೙,௅೟ೝ[଴,ଵ]) ≤  ௦‖݂‖ுೞ(ℝ೙),                                                            (32)ܥ

and the global bound, 
ฮ݁௜௧థ(஽)݂ฮ௅ೣ೜(ℝ೙,௅೟ೝ[଴,ଵ]) ≤  ௦‖݂‖ுೞ(ℝ೙).                                              (33)ܥ

By scaling, it will suffice to consider ݁௜௧థೃ(஽)݂defined by 

݁௜௧థೃ(஽)݂ = න መ݂(ߦ)݁ଶగ௜௫·కା௧ோష೘థ(ோక)݀ߦ , 

where ߶ோ = ܴି௠߶(ܴ ·), መ݂is supported in ८௡and ݐ ∈ [0,ܴ௠]. It is easy to see that |ܦఈ߶ோ(ߦ)| ≤
|(ߦ)ோ߶ߘ| ௠ି|ఈ|and|ߦ|଴ܥ ≥ ௝൯หݒோ൫߶ߘ௠ିଵ for all ܴ, so that ห|ߦ|଴ିଵܥ ≈ หݒ௝ห

௠ିଵ
. 

Now, Lemma (1.2.6) generalises to ߶such that |ܦఈ߶(ߦ)| ≤ |ߙ| ௠ି|ఈ|for|ߦ|଴ܥ ≤ 2 (see [35]). The 
 .଴ܥ ௝൯, and the constants depend only onݒ൫߶ߘ௝is replaced byݒ2
To prove versions of Lemmas (1.2.7) and (1.2.8) with ݁௜௧థೃ(஽)݂in place of ݁௜௧∆݂, only the 
numerology changes. The important point is that the tubes make angles with the spatial plane which 
are uniformly bounded away from zero, which we have insured by requiring that |ߘ߶ோ(ߦ)| ≤  ଴ forܥ
all ߦ ∈ ८௡. 
Lemma (1.2.11) can be similarly generalised. The important point there is that the tubes make 
angles with the ݐ-axis which are uniformly bounded away from zero, which we have insured by 
requiring that |ߘ߶ோ(ߦ)| ≥ ଵ

ଶ
ߦ ଴ିଵ for allܥ ∈ ८௡. 

Thus, considering ݂frequency supported in ८௡, and ݍ, ݎ ≥ 2, the following bounds are equivalent: 
(i) ฮ݁௜௧థೃ(஽)݂ฮ௅ೣ೜(஻ೃ ,௅೟ೝ[଴,ோ]) ≤ ܴ ௦‖݂‖௅మ(ℝ೙)for allܴܥ ≫ 1and ݏ >  ,଴ݏ

(ii) ฮ݁௜௧థೃ(஽)݂ฮ௅ೣ೜(஻ೃ,௅೟ೝ[଴,ோ೘]) ≤ ܴ ௦‖݂‖௅మ(ℝ೙)for allܴܥ ≫ 1and ݏ >  ,଴ݏ

(iii)ฮ݁௜௧థೃ(஽)݂ฮ௅ೣ೜(ℝ೙,௅೟ೝ[଴,ோ೘]) ≤ ܴ ௠௦‖݂‖௅మ(ℝ೙)for allܴܥ ≫ 1and ݏ >  .଴ݏ

By scaling and the usual arguments of Littlewood and Paley, this yields the following theorem. 
Theorem (1.2.14) [46]: Let ݍ, ݎ ≥ 2. Suppose that|ܦఈ߶(ߦ)| ≤ |(ߦ)߶ߘ| ௠ି|ఈ|and|ߦ|଴ܥ ≥
ߦ ௠ିଵforall|ߦ|଴ିଵܥ ∈ ℝ௡\{0}, where |ߙ| ≤ 2and݉ > 1. Then (32) holds for all ݏ >  ଴if and only ifݏ
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(33) holdsfor all ݏ > ଴ݏ݉ − (݉ − 1)ቀ݊ ቀଵ
ଶ
− ଵ

௤
ቁ − ௠

௥
ቁ. 

A corollary of this and the generalised result of Lee [19], is that Corollary (1.2.13) also holds for the 
generalised Schrödinger equation; where |ܦఈ߶(ߦ)| ≤ |(ߦ)߶ߘ| ଶି|ఈ|and|ߦ|ܥ ≥  and the ,|ߦ|ଵିܥ
Hessian of ߶has two nonzero eigenvalues of the same sign. 
For completeness, we note that when ݉ ≤ 1, we no longer need Lemma (1.2.11), so that we have 
the following theorem. 
 
Theorem (1.2.15) [46]: Let ݍ ≥ 2and suppose that |ܦఈ߶(ߦ)| ≤ ߦ ௠ି|ఈ|for all|ߦ|଴ܥ ∈ ℝ௡\{0}, 
where |ߙ| ≤ 2and ݉ ≤ 1. Then (32) holds for all ݏ > ݏ ଴if and only if (33) holds for allݏ >  .଴ݏ
In particular, we consider ߶(ߦ) = (ܦ)߶ ௠so that(|ߦ|ߨ2) = (−∆)௠/ଶ with ݉ ∈ (0, 1). The 
conditions of Theorem (1.2.15) are fulfilled, and we see that global bounds are equivalent to local 
bounds. 
We consider the nonelliptic Schrödinger equation; where ߶is defined by ߶(ߦ) = ଵଶߦ)ଶߨ4− − ଶଶߦ ±
ଷଶߦ ±· · ·  ௡ଶ), andߦ±

(ܦ)߶ == ߲௫భ
ଶ − ߲௫మ

ଶ ± ߲௫య
ଶ ±· · · ±߲௫೙

ଶ . 
Note that the conditions of Theorem (1.2.14) are fulfilled with ݉ = 2. Vargas, Vega and the author 
[14] showed that, in this case, the bound of Kenig, Ponce and Vega is almost sharp, in the sense that 

ฯ sup
଴ழ௧ழଵ

ห݁௜௧□݂หฯ
௅మ(९೙)

≤  ௦‖݂‖ுೞ(ℝ೙)ܥ

does not hold when ݏ < 1/2. 
Therefore, by Theorem (1.2.14), we see that the bound of Cowling is similarly sharp, and we state 
this as a corollary. 
Corollary (1.2.16) [46]: For all ݏ > 1, there exists a constant ܥ௦such that 

ฯ sup
଴ழ௧ழଵ

ห݁௜௧□݂หฯ
௅మ(ℝ೙)

≤  ,௦‖݂‖ுೞ(ℝ೙)ܥ

and this is not true when ݏ < 1. 
Theorem (1.2.9) also generalises to the nonelliptic case, so the well-known Stein–Tomas–Strichartz 
estimate yields an almost sharp local smoothing estimate in the range ݍ ≥ 2 + 4/݊. In two spatial 
dimensions, by a restriction theorem independently due to Vargas [43] and Lee [35], we have the 
result in the range ݍ ≥ 10/3. 
Corollary (1.2.17) [210]. Let n = 1. If ϵ ≥ 0 and 4ϵଶ + 15ϵ ≥ 0, then (4) holds. If ϵ > 0and  
భ
మ + ϵ ≥ max{1/(2 + ϵ),1/2− 1/(2 + ϵ)}, then (3) holds. 

Proof. By duality, it will suffice to show that      

ቮන e୧୲(୶)∆f(x)w(x)dx
ୖ

ቮ

ଶ

≤ C(ସା஫)‖f‖
ୌ
భ
మశಣ(ୖ)

ଶ ‖w‖
୐(రశಣ)′(ୖ)
ଶ  

for all positive w ∈ L(ସା஫)′(R), where the measurable function t maps into R when we are 

considering the bound (4) and into (0,1) when we consider (3). 
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By Fubini’s theorem and the Cauchy–Schwarz inequality, the left hand side of this inequality is 

bounded by 

නหfመ(ξ)ห
ଶ(1 + |ξ|)ଶ(భమା஫)dξන ቮන eଶ஠୧൫୶ஞି୲(୶)ஞమ൯w(x)dx

ୖ

ቮ

ଶ
dξ

(1 + |ξ|)ଶ(భమା஫)
ୖୖ

. 

Thus, by writing the squared integral as a double integral, it will suffice to show that 

න න න eଶ஠୧൫஫ஞି൫୲(୶)ି୲(୶ି∈)൯ஞమ൯w(x)w(x − ϵ)dxd(x− ϵ)
dξ

(1 + |ξ|)ଶ(భమା஫)
ୖୖୖ

≤ C୮‖w‖
୐(మశಣ)′(ୖ)
ଶ .    (5) 

By Lemma 1, we have 

ቮන
eଶ஠୧൫஫ ஞି൫୲(୶)ି୲(୶ି஫)൯ஞమ൯

(1 + |ξ|)ଶ(భమା஫)
dξ

ୖ

ቮ ≤
C

|ϵ|ିଶ஫ 

when(1 − ϵ) takes values in R, and −భ
ర ≤ ϵ < 0, and by Lemmas 1 and 2, we have  

ቮන
eଶ஠୧൫஫ ஞି൫୲(୶)ି୲(୶ି஫)൯ஞమ൯

(1 + |ξ|)ଶ(భమା஫)
dξ

ୖ

ቮ ≤
C

|ϵ|୫ୟ୶൛ଶ(భమା஫),ଵିଶ(భమା஫)ൟ
 

when(ϵ) takes values in0 < ߳ < 1 Thus, by Fubini’s theorem, the left hand side of (5) is bounded 

by a constant multiple of 

න න
w(x)w(x − ϵ)

|ϵ|ଵିଶ(భమା஫)
dxd(x − ϵ)

ୖୖ

 

in the first case, and  

න න
w(x)w(x − ϵ)

|ϵ|୫ୟ୶{(ଵାଶ஫),ିଶ஫} dxd(x − ϵ)
ୖୖ

 

In the second. Finally, by Hölder’s inequality and the Hardy–Littlewood–Sobolev inequality, these 

are bounded by 

‖w‖
୐(మశಣ)′(ୖ) ቯන

w(x)
|x −∙|ିଶ஫ dx

ୖ

ቯ

୐(మశಣ)(ୖ)

≤ C(ଶା஫)‖w‖
୐(మశಣ)′(ୖ)
ଶ , 

Where ϵଶ + 2ϵ+ 1 = 0 and ϵ ≥ 2 when we are considering the bound in (4), and 

‖w‖
୐(మశಣ)′(ୖ) ቯන

w(x)

|x −∙|୫ୟ୶൛ଶ(భమା஫)ଵିଶ(భమା஫)ൟ
dx

ୖ

ቯ

୐(మశಣ)(ୖ)

≤ C(ଶା஫)‖w‖
୐(మశಣ)′(ୖ)
ଶ , 

Where భమ + ϵ = max{1/(2 + ϵ),1/2− 1/(2 + ϵ)} and (2+∈) > 2 when we consider (3). 
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in [21] due to Tao and Vargas, the following result is proved using bilinear restriction estimates. 
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Chapter 2 
Strichartz Estimates and Singular Continuous Spectrum 

We consider the Schrödinger operatore୧୲∆ acting on initial datafin Hୱ.We show that an affirmative 
answer to a question of Carleson, concerning the sharp range of s forwhichlim

୲→଴
e୧୲∆  f(x) =

f(x) a. e. x ∈ R୬,would imply an affirmativeanswer to a question of Planchon, concerning the sharp 
range of q and r for whiche୧୲∆ is bounded in L୶

୯(R୬, L୲୰(R). We have shown that every kind of 
absolutely continuous spectrum within a gap ܬ of H can be generated by a self-adjoint extensionܪ~ 
ofܪ, cf. [61. 
 
Section (2.1): The Schrödinger Maximal Operator 
The Schrödinger equation, ߲݅௧ݑ + ݑ∆ = 0, in ℝ௡ାଵ, with initial datum ݂in the Sobolev space 
 ௦(ℝ௡), has solution ݁௜௧∆݂which can be formally written asܪ̇

݁௜௧∆݂(ݔ) = න መ݂(ߦ)݁ଶగ௜൫௫∙కିଶగ௧|క|మ൯݀ߦ
ℝ೙

.                                   (1) 

We define the dimensional or scaling relation ݍ)ݏ,  by(ݎ

,ݍ)ݏ (ݎ = ݊ ൬
1
2−

1
൰ݍ −

2
ݎ . 

Stein [55], Tomas [58], Strichartz [56], Ginibre and Velo [47], and Keel and Tao [49] have all 
played a role in proving the following theorem. 
Theorem (2.1.1)[ 59 ]: [49] Let ݍ ∈ [2,∞), ݎ ∈ [2,∞]and ௡

௤
+ ଶ

௥
≤ ௡

ଶ
. Then 

ฮ݁௜௧∆݂ฮ௅೟ೝቀℝ,௅ೣ
೜ (ℝ೙)ቁ ≤  .ு̇ೞ(೜,ೝ)(ℝ೙)‖݂‖ܥ

The theorem is sharp in the sense that it is not true when ݍ < 2, ݎ < 2, or ௡
௤

+ ଶ
௥

> ௡
ଶ
.When ݍ = ∞, 

the estimate holds only occasionally (see [51,19]). 
Changing the order of the integrals, the problem is more difficult. We will ignore the subtle 
endpoint questions. In connection with his work on the cubic semilinear Schrödinger equation, 
Planchon [52] asked whether the following is true: 

Conjecture(2.1.2) [59] Let ݍ ∈ ቀଶ(௡ାଵ)
௡

,∞ቃ , ݎ ∈ [2,∞)and ௡ାଵ
௤

+ ଵ
௥

< ௡
ଶ
. Then 

ฮ݁௜௧∆݂ฮ௅ೣ೜ (ℝ೙,௅೟ೝ(ℝ)) ≤  .ு̇ೞ(೜,ೝ)(ℝ೙)‖݂‖ܥ

In one spatial dimension, this had already been proven in the affirmative, including the endpoints, 
by Kenig, Ponce and Vega [9, 23]. 
In higher dimensions, arguments originally due to Tao and Vargas [22] which were then refined by 
Planchon [52] (see also [25]), can be combined with Tao’s bilinear restriction estimate [21] to yield 

the conjecture in the range ݍ > ଶ(௡ାଷ)
௡ାଵ

. When ݍ >  the endpoints can be included, and the key ,ݎ
bound follows from the original Stein–Tomas theorem (see [48,52,23]). Note that ݍ)ݏ,  can be(ݎ
negative in this range. 
We will prove that the conjecture would follow from a positive resolution of a question of Carleson 
concerning the sharp range of ݏfor which 
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lim
௧→଴

݁௜௧∆݂(ݔ) = .a.e    ,(ݔ)݂ ݔ ∈ ℝ௡ ,      ݂ ∈  .௦(ℝ௡)ܪ

By standard arguments, the convergence follows from the estimate 

ฯ sup
଴ழ௧ழଵ

ห݁௜௧∆݂หฯ
௅ೣమ (९೙)

≤  ௦‖݂‖ுೞ(ℝ೙),                                               (A)ܥ

where ९௡is the unit ball in ℝ௡. If we restrict time to a sequence, then the convergence and a 
nonendpoint version of the maximal estimate are equivalent (see [54]). 
Conjecture (2.1.3) [59] (A) holds for all ݏ > 1/4. 
In one spatial dimension, the convergence was originally proven by Carleson [4] via an ܮଵ-estimate, 
and Kenig and Ruiz [10] showed that (A) holds for all ݏ ≥ 1/4. Dahlberg and Kenig [6] showed 
that this is sharp in the sense that (A) cannot hold whenݏ < 1/4. 
In two spatial dimensions, significant contributions were made by Bourgain [1,2], Moyua et al. [12, 
13], and Tao and Vargas [21 - 22]. The best known result is due to Lee [11] who showed that (A) 
holds when ݏ > 3/8. 
In higher dimensions, significant contributions were made by Carbery [3] and Cowling [5]. The best 
known result is independently due to Sjölin [15] and Vega [24] who showed that (A) holds when 
ݏ > 1/2. 
We rewrite estimate (A) as 

ฯ sup
଴ழ௧ழଵ

ห݁௜௧∆݂หฯ
௅ೣమ (९೙)

≤  (఑ܣ)                                          ,ுభ/రశഉ(ℝ೙)‖݂‖ܥ

where ߢ ≥ 0, and define the dual exponents ݍ఑and ݍ఑ᇱ by 

఑ݍ =
݊ + 1 + ߢ8
݊ + ߢ4 andݍ఑ᇱ =

݊ + 1 + ߢ8
1 + ߢ4 . 

 
Theorem (2.1.4) [59] Let ݍ ∈ ఑ݍ2) ,∞], ݎ ∈ ఑ᇱݍ2) ,∞)and ௡

ଶ௤ഉᇲ
+ ௡

௤
+ ଵ

௥
< ௡

ଶ
. If (ܣ఑) holds,then 

ฮ݁௜௧∆݂ฮ௅ೣ೜ (ℝ೙,௅೟ೝ(ℝ)) ≤  .ு̇ೞ(೜,ೝ)(ℝ೙)‖݂‖ܥ

Note that 2ݍ఑and ௤ഉ
ᇲ

௡
both tend to ଶ(௡ାଵ)

௡
as ߢtends to zero. Comparing with Conjecture (2.1.2), we see 

that (ݍ, can approach the endpoint ቀଶ(௡ାଵ)(ݎ
௡

,∞ቁ; 

Corollary (2.1.5)[59]: Conjecture(2.1.3)⇒ Conjecture (2.1.3). 
Combining the identityܦ௧௦݁௜௧∆݂ = ݁௜௧∆ܦ௫ଶ௦݂with Sobolev embedding, Theorem (2.1.1) also yields 
estimates for the maximal operator. Indeed, applying Hölder to obtain localܮଶ-bounds, we see that 

(఑ܣ) ⇒ ,(఑ᇲܣ)    ᇱߢ > ݊ ൬
1
2−

1
఑ݍ2

൰ −
1
4 . 

There is an improvement in regularity whenߢ > (݊ − 1)/8. Taking ݊ = 2 and iterating, we can 
suppress ߢto be arbitrarily close to 1/8, which recovers Lee’s result. 
We see that a global version holds; 
Corollary (2.1.6)[59]: Let ݍ > 16/5. Then for all ݏ > 1 −  ,ݍ/2

ฯsup
௧∈ℝ

ห݁௜௧∆݂หฯ
௅೜൫ℝమ൯

≤  .௦‖݂‖ுೞ൫ℝమ൯ܥ

Taking more care with the range of ݎ, we will also improve Planchon’s estimate. 
Theorem (2.1.7)[59]: Let ݊ = 2. Then Conjecture 1 is true for ݍ > 16/5. 
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To illustrate, this is a nonendpoint version of 
ฮ݁௜௧∆݂ฮ௅ೣభల/ఱቀℝమ,௅೟భల(ℝ)ቁ ≤  .ு̇భ/ర൫ℝమ൯‖݂‖ܥ

We follow the approach of Lee in that we adapt the proof of Tao’s bilinear theorem [21], rather than 
applying the estimate directly. 
Throughout, ܿand ܥwill denote positive constants that may depend on the dimensions and 
exponents of the Lebesgue spaces. The constants ܥwill sometimes depend on the small parameters 
,ߝ  but never on the functions ݂or ݃, and never on the large parameters ܴor ܰ. It will ,ߚ andߜ
occasionally be made explicit when they depend on other factors like the Sobolev index. Their 
values may change from line to line. The following are notations that will be used frequently: 
 

௫ܮ
௤൫ℝ௡ ∫൯: the Lebesgue space with norms൬(ܫ)௧௥ܮ, ቚ∫ ,ݔ)݂| ூݐ௥݀|(ݐ ቚ

௤/௥
ℝ೙ݔ݀ ൰

ଵ/௤

 

௦෢݃ܦ௦: the derivative defined byܦ (ߦ) = ௦(|ߦ|ߨ2) ො݃(ߦ) 
 ଶ(ℝ௡)ܮ derivatives inݏ ௦(ℝ௡): the homogeneous Sobolev space withܪ̇
 ଶ(ℝ௡)ܮ derivatives inݏ ௦(ℝ௡): the inhomogeneous Sobolev space withܪ
९௡ ≔ ݔ} ∈ ℝ௡: |ݔ| ≤ 1} 
ଵ(ܰ݁ଵ)ܤ ≔ ߦ} ∈ ℝ௡: ߦ| − ܰ݁ଵ| ≤ 1} 
 ௝: a member of the lattice ܴିଵ/ଶℤ௡ߦ
 ௞: a member of the lattice ܴଵ/ଶℤ௡ݔ
௝ܶ௞ ≔ ൛(ݔ, (ݐ ∈ ℝ௡ × [0,ܴ] ∶ หݔ − ൫ݔ௞ + ௝൯หߦݐߨ4 ≤ ܴଵ/ଶൟ. 
ܳோ ≔ [−ܴ/4,ܴ/4] × . . .× [−ܴ/4,ܴ/4] 
ோܲ(݈) ≔ ,ݔ)} (ݐ ∈ ℝ௡ × [ܴ/2,ܴ] ∶ ݔ − (݈ܴ/2 + ଵ݁(ܰݐߨ4 ∈ ܳோ} 
,ݍ)ݏ (ݎ ≔ ݊(1/2− −(ݍ/1  ݎ/2

఑ݍ ≔
݊ + 1 + ߢ8
݊ + ߢ4  

෠߰: a positive and smooth function, supported in ܤ√௡. 
 .a positive and smooth function, supported in ९௡, and equal to 1 at the origin :ߟ̂
The following lemma provides convenient estimates with which we will interpolate. 
Lemma (2.1.8)[59]: For all ܰ ≫ 1, ݎ ≥ 2, and ݂ frequency supported in ܤଵ(ܰ݁ଵ), 

ฮ݁௜௧∆݂ฮ௅ೣಮቀℝ೙ ,௅೟ೝ(ℝ)ቁ ≤  .ଵ/௥‖݂‖௅మ(ℝ೙)ିܰܥ

 
Proof.We suppose that ݊ ≥ 2; the 1-dimensional case was proven in [9]. By interpolation with the 
trivial ܮஶ-estimate, we may also take ݎ = 2. By writing the square as a double integral, 

ฮ݁௜௧∆݂(ݔ)ฮ
௅೟మ(ℝ)
ଶ

= න න න መ݂(ߦ) መ݂(ݕ)݁ଶగ௜ቀ௫∙(కି௬)ିସగ௧൫|క|మି|௬|మ൯ቁ݀ݐ݀ݕ݀ߦ
ℝ೙ℝ೙ℝ

, 

so that, by an application of Fubini, and integrating in ݐ, 

ฮ݁௜௧∆݂(ݔ)ฮ
௅೟మ(ℝ)
ଶ

≤ න න
ห መ݂(ߦ) መ݂(ݕ)ห

ଶ|ߦ|| − ݕ݀ߦ݀|ଶ|ݕ|
ℝ೙ℝ೙

. 

Writing |ߦ|ଶ − ଶ|ݕ| = ߦ) + (ݕ ∙ ߦ) − ,ݕ and recalling that ,(ݕ ߦ ∈  ଵ(ܰ݁ଵ), we see thatܤ
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න න
ห መ݂(ߦ) መ݂(ݕ)ห

ଶ|ߦ|| − |ଶ|ݕ| ݕ݀ߦ݀
ℝ೙ℝ೙

≤
ܥ
ܰ
න න

ห መ݂(ߦ) መ݂(ݕ)ห
ߦ| − |ݕ ݕ݀ߦ݀

ℝ೙ℝ೙
. 

Thus, by the Hardy–Littlewood–Sobolev inequality, 
ฮ݁௜௧∆݂(ݔ)ฮ

௅೟మ(ℝ)
ଶ

≤ ଵฮିܰܥ መ݂ฮ
௅

మ೙
మ೙షభ(ℝ೙)

ଶ
, 

and, as supp መ݂ ⊂  .ଵ(ܰ݁ଵ), by Hölder and Plancherel we complete the proofܤ
As in the arguments of Fefferman [30], Bourgain [26], Wolff [45], Tao [21], and Lee [11], we 
decompose into wave-packets at scale ܴ ≫ 1. 
Fix a positive and smooth function ෠߰, supported in ܤ√௡, such that 

෍ ෠߰൫ߦ − ܴଵ/ଶߦ௝൯
௝

= 1, 

where ߦ௝ ∈ ܴିଵ/ଶℤ௡ . We also fix a positive and smooth function ̂ߟ, supported in ९௡and equal to 
one at the origin, so that by the Poisson summation formula, 

෍ߟቀݔ −
௞ݔ
ܴଵ/ଶቁ

௞

= 1, 

where ݔ௞ ∈ ܴଵ/ଶℤ௡. Now, for any Schwartz function ݂we have the decompositions 
መ݂(ߦ) = ෍ መ݂௝(ߦ)

௝

= ෍ ෠߰ ቀܴଵ/ଶ൫ߦ − ௝൯ቁߦ መ݂(ߦ)
௝

,                             (2) 

(ݔ)݂ = ෍ ௝݂௞(ݔ)
௝,௞

= ෍ߟቀ
ݔ − ௞ݔ
ܴଵ/ଶ ቁ ௝݂(ݔ)

௝,௞

.                                      (3) 

Note that መ݂௝௞is supported in the ball of radius ൫√݊ + 1൯ܴିଵ/ଶ with centre ߦ௝. 
We recall the Hardy–Littlewood maximal operator ܯ ∶ ௟௢௖ଵܮ (ℝ௡) → ௟௢௖ଵܮ (ℝ௡) defined by 

(ݔ)݂ܯ = sup
௥வ଴

1
|௥ܤ| න ݕ)݂| − ݕ݀|(ݔ

஻ೝ

. 

For a proof of the following lemma see [21] or [35]. 
Lemma (2.1.9)[59]: Let ݐ ∈ [−ܴ,ܴ]. Then for all ܭ ∈ ℕthere exist constants ܥ௄ , such that 

ห݁௜௧∆ ௝݂௞(ݔ)ห ≤ ܯ௄ܥ ௝݂(ݔ௞)ቆ1 +
ݔ| − ൫ݔ௞ + ௝หߦݐߨ4

ܴଵ/ଶ ቇ
ି௄

. 

We note that when ݐ ∈ [0,ܴ], the wave-packets ݁௜௧∆ ௝݂௞are essentially supported in the tubes ௝ܶ௞with 
direction ൫4ߦߨ௝ , 1൯defined by 

௝ܶ௞ = ൛(ݔ, (ݐ ∈ ℝ௡ × [0,ܴ] ∶ หݔ − ൫ݔ௞ + ௝൯หߦݐߨ4 ≤ ܴଵ/ଶൟ. 
We see that a translation of the frequency support of the data corresponds to an affine translation of 
the essential supports of the wave-packets. 
Similarly, for ݈ ∈ ℤ, we define parallelepipeds ோܲ(݈)by 

ோܲ(݈) = ,ݔ)} (ݐ ∈ ℝ௡ × [ܴ/2,ܴ] ∶ ݔ − (݈ܴ/2 + ଵ݁(ܰݐߨ4 ∈ ܳோ}, 
where ܳோis the ݊-dimensional cube of side ܴ/2, centred at the origin. Note that when ߦ௝ ∈
 .ଵ(ܰ݁ଵ), the tubes and parallelepipeds point approximately in the same directionܤ
Definition (2.1.10)[59]: We say that ܧଵ and ܧଶ are 1-separated if they are measurable sets that 
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satisfy 
inf{|ߦଵ − |ଶߦ ∶ ଵߦ ∈ ,ଵܧ ଶߦ ∈ {ଶܧ ≥ 1/2. 

The following lemma is a key ingredient. It allows us to deduce estimates on balls from estimates 
restricted to parallelepipeds. We will see later that parallelepipeds are the natural domain on which 
to attack the problem. 
Lemma (2.1.11)[59]: Let ݎ ≥ ߙ and ݍ ≥ ଵ

௤
− ଵ

௥
. Suppose that 

ฮ݁௜௧∆݂݁௜௧∆݃ฮ௅ೣ೜௅೟ೝ൫௉ೃ(଴)൯ ≤  ఌܰఈ‖݂‖ଶ‖݃‖ଶܴܥ

whenever ܴ,ܰ ≫ 1, and መ݂, ො݃ are supported on 1-separated subsets of ܤଵ(ܰ݁ଵ). Then 
ฮ݁௜௧∆݂݁௜௧∆݃ฮ௅ೣ೜(ொೃ ,௅೟ೝ[ோ/ଶ,ோ]) ≤  .ఌܰఈ‖݂‖ଶ‖݃‖ଶܴܥ

 
Proof.We decompose the solution into wave-packets at scale ܴ, 

݁௜௧∆݂ = ෍݁௜௧∆ ௝݂௞
௝,௞

. 

Letting ௟ܲdenote the short, fat tubes defined by 
௟ܲ = ,ݔ)} (ݐ ∈ ℝ௡ × [ܴ/2,ܴ] ∶ ݔ| − (݈ܴ/2 + |ଵ݁(ܰݐߨ4 ≤ 50ܴ}, 

where ݈ ∈ ℤ, we write 

௟݂ = ෍ ௝݂௞
௝,௞∶்ೕೖ∩௉೗ஷ∅

, 

so that ݁௜௧∆ ௟݂consists of the wave-packets that pass near to ோܲ(݈). As the tubes and the 
parallelepipeds point in essentially the same direction, a tube ௝ܶ௞can intersect ௟ܲ for at most a 
constant number of ݈, so we note for later that 

෍‖ ௟݂‖௅మ(ℝ೙)
ଶ

௟

≤ ෍ܥ ෍ ฮ ௝݂௞ฮ௅మ(ℝ೙)
ଶ

௝,௞∶்ೕೖ∩௉೗ஷ∅௟

 

     ≤ ෍ฮܥ ௝݂௞ฮ௅మ(ℝ೙)
ଶ

௝,௞

 

≤ ௅మ(ℝ೙)‖݂‖ܥ
ଶ , 

and we will refer to this as almost orthogonality. 
We consider the pointwise bound 

ห݁௜௧∆݂ห ≤ ห݁௜௧∆ ௟݂ห + ቮ ෍ ݁௜௧∆ ௝݂௞
௝,௞∶்ೕೖ∩௉೗ஷ∅

ቮ ,                                  (4) 

and use the rapid decay to show that the last term is of negligible size on ோܲ(݈). 
Writing ݔ = ݔ − ݔଵ, we have ห݁ܰݐߨ4 − ൫ݔ௞ + ௝൯หߦݐߨ4 ≈ ݔ| − ,ݔ) ௞|wheneverݔ (ݐ ∈ ோܲ(݈)and 

௝ܶ௞ ∩ ௟ܲ = ∅, so by Lemma (2.1.9), 

ቮ ෍ ݁௜௧∆ ௝݂௞(ݔ)
௝,௞∶்ೕೖ∩௉೗ୀ∅

ቮ ≤ ௄ᇲܴ௄ܥ
ᇲ/ଶ ෍ ෍

ܯ ௝݂(ݔ௞)
ݔ̅| − ௞|௄ᇲݔ

௞∶|௫̅ି௫ೖ|ஹோ

௖ோ೙/మ

௝ୀଵ

 

for all ܭᇱ ∈ ℕ. Choosing ܭᇱsufficiently large, we see that for all ܭ ∈ ℕ, 
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ቮ ෍ ݁௜௧∆ ௝݂௞(ݔ)
௝,௞∶்ೕೖ∩௉೗ୀ∅

ቮ ≤ ௄ܴି௄ܥ ෍ ෍
ܯ ௝݂(ݔ௞)

ݔ̅| − ௞|ଶ௡ݔ
௞∶|௫̅ି௫ೖ|ஹோ

௖ோ೙/మ

௝ୀଵ

.                (5) 

Writing ߰ோ = ܴି௡/ଶ߰൫ܴିଵ/ଶ ∙൯, by (2) we have 
ห ௝݂ห = |߰ோ ∗ ݂|,                                                         (6) 

so that ܯ ௝݂(ݔᇱ) ≈ ܯ ௝݂(ݔ௞)whenever |ݔᇱ − |௞ݔ ≤ √ܴ݊ଵ/ଶ. Now observe that 

෍
ܯ ௝݂(ݔ௞)

ݔ̅| − ௞|ଶ௡ݔ
௞∶|௫̅ି௫ೖ|ஹோ

≤ ௡/ଶିܴܥ ቆ1 +
|∙|
ܴଵ/ଶቇ

ିଶ௡

∗ ܯ ௝݂(̅ݔ) 

≤ ܯܯܥ ௝݂(̅ݔ),                                                            (7) 
so the error term is not only going to be small, but also square integrable. Substituting (6) and (7) 
into (5), 

ቮ ෍ ݁௜௧∆ ௝݂௞(ݔ)
௝,௞∶்ೕೖ∩௉೗ୀ∅

ቮ ≤ ோ߰]ܯܯ௄ܴି௄ܥ ∗  ,(ݔ)[݂

and substituting this into (4), we see that for all ܭ ∈ ℕ there exist ܥ௄such that 
ห݁௜௧∆݂(ݔ)ห ≤ ห݁௜௧∆ ௟݂(ݔ)ห+ ோ߰]ܯܯ௄ܴି௄ܥ ∗ ݔ)[݂ −  (ଵ݁ܰݐߨ4

whenever (ݔ, (ݐ ∈ ோܲ(݈). 
We use these pointwise bounds on parallelepipeds, to obtain an ܮ௤(ܳோ,  ௧௥[ܴ/2,ܴ])bound. Fix aܮ
large ܭand define ݔ)݂ܮ, (ݐ ≔ ܴି௄ܯܯ[߰ோ ∗ ݔ)[݂ − :(݈)ଵ). We also write തܲோ݁ܰݐߨ4 = ܳோ ×
[ܴ/2,ܴ] ∩ ோܲ(݈), so that by concavity 
ฮ݁௜௧∆݂݁௜௧∆݃ฮ௅೜(ொೃ ,௅೟ೝ[ோ/ଶ,ோ])

௤
 

≤෍ฮ݁௜௧∆݂݁௜௧∆݃ฮ௅ೣ೜௅೟ೝ൫௉തೃ(௟)൯
௤

௟

 

            ≤ ௄ܥ
ଶ௤෍ฮ൫ห݁௜௧∆ ௟݂ห + ൯൫ห݁௜௧∆݃௟ห݂ܮ + ൯ฮ௅ೣ೜௅೟ೝ൫௉തೃ(௟)൯݃ܮ

௤

௟

 

≤ ௄ܥ
ଶ௤෍ฮ݁௜௧∆ ௟݂݁௜௧∆݃௟ฮ௅ೣ೜௅೟ೝ൫௉തೃ(௟)൯

௤
+ ฮ݂݁ܮ௜௧∆݃௟ฮ௅ೣ೜௅೟ೝ൫௉തೃ(௟)൯

௤

௟

 

+ฮ݁௜௧∆ ௟݂݃ܮฮ௅ೣ೜௅೟ೝ൫௉തೃ(௟)൯
௤

+ ௅ೣ೜௅೟ೝ൫௉തೃ(௟)൯‖݃ܮ ݂ܮ‖
௤ .                           (8) 

Now, by two applications of Hölder, 

෍‖݂ܮ‖
௅ೣ
మ೜௅೟మೝ൫ொೃ×[ோ/ଶ,ோ]∩௉ೃ(௟)൯
ଶ௤

௟

≤ ௡௤ቀܴܥ
భ
೜ି

భ
ೝቁ ෍‖݂ܮ‖௅ೣమೝ௅೟మೝ൫௉ೃ(௟)൯

ଶ௤
ே

௟ୀିே

 

≤ ௡௤ቀܴܥ
భ
೜ି

భ
ೝቁܰ௤ቀభ೜ି

భ
ೝቁ ൭෍‖݂ܮ‖௅ೣమೝ௅೟మೝ൫௉ೃ(௟)൯

ଶ௥

௟

൱

೜
ೝ

 

By summing up, applying Fubini and making an affine change of variables, 

෍‖݂ܮ‖௅ೣమೝ௅೟మೝ൫௉ೃ(௟)൯
ଶ௥

௟

≤ ோ߰]ܯܯ‖ଶ௥௄ାଵିܴܥ ∗ ݂]‖௅ೣమೝ(ℝ೙)
ଶ௥  

                  ≤ ଶ௥௄ାଵ‖݂‖௅మೝ(ℝ೙)ିܴܥ
ଶ௥ , 

where the second inequality is by the Hardy–Littlewood maximal theorem and Young’s inequality. 
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As መ݂is supported in ܤଵ(ܰ݁ଵ), together with Bernstein’s inequality, these estimates yield 

෍‖݂ܮ‖௅ೣమೝ௅೟మೝ൫௉ೃ(௟)൯
ଶ௥

௟

≤ ௤௄ܰ௤ቀభ೜ିିܴܥ
భ
ೝቁ‖݂‖௅మ(ℝ೙)

ଶ௤ . 

We have the same inequality for ݃, so that, by two applications of Cauchy–Schwarz, 

௅ೣ೜௅೟ೝ൫௉തೃ(௟)൯‖݃ܮ ݂ܮ‖
௤ ≤ ௤௄ܰ௤ቀభ೜ିିܴܥ

భ
ೝቁ‖݂‖ଶ

௤‖݃‖ଶ
௤ . 

On the other hand, by Hölder and Lemma (2.1.8), 

ฮ݁௜௧∆ ௟݂ฮ௅ೣమ೜௅೟మೝ൫௉തೃ(௟)൯ ≤ ܴܥ
೙
మ೜ฮ݁௜௧∆ ௟݂ฮ௅ೣಮ௅೟మೝ൫ℝ೙శభ൯

 

                      ≤ ܴܥ
೙
మ೜ܰି భ

మೝ‖ ௟݂‖ଶ. 
Thus, by two applications of Cauchy–Schwarz, 

෍ฮ݁௜௧∆ ௟݂݃ܮฮ௅ೣ೜௅೟ೝ൫௉തೃ(௟)൯
௤

௟

≤ ିܴܥ
೜಼
మ ܰ

೜
మቀ
భ
೜ି

భ
ೝቁ ൭෍ฮ݁௜௧∆ ௟݂ฮ௅ೣమ೜௅೟మೝ൫௉തೃ(௟)൯

ଶ௤

௟

൱
‖௚‖మ

೜

ଵ/ଶ

 

                                 ≤ ିܴܥ
೜಼
ర ܰ௤ቀభ೜ି

భ
ೝቁ ൭෍‖ ௟݂‖ଶ

ଶ௤

௟

൱
ଵ/ଶ

‖݃‖ଶ
௤ 

              ≤ ିܴܥ
೜಼
ర ܰ௤ቀభ೜ି

భ
ೝቁ‖݂‖ଶ

௤‖݃‖ଶ
௤ , 

where in the third inequality we have used convexity and the almost orthogonality derived earlier. 
Similarly, we have 

෍ฮ݂݁ܮ௜௧∆݃௟ฮ௅ೣ೜௅೟ೝ൫௉തೃ(௟)൯
௤

௟

≤ ିܴܥ
೜಼
ర ܰ௤ቀభ೜ି

భ
ೝቁ‖݂‖ଶ

௤‖݃‖ଶ
௤ . 

Finally, by spatial translation invariance and the hypothesis, 
ฮ݁௜௧∆ ௟݂݁௜௧∆݃௟ฮ௅ೣ೜௅೟ೝ൫௉ೃ(௟)൯ ≤ ‖ఌܰఈܴܥ ௟݂‖ଶ‖݃௟‖ଶ, 

so that, by Cauchy–Schwarz, 

෍ฮ݁௜௧∆ ௟݂݁௜௧∆݃௟ฮ௅ೣ೜௅೟ೝ൫௉ೃ(௟)൯
௤

௟

≤ ௤ఌܰ௤ఈܴܥ ൭෍‖ ௟݂‖ଶ
௤ଶ

௟

൱
ଵ/ଶ

൭෍‖݃௟‖ଶ
௤ଶ

௟

൱
ଵ/ଶ

 

            ≤ ௤ఌܰ௤ఈ‖݂‖ଶܴܥ
௤‖݃‖ଶ

௤ , 
again using convexity and the almost orthogonality. 

Comparing the terms in (8), we see that 
ฮ݁௜௧∆݂݁௜௧∆݃ฮ௅೜(ொೃ ,௅೟ೝ[ோ/ଶ,ோ]) ≤ ܴఌܰఈ‖݂‖ଶ‖݃‖ଶ, 

and we are done. 
The following mixed norm ‘epsilon removal’ lemma is due to Lee and Vargas [50] (see also [2,57]). 
In their work, the spatial integral is evaluated before the temporal integral and as such the estimates 
are invariant under translation on the frequency side. A careful reading of the proof reveals that only 
small changes are required to reverse the order. 
Lemma (2.1.12)[59]: Suppose that for all ߝ > 0and ߙ > ଵ

௤బ
− ଵ

௥బ
, 

ฮ݁௜௧∆݂݁௜௧∆݃ฮ௅ೣ೜బ൫ொೃ ,௅೟
ೝబ[ோ/ଶ,ோ]൯ ≤  ఌ,ఈܴఌܰఈ‖݂‖ଶ‖݃‖ଶܥ

whenever ܴ,ܰ ≫ 1, and መ݂, ො݃ are supported on 1-separated subsets of ܤଵ(ܰ݁ଵ). Then provided that 
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௤
௥

> ௤బ
௥బ

, ݍ ቀ1− ଵ
௥
ቁ > ଴ݍ ቀ1− ଵ

௥బ
ቁ, and ߙ > ଵ

௤
− ଵ

௥
, 

ฮ݁௜௧∆݂݁௜௧∆݃ฮ௅ೣ೜௅೟ೝ൫ℝ೙శభ൯ ≤  .௤,௥,ఈܰఈ‖݂‖ଶ‖݃‖ଶܥ

 
Proof.The proof is the same as that of Lemma 4.4 and Remark 4.5 in [50], with the following 
changes: 
The measures ݀ߪ௜are replaced by the canonical pull-back measure on 

(ଶ|ߦ|ߨ2−,ߦ)} ∈ ℝ௡ାଵ: ߦ ∈  {ଵ(ܰ݁ଵ)ܤ
which we denote by݀ߪே. By a well-known calculation, 

ห݀ߪே෢ ,ݔ) ห(ݐ = ฬ݁௜௧∆ ቀ߯஻భ(ܰ݁ଵ)ቁ
∨

ฬ(ݔ) ≤ 1)ܥ + ݔ| − |ଵ݁ܰݐߨ4 +  ௡/ଶି(|ݐ|

                                                             ≤ ௡/ଶ(1ܰܥ + |ݔ| +  .௡/ଶି(|ݐ|
We replace the estimate 

ฮ݁௜௧∆݂݁௜௧∆݃ฮ௅ೣ೜బ௅೟ೝబ(ொ) ≤  ఌܴఌ‖݂‖ଶ‖݃‖ଶܥ

for all ݊ + 1 dimensional cubes ܳof side length ܴ/2, by 
ฮ݁௜௧∆݂݁௜௧∆݃ฮ௅ೣ೜బ௅೟ೝబ(ொ) ≤  ఌ,ఈܴఌܰఈ‖݂‖ଶ‖݃‖ଶ(9)ܥ

for all ߙ > ଵ
௤బ
− ଵ

௥బ
, which follows from the hypothesis and translation invariance. The estimate 

ฮ݁௜௧∆݂݁௜௧∆݃ฮ௅೟ಮ௅ೣభ ൫ℝ೙శభ൯
≤ ‖݂‖ଶ‖݃‖ଶ, 

is replaced with 
ฮ݁௜௧∆݂݁௜௧∆݃ฮ௅೟ಮ௅ೣభ ൫ℝ೙శభ൯ ≤  ଵ‖݂‖௅మ(ℝ೙)‖݃‖௅మ(ℝ೙)ିܰܥ

= ܰܥ
భ
ಮି

భ
భ‖݂‖ଶ‖݃‖ଶ,                                  (10) 

Which follows by Cauchy-Schwarz from Lemma (2.1.8). The third interpolation point is unchanged 
ฮ݁௜௧∆݂݁௜௧∆݃ฮ௅೟ಮ௅ೣಮ൫ℝ೙శభ൯ ≤  ଶ‖݃‖ଶ‖݂‖ܥ

= ܰܥ
భ
ಮି

భ
ಮ‖݂‖ଶ‖݃‖ଶ.                    (11) 

Interpolating between (9), (10), and (11), we note that 
ఏߙ ≔ ଴ߙߠ + (1 −  ଵߙ(ߠ

                                  ≥ ߠ ൬
1
଴ݍ
−

1
଴ݎ
൰ + (1 − (ߠ ൬

1
ଵݍ
−

1
ଵݎ
൰ 

                              = ൬
ߠ
଴ݍ

+
1 − ߠ
ଵݍ

൰ − ൬
ߠ
଴ݎ

+
1− ߠ
ଵݎ

൰ 

=:
1
ఏݍ
−

1
ఏݎ

, 

so that the powers of ܰbehave as desired. 
We will require a version of the previous lemma for dealing with nonsharp powers of ܰ. Note that 
the interpolation points with ݍ = ∞of the previous proof are ߙ-improving so that the following 
lemma follows in the same way. 
Lemma (2.1.13)[59]: Suppose that for some ߙ଴ > 0and for all ߝ > 0, 

ฮ݁௜௧∆݂݁௜௧∆݃ฮ௅ೣ೜బ൫ொೃ ,௅೟
ೝబ[ோ/ଶ,ோ]൯ ≤  ఌܴఌܰఈబ‖݂‖ଶ‖݃‖ଶܥ

wheneverܴ,ܰ ≫ 1, and መ݂, ො݃are supported on1-separated subsets ofܤଶ(ܰ݁ଵ). Then provided that௤
௥

>
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௤బ
௥బ

ݍ, ቀ1 − ଵ
௥
ቁ > ଴ݍ ቀ1− ଵ

௥బ
ቁ, and ߙ >  ,଴ߙ

ฮ݁௜௧∆݂݁௜௧∆݃ฮ௅ೣ೜௅೟ೝ൫ℝ೙శభ൯ ≤  .௤,௥,ఈܰఈ‖݂‖ଶ‖݃‖ଶܥ

By the globalizing lemmas, it will suffice to prove local estimates. 
 Definition (2.1.14)[59]: Let ܴ∗(2 × 2 → ,ݍ  denote the estimate(ߚ,ߙ,ݎ

ฮ݁௜௧∆݂݁௜௧∆݃ฮ௅ೣ೜௅೟ೝ(௉ೃ) ≤  ఉܰఈ‖݂‖ଶ‖݃‖ଶܴܥ

whenever ܴ,ܰ ≫ 1, መ݂, ො݃are supported on 1-separated subsets of ܤଵ(ܰ݁ଵ), and ோܲis a parallelepiped 
of side ܴ/2 and direction (4݁ܰߨଵ, 1). 
Recall the notional estimate 

ฯ sup
଴ழ௧ழଵ

ห݁௜௧∆݂หฯ
௅ೣమ (९೙)

≤ ுభ/రశഉ‖݂‖ܥ  (఑ܣ)                                   ,

and the dual exponents ݍ఑and ݍ఑ᇱ defined by 

఑ݍ =
݊ + 1 + ߢ8
݊ + ߢ4 andݍ఑ᇱ =

݊ + 1 + ߢ8
1 + ߢ4 . 

Theorem (2.1.15)[59]: Suppose that(ܣ఑)holds. Then for allݍ > ఑ݍ , ݎ > ఑ᇱݍ andߙ > ௡
௤ഉᇲ
− ଵ

௥
, 

ฮ݁௜௧∆݂݁௜௧∆݃ฮ௅ೣ೜௅೟ೝቀℝ೙,௅೟ೝ(ℝ)ቁ ≤  ఈܰఈ‖݂‖ଶ‖݃‖ଶܥ

wheneverܰ ≫ 1, and መ݂, ො݃are supported on 1-separated subsets ofܤଵ(ܰ݁ଵ). 
Proof.As ݂is frequency supported in ܤଵ(ܰ݁ଵ), it is easy to calculate that the temporal Fourier 
transform of ݁௜௧∆݂is supported in an interval of length ܰܥ. Similarly this is true for ݁௜௧∆݂݁௜௧∆݃, so 
that by Bernstein’s inequality, 

ฮ݁௜௧∆݂݁௜௧∆݃ฮ௅೟ೝ(ℝ) ≤ ܰܥ
భ
೛ି

భ
ೝฮ݁௜௧∆݂݁௜௧∆݃ฮ௅೟೛(ℝ). 

Thus, by Lemmas (2.1.11) and (2.1.13), it will be enough to show that 

ฮ݁௜௧∆݂݁௜௧∆݃ฮ
௅ೣ
೜ഉ௅೟

೜ഉᇲ (௉ೃ)
≤ ఉܴఉܰܥ

೙
೜ഉᇲ
ି భ
೜ഉᇲ ‖݂‖ଶ‖݃‖ଶ                        (12) 

whenever ܴ ≫ ߚ,1 > 0, and ோܲis of side ܴ/2 and direction (4݁ܰߨଵ, 1). 
We proceed by induction on scales. As ோܲis contained in a cuboid, with long side 4ܴܰߨ, and short 
side ܴ, by Hölder, 

ฮ݁௜௧∆݂݁௜௧∆݃ฮ
௅ೣ
೜ഉ௅೟

೜ഉᇲ (௉ೃ)
≤ (௡ܴܰ)ܥ

భ
೜ഉ
ି భ
೜ഉᇲ ฮ݁௜௧∆݂݁௜௧∆݃ฮ

௅ೣ
೜ഉ௅೟

೜ഉᇲ ൫ℝ೙శభ൯
 

                  ≤ (௡ܴܰ)ܥ
భ
೜ഉ
ି భ
೜ഉᇲ ‖݂‖ଶ‖݃‖ଶ, 

where the second inequality is by Cauchy–Schwarz, Fubini, and the linear Strichartz estimates of 
Theorem (2.1.11). Thus we have ܴ∗(2 × 2 → ఑ݍ ఑ᇱݍ, , (݊ − ఑ᇱݍ/(1  In fact we .ߚ for some large(ߚ,
have a better power of ߙhere than the (݊ − ఑ᇱݍ/(1 that we get in the induction step. From now on we 
denote (݊ − ఑ᇱݍ/(1 byߙ఑. It will suffice to prove 

ܴ∗(2 × 2 → ఑ݍ , ఑ᇱݍ ఑ߙ, (ߚ, ⇒ ܴ∗(2 × 2 → ఑ݍ ఑ᇱݍ, ఑ߙ, , max{(1 − ,ߚ(ߜ {ߜܿ +  (ߝ
for all ߜandߝ > 0, where ܿis independent of ߜand ߝ, as (12)would follow by iteration. 
First we consider the problem when the frequency supports are close to the origin. We define ሚ݂and 
෤݃by 

ሚ݂መ = መ݂(ߦ − ܰ݁ଵ)and ෤݃෠ = ො݃(ߦ − ܰ݁ଵ), 
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and we break up the solutions into wave-packets at scale ܴ, so that 

݁௜௧∆ ሚ݂ = ෍݁௜௧∆ ሚ݂௝௞
௝ ,௞

and݁௜௧∆ ෤݃ = ෍݁௜௧∆ ෤݃௝௞
௝ ,௞

. 

Recall that the wave-packets ݁௜௧∆ ሚ݂௝௞are essentially supported on tubes ෨ܶ௝௞, and we denote the tubes 
associated to ݁௜௧∆ ෤݃௝௞by ෨ܶ௝௞ᇱ .We also cover the cube ܳோ × [ܴ/2,ܴ] by cubes ෨ܲ ∈ ෨࣪of side ܴଵିఋ. The 
following orthogonality lemma is the key ingredient of Tao’s bilinear restriction theorem. 
Lemma (2.1.16)[59]: [21] There exists a relationship ∼between tubes ෨ܶ௝௞ and cubes ෨ܲ such that, 
for all tubes ෨ܶ௝௞, 

#           ൛ ෨ܲ ∈ ෨࣪ : ෨ܶ௝௞ ∼ ෨ܲൟ ≤ ఌܴܥ ,                                                         (13) 
and for a constant c independent ofߜandߝ, 

ቯቌ ෍ ݁௜௧∆ ሚ݂௝௞
෨்ೕೖ∼௉෨

ቍቌ ෍ ݁௜௧∆ ෤݃௝௞
෨்ೕೖ
ᇲ ≁௉෨

ቍቯ

௅మ(௉෨)

≤ ఌା௖ఋିܴܥ
೙షభ
ర ‖݂‖ଶ‖݃‖ଶ, 

and 

ቯቌ ෍ ݁௜௧∆ ሚ݂௝௞
෨்ೕೖ≁௉෨

ቍቌ ෍ ݁௜௧∆ ෤݃௝௞
෨்ೕೖ
ᇲ ≁௉෨

ቍቯ

௅మ(௉෨)

≤ ఌା௖ఋିܴܥ
೙షభ
ర ‖݂‖ଶ‖݃‖ଶ. 

see [21] for the precise definition of the relation ∼. It can be thought of as saying that the wave-
packets are concentrated on the cubes. 
As a translation of the frequency supports corresponds to an affine translation of the spatial support, 
returning to the original problem, we can suppose that ோܲis the affine translation of ܳோ × [ܴ/
2,ܴ]under the mapping ݔଵ → ଵݔ + ܲ ଵ. We cover this by parallelepipeds݁ܰݐߨ4 ∈ ࣪that correspond 
to the cubes ෨ܲunder the same affine translation. Similarly we break up the solutions into wave-
packets with associated tubes ௝ܶ௞and ௝ܶ௞

ᇱ , that correspond to ෨ܶ௝௞and ෨ܶ௝௞ᇱ under the affine translation. 
Thus, we have the induced relation ௝ܶ௞ ∼ ܲif ෨ܶ௝௞ ∼ ෨ܲ. 
As we have covered ோܲby smaller parallelepipeds ܲ, by the triangle inequality, it will suffice to 
show 

෍ቯቌ෍݁௜௧∆ ௝݂௞
்ೕೖ

ቍቌ෍݁௜௧∆݃௝௞
ೕ்ೖ
ᇲ

ቍቯ

௅ೣ
೜ഉ௅೟

೜ഉᇲ (௉)
௉∈࣪

≤  .ఉܴ୫ୟ୶{(ଵିఋ)ఉ,௖ఋ}ାఌܰఈഉ‖݂‖ଶ‖݃‖ଶܥ

By the triangle inequality again, it will suffice to bound the ‘local’ part, 

෍ቯቌ ෍ ݁௜௧∆ ௝݂௞
்ೕೖ~௉

ቍቌ ෍ ݁௜௧∆݃௝௞
ೕ்ೖ
ᇲ ~௉

ቍቯ

௅ೣ
೜ഉ௅೟

೜ഉᇲ (௉)
௉∈࣪

 

and the ‘global’ parts, 

෍ቯቌ ෍ ݁௜௧∆ ௝݂௞
்ೕೖ~௉

ቍቌ ෍ ݁௜௧∆݃௝௞
ೕ்ೖ
ᇲ ≁௉

ቍቯ

௅ೣ
೜ഉ௅೟

೜ഉᇲ (௉)
௉∈࣪

, 
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෍ቯቌ ෍ ݁௜௧∆ ௝݂௞
்ೕೖ≁௉

ቍቌ ෍ ݁௜௧∆݃௝௞
ೕ்ೖ
ᇲ ~௉

ቍቯ

௅ೣ
೜ഉ௅೟

೜ഉᇲ (௉)
௉∈࣪

, 

෍ቯቌ ෍ ݁௜௧∆ ௝݂௞
்ೕೖ≁௉

ቍቌ ෍ ݁௜௧∆݃௝௞
ೕ்ೖ
ᇲ ≁௉

ቍቯ

௅ೣ
೜ഉ௅೟

೜ഉᇲ (௉)
௉∈࣪

. 

To bound the local part, we simply invoke the induction hypothesis; 

෍ቯቌ ෍ ݁௜௧∆ ௝݂௞
்ೕೖ~௉

ቍቌ ෍ ݁௜௧∆݃௝௞
ೕ்ೖ
ᇲ ≁௉

ቍቯ

௅ೣ
೜ഉ௅೟

೜ഉᇲ (௉)
௉∈࣪

 

≤ ෍ܴܥ(ଵିఋ)ఉܰఈഉ ቯ ෍ ௝݂௞
்ೕೖ~௉

ቯ

ଶ

ቯ ෍ ݃௝௞
ೕ்ೖ
ᇲ ≁௉

ቯ

ଶ
௉∈࣪

 

                                ≤ ఉܰఈഉ(ଵିఋ)ܴܥ ቌ෍ቯ ෍ ௝݂௞
்ೕೖ~௉

ቯ

ଶ

ଶ

௉∈࣪

ቍ

ଵ/ଶ

൮෍ቯ ෍ ݃௝௞
ೕ்ೖ
ᇲ ≁௉

ቯ

ଶ

ଶ

௉∈࣪

൲

ଵ/ଶ

 

≤  ,ఉାఌܰఈഉ‖݂‖ଶ‖݃‖ଶ(ଵିఋ)ܴܥ
where the second inequality is by Cauchy–Schwarz, and the third by (13) and almost orthogonality. 
This bound is acceptable. 
Considering the first global part, by Fubini and the affine change of variables ݔଵ → ଵݔ +  ,ଵ݁ܰݐߨ4
followed by Lemma (2.1.16), we have 

ቯቌ ෍ ݁௜௧∆ ௝݂௞
்ೕೖ~௉

ቍቌ ෍ ݁௜௧∆݃௝௞
ೕ்ೖ
ᇲ ≁௉

ቍቯ

௅ೣమ௅೟మ(௉)

≤ ఌା௖ఋିܴܥ
೙షభ
ర ‖݂‖ଶ‖݃‖ଶ.         (14) 

On the other hand, by scaling and the hypothesis, 

ቯ ෍ ݁௜௧∆ ௝݂௞
்ೕೖ~௉

ቯ

௅ೣమ௅೟ಮ(஻ಿೃ)

≤ ଵ/ସା఑(ଶܴܰ)ܥ ቯ ෍ ௝݂௞
்ೕೖ~௉

ቯ

ଶ

 

                                   ≤  .ଵ/ସା఑‖݂‖ଶ(ଶܴܰ)ܥ
Similarly 

ቯ ෍ ݁௜௧∆݃௝௞
்ೕೖ≁௉

ቯ

௅ೣమ௅೟ಮ(஻ಿೃ)

≤  ,ଵ/ସା఑‖݃‖ଶ(ଶܴܰ)ܥ 

so that by Cauchy–Schwarz, 

ቯቌ ෍ ݁௜௧∆ ௝݂௞
்ೕೖ~௉

ቍቌ ෍ ݁௜௧∆݃௝௞
ೕ்ೖ
ᇲ ≁௉

ቍቯ

௅ೣభ௅೟ಮ(௉)

≤  ଵ/ଶାଶ఑‖݂‖ଶ‖݃‖ଶ.                   (15)(ଶܴܰ)ܥ

Interpolating between (14) and (15), using Hölder, gives 
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ቯቌ ෍ ݁௜௧∆ ௝݂௞
்ೕೖ~௉

ቍቌ ෍ ݁௜௧∆݃௝௞
ೕ்ೖ
ᇲ ≁௉

ቍቯ

௅ೣ
೜ഉ௅೟

೜ഉᇲ (௉)

≤  ,ఌା௖ఋܰఈഉ‖݂‖ଶ‖݃‖ଶܴܥ

so that, by summing, 

෍ቯቌ ෍ ݁௜௧∆ ௝݂௞
்ೕೖ~௉

ቍቌ ෍ ݁௜௧∆݃௝௞
ೕ்ೖ
ᇲ ≁௉

ቍቯ

௅ೣ
೜ഉ௅೟

೜ഉᇲ (௉)
௉

≤  ,ఋାఌܰఈഉ‖݂‖ଶ‖݃‖ଶ(௖ା௡ାଵ)ܴܥ

 
which is acceptable. The other two global parts are bounded in the same way, which completes the 
proof. 
We now pass to the unconditional result in which the powers of ܰare improved. we will see that 
this improvement allows us to obtain the almost optimal range of ݎin Theorem (2.1.15). A 
refinement of Lemma (2.1.12), which preserved the precise powers of ܰ, would allow ߙto equal 
ݍ/1 −  .in the followingݎ/1

Theorem (2.1.17)[59]: Suppose that ݍ ∈ ቀ଼
ହ

, ହ
ଷ
ቁand ସ

௤
+ ଵ

௥
< 3. Then for all ߙ > ଵ

௤
− ଵ

௥
, 

ฮ݁௜௧∆݂݁௜௧∆݃ฮ௅ೣ೜ቀℝమ,௅೟ೝ(ℝ)ቁ ≤  ఈܰఈ‖݂‖ଶ‖݃‖ଶܥ

wheneverܰ ≫ 1, and መ݂, ො݃are supported on1-separated subsetsofܤଵ(ܰ݁ଵ). 
Proof.Combining the bilinear theorem of Tao [28] with Bernstein’s inequality as before, we see that 

ฮ݁௜௧∆݂݁௜௧∆݃ฮ௅ೣ೜ቀℝమ ,௅೟ೝ(ℝ)ቁ ≤ ܰܥ
భ
೜ି

భ
ೝ‖݂‖ଶ‖݃‖ଶ                                         (16) 

for all ݎ ≥ ݍ > 5/3. Now, by interpolation combined with Lemmas (2.1.11) and (2.1.12), it will 
suffice to show that 

ฮ݁௜௧∆݂݁௜௧∆݃ฮ௅ೣఴ/ఱ௅೟మ(௉ೃ) ≤  ఉܰଵ/଼‖݂‖ଶ‖݃‖ଶܴܥ

whenever ܴ ≫ ߚ,1 > 0, and ோܲhas side ܴ/2 and direction (4݁ܰߨଵ, 1). 
Again, we proceed by induction on scales. As ோܲis contained in a cuboid, with long side 

 ,and short side ܴ, by Hölder ,ܴܰߨ4
ฮ݁௜௧∆݂݁௜௧∆݃ฮ௅ೣఴ/ఱ௅೟మ(௉ೃ) ≤ ଵ/଼ฮ݁௜௧∆݂݁௜௧∆݃ฮ௅ೣఴ/ఱ௅೟మ൫ℝమశభ൯(ଶܴܰ)ܥ

, 

so that by (16), we have 
ฮ݁௜௧∆݂݁௜௧∆݃ฮ௅ೣఴ/ఱ௅೟మ(௉ೃ) ≤  .ଵ/଼‖݂‖ଶ‖݃‖ଶ(ଶܴܰ)ܥ

We see that ܴ∗(2 × 2 → 8/5, 2,  Therefore, by iterating,it will suffice to .ߚ holds for a large(ߚ,1/8
prove that 

ܴ∗(2 × 2 → 8/5, 2, (ߚ,1/8 ⇒ ܴ∗(2 × 2 → 8/5, 2, 1/8, max{(1 − ,ߚ(ߜ {ߜܿ +  (ߝ
for all ߜand ߝ > 0, where the constant ܿis independent of ߜand ߝ. 

As before, we cover ோܲby smaller parallelepipeds ܲ, so that it will suffice to bound the local 
part, 

෍ቯቌ ෍ ݁௜௧∆ ௝݂௞
்ೕೖ~௉

ቍቌ ෍ ݁௜௧∆݃௝௞
ೕ்ೖ
ᇲ ~௉

ቍቯ

௅ೣ
ఴ/ఱ௅೟మ(௉)

௉∈࣪

, 

which is dealt with via the induction hypothesis, and the global parts of type 
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෍ቯቌ ෍ ݁௜௧∆ ௝݂௞
்ೕೖ~௉

ቍቌ ෍ ݁௜௧∆݃௝௞
ೕ்ೖ
ᇲ ≁௉

ቍቯ

௅ೣ
ఴ/ఱ௅೟మ(௉)

௉∈࣪

. 

By Hölder, followed by Fubini and the affine change of variables ݔଵ → ଵݔ +  ,ଵ݁ܰݐߨ4

ቯቌ ෍ ݁௜௧∆ ௝݂௞
்ೕೖ~௉

ቍቌ ෍ ݁௜௧∆݃௝௞
ೕ்ೖ
ᇲ ≁௉

ቍቯ

௅ೣ
ఴ/ఱ௅೟మ(௉)

 

                                ≤ (ܴଶܰ)ଵ/଼ ቯቌ ෍ ݁௜௧∆ ሚ݂௝௞
෨்ೕೖ~௉

ቍቌ ෍ ݁௜௧∆ ෤݃௝௞
෨்ೕೖ
ᇲ ≁௉

ቍቯ

௅೟మ(௉)

, 

so that by Lemma (2.1.16), 

ቯቌ ෍ ݁௜௧∆ ௝݂௞
்ೕೖ~௉

ቍቌ ෍ ݁௜௧∆݃௝௞
ೕ்ೖ
ᇲ ≁௉

ቍቯ

௅ೣ
ఴ/ఱ௅೟మ(௉)

≤  ,ఌା௖ఋܰଵ/଼‖݂‖ଶ‖݃‖ଶܴܥ

where the constant ܿis independent of ߜand ߝ. Summing, this yields 

෍ቯቌ ෍ ݁௜௧∆ ௝݂௞
்ೕೖ~௉

ቍቌ ෍ ݁௜௧∆݃௝௞
ೕ்ೖ
ᇲ ≁௉

ቍቯ

௅ೣ
ఴ/ఱ௅೟మ(௉)

௉∈࣪

≤  ,ఋାఌܰଵ/଼‖݂‖ଶ‖݃‖ଶ(௖ାଷ)ܴܥ

which is acceptable. The other two global parts are bounded in the same way, which completes the 
proof. 
The following lemma is a simple consequence of the Littlewood–Paley inequality (see [24]). Let 
ߴ ∈ ߶ ଴ஶ(ℝ)andܥ =  satisfy(ଶ| ∙ |ߨ2)ߴ

෍ (| ∙ |4ି௞)ߴ
ஶ

௞ୀିஶ

= 1     and ෍ ߶(2ି௞| ∙ |)
ஶ

௞ୀିஶ

= 1. 

Defining ௞݂by መ݂௞ = ߶(2ି௞| ∙ |) መ݂, it can be calculated that 

൬ߴ(4ି௞|߬|)൫݁௜௧∆݂൯
∧೟(߬)൰

∨೟
(ݐ) = ݁௜௧∆ ௞݂ . 

Lemma (2.1.18)[59]: Let ݍ ∈ [2,∞]and ݎ ∈ [2,∞). Then 

ฮ݁௜௧∆݂ฮ௅ೣ೜ቀℝ೙ ,௅೟ೝ(ℝ)ቁ
ଶ

≤ ܥ ෍ ฮ݁௜௧∆ ௞݂ฮ௅ೣ೜ቀℝ೙,௅೟ೝ(ℝ)ቁ
ଶ

ஶ

௞ୀିஶ

. 

We are now in a position to prove the linear estimates. There are two types of restriction on ݎ; those 
which come from the restriction on ݎin the bilinear theorem are generally less restrictive than those 
related to the power of ܰ. 
Theorem (2.1.19)[59]: Let ݍ ∈ ఑ݍ2) ݎ,[∞, ∈ ఑ᇱݍ2) ,∞)and ௡

ଶ௤ഉᇲ
+ ௡

௤
+ ଵ

௥
< ௡

ଶ
. If (ܣ఑) holds,then 

ฮ݁௜௧∆݂ฮ௅ೣ೜ቀℝ೙ ,௅೟ೝ(ℝ)ቁ ≤  .ு̇ೞ(೜,ೝ)(ℝ೙)‖݂‖ܥ

Proof.By scaling and Lemma (2.1.18), it will suffice to prove that 
ฮ݁௜௧∆݂ฮ௅ೣ೜௅೟ೝ൫ℝ೙శభ൯ ≤  ௅మ(ℝ೙)‖݂‖ܥ

whenever መ݂is supported in {1/2 ≤ |ߦ| ≤ 1}. In order to apply our bilinear theorem, we square the 
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integral, so that 
ฮ݁௜௧∆݂ฮ௅ೣ೜௅೟ೝ൫ℝ೙శభ൯

ଶ
= ฮ݁௜௧∆݂ ݁௜௧∆݂ฮ௅ೣ೜/మ௅೟

ೝ/మ൫ℝ೙శభ൯. 

Now, for each ݆ ∈ ℕ we can break up the support of መ݂into dyadic cubes ߬௞
௝of side2ି௝. We write 

߬௞
௝ ∼ ߬௞ᇲ

௝ if ߬௞
௝and ߬௞ᇲ

௝ have adjacent parents, but are not adjacent.Writing መ݂ = ∑ መ݂
௞
௝

௞ , where መ݂௞
௝ =

መ݂ఞ
ഓೖ
ೕ , we have 

݁௜௧∆݂(ݔ)݁௜௧∆݂(ݔ) = නන መ݂(ߦ) መ݂(ݕ)݁ଶగ௜ቀ௫∙(కା௬)ିଶగ௧൫|క|మା|௬|మ൯ቁ݀ݕ݀ߦ 

= ෍ නන መ݂
௞
௝(ߦ) መ݂௞ᇲ

௝ ݕ݀ߦଶగ௜ቀ௫∙(కା௬)ିଶగ௧൫|క|మା|௬|మ൯ቁ݀݁(ݕ)
௝,௞,௞ᇲ:ఛೖ

ೕ∼ఛ
ೖᇲ
ೕ

 

= ෍ ݁௜௧∆ ௞݂
௝(ݔ)݁௜௧∆ ௞݂ᇲ

௝ (ݔ)
௝,௞,௞ᇲ:ఛೖ

ೕ∼ఛ
ೖᇲ
ೕ

. 

By the triangle inequality, we see that 

ฮ݁௜௧∆݂ฮ௅ೣ೜௅೟ೝ൫ℝ೙శభ൯
ଶ

≤ ෍ ฮ݁௜௧∆ ௞݂
௝(ݔ)݁௜௧∆ ௞݂ᇲ

௝ ฮ(ݔ)
௅ೣ
೜/మ௅೟

ೝ/మ൫ℝ೙శభ൯
௝,௞,௞ᇲ:ఛೖ

ೕ∼ఛ
ೖᇲ
ೕ

. 

Now, scaling out, applying Theorem (2.1.15) taking into account the rotational symmetry, then 
scaling in again, we see that 

ฮ݁௜௧∆݂ฮ௅ೣ೜௅೟ೝ൫ℝ೙శభ൯
ଶ

≤ ఈܥ ෍ 2ି௝ቀ௡ି
మ೙
೜ ି

ర
ೝቁ2௝ఈฮ ௞݂

௝ฮ
௅మ(ℝ೙)ฮ ௞݂ᇲ

௝ ฮ
௅మ(ℝ೙)

௝,௞,௞ᇲ:ఛೖ
ೕ∼ఛ

ೖᇲ
ೕ

 

for all ߙ > ௡
௤ഉᇲ
− ଶ

௥
, where ݍ > ݎ ఑andݍ2 > ఑ᇱݍ2 . 

Finally, as supp መ݂
௞
௝ , supp መ݂

௞ᇲ
௝ ⊂ supp መ݂

௞ᇲᇲ
௝ିଶ for some ݇ᇱᇱ, we have 

෍ ฮ ௞݂
௝ฮ

௅మ(ℝ೙)ฮ ௞݂ᇲ
௝ ฮ

௅మ(ℝ೙)
௞,௞ᇲ:ఛೖ

ೕ∼ఛ
ೖᇲ
ೕ

≤ ௅మ(ℝ೙)‖݂‖ܥ
ଶ , 

and the sum in ݆converges by hypothesis, which completes the proof. 
Observe that if the power of ܰin the bilinear estimate was improved to ߙ > ݍ/1 −  then we ,ݎ/1
would obtain the almost sharp restriction, ௡ାଵ

௤
+ ଵ

௥
< ௡

ଶ
, in thelinear estimates. We state this 

formally. 
Definition (2.1.20)[59]: Let ܴ∗(2 × 2 → ,ݍ  denote the estimate(ݎ

ฮ݁௜௧∆݂ ݁௜௧∆݃ฮ௅ೣ೜ቀℝ೙,௅೟ೝ(ℝ)ቁ ≤  ఈܰఈ‖݂‖ଶ‖݃‖ଶܥ

whenever ܰ ≫ ߙ,1 > ଵ
௤
− ଵ

௥
, and መ݂, ො݃are supported on 1-separated subsets of ܤଵ(ܰ݁ଵ). 

Definition (2.1.21)[59]: Let ܴ∗(2 → ,ݍ  denote the estimate(ݎ
ฮ݁௜௧∆݂ฮ௅ೣ೜ቀℝ೙,௅೟ೝ(ℝ)ቁ ≤  ௅మ(ℝ೙)‖݂‖ܥ

whenever መ݂is supported in {1/2 ≤ |ߦ| ≤ 1}. 

Lemma (2.1.22)[59]: Let ௡ାଵ
௤

+ ଵ
௥

< ௡
ଶ
. Then ܴ∗ ቀ2 × 2 → ௤

ଶ
, ௥
ଶ
ቁ ⇒ ܴ∗(2 → ,ݍ  .(ݎ

It remains to prove Theorem (2.1.7). By scaling and Lemma (2.1.18), it suffices to consider 
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functions with frequency support in the unit annulus. Combining Theorem (2.1.17) with Lemma 
(2.1.22), we note that the condition 8/ݍ + ݎ/2 < 3 that comes from the former is less restrictive 
than 3/ݍ + ݎ/1 < 1 which comes from the latter, and we are done 
Section (2.2): Self-adjoint Extensions and Singular Continuous Spectrum: 
In [66] and [68] by Friedrichs and Krein it has been shown that every closed symmetric operator ܪ 
in a Hilbert ࣽ space with gap ܬ has a self-adjoint extension ܪ෩ such that ܬ is contained in the 
resolvent set of ܪ෡; an open interval (a,b) is called a gap of ܪ if 

ฯ൬ܪ −
ܽ + ܾ

2 ൰ ݂ฯ ≧
ܾ − ܽ

2
‖݂‖,      ݂ ∈ ݂݅   ,(ܪ)ܦ − ∞ < ܽ < ܾ < ∞, 

,݂ܪ) ݂) ≧ ܾ‖݂‖ଶ, ݂ ∈ ݂݅     ,(ܪ)ܦ − ∞ = ܽ < ܾ < ∞. 
Moreover Krein has found that if in addition ܪ has finite deficiency indices (݊, ݊), then within the 
gap ܬ the spectrum of every self-adjoint extension consists of a finite number of eigenvalues such 
that the sum of their multiplicities does not exceed ݊, cf. [68], Conversely, if {ߣ௝}௝ୀଵ௦ , 1 ≦ ݏ < ∞, is 
an arbitrary sequence of points of ܬ and {݌௝}௝ୀଵ௦  is an arbitrary sequence of positive integers obeying 
Σ௝ୀଵ௦ ௝݌ ≦ ݊, then there exists a self-adjoint extension ܪ෩ of ܪ such that within the gap ܬ the spectrum 
of ܪ෩ coincides with the points ߣ௝ which are eigenvalues of multiplicity݌௝ , 1 ≦ ݆ ≦  So the ,[68]ݏ
problem which spectrum can the self-adjoint extensions have within the gap is completely solved 
for finite deficiency indices. 
In [62, 63, 64] and [69] an attempt was made to extend these results to the case of infinite 
deficiency indices. It turned out that Theorem 23 of [68] has a straightforward generalization. Let ࣹ 
be a countable set within the gap ܬ and let ݌: ࣹ → N ∪ ( ଴ࣨ) be an arbitrary function. Then there 
exists a self-adjoint extension ܪ෩of ܪ such that ߪ௣൫ܪ෩൯ ∩ ܬ = ࣹ, the multiplicity of each eigenvalue 
ߣ ∈ ࣹ equals (ߣ)݌ and no point of the gap ܬ belongs to the continuous spectrum of ܪ෩. In other 
words, any pure point spectrum can be generated within the gap ܬ by choosing an appropriate 
extension. Here ߪ௣(⋅) denotes the set of eigenvalues of an operator. 
However, provided the deficiency indices of ܪ are infinite it seems naturally to believe that other 
kinds of spectra (singular and absolutely continuous spectra) can arise within the gap ܬ. In fact, for a 
large class of operators ܪ, including all symmetric operators with infinite deficiency indices and 
compact resolvent, we have shown that every kind of absolutely continuous spectrum within a gap ܬ 
of H can be generated by a self-adjoint extensionܪ of ܪ, cf. [61. we shall show that a symmetric 
operator with infinite deficiency indices and some gap has self-adjoint extensions with non-empty 
singular continuous spectrum.  
Theorem (2.2.1) [70]: (A. Gordon [67]; R. del Rio, N. Makarov, B. Simon [65], Theorem 3) Let A 
be a self-adjoint operator and g a cyclic vector of A. Then the set{ߙ ∈ ܣ:ܴ +  has no (ܣ)ߪ݃(⋅,݃)ߙ
eigenvaue in  (ܣ)ߪ}is a dense ܩఋ subset of R. 
we shall give a proof of the existence of the auxiliary operator ܪ௔௨௫  which is more simple and much 
shorter than our original proof in [62]. Moreover we shall need the mentioned result by A. Gordon 
and by R. del Rio, N. Makarov and B. Simon only in a very special case. Instead to show that this 
result can be used in our situation we shall give a short direct proof that the operator ܪ෩ఈ has the 
required spectral properties. 
In our very special case we get absence of eigenvalues in ܬ଴ഥ ∩ ߙeven for every ܬ ∈≠ 0. 
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Finally we mention that Theorem (2.2.3) allow only to generate so-called “fat” singular continuous 
spectrum by extensions, i.e., singular continuous spectrum which coincides with the closure of its 
inner points. For spectrum which does not have this property (so-called “thin” spectrum) we cannot 
make any conclusions, we cannot generate singular continuous spectrum which is a Cantor set. The 
problem is that for thin sets the used proof technique does not allow to decide whether the generated 
spectrum is really singular continuous or results from the closure of the discrete spectrum which is 
outside the thin set.  
Lemma (2.2.2) [70] Let ܪ be a symmetric operator in some separable Hilbert space ࣺ. Let ܾ he a 
strictly positive real number and ܬ = (−ܾ,ܾ) or ܬ = (−∞,ܾ). Suppose that ܬ is a gap of ܪ. For 
everyߣ ∈ ݐ݈݁ܬ ఒܲ: ker(ܪ∗) → ker(ܪ∗ −  be the mapping given by (ߣ

ఒ݂ܲ ≔ ܲ୩ୣ୰(ு∗ିఒ)݂,   ݂ ∈ ker(ܪ∗),                                               (17) 
where ℓܲ denote the orthogonal projection in ࣺ onto the subspace ℓ. Then for everyߣ ∈  the ܬ

mapping ఒܲ is bijective and 

ฮ ఒܲ
ିଵ݃ฮ ≦

ܾ + |ߣ|
ܾ − ,‖݃‖|ߣ| ݃ ∈ ran( ఒܲ),                                  (18) 

when ܬ = (−ܾ, ܾ) and  

ฮ ఒܲ
ିଵ݃ฮ ≦ max ൜

ܾ
ܾ − ߣ ,

ܾ − ߣ
ܾ

ൠ ,݃ ∈ )݊ܽݎ ఒܲ),                            (19) 

When ܬ = (−∞,ܾ). 
Proof. Since ܬ is a gap of ܪ the symmetric operator ܪ has a self-adjoint extension ܪ෡ such that ܬ ∩
෡൯ܪ൫ߪ = ∅, e.g., the Friedericsh and the Krein extension of ܪ in the case when ܬ = (−∞,ܾ) and ܬ =
(−ܾ, ܾ), respectively. Note that 

න (݃,݂(ݐ)ܧ)݀(ݐ)ܨ
௃

= 0 

for all ݂,݃ ∈ ࣺ and every Borel-measurable function ܨ where {(ݐ)ܧ}௧∈܀ denotes the spectral family 
of the self-adjoint operator ܪ෡. 

Let ߣ ∈ ݂ Let .ܬ ∈ ker(ܪ∗) = ݂,ୄ(ܪ)݇݊ܽݎ ≠ 0 and ݃ ∈   We have .(ܪ)ܦ

ቀܪ෡൫ܪ෡ − ൯ߣ
ିଵ
݂, ܪ) − ቁ݃(ߣ = න

ݐ
ݐ − ߣ

ݐ) − (݃,݂(ݐ)ܧ)݀(ߣ = න(݃,݂(ݐ)ܧ)݀ݐ = (݃ܪ,݂) = 0 

Thus ሚ݂:ܪ෡൫ܪ෡ − ൯ߣ
ିଵ
݂ ∈ ܪ)݊ܽݎ − ୄ(ߣ ker(ܪ∗ −   and consequently we have (ߣ

‖ ఒ݂ܲ‖ ≥ ቆ
ሚ݂

ฮ ሚ݂ฮ
, ݂ቇ =

∫ ݐ)/ݐ − ∖ଶோ‖݂(ݐ)ܧ‖݀(ߣ

൜∫ ൫ݐ)/ݐ − ൯ோ∖௃(ߣ

ଶ
ଶൠ‖݂(ݐ)ܧ‖݀

ଵ/ଶ .                  (20) 

Since  
ܾ

ܾ + |ߣ| ≦
ݐ

ݐ − ߣ ≦
ܾ

ܾ − |ߣ| ݐ                        , ∈ R ∖  ,ܬ

when ܬ = (−ܾ, ܾ) and  

min ൜1,
ܾ

ܾ − ߣ
ൠ ≦

ݐ
ݐ − ߣ ≦ max ൜1,

ܾ
ܾ − ߣ

ൠ , ݐ ∈ R ∖  ,ܬ

when ܬ = (−∞,ܾ) this implies that 
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‖ ఒ݂ܲ‖ ≧
ܾ − |ߣ|
ܾ + |ߣ| ‖݂‖(21) 

and  

‖ ఒ݂ܲ‖ ≧
min{1, ܾ/(ܾ − {(ߣ
max{1,ܾ/(ܾ − {(ߣ ‖݂‖(22) 

when ܬ = (−ܾ, ܾ) and ܬ = (−∞,ܾ), respectively. Thus ఒܲ is invertible and (18) and (19) hold. 
By (21) and (22) the operator ఒܲ has a trivial kernel and a range. Hence it remains to show that ݂ ∈
ker(ܪ∗ − ,݂) and (ߣ ℎ) = 0 for each ℎ ∈ ker(ܪ∗)yields ݂ = 0. Since  

(∗ܪ)ܦ = ෡൯ܪ൫ܦ + ker(ܪ∗), 
we obtain elements ݃ ∈ ker(ܪ∗) such that ݂ = ݃ + ݇. Byܪ∗݂ = ,݂) and ݂ߣ ℎ) = 0, ℎ ∈ ker(ܪ∗), 
we find ܪ∗݂ ∈ ݂∗ܪ Hence one gets .(ܪ)݊ܽݎ = ௚ܪ ∈ ݃ However, this yields .(ܪ)݊ܽݎ ∈  .(ܪ)ܦ
Using that we obtain. 

ܪ) − ݃(ߣ =  .݇ߣ
Since ݇ ∈ ker(ܪ∗) we have 

,݃ܪ) ܪ) − (݃(ߣ = ଶ‖݃ܪ‖ − (݃,݃ܪ)ߣ = 0 
which implies  

‖݃ܪ‖ ≦  .‖݃‖|ߣ|
Let |ߣ| < ܾ. Since ܾ‖݃‖ ≦ ฮܪ௚ฮ we immediately find.  

ܾ‖݃‖ ≦ ‖݃ܪ‖ ≦  ‖݃‖|ߣ|
which proves ݃ = 0. If ߣ ≦ −ܾ, then the result is obvious. Therefore ݇ = 0 and ݂ = 0. 
Theorem (2.2.3) [70]: Let ܪ be a symmetric operator in some Hilbert space ࣹ. Suppose that the 
operator ܪ has some gap ܬ and infinite deficiency indices. Let ܬ଴ be any open subset of ܬ. Then ܪ 
has a seif-adjoint extension ܪ෩ with the following properties: 

෩൯ܪ௦௖൫ߪ ∩ ܬ = ෩൯ܪ௘௦௦൫ߪ ∩ ଴ഥܬ ∩  .ܬ
෩൯ܪ௔௖൫ߪ ∩ ܬ = ∅. 
଴ഥܬ ෩ has no eigenvalue inܪ ∩  .ܬ

Here ߪ, ௔௖ߪ ௦௖ߪ,  and ߪ௘௦௦ denote the spectrum, the absolutely continuous, the singular continuous 
and the essential spectrum, respectively. ሚܵ denotes the closure of the set ܵ. 
Without loss of generality we assume 0 ∈  First one constructs an auxiliary invertible self-adjoint .ܬ
extension ܪ௔௨௫  of ܪ such that ܪ௔௨௫  has pure point spectrum within the gap ܬ of ܪ, the eigenvalues 
of ܪ௔௨௫  within ܬ are simple and form a dense subset of ܬ଴. Then one chooses a vector ݃ ∈  ୄ(ܪ)݊ܽݎ
such that (݃, ݁) ≠ 0 for every eigenvector ݁ of ܪ௔௨௫  corresponding to an eigenvalue in ܬ and shows 
that the operator ܪ௔௨௫ିଵ +  for ܪ ෩ఈ is a seif-adjoint extension ofܪ is invertible and its inverse ݃(⋅,݃)ߙ
every real number ߙ. Finally one proves that for everyߙ in some dense ܩఋ-subset of R the operator 
 .෩ఈ has the required spectral properties. This easily follows from the following recent result by Aܪ
Gordon resp. by R. del Rio, N. Makarov and B. Simon. 
Proof.Since ܪ has a self-adjoint extension ܪ෡ such that the gap ܬ is contained in the resolvent set of 
෩ܪ ෡ the theorem is true (withܪ = ଴ܬ ෡) in the special case whenܪ = ∅. Moreover we may assume that 
ܬ = (−ܾ, ܾ) or ܬ = (−∞,ܾ) for some strictly positive real numberܾ. 
It suffices to show that there exists a self-adjoint extension ܪ෩ of ܪ such that ߪ௘௦௦൫ܪ෩൯ ∩ ܬ = ଴ഥܬ ∩
,ܬ ෩൯ܪ௔௖൫ߪ ∩ ܬ = ∅ and ܪ෩ has no eigenvalue in ܬ଴ഥ ∩ ߣIn fact, then on the one hand every .ܬ ∈  ଴ܬ
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belongs to the singular continuous spectrum of ܪ෩ and consequently we have ܬ଴ഥ ∩  ෩൯, on theܪ௦௖൫ߪ
other hand we have ߪ௦௖൫ܪ෩൯ ⊂ ෩൯ܪ௦௖൫ߪ෩൯ and consequentlyܪ௘௦௦൫ߪ ∩ ܬ ⊂ ଴ഥܬ . 
We chose any square summable sequence {ߙ௡}௡∈ۼ of numbers such that ߙ௡ ≠ 0 for every݊ ∈ N and 
any sequence {ߟ௡}௡∈ۼ in ܬ଴ିଵ ≔ :ݐ/1} ݐ ∈ ,଴ܬ ݐ ≠ 0} such that ߟ௡ ≠ ݊ ௠ forߟ ≠ ݉ and for everyߟ ∈
 .଴ିଵܬ

௡ߟ| − |ߟ <  ௡|(23)ߙ|
for infinitely many݊ ∈ ܰ. 
Such sequences always exist. For instance we start with a partion Γଵ of the real axis into intervals 
[݇,݇ + 1),݇ ∈ ܼ. Dividing the intervals [݇,݇ + 1) into two intervals [݇,݇ + ଵ

ଶ
) and [݇ + ଵ

ଶ
, ݇ + 1) 

into two subintervals of half length we get a further partions Γଷ. Repeating this procedure again and 
we obtain a sequence of partions {Γ௟}௟∈ۼ. Choosing now from the intersection of ܬ଴ିଵ with the 
intervals of the partion Γ௟, provided this intersection is not empty, points we get for each ݈ ∈ N a 
sequence of points {ߟ௟௠}௟∈܈. Obviously all those points ߟ௟௠  can be chosen different from each 
other. Making a suitable renumeration of the sequence {ߟ௟௠}௟∈ۼ,௠∈ࢆ we find the desired sequence 
  .଴ିଵܬ of ۼ∋௡{௡ߟ}
For notational brevity we put ߣ௡ ≔ ௡݌ ௡ andߟ/1 ≔ ఒܲ೙ for every ݊ ∈ ܰ where for everyߣ ∈  the ܬ
linear mapping ఒܲ: ker(ܪ∗) → ker(ܪ∗ −  .is given by (17) (ߣ
We choose any݁ଵ ∈ ker(ܪ∗ − ‖ଵ) such that‖݁ଵߣ = 1. Let݊ ∈ ܰ and suppose that ௝݁ ∈
ker൫ܪ∗ − ,௝൯ߣ 1 ≦ ݆ ≦ ݊, have been chosen. Then we choose any݁௡ାଵ ∈ ker(ܪ∗ −  ௡ାଵ) such thatߣ
‖݁௡ାଵ‖ = 1, 

݁௡ାଵ ⊥ ௝݁,         ݁௡ାଵ ⊥ ௝ିଵ݌ ௝݁, 
௡ା௟ିଵ݌ ݁௡ାଵ ⊥ ௝ିଵ݌ ௝݁,      ݌௡ାଵିଵ ݁௡ାଵ ⊥ ௝݁ 

1 ≦ ݆ ≦ ݊. Since, by Lemma (2.2.2), for everyߣ ∈  the linear mapping ఒܲ is bijective and ܬ
consequently the space ker(ܪ∗ −  is infinite dimensional each of these choices is possible. we (ߣ
get, by induction, an orthonormal system {݁௡}௡∈ۼ with the following properties: 

݁௡ ∈ ker(ܪ∗ − ݊     ,(௡ߣ ∈ N,                                                            (24) 
(݃௡ ,݃௠) = 0 = (݃௡ , ݁௠)݂݊ݎ݋ ≠ ݉(25) 

where  
݃௡ ≔ ௡ିଵ݁௡݌ ,        ݊ ∈ N.                                                                     (26) 

Next we shall show that there exists an auxiliary self-adjoint extensions ܪ௔௨௫  of ܪ with the 
following properties: 

(i) ܪ௔௨௫  has a pure point spectrum within ܬ. 
(ii) ߣ௡ is a simple eigenvalue of ܪ௔௨௫  and ݁௡ a corresponding eigenvctor for every݊ ∈ ܰ. 
(iii) ߪ௣(ܪ௔௨௫) ∩ ܬ = ݊:௡ߣ} ∈ N}. 

Since {ߣ௡:݊ ∈ N} is a dense subset of ܬ଴ഥ  and ߣ௡ ≠ 0 for every݊ ∈ N it follows from (i) and (iii) that 
such an operator also satisfies 

(iv) ߪ௘௦௦(ܪ௔௨௫) ∩ ܬ = ଴ഥܬ ∩  .ܬ
(v) ܪ௔௨௫  is invertible. 

We denote byࣺ଴ the closure of the span of the span of {݁௡:݊ ∈ N} and byܯ the self-adjoint 
operator in the Hilbert space ࣺ଴ given by 
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(ܯ)ܦ ≔ ൝෍ߚ௡݁௡:෍(1 + ௡ଶߣ ௡|ଶߚ|( < ∞
ஶ

௡ୀଵ

ஶ

௡ୀଵ

ൡ, 

௡݁௡ߚ෍ܯ ≔ ෍ߣ௡ߚ௡݁௡

ஶ

௡ୀଵ

,       ෍(1 + ௡ଶߣ ௡|ଶߚ|( < ∞.
ஶ

௡ୀଵ

ஶ

௡ୀଵ

 

Obviously the operator ܯ has a pure point spectrum, ߣ௡ is a simple eigenvlaue of ܯ and ݁௡ a 
corresponding eigenvector for every݊ ∈ N. 

(ܯ)௣ߪ = ݊:௡ߣ} ∈ N} 
and  

,݂ܯ) ݂) ≦ ܾ‖݂‖ଶ,     ݂ ∈  (27)(ܯ)ܦ
in the case when ܬ = (−∞,ܾ) and 

‖݂ܯ‖ ≦ ܾ‖݂‖,        ݂ ∈  ,(ܯ)ܦ
in the case when ܬ = (−ܾ,ܾ). 

since ݁௡∗ܪ is a restriction of ܯ ∈ ker(ܪ∗ − ௡) for every݊ߣ ∈ N and ܪ∗ is a closed operator. Thus 
we can define an extension ܪᇱ of ܪ by 

(ᇱܪ)ܦ ≔ (ܪ)ܦ ᇱ݃ܪ    ,(ܯ)ܦ∔ ≔ ݃   ,݃∗ܪ ∈  .(ᇱܪ)ܦ
A short computation shows that ܪᇱ is a symmetric operator. 
Let ݂ ∈ For every݊ .(ᇱܪ)ܦ ∈ N we have  

,ᇱ݂ܪ) ݁௡)− (௡݁ܯ,݂) = ,݂)௡ߣ ݁௡). 
Thus 

෍ߣ௡ଶ |(݂, ݁௡)|ଶ = ฮࣺܲ బܪ
ᇱ݂ฮ

ଶ
< ∞.

ஶ

௡ୀଵ

 

Hence ࣺܲ బ݂ ∈ For every݊ .(ܯ)ܦ ∈ N we have  
൫ࣺܲ బܪ

ᇱ݂, ݁௡൯ = (௡݁ܯ,݂) = ൫ࣺܲܯ బ݂, ݁௡൯ 
Thus  

ࣺܲ బܪ
ᇱ݂ = ࣺܲܯ బ݂,          ݂ ∈  .(ᇱܪ)ܦ

This implies that the operator ܪᇱ can be written in the form  
ᇱܪ =  ,଴ܩ⨁ܯ

where the symmetric operator ܩ଴ in the Hilbert space ࣺ଴
ୄ is given by 

଴ܩ ≔ ஽൫ுᇲ൯∩ࣺబ఼|ܪ
ᇱ . 

We shall show by contradiction that the gap ܬ of ܪ is also a gap of ܩ଴. We shall give the proof for 
ܬ = (−∞,ܾ). The proof in the other case is virtually the same. Suppose that  

(݂,଴݂ܩ) < ܾ‖݂‖ଶ(28) 
for some ݂ ∈ ݃ We choose .(଴ܩ)ܦ ∈ and ℎ (ܪ)ܦ ∈ ݂ such that (ܯ)ܦ = ݃ + ℎ. Then we have 

(݃,݃ܪ) = ݂)ᇱܪ) − ℎ),݂ − ℎ) = (݂,଴݂ܩ) + ,ℎܯ) ℎ) < ܾ‖݂‖ଶ + ܾ‖ℎ‖ଶ = ܾ‖݂ − ℎ‖ଶ = ܾ‖݃‖ଶ. 
Here we have used that ܪᇱ =  ଴, as well as our assumption (27) and (28). Thus the assumptionܩ⨁ܯ
(28) leads to a contradiction to the hypothesis that (−∞,ܾ) is a gap of ܪ. Thus ܬ is also a gap of ܩ଴. 

Since ܬ is a gap of symmetric operator ܩ଴ in ࣺ଴
ୄ there exists a self-adjoint operator ܩ in ࣺ଴

ୄ 
such that ܩ଴ ⊂ (ܩ)ߪ and ܩ ∩ ܬ = ∅. We put 

௔௨௫ܪ ≔  .ܩ⨁ܯ
Obviouslyܪ௔௨௫  has the required properties. 
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We put 

݃ ≔ ෍ߙ௡
݃௡
‖݃௡‖

,
ஶ

௡ୀଵ

 

where the ݃௡ ,݊ ∈ N, are given by (26) and the ߙ௡ ,݊ ∈ N, are any numbers different from zero such 
that the sequence {ߙ௡}௡∈ۼ is square summabe (23) holds. Since, by (25), {݃௡/‖݃௡‖}௡∈ۼ is an 
orthonormal system the series converges and ݃ is well-defined. Since ݃௡ ∈ ker(ܪ∗) for every݊ ∈ N 
and ker(ܪ∗) is closed we have that ݃ ∈ ker(ܪ∗).  
Obviously݃ ≠ 0. 
 we choose anyߙ ∈ R,ߙ ≠ 0. Since along with ܪ௔௨௫  also the inverse ܪ௔௨௫ିଵ  of ܪ௔௨௫  is a self-adjoint 
operator and ߙ ∈ R,ߙ ≠. Since along with ܪ௔௨௫  also the inverse ܪ௔௨௫ିଵ  of ܪ௔௨௫  a self-adjoint 
operator and ߙ(݃, . ) is a bounded self-adjoint operator the sum ܪ௔௨௫ିଵ + ,݃)ߙ . )݃ is also self-adjoint. 
Let ℎ ∈ ௔௨௫ିଵܪ)ܦ ) be such that  

௔௨௫ିଵܪ ℎ + ,݃)ߙ ℎ)݃ = 0. 
Then (݃, ℎ)݃ ∈ ௔௨௫ିଵܪ)݊ܽݎ ) = ௔௨௫݃ܪ then we would have (௔௨௫ܪ)ܦ If ݃ would be in .(௔௨௫ܪ)ܦ =
݃∗ܪ = 0 with is impossible since ܪ௔௨௫  is invertible. Thus we have (݃, ℎ) = 0. It follows that 
௔௨௫ିଵܪ ℎ = 0 which implies that ℎ = 0. Thus we have shown that the operator ܪ௔௨௫ିଵ +  is ݃(⋅,݃)ߙ
invertible. Along with this operator also it’s inverse 

෩ܪ ≔ ௔௨௫ିଵܪ) +  ଵି(݃(∙,݃)ߙ
is self-adjoint 
Let ℎ ∈ (ଵିܪ)ܦ = ܪ Since .(ܪ)݊ܽݎ ⊂ ௔௨௫ܪ  and ݃ ∈ ker(ܪ∗) = ଵℎିܪ we have that ୄ(ܪ)݊ܽݎ =
௔௨௫ିଵܪ ℎ = ෩ିଵܪ Since the resolvent difference .ܪ ෩ is a self-adjoint extension ofܪ ෩ିଵℎ. Thusܪ − ௔௨௫ିଵܪ  
of the self-ajoint operator ܪ෩ and ܪ௔௨௫  is nuclear we have that ߪ௔௖൫ܪ෩൯ = ෩൯ܪ௘௦௦൫ߪ and (௔௨௫ܪ)௔௖ߪ =
  In particular, we have .(௔௨௫ܪ)௘௦௦ߪ

෩൯ܪ௔௖൫ߪ ∩ ܬ = ෩൯ܪ௘௦௦൫ߪ        ,∅ ∩ ܬ = ଴ഥܬ ∩  .ܬ
Thus we have only to show that ܪ෩ has no eigenvalue in ܬ଴ഥ ∩  .ܬ
The point zero is not an eigenvalue of ܪ෩ since ܪ෩ is invertible. Let ߣ ∈ ଴ഥܬ ∩ ߣ and ܬ ≠ 0. We have 
only to show that ߟ ≔ ෩ିଵ. Let ℎܪ is not an eigenvalue of ߣ/1 ∈ ෩ି൯ܪ൫ܦ = ௔௨௫ିଵܪ)ܦ ) and 

෩ିଵℎܪ = ௔௨௫ିଵܪ ℎ + ,݃)ߙ ℎ)݃ =  .ℎߟ
By taking the scalar product with ݁௡ we get from the last realtion that  

௡(݁௡ߟ ,ℎ) + ,݃)ߙ ℎ)
௡ߙ
‖݃௡‖

= ௡݁)ߟ ,ℎ) 

for every݊ ∈ N. Thus we have  

௡ߟ| −||݁௡ ,ℎ| = |(ℎ,݃)ߙ|
|௡ߙ|
‖݃௡‖

,    ݊ ∈ N.                               (29) 

By (23), there exists a subsequence ቄߟ௡ೕቅ௝∈ۼ
 of {ߟ௡}௡∈ۼ such that  

ቚߟ௡ೕ − ቚߟ < ,௡ೕߙ ݆ ∈ N.                                                        (30) 
By (18) resp. (19) in the Lemma (2.2.2) and (26) there exists a finite constant ܿ such that  

ቛ݃௡ೕቛ < ܿ,    ݆ ∈ N.                                                                     (31) 

Since ∑ |݁௡ ,ℎ|ଶ = ฮࣺܲ బℎฮ
ଶ

< ∞ஶ
௡ୀଵ  it follows from (29), (30) and (31) that 
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(݃,ℎ) = 0. 
Thus we have 

௔௨௫ିଵܪ ℎ =  .ℎߟ
Since the only eigenvlues of operator ܪ௔௨௫ିଵ  in ିܬଵ are the numbers ߟ௡ , ݊ ∈ N, and ߟ௡ is a simple 
eigenvalue ܪ௔௨௫  with corresponding eigenvector ݁௡ for every݊ ∈ N this implies that ℎ = ܽ݁௡ for 
some constant ܽ and some ݊ ∈ N. Since  

0 = (݃,ℎ) = ܽ
ܽ௡
‖݃௡‖

 

It follows that ܽ = 0 and ℎ = 0. Thus ߟ is not an eigenvalue of the operator ܪ෩ିଵ and the theorem is 
proven. 
Example (2.2.4) [70]: Let Ω be a bounded non-empty domain in Rௗ , ݀ > 1. Then the minimal 
Laplacian on Ω, i.e. the operator −Δ௠௜௡

ஐ  in ܮଶ(Ω) given by 
൫−∆௠௜௡ܦ

ஐ ൯ ≔  ,଴ஶ(Ω)ܥ
−∆௠௜௡

ஐ ݂ ≔ −∆݂,       ݂ ∈  ,଴ஶ(Ω)ܥ
Is a symmetric operator with infinite deficiency indices. Here ܥ଴ஶ(Ω) denotes the space of infinitely 
differentiable functions with compact support in Ω. Thus, by Theorem (2.2.3), there exist self-
adjoint realizations of the Laplacian on Ω, i.e. self-adjoint extension of −∆௠௜௡

ஐ , with non-empty 
singular continuous spectrum. Thus (the proof of) Theorem (2.2.3) enables us to construct self-
adoint realizations of the Laplacian on a bounded domain Ω in ݀ௗ, ݀ > 1, with spectral properties 
very different from the properties of the self-adjoint realizations investigated before. 
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Chapter 3 
Pure point Spectrum and Spectral Localization 

 
All eigenvalues have infinite multiplicity and acountable system of orthonormal eigenfunctions with 
compact support is the corresponding Hilbert space. 
 
Section (3.1): The Laplacians on Fractal Graphs: 
Considerable attention has been paid by graph theorists to the study of spectra of the difference 
Laplacians on infinite graphs. We refer to Mohar and Woess [82], which is an excellent survey of 
this theory, Explicit computational results about the spectrum of the Laplacians are known only 
when the graph under consideration satisfies certain kind of regularity property that leads to the 
existence of the absolutely continuous spectrum (see [82, 71]). 
If we study fractal or disordered materials and the difference Laplacians are some discrete 
approximations, we should expect the spectrum to be pure point. 
The first result is [83] where the spectrum of the Laplacian on the Sierpinski lattice is considered, 
an application of the very interesting Renormalization Group method to this case was given by 
Bellissard in [73]. 
We study the spectrum of Lablacians on so-called two-point self-similar fractal graphs (TPSG) (we 
mean the Lablacians which correspond to the adjacency matrix and the simple random walk). A 
good example of such a kind of graphs is modified Koch graph which can beconsidered as the 
discrete approximation of the fractal set, namely the modified Koch curve [789]. 
We will show that if the TPSG has an infinite number of cycles and the length of these cycles 
approaches infinity, then the spectrum of the Laplacians is pure point. 
The problem of the description of the spectrum as a set in IR is not trivial as shown by the example 
of the modified Koch graph. The spectrum for this graph is the union of two sets. The first set is the 
Julia set of the rational function 

(ݖ)ܴ = ݖ)ݖ9 − 1)ቀݖ − ସ
ଷ
ቁ ቀݖ − ହ

ଷ
ቁ ݖ) − ଷ

ଶ
)ିଵ. 

This is a Cantor set of Lebesgue measure zero which may be obtained as a closure of a countable set 
of eigenvalues of the Laplacian with infinite multiplicity. The second set is a discrete countable set 
of eigenvalues with infinite multiplicity which has the limit points in the first set. 
We note the new property of the eigenfunction of the Laplacians on TPSG: a countable system of 
orthonormal eigenfunction with compact support is complete in the Hilbert space where this 
operator is defined. 
We consider in Theorem (3.1.11) the Anderson localization for the Schrodinger operator with 
Bernoulli potential on TPSG. It was proven that any eigenvalue of the Laplacian is an eigenvalue of 
infinite multiplicity of the Schrodinger operator for any coupling constant. Unfortunately, we 
cannot prove that the spectrum of such operator is pure point. However, we note that Aizenman and 
Mo1chanov [72] proved the localization of the spectrum in the standard Anderson model for 
suffiently large disorders on general graphs. 
The two-point self-similar fractal graphs can be considered as nested pre-fractals with two essential 
fixed points introduced by Lindstrom [78]. We also note that some questions about the integrated 
density of states of the Laplacian on fractal graphs were studied in [80, 75]. 
Some special examples of TPSG were considered in physical models (see [85, 74]) 
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i. Let G = (V, E) be a connected infinite locally finite graph, with vertex set V and edge set E. We 
suppose that the degree d, of all vertices x E V is finite. 
Let A = A(G)be the adjacency matrix of the graph G and P =  P( G)  =  (PII. , . ) U, vEV be the 
transition matrix, where 

P୳,୰ = a୳,୰ d୳⁄  
And a୳,୰, is the number of edges between N and E. 
 Associated with each of the preceding two matrices are the difference Laplacians 

∆୅= D(G)− A(G)                                                            (1) 
And 

∆୮= I(G)− P(G)                                                              (2) 
Where D(G) is the diagonal matrix of d. , x ∈ V, and I(G) is the identity matrix over V 
Let us introduce the space of functions on V 

Iଶ(V) = ൝f(x), x ∈ V; ෍|f(x)|ଶ < ∞
୶∈୚

ൡ     (3) 

With inner product 
(g, f) = ෍|f(x)|ଶ < ∞

୶∈୚

 

And 

य़ଶ#(V) = ൝f(x), x ∈ V; ෍|f(x)|ଶ < ∞
୶∈୚

ൡ                                                 (4) 

With inner product 
(g, f) = ෍d୶|f(x)|ଶ < ∞

୶∈୚

 

If the function deg(x) = d. , x ∈ V is bonded, then the operators ∆୅ and ∆୮ are self-adjoint bounded 
operators in Iଶ(V) and य़ଶ#(V), respectively. 
ii. Let us introduce so-called two point self-similar graphs. Suppose M = (V୑, E୑) and  G଴ =
(V଴, E଴) are finite connected graphs and M is an ordered graph. We fix some e଴ϵE୑, which is not a 
loop, and vertices α,βϵV୑ and a଴, β଴ϵV଴, a ≠ β, a଴ ≠ β଴. 
Informally speaking, the construction of a TPSG G is as follows: to get Gଵ from M and G଴ 
we replace every edge (a, b)ϵE୑, a, bϵV୑, by a copy of G଴ such that a଴ goes to a and  
β଴ to b. Then we take a଴ = a,βଵ =  β and proceed by induction. If a graph G୬ = V୬, E୬. 
with fixed vertices a୬, β୬, V୬ is defined then the graph G୬ାଵis obtained by replacement 
of every edge (a, b) ofM by the copy of G୬ such that a୬ goes to a and β୬ goes 
 to b. The vertices a୬ାଵ, β୬ାଵ are the vertices  a,β after this replacement.     
We can assume that G୬ ⊆ G୬ାଵ is the copy corsponding to e଴ and define infinit graph G = ⋃୬ୀଵ

஑ G୬. 
Let us give a more formal.   
Definition (3.1.1) [86]: A graph G is called TPSG with model graph M and infinite graph G଴ if the 
following holds: 

(i) There are finite subgraphs G଴, Gଵ, Gଶ, … such that G୬ ⊆ G୬ାଵ, n ≥ 0 and G = ⋃୬ஹ଴G୬. 
(ii) For any n ≥ 0 and eϵE୑ there is graph homomorphism Ψ୬

ୣ ∶ G୬ାଵ → G୬ାଵ such that 
G୬ାଵ = ⋃ୣ஫୉౉Ψ୬

ୣ(G୬) and Ψ୬
ୣబ  is inclusion of G୬ to G୬ାଵ. 

(iii) For all n ≥ 0 there are two vertices α୬, β୬ϵV୬ such that Ψ୬
ୣ  restricted to G୬\{α୬,β୬} is a 

one-to-one mapping for every eϵE୑. Moreover Ψ୬
ୣଵ(V୬\{α୬, β୬}) ∩ Ψ୬

ୣଶ(V୬\{α୬,β୬}) =
∅ if eଵ ≠ eଶ. 
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(iv)  For n ≥ 1, there is an injection K୬ ∶ V୑ → V୬ such that α୬ = K୬(α),β୬ = K୬(β) and 
for every edge e = (α, b)ϵE୑, Ψ୬

ୣ(α୬ିଵ) = K୬(α), Ψ୬
ୣ(β୬ିଵ) = K୬(b). 

We say that the vertices ߙ௡ ௡ܩ ௡ are the boundary vertices ofߚ, , i.e., ߲ܩ௡ = ௡ߙ}  ௡} and interiorߚ,
vertices of ܩ௡ . 
Remark (3.1.2) [86]: One we can see the vertices ߙ௡ ௡ܩ ௡ are the boundary vertices ofߚ, , i.e., 
௡ܩ߲ = ௡ߙ} ௡ܩ ௡} and intߚ, = ௡ܸ\{ߙ௡  .଴ are givenܩ ௡} are interior vertices ofߚ,
Suppose ܯ dose not have loops and ܩ଴ is just two vertices and one edge. Then two-point self-
similar graphs are in one-to-one correspondence to so-called post-critically finite (p.c.f) self-similar 
sets with post-critically for such p.c.f. sets. However, ܩ is not a p.c.f. set since the limiting 
procedures in these two cases are different. The definition of a p.c.f. set can be found in [76] or 
[77]. 
3. We need some auxiliary result on the structure of graph ܩ. 
Definition (3.1.3) [86]: Two different vertices ݔ and ݕ of graph ߁ are equivalent if there is 
automorphisim ߮ of ߁ such that߮(ݔ) = (ݕ)߮,ݕ =  .ݔ
By induction it is easy to prove the following lemma. 
Lemma (3.1.4) [86]:if the vetices   ߙ௡ ௡߳ߚ, ெܸ  and ߙ଴,ߚ଴߳ߚ଴ are equivalent in  ܯ and ܩ଴, 
respectively, then vertices ߙ௡  .݊ ௡ for allܩ ௡ are equivalent inߚ,
Remark (3.1.5) [86]:We will suppose in what follows that ܯ and ܩ଴ satisfy assumptions of Lemma 
1.1 We call such graph ܩ symmetric. In this case the graphܩ does not depend in orientation of ܯ.  
 Although our results are valid for nonsymmetrical graphs (with some additional assumption on the 
orientation of ܯ) we do not consider such graphs for the sake of simplicity. 
Let us introduce the graph ܯ = ( ெܸ෩  ଵ if we takeܩ ଵ which can be obtained in the same way asܩ(ெ෩ܧ,
the graph ܯ instead of ܩ଴ and the verticesߚ,ߙ play the role of  ߙ଴,ߚ଴. 
We define the graph ܩ෨௡ାଶ by replacement of every edge of ܯ෩ by the copy of ܩ௡ such that for every 
edge (ߙ, ெ෩ܧ߳(ܾ , ,ߙ ܾ߳ ெܸ෩  we say ݔ௡ goes to ߙ and ߚ௡ to ܾ. 
 
iii. we neet some axillary result on structure of graph G.  
Lemma (3.1.6) [86]:The graphs ܩ෨௡ାଶ and ܩ௡ାଶ are isomorphic. 
Proof. By definition ܩ෨௡ାଶ can be written as 

෨௡ାଶܩ = ራ (௡ܩ)෩௡௘ߖ
௘ఢாಾ෪

                                                                        (5) 

Where the maps ߖ෩௡௘ have the same properties as ߖ௡௘ in definition (3.1.1) The proof follows by 
induction. 
Let us introduce the space य़ଶ(ܺ) by य़ଶ(ܺ) = {݂߳य़ଶ(ܸ) ∶ (ݔ)݂ = ܺ where ,{ܺ\ܸ߳ݔݎ݋݂ 0 ⊂ ܸ. य़ଶ#(ܺ) 
is defined analogously. By ∆஺(ܺ),∆௣(ܺ) we denote the restriction of ∆஺,∆௣ to य़ଶ(ܺ), य़ଶ#(ܺ). More 
precisely, ∆஺.௣ܲ, where ܲ is orthogonal projector to य़ଶ(ܺ) or य़ଶ#(ܺ). We will call this operators the 
Laplacians with zero boundary conditions on ܸ\ܺ. For simplicity, we denote the Laplacians with 
zero boundary conditions on ߲ܩ௡ by ∆஺(݊) and ∆௣(݊). 
By Lemma (3.1.4) there is isomorphism ߮௡ ∶ ௡ܩ → ௡ such that ߮௡(ܽ௡)ܩ = ௡ߚ ,߮௡(ߚ௡) = ܽ௡ . This 
isomorphism induces unitary maps ܷ௡ ∶ य़ଶ(ܩ௡) → य़ଶ(ܩ௡) and ܷ௡# ∶ य़ଶ#(ܩ௡) → य़ଶ#(ܩ௡) by formula 
ܷ௡#݂ = ݂߮௡ . 
Lemma (3.1.7) [86]:ܷ௡(ܷ௡#) commutes with ∆஺(ܩ௡) and ∆஺(݊) ቀ∆௣(ܩ௡)and∆௣(݊)ቁ. 
Proof of this lemma immediately follows from the definition of ∆஺ and ∆௣. Let us consider the 
function deg(ݔ) = ݀௫ . It can occur that the function deg(⋅) is not bunded in general. Moreover, 
there can exist a point ݔ଴߳∆஺ such that deg(ݔ଴) = ∞. The next Lemma should be more clear from 
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the following examples (see Figs. 2 and 3). 
For an arbitrary  graph ܩ let us denote by ݀,ܩ෨ the degree of the vertex ݔ in ܩ෨ . 
Lemma (3.1.8) [86]:  

(i) ݀ଶ௡(ܩ௡) = ݀ଶ௡(ܩ଴) ∙ (݀ଶ(ܯ))௡ = ݀ଶ௡ିଵ(ܩ௡ିଵ) ∙  .(ܯ)௡ିଵܩ
(ii) ݂݅߳ݔ int ܩ௡. then (݀݁݃(ݔ) = ݀௫(ܩ௡) = ݀௫(ܩ௡ିଵ)݂݊ݕݎ݁ݒ݁ݎ݋ ≥ 1. 
(iii) ܶℎ݂݁(ݔ)݃݁݀݉݋݅ݐܿ݊ݑ (ܯ)ଶ݂݀݅ݕ݈݊݋݂݀݊ܽ݅݀݁݀݊ݑܾݏ݅ = 1. 
(iv) ݂݅ݔܸ݀݊ܽ߳ݔ ≠ ℎ݁݊ݐ଴ߚ,଴ݔ (ݔ)݃݁݀ < ∞. 
(v) deg(ݔ଴) = (଴ߚ)݃݁݀)∞ = ∞) if and only if ݁଴ is indicent to and  ݀ଶ(ܯ) ≥  is ߚ) 2

incident to ݁଴ and ݀ఉ(ܯ) ≥ 2). 

Proof. The first statement can be proved by induction. The second follow from (ii) and (iii) of 
Definition (3.1.1) Statement (iii) follow from (i) and equality ݉ܽݔ௏ఢீ೙శభ݀௫(ܩ௡ାଵ) =
 .ൟ(ܯ)௏ఢீ೙݀௏ݔܽ݉,(௡ܩ)௏ఢெ݀௫ݔ൛݉ܽݔܽ݉

(iv) There exists ݊଴ ∈ ℕ such that ݔ ∈ ௡ܸ for every ݊ ≥ ݊଴. if ݔ ∈  ௡ the statementܩݐ݊݅
follows from (ii). Otherwise, ݔ ∈ ݊ ௡ for everyܩ߲ ∈ ݊଴ and consequently ݔ is equal to 
 .଴ߚ ଴ orߙ

(v) By (iV), it follows thatߙ଴ ∈ ݊ ௡ for anyܩ߲ ≥ ݊଴,݊଴ ∈ ℕ. if ܽ is not incident to ݁଴, thenߙ଴ 
is an interior point of  ܩ௡భ for some ݊ଵ. Let ܽ be incident to ݁଴ and(ܯ) ≥ 2. Then 
statement (V) follows from (i). 

Definition (3.1.9) [86]: We denote by߲ܩ = ,ݔ} (ݔ)݃݁݀ = ∞} 
The boundary of the graph ܩ. If  ߲ܩ = ∅, we say that ܩ is a graph without boundary. 
By Lemma (3.1.10) we obtain the following lemma: 
Lemma (3.1.10) [86]: 

(i) ݁଴ = (ܯ)and ݀௏ (ߚ,ߙ) ≥ 2, if and only if ߲ܩ =  .{ߚ,ߙ}
(ii) The boundary ߲ܩ has only one point if and only if the points ߙ vertex of  ݁଴ and the 

degree of this vertex in ܯ is not less than 2. 
(iii) If conditions (i), (ii), are not satisfied for the graph ܩ then ߲ܩ = ∅. 

If ܩ has the boundary, we define the operator ∆௣ with zero boundary condition, i.e.,  
∆௣଴ : ݈ଶ#(ܸ଴) → ݈ଶ∗(ܸ଴), 

where  
݈ଶ#(ܸ଴) = {݂ ∈ ݈ଶ#(ܸ),݂(ݔ) = ݔ,0 ∈  .{ܩ߲

The ∆௣଴  is a self-adjoint bounded operator, too. 
Theorem (3.1.11) [86]: Let ݉ ∈ ℕ, ߜ > 0 and ܿ < ∞ be fixed numbers and for every݊ = 1,2, …, 
there exists a linear operator Φ௡:ࣽ௡ → ࣽ௡ା௠ such that ‖Φ௡‖ ≤ ܿ, ൫݂,Φ௡(݂)൯ ≥ ଶ for any݂‖݂‖ߜ ∈
ࣽ௡ and ܪΦ௡(݂) = ௡௜ߣ Φ௡(݂) for any݂ ∈ ,෨௡௜ܨ ݅ = 1, …  .(௡)ܭ,
Then the following statements hold: 

(i) The operator ܪ has only pure point spectrum. The set of eigenvalues is 
⋃ ⋃ ൛ߣ௡௜ ൟଵஸ௜ஸ௄(೙)௡ஹଵ .  

(ii) There is a countable set ܵ ⊂ ෨ࣽ of orthonormal eigenfunctions of the operator ܪ which is 
complete in ࣽ. 
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(iii) If Φ௡(݂) ∉ ࣽ௡ for any nonzero ݂ ∈ ࣽ௡ and every݊ ≥ 1, then each eigenvalue of ܪ has 
infinite multiplicity. 

(iv) H is a self-adjoint operator in ࣽ. 
Proof. At first we note from the definition of ܪ௡ that ࣽ௡ = ⨁௜ୀଵ

௄(೙)ܨ෨௡௜. 
Let  

ܵ௡ = {݂ ∈ ࣽ௡:݂ܪ ∈ ࣽ௡}. 
It is easy to see that ܵ௡ ⊂ ܵ௡ାଵ for every݊ ≥ 1. 
We introduce the set ܵ by the formula  

ܵ = ራ ራ ൫ܨ௡௜ ∩ ܵ௡൯
ଵஸ௜ஸ௄(೙)௡ஹଵ

 

and we note that the set ܵ௡ ∩ ݊ ௡௜ is not empty forܨ ≥ ݉ + 1 because Φ௡(݂) ∈ ࣽ௡ା௠ for every݂ ∈
ࣽ௡ and 

(݂)௡ା௠Φ௡ܪ = ௡ܲା௠ܪ ௡ܲା௠Φ௡(݂) = ௡ܲା௠ ቀߣ௡௜ Φ௡(݂)ቁ = ௡௜ߣ Φ௡(݂),݂ ∈  ௡௜(6)ܨ
One can see from the condition of Theorem (3.1.11) and (6) that if ߣ ∈  is an ߣ then (௡ܪ)ߪ
eigenvalue of ܪ. That gives us the inclusion 

ራ ራ ൛ߣ௡௜ ൟ
ଵஸ௜ஸ௄(೙)௡ஹଵ

⊂  (7)                                                                    .(ܪ)ߪ

We will prove that the set ܵ is complete in ࣽ. Suppose that there exists ݂ ∈ ࣽ such that (݂, g) = 0 
for anyg ∈ ܵ. 
Let ܣ be a subspace of ࣽ and ஺ܲ be the orthogonal projection to ܣ.  
Then  

‖ ஺݂ܲ‖ ≥
1
‖g‖

|(g,݂)|                                                              (8) 

for every݃ ∈ ,ܣ g ≠ 0, and ݂ ∈ ࣽ. This follows from the expression 
|‖g‖ିଵ(g,݂) = ‖g‖ିଵ|( ஺ܲg, ݂)| = ‖g‖ିଵ|( ஺ܲ

ଶg, ݂) = ‖g‖ିଵ(g, ஺݂ܲ)| ≤ ‖g‖ିଵ‖g‖‖ ஺݂ܲ‖ ≤ ‖ ஺݂ܲ‖ 
Let us introduce the subspace ܣ௡ of ࣽ௡ by the formula 

௡ܣ =
(݊)ܭ
⊕
݅ = 1

൫ܨ෨௡௜ ∩ ܵ௡൯ 

and let ܳ௡ be the orthogonal projector to ܣ௡. 
If ௡݂ = ௡݂ܲ, ݊ = 1,2, …, by (8) and the conditions of Theorem (3.1.11) we have 
‖ܳ௡ା௠ ௡݂‖ ≥ |Φ௡( ௡݂), ௡݂|‖Φ௡( ௡݂)‖ିଵ ≥ (ܿ‖ ௡݂‖)ିଵ|(Φ௡(݂), ௡݂)| ≥ ܿିଵߜ‖ ௡݂‖.          (9) 
Since ܣ௡ା௠ ⊂ Span ܵ we obtain ܳ௡ା௠݂ = 0. Hence. 

0 = ‖ܳ௡ା௠݂‖ ≥ ‖ܳ௡ା௠ ௡݂‖ − ‖݂ − ௡݂‖ ≥ ܿିଵߜ‖ ௡݂‖ − ‖݂ − ௡݂‖. 
This implies ݂ = 0 since ‖݂ − ௡݂‖ → 0 as ݊ → ∞. Therefore ܵ is complete in ࣽ and (i), (ii) is 
proved. 
(iii) For arbitrary eigenvalue ߣ of ܪ there exists a corresponding egenfunction ݂ ∈ ܵ and 
consequently there are such ݊଴, ݅ that ݂ ∈ ௡బܨ

௜ ∩ ܵ௡బ . We denote g଴ = Φ௡బ(݂) and g௞ାଵ =

Φ௡బା௞௠(g௞). Then ൛g௝ൟ௞ୀ଴
ஶ

 is a linearly independependent sequence of eigenfunctions of the 
operator ܪ because, by the definition of  Φ௡,୥ೖశభ ∉ ࣽ௡଴ା௞௠ . 
(iv) It is enough to prove that Ran(ܪ ± ݅) are complete sets in ࣽ (see [84, Vol. 1. Theorem VIII.3) 
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that follows from (ii) of our theorem. 
The theorem is proved.  
Theorem (3.1.12) [86]: Suppose that the graph ܯ has a cycle and the edge ݁଴ belongs to this cycle. 
Then the spectrum of the operator ∆௣൫∆௣଴൯ is pure point. Moreover, a countable set of orthonomral 

eigenfunctions of ∆௣൫∆௣଴൯ with compact support is complete in ݈ଶ#(ܸ)ቀ݈ଶ#(ܸ଴)ቁ and every 
eigenvalue has infinite multicity. 
If ݁଴ does not belong to the cycle, we do not know the structure of the spectrum in general. 
However, there is the following theorem in a particular case. 
Theorem (3.1.13) [86]: Suppose all conditions for the graph G in Theorem (3.1.13) hold. Then: 

(i) The operator ∆஺(∆஺଴) is self-adjoint. 
(ii) All statements of Theorem (3.1.13) are true. 

Proof.By Theorem (3.1.11) it is enough to construct the operator Φ௡:ࣽ௡ → ࣽ௡ା௠ ,݉ ≥ 1 with 
required properties. We will prove Theorem (3.1.12) only for the operator ∆௣ because the case of 
the ∆஺ is the same. 
Let ࣽ௡ = ݈ଶ#(int ܩ௡). We suppose that the cycle in ܯ is defined by the set of vertices {ݒ௞}௞ୀ଴௜ ∋,ݒ,
ெܸ ଴ݒ, =  .௜ݒ

If ݈ = 2݉,݉ ∈ ℕ, we can introduce sets of edges. 
ାܧ = ,ଶ௞ݒ)} ଶ௞ାଵ)}௞ୀ଴௠ݒ ⊂ ெܧ , 
ିܧ = ,ଶ௞ିଵݒ)} ଶ௞)}௞ୀଵ௠ݒ ⊂ ெܧ , 

We note that for anyݔ ∈ )௡ఌߖ ௡ܸ ∖ ݕ ௡) there is a uniqueܩ߲ ∈ ௡ܸ ∖ ݔ ௡ such thatܩ߲ = ݁,(ݕ)௡ఌߖ ∈  .ெܧ
We may suppose that the maps ߖ௡ఌ , ݁ ∈ ାܧ ∪  can be chosen such that if different edges ݁ଵ and ିܧ
݁ଶ have a common vertex, then at least one of the following equalities holds. 

௡ߖ
ఌభ(ߙ௡) = ௡ߖ

ఌమ(ߙ௡)ߖݎ݋௡
௘భ(ߚ௡) = ௡ߖ

௘మ(ߚ௡)(10) 
Let us define operators Φ௡

௘ :ࣽ௡ → ࣽ௡ାଵ for any݁ ∈  :ெ as followsܧ

Φ௡
௘(݂)(ݔ) = ൜ ݔ݂݅         0 ∉ )௡ఌߖ ௡ܸ ∖ (௡ܩ߲

ݔ݂݅(ݕ)݂ = ∋,(ݕ)௡௘ߖ ௡ܸ ∖ ௡ܩ߲
 

Then we define the operator  

Φ௡ = ෍ Φ௡
௘ − ෍ Φ௡

௘ ,
௘ఢாష௘ఢாశ

 

which maps  into ࣽ௡ାଵ. We will verify that it satisfies the conditions of Theorem (3.1.11). 
we note that if ݁ଵ, ݁ଶ ∈ ெܧ , and ݁ଵ ≠ ݁ଶ then Φ௡

௘భ(݂) and Φ௡
௘మ(݂) have disjoint supports. Thus 

Φ௡
௘భ(݂) is orthogonal to Φ௡

௘మ(݂) and the bound ‖Φ௡‖ ≤ ܿ = ݈ is obtained. By condition (ii) of 
Definition (3.1.1) we have Φ௡

௘బ(݂) = ݂ and  
൫݂,Φ௡(݂)൯ = ‖݂‖ଶ 

for every݂ ∈ ࣽ௡. Now if ݂ ∈  .෨௡௜ then the equalityܨ
−∆௣Φ௡(݂) = ௡௜ߣ Φ௡(݂) 

follows from the definition of the operator Φ௡. 
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Diagram 1 

Fig. 2 
Since Φ௡(݂) is an eigenfunction of the operator ∆௣ with compact support by the definition of the 
set ܵ in the proof of Theorem (3.1.11) we find that ܵ is a set of eigenfunctions with compact 
supports  
Let ݈ = 2݉ + 1,݉ ≥ 1. The construction of the operator Φ௡ in this case is more delicate. In graph 
 ෩ (see Lemma (3.1.6)) we have at least two cycles of length ݈, joining by a path, and ݁଴ belongs toܯ
one of these cycles. 
Say these cycles are {ݒ௞}௞ୀ଴௟ , ௞ୀ଴௟{௞ݑ} ଴ݒ, = ݊௟, ଴ݑ = ଴ݒ ௟ and they are joined by a pathݑ =
,௟ݔ,଴ݔ … ௥ݔ, =  .଴ݑ
Let ܧ௫ା,ܧ௫.  are defined similarly. Also, we define operators Φ෩௡௘  analgously to Φ௡

௘ , using Ψ௡
௘ instead 

of Ψ௡
௘ (see Lemma (3.1.6)). 

Then  

Φ௡ = ෍ Φ௡
௘ − ෍ Φ௡

௘

௘∈ாೣష௘∈ாೣశ

− ෍ (Φ௡
௘ + Φ௡

௘ ∘ ܷ௡#) + ෍ (Φ௡
௘ + Φ௡

௘ ∘ ܷ௡#) + (−1)௥ାଵ ቌ෍ Φ௡
௘ − ෍ Φ௡

௘

௘∈ா೙ష௘∈ா೙శ
ቍ .

௘∈ாೣష௘∈ாೣశ
 

We suppose that condition (10) is satisfied in this case, too. This construction is sketched in 
Diagram 1 if ݎ is odd and on Diagram 2 if ݎ is even. 
We note that Φ௡:ܩ௡ାଶ and this operator satisfies the condition of Theorem (3.1.11) that can be 
proved analogously to case 1 using Lemma (3.1.6) and (3.1.7) The theorem is proved.  
 
 
 
 
 
 
 

 
Fig. 3 

 
Theorem (3.1.14) [86]: Suppose that the graph ܯ has an odd cycle and there is an isomorphism  
ܯ:߮ → (ߙ)߮ such that ܯ = (ߚ)߮,ߚ =   and (݁଴)#݁଴. If ,ߙ

(i) The edge ݁଴ belongs to a path joining ߙ and ߚ or 
(ii) The edge ݁଴ belongs to a path joining ߙ (or ߚ) with the cycle then the conclusions of 

Theorem (3.1.13) hold for ∆௣ and ∆௣଴ . 
Let us now consider the operator ∆஺. If the boundary of ܩ is empty its action is well defined on all 
functions with compact support which form a dense subspace of ݈ଶ(ܸ). If ߲ܩ ≠ ∅ we define ∆஺଴ as 
an operator with zero boundary conditions (See above definition for ∆஺଴). This operator is symmetric 
and thus closable. We will denote its closure by the same symbol ∆஺(∆஺଴). 
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Theorem (3.1.15) [86]:if all conditions of Theorem (3.1.14) are satisfied for the graph ܩ, then the 
operator ∆஺(∆஺଴) is self-adjoint and the statements of Theorem (3.1.14) hold for ∆஺(∆஺଴). 
We note that the operator ∆஺ is not self-adjoint in general. An example of a locally finite graph with 
no unique self-adjoint extension of ∆஺ was given in [81]. 
The condition of the existence of a cycle in the graph ܯ is not a necessary condition for the 
spectrum to be pure point. Moreover the graph ܩ may be a tree in this case  
Proof.We will consider only operator ∆௣ because the case of ∆஺ is the same. Also we assume that 
݁଴ does not belong to a cycle, otherwise it is a special case of Theorem (3.1.12). 
We define  

ࣽ௡ = ൛݂ ∈ ݈ଶ#(lnt ܩ௡),∆௣݂ = ∆௣(݊)݂ܷݎ݋௡#݂ = ݂ൟ. 
We have ࣽ௡ ⊂ ࣽ௡ାଵ. Let us show that ࣽ = ⋃ ࣽ௡௡ஹଵ  is complete in ࣽ = ݈ଶ#(ܸ). For any݂ ∈ ࣽ there 
is such ݊ that ‖݂ − ௡݂‖ ≤

ଵ
ସ
‖݂‖ , ௡݂ is the restriction of ݂ to ௡ܸ. Since ߮(݁଴) ≠ ݁଴ we have 

(ܷ௡ାଵ#
௡݂ , ௡݂) = 0 and so 

ห(݂, ௡݂ + ܷ௡ାଵ# ݂)ห ≥ ห( ௡݂ , ௡݂ + ܷ௡ାଵ#
௡݂)ห − ‖݂ − ௡݂‖ ⋅ ฮ( ௡݂ + ܷ௡ାଵ#

௡݂ , ௡݂)ฮ ≥ ‖ ௡݂‖ଶ −
√2
4
‖ ௡݂‖ଶ

≥
3

16
‖݂‖ଶ 

because ‖ ௡݂‖ ≥
ଷ
ସ
‖݂‖ and ฮ ௡݂ + ܷ௡ାଵ#

௡݂ฮ = √2‖ ௡݂‖. This implies that ࣽ is complete since ݂ is 

arbitrary and ௡݂ + ܷ௡ାଵ#
௡݂ ∈ ෨ࣽ . 

Therefore we need only construct operator Φ௡ which satisfies the conditions of Theorem (3.1.11). 
(i) One can see that the graph ܯ෩ has two odd cycles joining by a path such that ݁଴ belongs 

to this path. In this case, Φ௡ can be defined exactly the same way as in the proof of 
Theorem (3.1.13) for an odd cycle. 

(ii) If, for example, ߙ is incident to ݁଴, then there is a path ݔ = ,ଵݔ,଴ݔ … , ௜ݔ =  ଴ and an oddݑ
cycle {ݑ௡}௞ୀ଴௡ ௡, where ݁଴ݑ, = ,଴ݔ)  ଵ). Then Φ௡ can be defined byݔ

Φ௡ = ෍ (Φ௡
௘ + Φ௡

௘ ∘ ܷ௡#) − ෍ (Φ௡
௘ + Φ௡

௘ ∘ ܷ௡#) + (−1)ᇱ ቌ෍ Φ௡
௘ − ෍ Φ௡

௘

௘∈ா೙ష௘∈ா೘ష
ቍ

௘∈ாೣష௘∈ாೣశ
 

where Φ௡
௘  .௨ି are defined the same way as in the proof of Theorem (3.1.12)ܧ,௨ାܧ,௫ିܧ,௫ାܧ,

If ߙ is not incident with ݁଴ the proof is analogously (i). The theorem is proved. 
Theorem (3.1.16) [86]: Suppose there exist different vertices ݕ଴, ଶݕ,ଵݕ ∈  such that there are (ܯ)ܸ
edges (ݕ଴, ,(ଵݕ (ଶݕ,ଵݕ) ∈ ,(ܯ)ܧ ݁଴ = ,(ଵݕ,଴ݕ) ݀௬଴(ܯ) = ݀௬మ(ܯ) = 1 and the set {ݕ଴,ݕଶ} does not 
coincide with the set {ߚ,ݔ}. 
Then all results of Theorem (3.1.11) and (3.1.13) hold. 
 
 
 

 
 

Figure 4 
The simple example of a two-point self-similar graph such that the conditions of Theorem (3.1.13-
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3.1.16) are not satisfied is the lattice ℤ. It is well known that the spectrum of the Laplacian in this 
case is absolutely continuous. 
Condition (iv) in Definition (3.1.1) defines the structure of eigenfucntions of the Laplacians. It is 
easy to see that conditions (i)-(iii) of Definition (3.1.1) are satisfied for Sierpinsky lattice but 
Theorem 1 − 2଴ are not true in this case. By [75] it follows that there are such eigenvalues that if a 
function ߮ is an eigenfunction corresponding to one of them, then ߮ cannot have a compact 
support. 
The problem of describing the spectrum as a set in ℝ is hard enough as shown by the example of the 
operator ∆௣ on the modified Koch graph in [79]. 
Let us introduce functions ܹ:ܸ → ℝ which do not change the nature of the spectrum of the 
Laplacian; i.e. the spectrum of the Schrödinger operator. 

ܪ = ∆ + ܹ(11) 
will be pure point, too. Here we denote ∆஺ and ∆௣ by the same symbol ∆.  
We note that periodic functions are potentials of this sort for the Schrödinger operator in ݈ଶ(ℤ௡) but 
only in the case of absolutely continuous spectrum. 
Suppose that ଴ܹ: ௡ܸబ → ℝ is a function such that ଴ܹ൫߮(ݔ)൯ = ଴ܹ(ݔ), where ߮:ܩ௡ →  ௡ is anܩ
automorphism of ܩ௡ (௡ߙ)߮, = ௡ߚ (௡ߚ)߮, = ܸ:ܹ ௡. Let us define the potentialߙ → ℝ by induction. 
We denote by ௠ܹାଵ the restriction of ܹ on ௡ܸబା௠ାଵ and we suppose ௠ܹାଵ(ݔ) = ௠ܹ(ݕ), where 
ݔ = ௡బା௠ߖ

௘ ݕ(ݕ) ∈ ௡ܸబା௠ , ݁ ∈ ெ for every݉ܧ ≥ 0. 
Proof.At first we suppose that ߚ,ߙ are not from the set {ݕ଴,  ଶ}. Without loss of generality we canݕ
assume that ݀௫బ(ܩ௡) < ݀ఉబ(ܩ௡ାଵ) and Ψ௡

(௬భ,௬మ)(ߚ௡) =  .௡ߚ
Let us define  

ࣽ௡ = {݂ ∈ ݈ଶ#(ܩ):݂(ݔ) = ݔ݂݅ 0 ∈ (ܸ ∖  .{(௡ߚ
The operator Φ௡:ࣽ௡ → ࣽ௡ାଵ can be given by the formula  

Φ௡(݂)(ݔ) = ቐ
ݔ݂݅(ݔ)݂ ∈ ௡ܸ

ݔ݂݅(ݔ)݂− ∈ Ψ௡
(௬భ,௬మ)(ݕ),ݕ ∈ ௡(12)ܩ

݁ݏ݅ݓݎℎ݁ݐ݋                 0
 

If ߙ = ଴ݕ  the definition of the operator Φ௡ is the same. 
Let ߙ =  which has the ܯ ෩ (Lemma (3.1.6)) instead ofܯ ଶ. Then we have to consider the graphݕ
necessary properties to construct Φ௡ by the formula (12). The theorem is proved.  
Theorem (3.1.17) [86]: If the function W is defined as above, all results of Theorems(3.1.12 ), 
(3.1.15), (3.1.16) hold for the Schrödinger operator (6). 
Let us consider the so-called Bernoulli potential {ܹ(ݔ),ݔ ∈ ܸ} made of a sequence of i.i.d random 
variables taking only two values 0 and 1.  
We set. 

ℙ{ܹ(ݔ) = 0} = ℙ{ܹ(ݔ) = 1} =
1
2 ݔ   , ∈ ܸ. 

We are interested in the random Schrödinger operator. 
ఉܪ = ∆ +  ܹߚ

with a coupling constant ߚ > 0. 
Proof.The proof is one-to-one to the proof of Theorem (3.1.12 – 3.1.15, 3.1.16). 
Theorem (3.1.18) [86]: Let G satisfy conditions of one of the Theorem (3.1.12), (3.1.15), (3.1.16). 
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Then for anyߚ > 0 with probability one, every eignavalue of ∆ is an eigenvalue of ܪఉ of infinite 
multiplicity. 
Let ࣽ be a Hilbert space with the inner product (,) and ࣽ௡ , = 1,2, …, be a sequence of finite 
dimensional subspaces of ࣽ such that ࣽ௡ ⊂ ࣽ௡ାଵ and ࣽ = ⋃ ࣽ௡

ஶ
௡ୀଵ  is dense in ࣽ. 

We suppose that ܪ is a closed symmetric operator on ࣽ such that ෨ࣽ belongs to the domain of 
definition of the operator ܪ and ܪ௡ = ௡ܲܪ ௡ܲ , where ௡ܲ is the orthogonal projector on ࣽ௡. 
Then ܪ௡:ࣽ௡ → ࣽ௡ and ܪ௡ is symmetric, too. 
Let ߣ௡ଵ , … , ௡ߣ

௞೙ be all distinct eigenvalues of the operator ܪ௡ (restricted to ࣽ௡).  
Let ܨ෨௡௜ be the eigenspace corresponding to ߣ௡ଵ  and let ܨ௡௜ be an orthonormal basis of ܨ෨௡௜. 
Proof.It is easy to see that if Ψ is an eigenfuction of the operator ∆ with compact support and supp 
Ψ∩ supp ܹ = ∅ then the function Ψ is an eigenfucntion of the operator ܪఉ. 
Let Λ be a set of all eigenvlues of the ∆ and let ܵ be a countable set of orghonormal eigenfunctions 
of the ∆ with compact support. For everyߣ ∈ Λ there is an eigenfunction ݂ ∈ ܵ and the integer ݊଴ 
such that supp ݂ ⊂ ௡బܩ . 
We note that graph G can be written as the union of copies of ܩ௡బ. With the probability one there is 
an infinity set of disjoint copies of ܩ௡బ where ܹ is zero. Consequentlyߣ is an eigenvalue of the 
operator ܪఉ of infinite multiplicity. The theorem is proved. 
 
Section (3.2): The Hierarchical Anderson Model 
We devoted to study of the spectral properties of the hierarchical Anderson model and is motivated 
by the work of Molchanov [114]. we recall the definition of the model and its basic properties. For 
additional information about the hierarchical structures and the hierarchical Anderson model we 
refer to [111, 109, 108, 113, 114]. 
Let  ܺ be an infinite countable set. Throughout the sectionߜ௫ will denote the Kronecker delta 
function at ݔ ∈ ܺ. A partition ࣪ of ܺ is a collection of its disjoint subsets whose union is equal to ܺ. 
Let n = (݊௥)௥ஹ଴ be a sequence of positive integers and P = ( ௥࣪)௥ஹ଴ a sequence of partitions of ܺ. 
The elements of ௥࣪  are called “cluster” of rank ݎ. We say that (ܺ, P, n) is a hierarchical if the 
following hold: 

(݅)    ݊଴ = 1and everyܳ ∈ ଴࣪ has exactly one element. 
(ii) For ݎ ≥ 1, everyܳ ∈ ௥࣪ is a disjoint union of ݊௥ clusters in ௥࣪ିଵ. 
(iii) Given ݔ, y ∈ ܺ, there is a cluster ܳ of some rank containing both ݔ and y. 

Let us state some immediate consequence of this definition. Every cluster of rank ݎ ≥ 0 has size 
௥ܰ:∏ ݊௦௥

௦ୀ଴ . Given ݔ ∈ ܺ and ݎ ≥ 0, there is a unique cluster of rank ݎ containing ݔ. We denote 
this cluster byܳ௥(ݔ). The map. 

,ݔ)݀ y) ≔ min{ݎ: y ∈ ܳ௥(ݔ)}, 
is a metric on ܺ and ܳ௥(ݔ) = {y: ,ݔ)݀ y) ≤ (ݔ)Note that ܳ௥ .{ݎ = ܳ௥(y) whenever ݀(ݔ, y) ≤  .ݎ
Given an integer ݊ ≥ 2, a hierarchical structure is called homogeneous of degree ݊ if ݊௥ = ݊ for all 
ݎ ≥ 1. 
The free Laplacian on the hierarchical structure (ܺ, P, n) is define as follows. For each ݎ ≥ 0, let 
:௥ܧ ݈ଶ(ܺ) → ݈ଶ(ܺ) be the aver operator. 
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(ݔ)(௥߰ܧ) ≔
1
௥ܰ

෍ ߰(y).
ௗ(௫,୷)ஸ௥

 

Let P = ∑ ௥ஹଵ be a sequence of positive number such that(௥݌) ௥݌ = 1ஶ
௥ୀଵ . In the sequel we set ݌଴ =

0 and 

⋋௥≔෍݌௦ ݎ   , = 0,1, … ,∞.
௥

௦ୀ଴

 

The hierarchical Laplacian ∆ on ݈ଶ(ܺ) is defined by 

∆≔෍݌௥ܧ௥ .
ஶ

௥ୀ଴

 

Clearly, ∆ is a bounded self-adjont operator and 0 ≤ ∆≤ 1. 
A hierarchical model is a hierarchical structure (ܺ, P, n) together with the hierarchical Laplacian ∆. 
The spectral properties of ∆ only depend on nand P and are summarized in: 
Theorem (3.2.1) [95]: (i) The spectrum of ∆ is equal to {⋋௥: ݎ = 0, … ,∞}. Each ⋋௥ , ݎ < ∞, is an 
eigenvalue of ∆ of infinite multiplicity. The point ⋋ஶ= 1 is not an eigenvalue. 
(ii) ܧ௥ −  ௥ାଵ is the orthogonal projection onto the eigenspace of ⋋௥ andܧ

∆= ෍⋋௥ ௥ܧ) − .(௥ାଵܧ
ஶ

௥ୀ଴

 

(iii) For everyݔ ∈ ܺ, the spectral measure for ߜ௫ and ∆ is given by 

ߤ = ෍൬
1
௥ܰ
−

1
௥ܰାଵ

൰ߜ(⋋௥)
ஶ

௥ୀ଴

, 

where ߜ(⋋௥) stands for the Dirac unit mass at ⋋௥. Note that ߤ does not depend on ݔ. 
The spectra measure ߤ can be naturally interpreted as the integrated density of states of the operator 
∆. Let ݔ଴ ∈ ܺ be given and consider the increasing sequence of clusters ܳ௥(ݔ଴), ݎ ≥ 0. Let ௥ܲ be the 
orthogonal projection onto the ௥ܰ-dimensional subspace. 

݈ଶ൫ܳ௥(ݔ଴)൯ ≔ {߰ ∈ ݈ଶ(ܺ):߰(ݔ) = ݔݎ݋݂ 0 ∉ ܳ௥(ݔ଴)}. 
Let ݁ଵ

(௥) ≤ ݁ேೝ
(௥) ≤ ⋯ ≤ ݁ேೝ

(௥), be the eigenvalues of the restricted Laplacian ௥ܲ∆ ௥ܲ acting on 
݈ଶ൫ܳ௥(ݔ଴)൯ and  

௥ݒ ≔
1
௥ܰ

= ෍ߜቀ݁௦
(௥)ቁ

௥

௦ୀଵ

, 

the corresponding counting measure. 
Proof. For ݎ ≥ 0, let ℋ௥ =  ℋ௥ is the closed subspace of ݈ଶ(ܺ) consisting of functions.(௥ܧ)ܴ݊ܽ
that are constant on each cluster of rank ݎ. Note that  

݈ଶ(ܺ) = ℋ଴ ⊃ ℋଵ ⊃ ℋଶ ⊃ ℋଷ ⊃ ⋯ 
and that ⋂ℋ௥ = {0} since a nonzero function constant on every cluster would have infinite ݈ଶ nom. 
These observations yield that 

݈ଶ(ܺ)
∞
⊕

ݎ = 0
௥ܮ ,                                                                        (13) 

where ܮ௥ is the orthogonal complement of ℋ௥ାଵ in ℋ௥. Note that ܮ௥ is the infinite dimensional 
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subspace of function ߰ s.t. ܧ௦߰ = ߰ for 0 ≤ ݏ ≤ ௦߰ܧ and ݎ = 0 for ݏ > Hence for every߰ .ݎ ∈
௥ܮ ,∆߰ =⋋௥ ߰, and this proves parts (1) (2). 
The spectral measure ߤ௫ ,∆ for ߜ௫ and ∆ is the unique Borel probability measure on ℝ s.t.  

〈௫ߜ(∆)݂|௫ߜ〉 = න ,(ߦ)∆,௫ߤ݀(ߦ)݂
ℝ

 

for every bounded Borel function ݂:ℝ → ℂ. To compute ߤ௫,∆, we decompose ߜ௫ according to (13): 

௫ߜ = ෍(ܧ௥ − ௫ߜ(௥ାଵܧ = ෍൬
1
௥ܰ

1ܳ௥(௫) −
1
௥ܰାଵ

1ܳ௥ାଵ(௫)൰
ஶ

௥ୀ଴

ஶ

௥ୀ଴

, 

where 1ܳ௥ାଵ(௫) ≔ ∑ ௫୷∈ொೝ(௫)ߜ . Hence  

௫ߜ(∆)݂ = ෍݂(⋋௥)൬
1
௥ܰ

1ܳ௥(௫) −
1
௥ܰାଵ

1ܳ௥ାଵ(௫)൰
ஶ

௥ୀ଴

, 

and  

〈௫ߜ(∆)݂|௫ߜ〉 = ෍݂(⋋௥)ฯ
1
௥ܰ

1ܳ௥(௫) −
1
௥ܰାଵ

1ܳ௥ାଵ(௫)ฯ
ଶ

.
ஶ

௥ୀ଴

 

Since ቛ ଵ
ேೝ

1ܳ௥(௫) −
ଵ

ேೝశభ
1ܳ௥ାଵ(௫)ቛ

ଶ
= 1/ ௥ܰ − 1/ ௥ܰାଵ, (3) follows. 

The analysis of the density of states of ∆ us facilitated if one introduces the cut-off Laplacians 

∆௥≔෍݌௦ܧ௦ ݎ               , ≥ 0.
௥

௦ୀ଴

 

It is technically easier to work with ∆௥ than with ௥ܲ∆ ௥ܲ. Note that ݈ଶ(ܳ௥(ݔ଴)) is an invariant 
subspace for ∆௥. One can exactly compute the eigenvalues and eigenvectors of restricted operator 
௥ܲ∆ ௥ܲ acting on ݈ଶ(ܳ௥(ݔ଴)). If 0 ≤ ݏ ≤ then every߰ ,ݎ ∈ ௦ܮ ∩ ݈ଶ(ܳ௥(ݔ଴)) is an eigenvector of  

௥ܲ∆ ௥ܲ with eiegnvalue ⋋௥. The subspace ܮ௦ ∩ ݈ଶ(ܳ௥(ݔ଴)) has dimension ܦ௦
(௥) ≔ ௥ܰ(1/ ௦ܰ −

1/ ௦ܰାଵ) for 0 ≤ ݏ ≤ ݎ − 1, and the subspace ܮ௥ ∩ ݈ଶ(ܳ௥(ݔ଴)) has dimension ܦ௥
(௥) ≔ 1. Since 

∑ ௦ܦ
(௥)௥

௦ୀ଴ = ௥ܰ, the spectrum of ௥ܲ∆௥ is equal to {⋋௦: ݏ = 0, … ,  and each eigenvalue ⋋௦ has {ݎ
multiplicityܦ௦

(௥). 
Proposition (3.2.2) [95]: The weak-* limit lim

௥→ஶ
௥ݒ  exists and is equal to ߤ. if  

lim
௧↓଴

log1])ߤ− ,ݐ 1])
log ݐ = ݀/2, 

then the number d is called the spectral dimension of ∆. This definition is motivated by the analogy 
with the edge asymptotic of the density of states of the standard discrete Laplacian on ℤୢ, for which 
the spectral and spatial dimensions coincide. 
The relation ∑ ୷∈௑〈୷ߜ∆௫หߜ〉 = 1yields that ∆ generates a random walk on ܺ. We recall that the 
random walk on ℤୢ generated by the standard discrete Laplacian is recurrent if d =  1, 2 and 
transient if d > 2. The corresponding result for the hierarchical Laplacian is: 
Proposition (3.2.3) [95]: Consider a homogeneous hierarchical structure of degree ݊ ≥ 2. Suppose 
that there exist constants ܥଵ > ଶܥ,0 > 0 and ߩ > 1 such that 

௥ିߩଵܥ ≤ ௥݌ ≤ ௥ିߩଶܥ . 
for ݎ bit enough. Then:  
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(i) The spectral dimension of the model is 

d(݊,ߩ) = 2
log݊
logߩ. 

Hence 0 < ݀(݊, (ߩ ≤ 2 if ݊ ≤  .ߩ
(ii) The random walk generated by∆ is recurrent if 0 < ݀(݊, (ߩ ≤ 2 and transient if d(݊, (ߩ > 2. 
We now define the hierarchical Anderson model associated to (ܺ, P, n) and the hierarchical 
Laplacian ∆. Consider the probability space (Ω,ℱ,ℙ) where Ω ≔ ℝ௑ ,ℱ is the usual Borel ߪ-
algebra in Ω, and ℙ is a given probability measure on (Ω,ℱ). For ߱ ∈ Ω, we set 

ఠܸ ≔෍߱(ݔ)〈ߜ௫|∙〉
௫∈௑

௫ߜ . 

ఠܸ is a self-adjoint (possibly unbounded) multiplication operator on ݈ଶ(ܺ). Let  
ఠܪ ≔ ∆ + ఠܸ ,                ߱ ∈ Ω. 

The family of self-adjoint operators {ܪఠ}ఠ∈ஐ indexed by the events of the probability space 
(Ω,ℱ,ℙ) is called the hierarchical Anderson model. 
Concerning the probability measure ℙ, we will need only one technical assumption having to do 
with the notion of conditional density. Throughout, ݉ will denote the Lebesgue measure on ℝ. For 
anyݔ ∈ ܺ,Ω can be decomposed along the ݔ ,th coordinate as Ω = ℝ × Ω෩,Ω෩ = ℝ௑∖{௫}. Let ℙ෩௫ be the 
corresponding marginal of ℙ defined byℙ෩௫൫ܤ෨൯ ≔ ℙ൫ℝ × ෨ܤ ෨൯, whereܤ ⊂ Ω෩ is a Borel set. Then for 
ℙ෩௭-a.e. ෥߱ ∈ Ω෩, there is a probability measure ℙ௫

ఠ෥  on ℝ s.t. the conditional Fubini theorem holds: for 
all ݂ ∈  .ଵ(Ω,ܲ) we haveܮ

න ݂(߱)݀ℙ(߱)
ஐ

= න ቌන ,ߦ)݂ ෥߱)
ℝ

݀ℙ௫
ఠ෥ ቍ(ߦ)

ஐ෩
݀ℙ෩௫( ෥߱). 

If for ℙ෩௫-a.e. ෥߱ ∈ Ω෩,ℙ௫
ఠ෥  is absolutely continuous (a.c.) with respect to ݉, then we say that ℙ has a 

conditional density along the ݔ ,th coordinate. An important special case of a conditionally a.c. 
probability measure is the product measure ℙ = ⨂௫∈௑ℙ௫, where each ℙ௫, is a probability measure 
on ℝ a.c. with respect to ݉. 
We denote byߪ௔௖(ܪఠ) the absolutely continuous part of the spectrum of ܪఠ and byߪୡ୭୬୲(ܪఠ) the 
continuous part.  
Proof. Let ݒ∗ be a weak-* limit point of the sequence ݒ௥. Let ݒ௥ೖ be a subsequence converging to 
  We claim that .∗ݒ

({௦⋌})∗ݒ =  (14)                                                   ,({௦⋌})ߤ
for all ݏ ≥ 0. Indeed, let ߜ ≔ min௝ஷ௦ห⋋௦−⋋௝ห/2 and 0 < ߝ < ‖ Since .3/ߜ ௥ܲ∆ ௥ܲ − ௥ܲ∆௥‖ ≤
∑ ௝ஶ݌
௝ୀ௥ାଵ , we have that ‖ ௥ܲ∆ ௥ܲ − ௥ܲ∆௥‖ ≤  the spectrum of ∆௥∆௥ ,ݎ big enough. For such ݎ for all ߝ

is contained in ⋃ ൣ⋋௝− +௝⋌,ߝ ൧௥ߝ
௝ୀ଴ . Let ܴ be the spectral projection of ௥ܲ∆ ௥ܲ on [⋋௦− +௦⋌,ߝ  and [ߝ

ܶ the spectral projection of ௥ܲ∆ ௥ܲ on the same interval. Let ߛ be the circle {ݖ ∈ ℂ: ݖ| −⋋௦| =  ,{ߜ
oriented counterclockwise. Then  

ܴ − ܶ =
1

݅ߨ2
ර ݖ) − ௥ܲ∆ ௥ܲ)ିଵ݀ݖ
ఊ

−
1

݅ߨ2
ර ݖ) − ௥ܲ∆௥)ିଵ݀ݖ =

1
݅ߨ
ර ݖ) − ௥ܲ∆ ௥ܲ)ିଵ( ௥ܲ∆ ௥ܲ − ௥ܲ∆௥)
ఊఊ

ݖ) − ௥ܲ∆௥)ିଵ݀ݖ, 
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and thus 
‖ܴ − ܶ‖ ≤ ଵି(3/ߜ2)ߝଵି(3/ߜ2)ߜ ≤ 3/4 < 1. 

It follows that ܴܽ݊(ܴ) and ܴܽ݊(ܶ) have the same dimension and that 

≠ ቄݏ: ݁௦
(௥) ∈ [⋋௦− +௦⋌,ߝ ቅ[ߝ = ௦ܦ

(௥). 
Then for all ݇ big enough 

−௥ೖ([⋋௦ݒ +௦⋌,ߝ ([ߝ = ௦ܦ
(௥)/ ௥ܰ = 1/ ௦ܰ − 1/ ௦ܰାଵ. 

Letting ݇ → ∞, we get ݒ∗([⋋௦− +௦⋌,ߝ ([ߝ = 1/ ௦ܰ − 1/ ௦ܰାଵ, and (14) follows by taking ߝ ↓ 0. 
Since ∑ (1/ ௦ܰ − 1/ ௦ܰାଵ) = 1ஶ

௦ୀ଴  and ݒ∗ is a probability measure, we must have that ݒ∗ =  .ߤ
Therefore ߤ is the unique weak-* limit point of the sequence ݒ௥ and lim

௥→ஶ
௥ݒ =  .ߤ

Note that 1])ߤ− ,ݐ 1]) is a piecewise constant function of ݐ with jump discontinuities at the points 
1 −⋋௥. Since  

ߩ)ଵܥ − 1)ିଵିߩ௥ ≤ 1 −⋋௥= ෍ ௦݌ ≤ ߩ)ଶܥ − 1)ିଵିߩ௥ ,
ஶ

௦ୀ௥ାଵ

 

and 1])ߤ −⋋௥ , 1]) = 1/ ௥ܰ = ݊ି௥ , we have that  

lim
௧↓଴

log1])ߤ− ,ݐ 1])
log ݐ =

log݊
logߩ , 

which proves (i). 
The random walk on ܺ starting at ݔ is transient if ܴ ≔ ∑ 〈௫ߜ௫|∆௞ߜ〉 < ∞ஶ

௞ୀ଴  and recurrent if ܴ =
∞. Part (iii) of Theorem (3.2.1) allows to compute ܴ explicitly: 

ܴ = −௫|(1ߜ〉 ∆)ିଵߜ௫〉 = න
(ߦ)ߤ݀
1 − ߦ = ෍ ௥ܰ

ିଵ − ௥ܰାଵ
ିଵ

1 −⋋௥

ஶ

௥ୀ଴

. 

The bounds  

ߩ)ଶିଵܥ − 1)(1− 1/݊)෍(ߩ/݊)௥ ≤ ܴ ≤ ߩ)ଵିଵܥ − 1)(1− 1/݊)෍(ߩ/݊)௥
ஶ

௥ୀ଴

ஶ

௥ୀ଴

 

show that ܴ < ∞ for ߩ < ݊ and ܴ = ∞ for ߩ ≥ ݊, and part (2) follows. 
We first derive a hierarchical approximation formula for the resolvent (ܪఠ −  ଵ. Then we use theି(ݖ
formula to obtain a bound on the resolvent matrix elements. This bound combined with the Simon-
Wolff localization criterion yields the statement. 
Set  

ఠ,௥ܪ ≔ ఠܸ + ෍݌௦ܧ௦ ݎ     , ≥ 0.
௥

௦ୀ଴

 

Fix ߱ ∈ Ω. For anyܳ௥ ∈ ௥࣪ , the subspace ݈ଶ(ܳ௥) is invariant for ܪఠ,௥. Let ߪ(߱,ܳ௥) be the set of the 
eigenvalues of the restricted operator ܪఠ,௥ ↾ ݈ଶ(ܳ௥) and ߪఠ:⋃ߪ(߱,ܳ௥) where the union is over all 
clusters of all ranks. Clearly, ߪఠ is a countable subset of ℝ. For ݖ ∈ ℂ ∖ ,ఠߪ ݎ ≥ 0, and ݔ, y ∈ ܺ, we 
set 

,ݔ)ఠ,௥ܥ y; (ݖ ≔ ௫ߜ〉 ቚ൫ܪఠ,௥ − ൯ݖ
ିଵ
 .〈୷ߜ

For ݖ ∈ ℂ ∖ ,ఠߪ ݎ ≥ 0 and ݐ ∈ ܺ, let ݃ఠ,௥(ݐ; ,∙)ఠ,௥ܥ be the average of (ݖ ;ݐ  ,(ݐ)over the cluster ܳ௥ (ݖ
i.e. 
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݃ఠ,௥(ݐ; (ݖ ≔
1
௥ܰ

෍ ,ᇱݐ)ఠ,௥ܥ ;ݐ .(ݖ
ௗ(௧ᇲ,௧)ஸ௥

 

Since the joint spectral measure for ߜ௧, ,ᇱݐ)ఠ,௥ܥ ,ఠ,௥ is realܪ ௧ᇲ andߜ ;ݐ (ݖ = ,ݐ)ఠ,௥ܥ ;ᇱݐ   and (ݖ

݃ఠ,௥(ݐ; (ݖ =
1
௥ܰ

෍ ,ݐ)ఠ,௥ܥ ;ᇱݐ (ݖ =
1
௥ܰ
ఠ,௥ܪ௧|൫ߜ〉 − ൯ݖ

ିଵ
૚ொ௥(௧)〉

ௗ(௧ᇲ,௧)ஸ௥

.                               (15) 

 
Proposition (3.2.4) [95]: Let ߱ ∈ Ω, ,ݔ y ∈ ℂ ∖ ݎ ఠ andߪ ≥ 0 be given. Then  

,ݔ)ఠ,௥ܥ y; (ݖ = ,ݔ)ఠ,଴ܥ y; (ݖ − ෍ ௦݌ ௦ܰିଵ݃ఠ,௦(y; .(ݖ
௥

௦ୀௗ(௫,୷)

(16) 

Proof. The formula holds for ݎ = 0 since ݌଴ = 0. For ݏ ≥ 1, the resolvent identityyields. 
൫ܪఠ,௦ − ൯ݖ

ି
୷ߜ − ൫ܪఠ,௦ିଵ − ൯ݖ

ିଵ
୷ߜ = −൫ܪఠ,௦ିଵ − ൯ݖ

ିଵ
ఠ,௦ܪ௦൫ܧ௦݌ − ൯ݖ

ିଵ
 ୷ߜ

Observe that ܧ௦൫ܪఠ,௦ − ൯ݖ
ିଵ
୷ߜ = ݃ఠ,௦(y; |௫ߜ〉 1ொೞ(୷). Taking(ݖ ∙〉 in the above equation yields 

,ݔ)ఠ,௦ܩ y; −(ݖ ,ݔ)ఠ,௦ିଵܩ y; (ݖ = ;௦݃ఠ,௦(y݌− (ݖ ఠ,௦ିଵܪ௫|൫ߜ〉 − ൯ݖ
ିଵ

1ொೞ(୷)〉 .                   (17) 
Note that by (15), 

ఠ,௦ିଵܪ௫|൫ߜ〉 − ൯ݖ
ିଵ

1ொೞ(୷)〉 = ൜ ௦ܰିଵ݃ఠ,௦ିଵ(ݔ; ,(ݖ ,ݔ)݂݀݅ y) ≤ ,ݏ
,ݔ)݂݀݅                            ,0 y) ≤  ,ݏ

The formula (16) follows after adding (17) for ݏ = 1,2, … ,  ݎ
Theorem (3.2.5) [95]:  Suppose that ݌௥ and ௥ܰ satisfy (24). Let ߱ ∈ Ω and ݔ ∈ ܺ be fixed. Then 
for ݉-a.e. ݁ ∈ ℝ ∖  ,ఠߪ

sup
௥ஹ଴

෍หܩఠ,௥(ݔ, y; ݁)หଶ < ∞.
୷∈௑

(18) 

Proof. We shall use the following general results, proven in [M2]: 
Let ܣ be a hermitian ܰ × ܰ matrix and ݒ ∈ ℂே. Then for all ܯ > 0. 

ܣ)‖:݁})݉ − ݁)ିଵݒ‖ଶଶ ≥ ({ܯ ≤ 4ඨ
ܰ
ܯ
 ଶ,                                  (19)‖ݒ‖

where ‖∙‖ଶ stands for the ݈ଶ norm on ℂே. 
Since ݈ଶ(ܳ௥(ݔ)) is an ௥ܰ-dimensional invariant subspace for ܪఠ,௫ and since ฮ1ொೝ(௫)ฮଶ = ඥ ௥ܰ, we 
have from (19) that for ܯ௥ > 0, 

݉൬൜݁ ∈ ℝ ∖ ఠ,௥ܪఠ:ቛ൫ߪ − ݁൯
ିଵ

1ொೝ(௫)ቛ
ଶ

ଶ
≥ ௥ൠ൰ܯ ≤

4 ௥ܰ

ඥܯ௥
. 

Let ܯ௥ > 0 be a sequence satisfying ∑ ௥ܰܯ௥
ିଵ/ଶ < ∞ஶ

௥ୀଵ . By the Borel-Cantelli lemma, for 
݉, ݁. ݁݁ ∈ ℝ ∖  ௘ such thatܥ ఠ, there exists a finite constantߪ

ቛ൫ܪఠ,௥ − ݁൯
ିଵ

1ொೝ(௫)ቛ
ଶ

ଶ
< ௥ܯ௘ܥ ,                                        (20) 

for all ݎ ≥ 0. From now on, such an ݁ ∈ ℝ ∖  ఠ is fixed. Using the representation formula (16), weߪ
get the estimate. 

ቀ∑ หܩఠ,௥(ݔ, y; ݁)หଶ୷∈௑ ቁ
ଵ/ଶ

≤ หܩఠ,଴(ݔ, ;ݔ ݁)ห ∑ ௦݌ ௦ܰିଵห݃ఠ,௦ିଵ(ݔ; ݁)ห൫∑ ห݃ఠ,௦(y; ݁)หௗ(௫,୷)ஸ௦ ൯௥
௦ୀଵ (21) 

Observe that  
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ቌ ෍ ห݃ఠ,௦(y; ݁)หଶ

ௗ(௫,୷)ஸ௦

ቍ

ଵ/ଶ

= ቌ ෍ ฬ
1
௦ܰ
ఠ,௦ܪ୷|൫ߜ〉 − ݁൯

ିଵ
1ொೞ(୷)〉ฬ

ଶ

ௗ(௫,୷)ஸ௦

ቍ

ଵ/ଶ

=
1
௦ܰ
ቌ ෍ ቚ〈ߜ୷|൫ܪఠ,௦ − ݁൯

ିଵ
1ொೞ(௫)〉ቚ

ଶ

ௗ(௫,୷)ஸ௦

ቍ

ଵ/ଶ

=
1
௦ܰ
ቛ൫ܪఠ,௦ − ݁൯

ିଵ
1ொೞ(௫)ቛ

ଶ
. 

Inequality (20) gives the bound 

ቌ ෍ ห݃ఠ,௦(y; ݁)หଶ

ௗ(௫,୷)ஸ௦

ቍ

ଵ/ଶ

≤ ௘ܥ
ଵ/ଶඥܯ௦

௦ܰ
.                                                    (22) 

Moreover, 

௦ܰିଵห݃ఠ,௦ିଵ(ݔ; ݁)ห = ቚ〈ߜ௫|൫ܪఠ,௦ିଵ − ݁൯
ିଵ

1ொೞషభ(௫)〉ቚ ≤ ௘ܥ
ଵ/ଶඥܯ௦ିଵ.    (23) 

Combination of (21) with (23) and (22) yields the estimate  

ቌ෍หܩఠ,௥(ݔ, y; ݁)หଶ

୷∈௑

ቍ

ଵ/ଶ

≤ หܩఠ,଴(ݔ, ;ݔ ݁)ห + ௦݌௘෍ܥ
ඥܯ௦ඥܯ௦ିଵ

௦ܰ

௥

௦ୀଵ

. 

By hypothesis (24), the sequence ܯ௥ = ௥ݑ) ௥ܰ)ଶ satisfies 

෍ ௥ܰܯ௥
ିଵ/ଶ = ෍ݑ௥ିଵ < ∞.

ஶ

௥ୀଵ

ஶ

௥ୀଵ

 

Since  

෍݌௥
ඥܯ௦ඥܯ௦ିଵ

௦ܰ
= ෍݌௥ ௥ܰିଵݑ௥ିଵݑ௥ < ∞,

ஶ

௥ୀଵ

ஶ

௥ୀଵ

 

the result follows. 
Let us recall the Simon-Wolff localization criterion. For ݔ ∈ ܺ and ߱ ∈ Ω, denote byߤ௫ఠ the spectral 
measure for ∆ + ఠܸ and ߜ௫, byߤ௫,௖௢௡௧

ఠ  the continuous part of ߤ௫ఠ and byߤ௫,௔௖
ఠ  the a.c. part. Define the 

function ܩఠ,௫:ℝ → [0, +∞] by 

(݁)ఠ,௫ܩ ≔ න
(⋌)௫ఠߤ݀
(݁ −⋋)ଶ = lim

ఢ↓଴
‖(∆ + ఠܸ − ݁ − ݅߳)ିଵߜ௫‖ଶ.

ℝ
 

By the Theorem of de la Valle Poussin,  

௫,௔௖ߤ݀
ఠ (݁) = ଵିߨ ቀlim

ఢ↓଴
‖(∆ + ఠܸ − ݁ − ݅߳)ିଵߜ௫‖ଶቁ ݀݁. 

Hence, if for a fixed ߱ ∈ Ω we have that ܩఠ,௫(݁) < ∞ for ݉-a.e. ݁ ∈ ℝ, then ߤ௫,௔௖
ఠ = 0. 

The Simon-Wolff localization criterion is summarized in: 
Theorem(3.2.6) [95]: Assume that ℙ has a conditional density along the ݔ’th coordinate. Let ܤ ⊂
ℝ be Borel set such that ܩఠ,௫(݁) < ∞ for ℙ⊗݉-a.e. (߱, ݁) ∈ Ω × ௫,௖௢௡௧ߤ Then .ܤ

ఠ (ܤ) = -ℙ ݎ݋݂ 0
a.e. ߱ ∈ Ω. 
Theorem (3.2.6) is a well known consequence of the rank-1 Simon-Wolff theorem [115] and the 
conditional Fubini theorem. 
Theorem (3.2.7) [95]: Assume that there exists a sequence ݑ௥ > 0 such that ∑ ௥ିଵݑ < ∞ஶ

௥ୀଵ  and 
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෍݌௥ ௥ܰିଵݑ௥ିଵݑ௥ < ∞.
ஶ

௥ୀଵ

                                (24) 

Then:  
(i) For all ߱ ∈ Ω, (ఠܪ)௔௖ߪ = ∅. 
(ii) If ℙ is conditionally ܽ. ܿ. then ߪ௖௢௡௧(ܪఠ) =  .߱ .ℙ-a.e ݎ݋݂ ∅

Proof. Fix ߱ ∈ Ω and fix ݁ ∈ ℝ ∖   ఠ for which the bound (18) holds. By monotone convergenceߪ

න
(⋌)௫ఠߤ݀
(݁ −⋋)ଶ = lim

ఌ↓଴
න

(⋌)௫ఠߤ݀
(݁ −⋋)ଶ + ߳ଶ = sup

ఢவ଴
න

(⋌)௫ఠߤ݀
(݁ −⋋)ଶ + ߳ଶℝℝℝ

. 

Since for any ݖ ∈ ℂ ∖ ℝ, 
lim
௥→ஶ

ቛ൫ܪఠ,௥ − ൯ݖ
ିଵ
− ఠܪ) − ଵቛି(ݖ = 0. 

we have that the weak-* limit lim
௥→ஶ

௫,௥ߤ
ఠ  equals ߤ௫ఠ, where ߤ௫,௥

ఠ  is the spectral  

න
(⋌)௫ఠߤ݀
(݁ −⋋)ଶ = sup

ఢவ଴
lim
௥→ஶ

න
௫ߤ݀

ఠ,௥(⋋)
(݁ −⋋)ଶ + ߳ଶ ≤ sup

ఢவ଴,௥ஹଵ
න

௫ߤ݀
ఠ,௥(⋋)

(݁ −⋋)ଶ + ߳ଶℝℝ
= sup

௥ஹଵ
න

௫ߤ݀
ఠ,௥(⋋)

(݁ −⋋)ଶℝℝ

= sup
௥ஹଵ

ቛ൫ܪఠ,௥ − ݁൯
ିଵ
௫ቛߜ

ଶ
= sup

௥ஹଵ
෍หܥఠ,௥(ݔ, y)หଶ < ∞.
୷∈௑

 

In the final equality we used the fact that ൛ߜ୷: y ∈ ܺൟ is an orthonormal basis for ݈ଶ(ܺ). Since 
(ఠߪ)݉ = 0 and since the bound (18) holds for ݉-a.e. ݁ ∈ ℝ ∖ ߱ ఠ, we have that for every fixedߪ ∈
Ω,ܩఠ,௫(݁) < ∞ for ݉-a.e. ݁ ∈ ℝ. This proves part (i). Part (ii) follows from the fact that ܩఠ,௫(݁) <
∞ for ℙ⊗݉-a.e. (߱, ݁) ∈ Ω × ℝ and the Simon-Wolff criterion. 
Remark (3.2.8) [95]: Theorem (3.2.7) and Proposition (3.2.3) allow to construct hierarchical 
models with spectral dimension d ≤ 2 that exhibit Anderson localization at arbitrary disorder. If 
(ܺ, P, n) is a homogeneous hierarchical structure of degree ݊ ≥ 2 and ݌௥ = ߩ ௥ withିߩܥ > ݊, then 
the hypothesis (24) is fulfilled for ݑ௥ = ଵାఌ. Given 0ݎ < ݀ < 2, one can adjust ߩ > ݊ to make 
d(݊, (ߩ = d. If ݌௥ = ଷିఌ݊ି௥, then the model has spectral dimension dିݎܥ = 2 and (24) is verified 
for ݑ௥ = ଵାఌ/ଷ. One can also construct trivial models with dݎ = 0 by taking ݌௥ to decrease faster 
than ିߩ௥ for anyߩ. We emphasize that homogeneity of the hierarchical structure is not required for 
Theorem (3.2.7). 
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Chapter 4 
Endpoint Maximal and Space-TimeEstimates 

For ߙ > 1we consider the initial value problem for the dispersive equation߲݅௧ݑ + (−∆)ఈ ଶ⁄ ݑ =
0.We show an endpointܮ௣inequality for the maximal function sup

௧∈[଴,ଵ]
,∙)ݑ| -௣ܮ with initial values in|(ݐ

Sobolev spaces, for ݌ ∈ (2 + 4 (݀ + 1),∞⁄ ). 
 
Section (4.1): Smoothing Estimates for Schrödinger Equation 
For α 1 we consider L୮ estimates for solutions to the initial value problem 

൜i∂୲u + (−∆)஑ ଶ⁄ u = 0
u(. ,0) = f.

 

The case α = 2 corresponds to the Schrodinger equation. We will not consider α = 1 which 
corresponds to the wave equation and exhibits different mathematical features. 
When fis a Schwartz function, the solution can be written as u(x, t) = U୲

஑f(x),      where          
U୲
஑෢ f(ξ) = e୧୲|க|ಉfመ(ξ)                                                 (1) 

with fመ(ξ) = ∫ f (y)eି୧〈୷.ஞ〉dy as the definition of the Fourier transform. The sharp end point 
L୮-Sobolev bounds for fixed t are due to Fefferman and Stein [31] and Miyachi [37]. Their result 

states that for any compact time interval I and anypϵ(1, ∞), sup
t ∈ I‖U୲

஑f‖୐౦൫ℝౚ൯,
ಊ
ಉ = d ቚభమ−

భ
౦ቚ ; 

This is sharp with respect to the regularity index β and can also be deduced from 
certain endpoint versions of the Hörmander multiplier theorem (96, 103). 
We strengthen the fixed time estimates as follows. 
Theorem (4.1.1) [108]:Letpϵ൫2 + ర

ౚశభ൯, ∞ and α > 1. Then, for any compact time interval I, 

∥ sup
t ∈ I|U

α
t f| ∥୐୮൫ℝౚ൯≤ C୍,୮,஑ ∥ f ∥୐ ൫ℝౚ൯ʼಊ

౦

β
−
α

= d ቀଵ
ଶ
− ଵ

୮
ቁ.                                       (2) 

This implies point wise convergence results; indeed we shall prove a little more, namely if  χϵ 
C∞

e (ℝ) then the function t ⟼ (t)Uαt f(x) belongs to the Besov space Bଵ ୮⁄ .ଵ
୮ (ℝ), for almost 

every xϵℝୢ . These functions are continuous (for almost everyx) and there for this implies almost 
everywhere convergence to the initial datum as t ⟶ 0. 
The maximal function result is closely related to certain space-time estimates which improve the 
regularity index. The first such bounds are due to Constantin and Saut [29], Sjölin [15], and vega 
[24] who showed that better Lଶ regularity properties that hold locally when αϵ(1, ∞); namely, if 
fϵLି(஑ିଵ) ଶ⁄

ଶ ൫ℝୢ൯ then uϵL୪୭ୡଶ ൫ℝୢାଵ൯. However it is not possible to replace the Lଶ-norms over 
compact sets byLଶ-norms which are global in space. This is known as the local smoothing 
phenomenon. For functions in Lଶ -Sobolev spaces the various local and global problems for 
smoothing and for maximal operators have received a lot of attention, starting with [4]. We do not 
have a contribution to the L୮ –Sobolev problems but rather consider corresponding questions with 
initial data in L୮ –Sobolev spaces for p > 2, wit p not close to 2. 
In [46]  considered L୮  regularity estimates which are global in space but involve an integration over 
a compact time interval 1, 
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ቆන ‖U୲
஑f‖ dt୮

୮

ଵ
ቇ
ଵ ୮⁄

≤ Cଵ‖f‖୐ಊ౦൫ℝౚ൯.                                                            (3) 

This question was motivated by the similar (although deeper) question for the wave equation 
(cf. [41]). In [46], it was proven that (3) holds for α = 2 when p > 2 + 4 (d + 1)⁄ with 
β 2 > d(1 2− 1 p⁄⁄ ) − 1 p.⁄⁄  We remark that smoothing results of this type could also be deduced 
from square-function estimates related to Bochner-Riesz multipliers such as in [27], [98], [102] and 
[36] however these arguments do not apply when d = 1, an din dimensions p ≥ 2 they are currently 
limited to the smaller range p > 2 + 4 d.⁄  
The L୮ smoothing result in [46] was obtained from an L୮ → L୮  estimate for the adjoint Fourier 
restriction (or ‘extension’) operator associated to the paraboloid, and the range p > 2 + ସ

ୢାଵ
  

corresponds to the known range ofL୯ → L୮  bounds for the extensions operator; see [99], [100] and 
[107] for the sharp bounds when d = 2. The reduction in [46] to the extension estimate used the 
explicit formula  

e୧୲∆ƒ(ई) =
1

(4πit)ୢ ଶ⁄ න e୧|ईି୷|మ ర౪⁄ ୤(୷)ୢ୷ 

Together with ‘completing of the square’ trick; see [28] for similar argument. Unfortunately this 
reasoning is not available when α ≠ 2. 
We generalize to all α > 1, and establish the endpoint regularity result. 
Theorem (4.1.2) [108]:  Letp ∈ ൫2 + ర

ౚశభ ,   ∞൯andα > 1. ThenforanycompacttimeintervalI. 

ቆන ‖U୲
஑‖ dt୮

୮

୍
ቇ
ଵ ୮⁄

≤ C୍,୮,஑‖f‖୐ಊ౦൫ℝౚ൯,
ஒ
஑

= d ቀଵ
ଶ
− ଵ

୮
ቁ − ଵ

୮
. 

In Theorem (4.1.9) below we formulate a slightly improved version of this result which canalso be 
used to prove Theorem (4.1.1) We remark that for d = 1 our argument also give the analogous 
results for the range 0 < α < 1. 
We mention an application  in one spatial dimension where we obtain sharp estimates for the initial 
value problem for the Airy equation 

u୲ + u୰୰୰ = 0.                                                              (4) 
For f ∶= u(. ,0) a Schwartz function, we can write u(. , t) = Uି୲

ଷ p + f + Uି୲
ଷ p − f, where pା and pି 

are the projection operators with Fourier multipliers χ(଴,∞) and χ(ି∞,଴), respectively. 
Thus, for initial values in Lஒ

୮  the solution of (4) satisfies the sharp bound 

‖u‖୐౦(ℝΧ[ି୘.୘]) ≤ C୘‖u(. ,0)‖୐ಊ౦(ℝ),β = ଷ(౦షర)
ଶ౦

, 4 < p < ∞. 

And if  u(. , 0)ϵLୡ
୮(ℝ) for anyε > 0 with 2 < p ≤ 4, thenuϵL୮(ℝ × ⌊−T, T⌋). 

The proofs will be based on the bilinear adjoint restrictions theorem for elliptic surfaces due to Tao 
[21], having discussed the necessary conditions, we combine Tao’s theorem with a variation of a 
localization technique employed in [30] to prove L୮ estimates for same oseillatory integrals with 
elliptic phases; this yields the smoothing estimate for functions which are frequency supported in 
annulus. we extend to the general case by decomposing the Fefferman-Stein sharp function; here we 
use a variant of an argument in [103]. 
Throughout, c and C will denote positive constants that may depend on the dimension, exponents or 
indices of the Sobolev spaces, or the parameter α, but never on the functions. Such constants are 
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called admissible and their values may change from line to line. We shall mostly use the notation 
A ≲ B if A ≤ CB for an admissible constant C. We may sometimes indicates the dependence on a 
specific parameter c by using the notation ≲. We write A ≈ B if A ≲ B and B ≲ A. 
Let θ be a nonnegative and smooth function supported in {2ିଵ < |ξ| < 2} and equal to 1 in൛2 ଵ/ଶ <
|ξ| < 2ଵ/ଶൟ. For large ⋋, we consider initial data f⋋ defined byf⋋෡ (ξ) = eି୧|ஞ|ಉ಑θ(⋋ିଵ ξ) and note 
that, by a change of variables, 

f⋋(ई) = ൬
⋋

2π൰
ୢ
නθ(ξ)e୧(〈⋋ई.ஞ〉ି⋋ಉ|ஞ|ಉ)dξ 

Thus |f⋋(ई)| ≲⋋ୢିౚಉమ  , by the method of the stationary phase (keeping in mind that α ≠ 1). On the 
other hand, when |ई| ⋋஑ିଵ, by repeated integration by parts, there exists constants C୒ such that 
|f⋋(ई)| < C୒(|ई| ⋋ଵି஑)ି୒ for all N ∈ ℕ. Combining the low bounds, we see that 

‖f⋋‖୐ಊ౦൫ℝౚ൯ ≈⋋
ஒ ‖f⋋‖୐౦ቀℝౚቁ ≲⋋

ୢିౚಉమ ା
ౚ(ಉషభ)

౦ ାஒ. 

Next we consider 

ቚUαi f⋋(ई)ቚ = ቤ൬
⋋

2π൰
ୢ
න θ(ξ)
ℝౚ

e୧൫〈⋋୶,ஞ〉ା⋋ಉ(୲ିଵ)൯|ஞ|ಉdξቤ, 

So when |ई| ≤ (10 ⋋)ିଵ and |t− 1| ≤ (10⋋஑)ିଵ, we have หU୲
஑f⋋(ई)ห ≥ c ⋋ୢ for some positive 

constantc. Thus, 

ቆන ‖U୲
஑f⋋‖ dt୮

୮
ଵ

ଵି(ଵ଴⋋ಉ)షభ
ቇ
ଵ/୮

≥ C ⋋ୢିౚశಉ౦ . 

Comparing this with upper bound for ‖f⋋‖୐ಊ౦൫ℝౚ൯, and letting ⋋→ ∞, we see that 

β α ≥ d(1 2− 1 p⁄⁄ )− 1 p⁄⁄  is necessary condition for (3) to hold when α ≠ 1. 
 Note that alternatively one can argue that by Sobolev embedding any improvement in the 
smoothing would give a better fixed time estimate than the sharp known bounds in [31], [37], which 
is impossible. 
The range p > 2 + 4 (d + 1)⁄  for the smoothing estimate in Theorem (4.1.2) is sharp for d = 1, and 
for d ≥ 2 it is conceivable that it holds for p > 2 + 2 d,⁄  see [46]. 
For Theorem (4.1.1) however our range may not be sharp even in one dimension. We can say that 
the maximal estimate (2) cannot hold when p + 1 d.⁄  this follow from the necessary condition 
β α⁄ ≥ 1 2p⁄  which we now show, modifying a calculation in [6]. 
Let χ be a nonnegative and smooth function supported in (−ε, ε) where ε will be small depending 
only on α, Let eଵ = (1,0, … ,0) and define 

g⋋(ई) =
1

(2π)ୢනχ ቀ⋋
ಉషమ
మ |ξ + ℯଵ|ቁ e୧(ई.ஞ) dξ. 

Then immediately 

‖g⋋‖୐ಊ౦ ≲⋋
ஒାౚ(ಉషమ)

మ ቀభ౦షభቁ. 

Now 

U୲
஑g⋋(ई)ୀ భ

(మಘ)ౚ
නχ(⋋

ಉషమ
మ |ξ +⋋ eଵ|)e୧(〈ई,ஞ〉ା୲|ஞ|ಉ)dξ 
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= ଵ
(ଶ஠)ౚ

නχ (χ
ಉషమ
మ |h|)e୧ம⋋(ई,୲,୦)dh 

Where ϕ ⋋ (ई, t, h) = t ⋋஑ |−eଵ + h ⋋⁄ |஑ + 〈ई,− ⋋ eଵ + h〉. A Taylor expansion gives for term in 
the phase is ≪ 1 on the support of the cutoff function (provided that ε is sufficiently small). 
Let 0 < c ≪ α and let R be the rectangle where 0 ≤ ई୍ ≤ c ⋋஑ିଵ, and |ई୧| ≤⋋(஑ିଶ) ଶ⁄  for i =
2 … . , d. We define t(ई) = αିଵ ⋋ଵି஑ ईଵ for ई ∈ R so that t(ई) ∈ [0,1] for ई ∈ R, and for ई ∉ R we 
may choose any (measurable) t(ई) ∈ [0,1]. Then for ई ∈ R, we have หU୲ईౝ⋋

஑ (ई)ห ≥ c଴ ⋋ିୢ(஑ିଶ) ଶ⁄  
and thus 

ቛ sup
0 ≤ s ≤ 1|U୲

஑g⋋|ቛ
୮
≥ ‖U୲

஑g ⋋‖୮ ≳⋋
ಉషభ
౦ శ

(ಉషమ)(ౚషభ)
మ౦

శ
(ಉశభ)ౚ

మ . 

Comparing with upper bond for ‖g ⋋‖୐ಊ౦  leads to the condition β α ≥ 1 2p.⁄⁄  

We will rescale inequalities for U୲
஑ when acting on functions with compact frequency support. This 

process will give rise to the operator S define by 

Sf(ईt) ≡ S஧∅f(ई, t) = ଵ
(ଶ஠)ౚ

නχ(ξ)e୧୲∅(ஞ) fመ(ξ)e୧(ई,ஞ)dξ                         (5) 

Where χ ∈ C଴∞(࣯) and ∅is elliptic  C∞ function ϕ on an open set ࣯ in ℝୢ is called elliptic if for ever 
ξ ∈ ι the Hessian ϕᇳ is positive define. 
We ask for L୮ − ൫ℝୢ × [0,⋋]൯ bounds for S. Note that for |t| ≤ 1 and χ ∈ C଴∞ the function χe୧୲ம  is 
Fourier multiplier of L୮ , 1 ≤ p ≤ ∞, and consequently the question is only nontrivial for large ⋋. 
The key ingredient will be Tao’s bilinear estimate for the adjoint restriction operator [21] which 
applies to phase which are small perturbations 0f |ξ|ଶ 2.⁄  We need to formulate more specific 
assumptions on the phases allowed and follow [105]. LetN ≥ 10d. We sayϕ ∶ [−2,2]ୢ → ℝ is a 

class Ф(N, A) if ቚ∂ईౠ
஑ౠϕ(ई)ቚ ≤ A for all ई ∈ [−2,2]ୢ and all หα୨ห ≤ N, where j = 1 … . , d. To add an 

ellipticity condition we say that ϕ is of class Фୣ୪୪(ε, N, A) if ϕ(0) = ∇ϕ(0) = 0, and if for all ई ∈
[−2,2]ୢ the eigenvalues of the Hessian ϕᇳ(ई) lie in [1− ℰ, 1 + ℰ]. 
We define the adjoint restriction operator ℰ ≡ εம by 

εh(ई, t) = න e୧〈୶,ஞ〉ା୲ம(ஞ)h(ξ)dξ h
[ିଶ,ଶ]ౚ

 

So that Sf = (2π)ିୢεfመ୧,where u = (−2,2)ୢ. Now Tao’s theorem can be stated as follows: Suppose 
p > 2 + ర

ౚశభ. Then there exists an N (depending on d andp) and for A ≥ 1 there exists ε =
ε(A, N, d, p) > 0 so that the following holds for ϕ ∈ Ф(ε, N, A): For all pairs of Lଶ functions hଵ , hଶ  
so that dist(supp (hଵ), supp(hଶ))≥ c > 0 the inequality 
‖εhଵhଶ‖୮ ଶ⁄ ≲ౙ‖hଵ‖ଶ‖hଶ‖ଶ, p > 2 + ర

ౚశభ ,                                                      (6) 
Holds. In what follows we fix N, A and ε for which Tao’s theorem applies. The constants may all 
depend on these parameters. 
Lemma (4.1.3) [108]: Letp > 2 + ర

ౚశభ,ܤଵ,ܤଶ ⊂ [−1, 1]ୢ be bals so that dist (ܤଵ,ܤଶ)ܿ, and let 
ϕϵФୣ୪୪(ε, N, A). Then for ff, g with supp fመ ⊂ Bଵ supp fመ ⊂
Bଶ, ‖SfSg‖୐౦ మ⁄ ൫ℝౚ×[଴,⋋]൯ ≲ୡ.୮⋋ୢ(ଵିଶ ୮⁄ ) ‖f‖୐౦൫ℝౚ൯g୐౦(ℝ౦). 

Proof.LetC଴ = 10൫1 + ᇇᆻᇒℇ஫[ିଶ,ଶ]ౚ|∇ϕ(ξ)|൯, and letȠଵ,ȠଶϵC଴∞ be supported in (−2,2)ୢ so that 
Ƞଵ(ξ) = 1 on Bଵ and Ƞଶ(ξଶ) = 1 on Bଶ. Moreover assume that Ƞଵ and Ƞଶ are supported 
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onlyslightly larger concentric balls B෩ଵ, B෩ଶ with property that dist ൫B෩ଵ, B෩ଶ൯ ≥ c 2.⁄  We also set 
P୧f = ℱିଵൣȠ୧fመ൧,        i = 1,2. 

Let K୲
୧ = ℱିଵൣe୧୲மȠ୧χ൧, for i = 1,2, so that 

S୧f(ई, t) ∶= SP୧f(ई, t) = K୲
୧ ∗ f(ई). 

Then SfSg = SଵfSଶg. We first note that for all t ∈ [−⋋,⋋] 
ቚK୲

୧|ई|ቚ ≲ |ई|ି୒,       if |ई| ≥ C଴ ⋋                                        (7) 

This follows by a straightforward N-fold integration by parts, which uses the inequalityห∇ஞ൫〈ई, ξ〉 +
tϕ(ξ)൯ห ≥ |ई| 2⁄  if |ई| ≥ C଴ ⋋, |t| ≤⋋. 
Now let ࣫(⋋) to be a tiling of ℝୢ by cubes of sidelength ⋋, and for each Q ∈ ࣫(⋋) letয়∗ denote the 
enlarged cube with sidelength 2C଴ ⋋, with same center as য়. For each cube we split each function 
into a part supportedܳ∗and a part supported in its complement. 
Thus we can write 

‖SfSg‖
୐౦ మ⁄ ൫ℝౚ×[଴,⋋]൯
୮ ଶ⁄ = I + II + III + IV 

Where 

I = ෍ ฮSଵൣfχয়∗൧Sଶൣgχয়∗൧ฮ୐౦ మ⁄ (য়×[଴,⋋])
୮ ଶ⁄

য়∈࣫(⋋)

 , 

II = ෍ ฮSଵൣfχয়∗൧Sଶൣgχℝౚ\য়∗൧ฮ୐౦ మ⁄ (য়×[଴,⋋])
୮ ଶ⁄

য়∈࣫(⋋)

 , 

III = ෍ ฮSଵൣfχℝౚ\য়∗൧Sଶൣgχয়∗൧ฮ୐౦ మ⁄ (য়×[଴,⋋])
୮ ଶ⁄

 ,
য়∈࣫(⋋)

 

IV = ෍ ฮSଵൣfχℝౚ\য়∗൧Sଶൣgχℝౚ\য়∗൧ฮ୐౦ మ⁄ (য়×[଴,⋋])
୮ ଶ⁄

 ,
য়∈࣫(⋋)

 

The first term gives the main contribution and estimated using Tao’s theorem, i.e. (6). One obtains, 

|I| ≤ ෍ ฮSPଵൣfχয়∗൧SPଶൣgχয়∗൧ฮ୐౦ మ⁄ ൫ℝౚ×ℝ൯

୮ ଶ⁄
≲ୡ ෍ฮPଵൣgχয়∗൧ฮଶ

୮ ଶ⁄ ฮPଶൣgχয়∗൧ฮଶ
୮ ଶ⁄

য়∈࣫(⋋)

 

≲෍ฮfχয়∗ฮଶ
୮ ଶ⁄ ฮgχয়∗ฮଶ

୮ ଶ⁄

য়

≲ ቌ෍ฮfχয়∗ฮଶ
୮

য়

ቍ

ଵ ଶ⁄

ቌ෍ฮgχয়∗ฮଶ
୮

য়

ቍ

ଵ ଶ⁄

 

By Hölder’s inequality, 

ቌ෍ฮfχয়∗ฮଶ
୮

য়

ቍ

ଵ ୮⁄

≲ ቌ෍|য়∗|୮ ଶିଵ⁄ ฮfχয়∗ฮ୮
୮

য়

ቍ

ଵ ୮⁄

≲⋋ୢ(ଵ ଶିଵ ୮⁄⁄ ) ‖f‖୮, 

And we have the same estimate for g. Thus Iଶ ୮⁄ ≲ୡ⋋ୢ(ଵିଶ ୮⁄ ) ‖f‖୮‖g‖୮ which is the desired bound 
for the main term. 
The corresponding estimates for II, III, IV are straightforward as we use (7) for the terms supported 
in ℝୢ ∖ য়∗. We examines II and begin with 
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|II| ≲ ෍ ฮSଵൣfχয়∗൧ฮ୐౦(য়×[଴,⋋])
୮ ଶ⁄

য়∈࣫(⋋)

ฮSଶൣgχℝౚ∖য়∗൧ฮ୐౦(য়×[଴,⋋])
୮ ଶ⁄

 

≤ ቀ∑ ฮSଵൣfχয়∗൧ฮ୐౦(য়×[଴,⋋])
୮

য়∈࣫(⋋) ቁ
ଵ ଶ⁄

ቀ∑ ฮSଶൣfχℝౚ൧ฮ୐౦(য়×[଴,⋋])
୮

য়∈࣫(⋋) ቁ
ଵ ଶ⁄

     (8) 

We use the trivial bound ‖Sଵf(. , t)‖୮ ≲ (1 + |t|)ୢ‖f‖୮ for f replaced with fχয়∗ , so that the first 

factor in (8) is bounded by൫C ⋋ୢାଵ ‖f‖୮൯
୮ ଶ⁄

. By (7) we get 

൭෍ฮSଶൣgχℝౚ∖য়∗൧ฮ୐౦(য়×[଴,⋋])
୮ ଶ⁄ ൱

ଵ ୮⁄

 

≲ ൭න න ቈන |z|ି୒|g(ई − z)|dz
|୸|ஹ⋋

቉
୮

dईdt
ई∈ℝౚ

⋋

ି⋋
൱
ଵ ୮⁄

≲⋋ୢାଵି୒ ‖g‖୮. 

Hence IIଶ ୮⁄ ≲ୡ⋋ଶ(ୢାଵ)ି୒ ‖f‖୮‖g‖୮ . As N ≥ 10d this estimate is negligible. Because of 
symmetryIII is estimated by the same term. For the estimation of IV we proceed in the same way but 
use (7) for both terms, the result is the (again negligible) bound IVଶ ୮⁄ ≲⋋ୢାଵି୒ ‖g‖୮ . 
We now formulate an analogous result for functions with smaller frequency support and smaller 
separation. 
Lemma (4.1.4) [108]: Let p > 2 + ర

ౚశభ and ⋋ଵ ଶ⁄ ≥ 2୨ ≥ 1. LetQଵ, Qଶ ⊂ [−1,1]ୢ be cubes of side 
2୨ ⋋ିଵ ଶ⁄ , so that dist (Qଵ, Qଶ) ≥ c2୨ ⋋ିଵ ଶ⁄  and let  ϕϵФୣ୪୪(ε, N, A). Then for all ݂ and ݃ such that 

supp fመ ⊂ Qଶ,‖Sf(Sg)‖୐౦ మ⁄ ൫ℝౚ×[଴,⋋]൯ ≲ୡ 2ସ୨ቀ
ౚ
మି

ౚశభ
౦ ቁ ⋋

మ
౦ ‖f‖୐౦൫ℝౚ൯‖g‖୐౦൫ℝౚ൯. 

Proof.By finite partitions and the triangle inequality, we may suppose that Qଵ and Qଶ are balls of 
radius 2୨ ⋋ିଵ ଶ⁄ . We reduce matters to the statement of Lemma (4.1.3) by scaling. Let ξ଴ be 
midpoint of the interval connecting the center of the balls. We change variables ξ = ξ଴ + δη where 
δ = 2୨ ⋋ିଵ ଶ⁄ . Then a short computation shows that 
SФf(ई, t) = e୧൫〈ई,ஞబ〉ା୲ம(ஞబ)൯Sமf∗൫δ൫ई + t∇ϕ(ξ଴)൯, δଶt൯ where f∗(y) = f(δିଵy)e୧ஔషభ〈୷,ஞబ〉 and the 
phase ψ is given by 

ψ(η) = ଵ
ଶ
න 〈ϕᇳ(ξ଴ + sδη)η, η〉ds.
ଵ

଴
 

 
The same consideration is applied to Sமg. Note that ψ is elliptic (with estimates uniform in ξ଴ and 
δ) and the frequency supports of f∗ and g∗ are now separated, independently of δ, jand ⋋. Thus we 
can apply Lemma (4.1.3) to obtain 

ฮSமfSமgฮ୐౦ మ⁄ ൫ℝౚ×[଴,⋋]൯ = δି(ୢାଶ) ୮ ଶ⁄⁄ ฮSநf∗Sநg∗ฮ୐౦ మ⁄ ൫ℝౚ×ൣ଴,⋋ஔమ൧൯ 

≲ δି(ଶୢାସ) ୮⁄ (⋋ δଶ)ୢ(ଵିଶ ୮⁄ )‖f∗‖୮‖g∗‖୮ 
≲ δଶୢିସ(ୢାଵ) ୮⁄ ⋋ୢ(ଵିଶ ୮⁄ ) ‖f‖୮‖g‖୮. 

As δ = 2୨ ⋋ିଵ ଶ⁄  the assertion follows. 
We will also require the following lemma for when we have no frequency separation. 
Lemma (4.1.5) [108]: Let ܲ ≥ 1, let ܳ ⊂ [−1, 1]ௗ be a cube of side ⋋ିଵ ଶ⁄ , and let ߶ ߳ ∅ (ܰ,ܣ). 
Then for all ݂ such that supp መ݂ ⊂ ܳ, ‖݂ܵ(∙, ,௅೛(ℝௗ)‖(ݐ |ݐ| ≤⋋. 
.܎ܗܗܚ۾ Letξ୆ bethecenterofthecubeQ,   and let χϵC଴∞ so that χ(ξ) = for |ξ| ≤ √d. It suffices to 
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show that χ(⋋ଵ ଶ⁄ (ξ − ξ୆))e୧୲ம(ஞ) is a Fourier multiplier of  L୮for all |t| ≥⋋,  with bound uniform in 
t. By modulation, translation and dilation invariance of the multiplier norm it suffices to check that 
h(. , t) defined by 

h(η. t) = χ(η)e୧୲൫ம൫⋋షభ మ⁄ ஗ାஞా൯ିம(ஞా)ି〈⋋షభ మ⁄ ஗.∇ம(ஞా)〉൯. 
is a Fourier multiplier of  L୮ , uniformly in |t| ≥⋋. However this follow since ∂஗஑h(η, t) = O(1)for 
|t| ≤⋋ as one can easily check. 
Propsition (4.1.6) [108]: Lets > 2 + ర

ౚశభ, χ ∈ C଴∞(࣯), andletϕbeanellipiticphaseon࣯. Then 
‖Sf‖୐౦൫ℝౚ×[ି⋋,⋋]൯≲⋋ౚ(భ మషభ ౦⁄⁄ )‖୤‖ై౦ቀℝౚቁ. 

By partition of unity and compactness argument it suffices to show that for everyξ଴.܎ܗܗܚ۾ ∈ ࣯ 
there is neighborhood ࣯(ξ଴) so that the statement of the theorem holds with χ replaced byχ଴ ∈ C଴∞ 
supported in ࣯(ξ଴). Now let ℋ be the (symmetric) positive definite square root of ϕᇳ(ξ଴) and let 

ψ(η) = εଵିଶ(ϕ(ξ଴ + εଵℋିଵη) − ϕ(ξ଴) − εଵ〈ℋିଵη,∇ϕ(ξ଴)〉). 
Then it suffices to show that Sந(defined with amplitude χ(ξ଴ + εଵℋିଵη)) satisfies the asserted 
estimates, with a dependence on εଵ. If εଵ is chosen sufficiently small then we have reduced matters 
to a phase function in Φୣ୪୪(க,୒,୅) with parameters for which Tao’s Theorem and therefore Lemma 
(4.1.4) applies. 
 We now return to our original notation and work with ϕ a phase function but assume now that ϕ ∈
Φୣ୪୪(க,୒,୅); we may also assume that the amplitude function χ is smooth and supported in 
[−(2d)ିଵ଴, 2dିଵ଴]ିୢ. We make a decomposition of the product SfSgin terms of bilinear operators, 
localizing the frequency variables in terms of nearness to the diagonal in (ξ, η)-space; this is similar 
to arguments in [34], [104] and [105]. 
Let χ଴ be a radial C଴∞൫ℝୢ൯ function so that χ଴(ω) = 1 for |ω| ≤ 8dଵ ଶ⁄  and so that supp χ଴ is 
contained in ൛ω ∶  |ω| < 16dଵ ଶ⁄ ൟ. Fix ⋋> 1 and set 

Θ଴(ξ,η) = χ଴(⋋ଵ ଶ⁄ (ξ − η)) 
Θ୨(ξ, η) = χ଴(⋋ଵ ଶ⁄ 2ି୨(ξ − η)) − χ଴(2 ⋋ଵ ଶ⁄ 2ି୨(ξ − η)),   j ≥ 1,  
So that Θ଴ is supported where |ξ − η| ≥ 16dଵ ଶ⁄ ⋋ିଵ ଶ⁄  and, Θ୨ is supported in the region 

4dଵ ଶ⁄ 2୨ ⋋ିଵ ଶ⁄ ≤ |ξ − η| ≥ 16dଵ ଶ⁄ ⋋ିଵ ଶ⁄ . 
We may then decompose 

SfSg = ෍B୨[f, g]
୨ஹ଴

 

Where 

B୨[f, g](ई, t) = ଵ
(ଶ஠)మౚ

ඵ e୧(୶,ஞା஗)e୧୲(ம(ஞ)ାம(஗))Θ୨(ξ,η)fመ(ξ)gො(η)dξdη 

Only values of j ≥ 0 with 2୨ ≤⋋ଵ ଶ⁄  will be relevant, as otherwise B୨ is identically zero. We will 
prove the estimate 

ฮB୨[f, g]ฮ
୮ ଶ⁄

≲ ቐ
2ସ୨(

ౚ
మି

ౚశభ
౦ ) ⋋

మ
౦ ‖f‖୮‖g‖୮,                       మ(ౚశయ)

ౚశభ ழ୮ஸସ,

2୨(
ౚ
మି

ౚశభ
౦ ) ⋋

ౚ
మష

మ(ౚషభ)
౦ ‖f‖୮‖g‖୮,           4 < p < ∞

  (9) 

And use this to bound 
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‖Sf‖୐౦൫ℝౚ×[଴,⋋]൯ = ‖(Sf)ଶ‖୐౦ మ⁄ ൫ℝౚ×[଴,⋋]൯
ଵ ଶ⁄ ≤ ቌ ෍ ฮB୨[f, f]ฮ

୮ ଶ⁄
଴ஸ୨ஹ୪୭୥మ൫⋋భ మ⁄ ൯

ቍ 

And then sum a geometric series. 
In order to prove (9), we decompose B୨ into pieces on which we may 
apply Lemma (4.1.4) Let ϑ ∈ C଴∞൫ℝୢ൯ a function supported in [−3 5⁄ , 3 5⁄ ]ୢ, equal to 1 on 
[−2 5⁄ , 2 5⁄ ]ୢ, and satisfying 

෍ ϑ(ξ − n) = 1
୬∈ℤౚ

 

For all ℤ ∈ ℝୢ . For j ≥ 0, n ∈ ℤୢ , define 
β୨.୬(ξ) = ϑ൫⋋ଵ ଶ⁄ 2ି୨ξ − n൯ 

And, for (n, nᇱ) ∈ ℤୢ × ℤୢ, 
ϑ୨,୬,୬ᇲ(ξ, η) = Θ୨(ξ, n)β୨,୬(ξ)β୨,୬ᇲ(η) 

Observe that β୨,୬, β୨,୬ᇲ are supported in cubes Q୨,୬, Q୨,୬ᇲ which have sidelengths slightly larger than 
⋋ିଵ ଶ⁄ 2୨, and that aare centered at the points ξ୨,୬ =⋋ିଵ ଶ⁄ 2୨n and ξ୨,୬ᇲ =⋋ିଵ ଶ⁄ 2୨nᇱ, respectively. 
Now let 

∆଴= ൛(n, nᇱ) ∈ ℤୢ × ℤୢ ∶  |n − nᇱ| ≤ 18dଵ ଶ⁄ ൟ, 
∆= ൛(n, nᇱ) ∈ ℤୢ × ℤୢ ∶ 2dଵ ଶ⁄ ≤ |n − nᇱ| ≤ 18dଵ ଶ⁄ ൟ. 

Then if ϑ଴,୬,୬ᇲ is not identically zero then we necessarily have (n, nᇱ) ∈ ∆଴ and if, for j ≥ 1 the 
function ϑ଴,୬,୬ᇲ is not identically zero then we necessarily have (n, nᇱ) ∈ ∆଴.  These statements 
follow by the definitions of our cutoff functions. Moreover,  

dist൫Q୨,୬, Q୨,୬ᇲ൯ ≤ 18dଵ ଶ⁄ 2୨ ⋋ିଵ ଶ⁄ if(n, nᇱ) ∈ ∆଴, 
and 

2ିଵdଵ ଶ⁄ 2୨ ⋋ିଵ ଶ⁄ ≤ dist൫Q୨,୬, Q୨,୬ᇲ൯ ≤ 18dଵ ଶ⁄ 2୨ ⋋ିଵ ଶ⁄ if j ≥ 1 and (n, nᇱ) ∈ ∆଴ 
For the application of Lemma (4.1.4) it is convenient to eliminate the cutoff  Θ୨ but still keep the 
separation of the supports off β୨,୬and β୨,୬ᇲ . Set, for j ≥ 1, 

B෡୨[f, g](x, t) = ଵ
(ଶ஠)మౚ

ඵ e୧〈୶,ஞஞା஗〉e୧୲൫ம(ஞ)ାம(஗)൯ ෍ β୨,୬(ξ)β୨,୬ᇲ(η)fመ(ξ)gො(η)dξdη
୬,୬ᇲ஫∆

 

And define B෡୨[f, g] similarly by letting (n, nᇱ) sum run over ∆଴. The reduction of the estimate for B୨ 
to the estimate for B෡୨ is straightforward; by an averaging argument. Indeed, χଵ = χ଴ − χ଴(2 ·) and 
use the Fourier inversion formula 

Θ୨(ξ,η) = ଵ
ଶ஠ౚ

නχොଵ(y)e୧⋋భ మ⁄ ଶషౠ〈ஞି஗,୷〉dy ,      j ≥ 1; 

Then 

ℬ୨[f, g] = ଵ
(ଶ஠)ౚ

නχොଵ(y)ℬ෩୨ൣf୷, g୷൧dy 

Where fି୷(x) = f൫x +⋋ଵ ଶ⁄ 2ି୨y൯ and g୷(x) = g൫x −⋋ଵ ଶ⁄ 2ି୨y൯. A similar formula holds for j = 0, 
only then χଵ is replaced with χ଴. Thus in order to finish the argument it is enough to show that 
ฮB෩୨[f, g]ฮ

୮ ଶ⁄
 is dominated by the right hand side of (9). 
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Define convolution operators P୨,୬byP఩.୬f෢ = β୨,୬fመ. Note that for fixed j, each ξ is contained in only a 
bounded number of the sets Q୨,୬ + Q୨,୬ᇲ. this implies, interpolation of ℓଶ(Lଶ) with trivial ℓଵ(Lଵ)or 
ℓ∞(L∞) bounds that, for j ≥ 1, p ≥ 2, 
ฮB෩୨[f, g]ฮ

୐౦ మ⁄ (ℝ×[଴⋋])
                                                                   (10) 

≲ max ቄ1, ൫⋋ଵ ଶ⁄ 2ି୨൯
ୢ(ଵିସ ୮⁄ )

ቅ ൭ ෍ ฮSP୨,୬SP୨,୬ᇲgฮ୐౦ మ⁄ ൫ℝౚ×[଴,⋋]൯

୮ ଶ⁄

୬,୬ᇲ஫∆

൱
ଶ ୮⁄

 

The analogous formula for j = 0 holds if we replace ∆by∆଴. Notice that for all j, 

൭෍ฮp୨.୬fฮ
୮

୮

୬

൱
ଵ ୮⁄

≲ ‖f‖୮.        p ≥ 2.                                                                  (11) 

Now if j = 0 we use Lemma (4.1.5) to estimate 
ฮSP଴,୬f(. , t)SP଴,୬ᇲg(. , t)ฮ

୐౦ మ⁄ ൫ℝౚ൯
≲ ฮSP଴,୬f(. , t)ฮ

୮
ฮSP଴,୬ᇲg(. , t)ฮ

୮
 

≲ ฮP଴,୬fฮ୮ฮP଴,୬ᇲgฮ୮;
 

Hence, after integrating in t, 

ฮB෡଴[f, g]ฮ
୐౦ మ⁄ ൫ℝౚ×[଴,⋋]൯ ≲ max൛1,⋋ୢ(ଵ ଶ⁄ ିଶ ୮⁄ )ൟ ⋋୮ ଶ⁄ ቌ ෍ ฮP଴,୬fฮ୮

୮ ଶ⁄ ฮP଴,୬ᇲgฮ୮
୮ ଶ⁄

୬,୬ᇲ஫△బ

ቍ

ଶ ୮⁄

 

≲ max൛1,⋋ୢ(ଵ ଶ⁄ ିଶ ୮⁄ )ൟ ⋋ଶ ୮⁄ ൭෍ฮP଴,୬fฮ୮
୮

୬

൱
ଵ ୮⁄

൭෍ฮP଴,୬ᇲgฮ୮
୮

୬ᇲ
൱
ଵ ୮⁄

 

The asserted bound for j = 0 follows from (11). 
Next for j > 0 we use Lemma (4.1.4)and thus the assumption p > 2 + ర

ౚశభ , and estimate 

ฮSP୨,୬fSP୨,୬ᇲgฮ୐౦ మ⁄ ൫ℝౚ×[଴,⋋]൯
≲ 2ସ୨ቀ

ౚ
మି

ౚశభ
౦ ቁ ⋋ଶ ୮⁄ ฮP୨,୬fฮ

୮
ฮP୨,୬ᇲgฮ୮.

 

Therefore by (10) 
ฮB෩୨[f, g]ฮ

୐౦ మ⁄ ൫ℝౚ×[଴,⋋]൯

≲ max ቄ1, ൫⋋ଵ ଶ⁄ 2ି୨൯
ୢ(ଵିସ ୮⁄ )

ቅ2ସ୨ቀ
ౚ
మି

ౚశభ
౦ ቁ ⋋ଶ ୮⁄ ൭෍ฮP୨,୬fฮ

୮

୮

୬

൱
ଵ ୮⁄

൭෍ฮP୨,୬ᇲgฮ୮
୮

୬ᇲ
൱
ଵ ୮⁄

 

and again asserted bound for ฮB෩୨[f, g]ฮ
୮ ଶ⁄

 follows from (11). 

We now prove the endpoint estimates of Theorems (4.1.1) and (4.1.2) First we remark that by 
various scaling and symmetry arguments we assume that I = [0,1]. 
Consider χ଴, χ ∈ c଴∞(ℝ) supported in (−2,2)and (1 2,2⁄ ), respectively, such that 

χ଴ + ෍χ൫2ି୩൯
୩ஹଵ

= 1. 

We define the operators T୩஑ ≡ T୩ by 
T଴f(. , t)෣ (ξ) = χ଴(ξ)e୧୲|ஞ|ಉfመ(ξ). 

T଴f(. , t)෣ (ξ) = χ൫2ି୩|ξ|൯e୧୲|ஞ|ಉfመ(ξ),            k ≥ 1, 
So that U୲

஑ = ∑ T୩(. , t).୩ஹ଴  
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Our main result is the following inequality for vector-valued functions {f୩}୩ୀ଴∞ ∈ ℓ୮(L୮). 

Theorem (4.1.7) [108]:Letp ∈ ൫2 + ర
ౚశభ, ∞൯,α ≠ 1, d = 1orα > 1, d ≥ 2 andβ = αd ቀభమ−

భ
౦ቁ −

ಉ
౦. 

Then 

ะ෍ቆන ห2ି୩ஒT୩ห
୮

dt
ଵ

଴
ቇ
ଵ ୮⁄

୩ஹ଴

ะ
୐౦൫ℝౚ൯

≲ ൭෍‖f୩‖୮
୮

୩ஹ଴

൱
ଵ ୮⁄

       (12) 

We now discuss the implication to Theorem (4.1.1) 1nd (4.1.2) in fact strengthened versions 
involving Triebel-Lizorkin spaces F஑.୯

୮ . 
 Here the norms in this spaces are given by the L୮(ℓ୯)and ℓ୯(L୮) norms (resp.) of the sequence 
൛2୩஑L୩fൟ୩ୀ଴

∞
, with usual inhomogeneous dyadic frequency composition I = ∑ L୩.୩ஹ଴  See [26]. The 

following corollary is an immediate consequence of Theorem (4.1.7) by Minkowski’s inquality and 
Fubini’s theorem. 
Proof.The localization of the multiplier near the origin T଴ is easily handled as  

ฮℱିଵൣχ଴(|⋅|)e୧୲|⋅|ಉ൧ฮ୐భ ≤ C 
uniformly for t ∈  [0,1]. To see this, since ℱିଵ[χ଴(|⋅|)] ∈ Lଵ, it suffices to show that for ϕ 
supported in  (1/2, 2), the Lଵ norm of ℱିଵൣχ଴൫2ି୩. ൯൫e୧୲ଶషಉಒ|⋅|஑ − 1൯ϕ(|⋅|)൧ is O(2ି஑ச) which 
follows from the standard Bernstein criterion. 
Now, by scaling and Proposition (4.1.6) with ⋋≈ 2஑ச, u = {ξ ∶  1 2 < |ξ| < 2⁄ }and ϕ(ξ) = |ξ|஑, we 
have already proven the estimates  

‖T୩f‖୐౦൫ℝౚ×[଴,ଵ]൯ ≲ 2சஒ‖f‖୐౦൫ℝౚ൯,   β ≥ β(p) ∶= αd ቀభమ−
భ
౦ቁ −

ಉ
౦        (14) 

for k > 0 and p > 2+ ସ
ୢାଵ

. 
It suffices thus to show that if (14) holds for all k > 0 and all p > q, then (4.1.7) holds for all p ∈
(q, ∞). Due to our restriction on (14) we  let q = 2+ ర

ౚశభ  and fix2+ ర
ౚశభ < r < p. We can make the 

additional assumption that the k sum on the left hand side is extended over a finite set (with the 
constant in the inequality independent of this assumption); the general case then follows by the 
monotone convergence theorem.  
For later reference we state a Sobolev inequality which is proved linking frequency decompositions 
in ξand ⊤ and Young's inequality (just as in the argument used to deduce Corollary(4.1.9) from 
Theorem (4.1.7) Namely 

ቛ‖T୩f‖୐౪౦[଴.ଵ]ቛ୐౮౨
≲ 2஑சቀ

భ
౨ି

భ
౦ቁฮ‖T୩f‖୐౪౨[଴.ଵ]ฮ୐౮౨

.                                                  (15) 

holds for r ≤ p ≤ ∞ (including the endpoint). Alternatively one can also apply the fundamental 
theorem of calculus to |T୩f(x, . )|୰ (see e.g. [55])  for p = ∞and the general inequality follows by 
convexity.  
The main ingredient in the proof of (4.1.7) will be the Fefferman-Stein sharp function [31] and their 
inequality 

‖F‖୮ ≲ ‖F#‖୮, 
Where  p ∈ (1, ∞) and aparioriF ∈ L୮ . We apply this to 
∑ 2ି୩β(୮)‖T୩f୩(x, . )‖୐౪౦[଴.ଵ]୩வ଴   and by (14) this function is aparioriinL୮ as the sum in k is assumed 
to be finite. Thus it will suffice to prove that 



72 
 

ቯ
sup
xϵQන ෍ 2ି୩ஒ(୮)‖T୩f୩(y,∙)‖୐౪౦[଴,ଵ] −න ෍ 2ି୩ஒ(୮)‖T୩f୩(y,∙)‖୐౪౦[଴,ଵ]dz

୩வ଴୕୩வ଴୕
ቯ

୐౮
౦

. 

 

is dominated byC൫∑ 2ି୩ஒ(୮)‖f୩‖୮
୮

୩வ଴ ൯ଵ ୮⁄
. Here the supremum is taken over all cubes containing x, 

and the slashed integral denotes the average |Q|ିଵ∫୕. By the triangle inequality the previous bound 
follows from 

ቯ
sup
xϵQන ෍න 2ି୩ஒ(୮)‖T୩f୩(y,∙) − T୩f୩(z,∙)‖୐౪౦[଴,ଵ]dzdy

୕୩வ଴୕
ቯ

୐౮
౦

≲ ቌ෍ f୩୮
୮

୩

ቍ

ଵ ୮⁄

 

Denoting the sidelength of Q byℓ(Q), we observe that, by Minkowski's inequality, this would follow 
from the inequalities 

ቯ
sup
xϵQන ෍ න 2ି୩ஒ(୮)‖T୩f୩(y,∙) − T୩f୩(z,∙)‖୐౪౦[଴,ଵ]dzdy

୕ଶౡℓ(୕)ஸଵ୕
ቯ

୐౮
౦

≲ ቌ෍ f୩୮
୮

୩

ቍ

ଵ ୮⁄

  (16) 

ቯ
sup
xϵQන ෍ න 2ି୩ஒ(୮)‖T୩f୩(y,∙) − T୩f୩(z,∙)‖୐౪౦[଴,ଵ]dzdy

୕ଶౡℓ(୕)வଶಉౡ୕
ቯ

୐౮
౦

≲ ቌ෍ f୩୮
୮

୩

ቍ

ଵ ୮⁄

  (17) 

and 

ቯ
sup
xϵQන ෍ න 2ି୩ஒ(୮)‖T୩f୩(y,∙) − T୩f୩(z,∙)‖୐౪౦[଴,ଵ]dzdy

୕ଶಉౡஹଶౡℓ(୕)வଵ୕
ቯ

୐౮
౦

≲ ቌ෍ f୩୮
୮

୩

ቍ

ଵ ୮⁄

  (18) 

Proof of (16). It is enough to consider cubes Q of diameter ≈ 2୨ with x, y, z ∈ Q and j + k ≤
0. LetH୩ = ℱିଵ[χ෤]൫2ି୩|⋅|൯,  where χ෤ is smooth, equal to one on (1/2, 2), and supported in (1/3, 3). 
Then 

|∇H୩(इ)| ≲ 2୩ ଶౡౚ

(इ)మొ
 

With large N ≥ 10d.  Thus 

T୩f୩(y, t) − T୩f୩(z, t) = න[H୩(y −इ)− H୩(z−इ)]T୩f୩(इ, t)dइ 

= ඵ 〈(y − z),∇H୩(z + s(y − z) −इ)〉T୩f୩(इ, t)dइ
ଵ

଴
 

Which is controlled by a constant multiple of 

2୨ା୩ୢන ଶౡౚ

൫ଵାଶౡ|୶ିइ|൯
ొ|T୩f୩(इ, t)|dइ. 

Thus, using the embedding ℓ୮ ↪ ℓ∞ , the right hand side of bounded by 

ቱቌ෍ቮ ෍ ብ2୨ା୩න ଶౡౚ

൫ଵାଶౡ|⋅ିइ|൯
ొ2ି୩ஒ(୮)|T୩f୩(इ,⋅)|dइብ

୐౪
౦[଴,ଵ]଴வ୩ஹି୨

ቮ

୮

୨

ቍ

ଵ ୮⁄

ቱ

୐౮
౦
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≲෍ 2ି୬ ቌ෍ ብන ଶష(౤శౠ)൫ౚషಊ(౦)൯

൫ଵାଶష(౤శౠ|⋅షइ|)൯
ొหTି (୬ା୨)fି(୬ା୨)(इ,⋅)หdइብ

୐౦൫ℝౚ×[଴,ଵ]൯

୮

୨ழି୬

ቍ

ଵ ୮⁄

୬ஹ଴

 

 

≲෍2ି୬ቌ෍ฮ2(୬ା୨)ஒ(୮)Tି (୬ା୨)fି(୬ା୨)ฮ୐౦൫ℝౚ×[଴,ଵ]൯

୮

୨ழି୬

ቍ

ଵ ୮⁄

୬ஹ଴

 

By the (14) the last expression is dominated by a constant times 

෍2ି୬ቌ෍ฮfି(୬ା୨)ฮ୮
୮

୨ழି୬

ቍ

ଵ ୮⁄

≲ ൭෍‖f୩‖୮
୮

୩

൱
ଵ ୮⁄

୬ஹ଴

 

And (16) is proved. 
For fixed t, the operator T୩ has convolution kernel K୩ .(૚ૠ)܎ܗ܎ܗܗܚ۾

୲  given by 

K୩
୲ (x) = ଶౡౚ

(ଶ஠)ౚ
න χ(|ξ|)e୧(୶.ஞ)ାଶಉಒ୲|ஞ|ಉdξ
ℝౚ

 

ी୩(α) = ൛x ∶  |x| ≤ 4C(α)2୩(஑ିଵ)ൟ. 
Integration by parts yields favorable bounds in the complement of this ball. Observe that 

ห∇ஞ൫2୩(x, ξ) + 2஑சt|ξ|൯ห ≥ c஑2୩|x| if x ∉ ी୩(α),     t ∈ [0,1], 
And we obtain 

หK୩
୲ (x)ห ≤ C୒2୩ୢ൫1 + 2୩|x|൯ି୒if x ∉ ी୩(α),    t ∈ [0,1],             (18) 

Consequently the main contribution of K୩
୲ (x) comes when |x| ≤ 4C(α)2୩(஑ିଵ).  

We prove the estimate (17) by interpolation between 

ቯ
sup
xϵQන ෍ 2ି୩ஒ(୮)‖T୩f୩(y,∙)‖୐౪౦[଴,ଵ]dy

ଶౡℓ(୕)வଶಉౡ୕
ቯ

ஶ

≲ sup
k ‖f୩‖ஶ 

And 

ቯ
sup
xϵQන ෍ 2ି୩ஒ(୮)‖T୩f୩(y,∙)‖୐౪౦[଴,ଵ]dy

ଶౡℓ(୕)வଶಉౡ୕
ቯ

୰

≲ ቌ෍‖f୩‖୰୰
୩

ቍ

ଵ ୰⁄

 

 
Where 2 + ర

ౚశభ < r < p. 

Now, as β(p) > β(r) + α ቀభ౨ −
భ
౦ቁ , the L୰ bound is proven by applying Hölder in k, followed by the 

inequality 

ቱ
sup
xϵQන ቌ෍2ି୩൬ஒ(୰)ାቀభ౨ି

భ
౦ቁ൰୰‖T୩f୩(y,∙)‖୐౪౦[଴,ଵ]

୰

୩

ቍ

ଵ ୰⁄

dy
୕

ቱ

୰

ቌ෍‖f୩‖୰୰
୩

ቍ

ଵ ୰⁄

 

This is a consequence of the L୰ -boundedness of the Hardy-Littlewood maximal operator, the 
interchange of the spatial integral and the sum, an application of (15), followed by Fubini and the 
estimate (14) 
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(for the admissible exponent r > 2 + 4 (d + 1)⁄ ). 
To prove the  L∞ bound, we let  Q∗ be a cube with same center as Q satisfying ℓ(Q∗) =
10dC(α)ℓ(Q). By Minkowski’s inequality itwill suffice to prove that 

න ෍ 2ି୩ஒ(୮)

ଶౡℓ(୕)வଶಉౡ

‖T୩[f୩χQ∗](y,∙)‖୐౪ൣ[బ,భ]൧
౦ ୢ୷

୕
≲ sup

k ‖f୩‖ஶ       (19) 

And 

න ෍ 2ି୩ஒ(୮)

ଶౡℓ(୕)வଶಉౡ

‖T୩[f୩χQ∗](y,∙)‖୐౪ൣ[బ,భ]൧
౦ ୢ୷

୕
≲ sup

k ‖f୩‖ஶ       (20) 

Uniformly in Q. 
To prove (19), again we apply Hölder a number of times and (15); 

න ෍ ෍ 2ି୩ஒ(୮)

ଶౡℓ(୕)வଶಉౡ

‖T୩[f୩χQ∗](y,∙)‖୐౪ൣ[బ,భ]൧
౦ ୢ୷

୩୕
 

≲ |Q|ିଵ ୰⁄ ෍2ି୩ஒ(୮)ି஑ቀభ౨ି
భ
౦ቁ ቆන‖T୩[f୩χQ∗](y,∙)‖୐౪ൣ[బ,భ]൧

౦
୰ dyቇ

ଵ ୰⁄

୩

 

≲ sup
k |Q|ିଵ ୰⁄ 2ି୩ஒ(୰) ቆන‖T୩[f୩χQ∗](y,∙)‖୐౪ൣ[బ,భ]൧

౦
୰ dyቇ

ଵ ୰⁄

 

≲ sup
k |Q|ିଵ ୰⁄ ൬න|f୩χQ∗|୰ dx൰

ଵ ୰⁄

≲ sup
k ‖f୩‖ஶ 

Where the third inequality holds again by the L୰ version of (14). 
For (20), we note that as ℓ(Q) > 2୩(஑ିଵ), and the function is supported in the complement of Q∗ we 
can use the rapid decay in formula (18). We have that 

න ෍ 2ି୩ஒ(୮)‖T୩[f୩χQ∗](y,∙)‖୐౪ൣ[బ,భ]൧
౦

ଶౡℓ(୕)வଶಉౡ୕
dy 

≲ sup
k න ብන ଶౡౚ

൫ଵାଶౡ|୷ି୸|൯
మౚ

|f୩(z)|dzብ
୐౪ൣ[బ,భ]൧
౦

dy
୕

 

 

≲ sup
k න ብන ଶౡౚ

൫ଵାଶౡ|∙ି୸|൯
మౚ

|f୩(z)|dzብ
ஶ

≲ sup
k ‖f୩‖ஶ

୕
 

This concludes the proof of (17) 

Proof of (18). We let ς୨(x) = d2୨ିୢ if |x| ≤ d2୨ and ς୨(x) = 0 if |x| ≤ d2୨. replacing cubes 
bydyadic balls we see that (18) follows from 

ቱቱ
sup

j ς୨ ∗ ෍ 2ି୩ஒ(୮)‖T୩f୩‖୐౪ൣ[బ,భ]൧
౦

୩ା୨வ଴
(஑ିଵ)୩ஹ୨

ቱቱ

୐౮
౦

≲ ൭෍‖f୩‖୮
୮

୩

൱
ଵ ୮⁄

.                    (21) 

Now, for fixed k we cover ℝୢ by a grid ℛ୩
஑ିଵ consisting of cubes of sidelength 2୩(஑ିଵ). For each 
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R ∈ ℛ୩
஑ିଵ let R∗ be the cube with same center as R and sidelength C(α)2୩(஑ିଵାଵ଴ୢ) where C(α) is 

as in the proof of (17) 
For R ∈ ℛ୩

஑ିଵ we let f୩ୖ = χୖf୩. We may then split the left hand side of (21) as I + II where 

I = ቱቱ
sup

j ς୨ ∗

⎣
⎢
⎢
⎢
⎡
෍ 2ି୩ஒ(୮) ቯ ෍ χR∗T୩f୩ୖ

ୖ∈ℛౡ
ಉషభ

ቯ

୐౪ൣ[బ,భ]൧
౦୩ା୨வ଴

(஑ିଵ)୩ஹ୨ ⎦
⎥
⎥
⎥
⎤

ቱቱ

୐౮
౦

 

And II is analogous expression where  χR∗ is replaced with χℝౚ ୖ∗⁄ . 
By Hardy-Littlewood, Minkowski, Fubini, (18), and Young’s inequality, we dominate 

II ≲෍ 2ି୩ஒ(୮)

୩ஹ଴

ቯ ෍ χℝౚ ୖ∗⁄ T୩f୩ୖ

ୖ∈ℛౡ
ಉషభ

ቯ

୐౦൫ℝౚ×[଴.ଵ]൯

 

≲෍ 2ି୩ஒ(୮)

୩ஹ଴

ቌන න቎න
2୩ୢ

(1 + 2୩|x − y|)ଶୢ ෍ หf୩ୖ(y)หd
ୖ∈ℛౡ

ಉషభ

y቏

୮

dxdt
ଵ

଴
ቍ

ଵ ୮⁄

≲ 

≲෍ 2ି୩ஒ(୮)

୩ஹ଴

ቯ ෍ f୩ୖ

ୖ∈ℛౡ
ಉషభ

ቯ

୮

≲ sup
k ‖f୩‖୮ ≲ ቌ෍‖f୩‖୮

୮

୩

ቍ

ଵ ୮⁄

. 

Concerning the main term I we use the embedding ℓ୮ ↪ ℓஶ, interchange a sum an integral, and 
apply Minkowski’s, so that 

I ≲

⎝

⎜
⎛
෍ቱቱς୨ ∗

⎣
⎢
⎢
⎢
⎡
෍ 2ି୩ஒ(୮) ෍ χR∗ฮT୩f୩ୖฮ୐౪ൣ[బ,భ]൧

౦

ୖ∈ℛౡ
ಉషభ୩ା୨வ଴

(஑ିଵ)୩ஹ୨ ⎦
⎥
⎥
⎥
⎤

ቱቱ

୐౮
౦

୮

୨

⎠

⎟
⎞

ଵ ୮⁄

. 

Now for R ∈ ℛ୩
஑ିଵ has sidelength greater than 2୨, so for fixed k. Setting n = k + j > 0 and 

applying Minkowski’s inequality, we get 

I ≲ ෍ I୬
୬வ௞

 

Where 

I୬ = ቌ෍ ෍ 2ି(୬ି୨)ஒ(୮)୮ ብς୨ ∗ ฮT୬ି୨f୬ି୨ୖ ฮ
୐౪ൣ[బ,భ]൧
౦ ብ

୐౮
౦

୮

ୖ∈ୖ∈ℛ౤షౠ
ಉషభ୨வ௡

ቍ

ଵ ୮⁄

 

As before chose r so that 2 + ౚ
ౚశభ < ݎ <  It will suffice to show that .݌

I୬ ≲ 2ି୬ୢቀ
భ
౨ି

భ
౦ቁ ൭෍‖f୩‖୮

୮

୩

൱
ଵ ୮⁄

.                                                  (22) 

Observe that byYoung’s convolution with ς୨ maps L୰൫ℝୢ൯ to L୮൫ℝୢ൯ with operator norm 
O൫2୨ୢ(ଵ ୰⁄ ିଵ ୮⁄ )൯. Moreover by (15) we have 
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ብฮT୬ି୨f୬ି୨ୖ ฮ
୐౪ൣ[బ,భ]൧
౦ ብ

୐౮
౦
≲ 2(୬ି୨)஑ቀభ౨ି

భ
౦ቁ ฯฮT୬ି୨f୬ି୨ୖ ฮ

୐౪౨[଴.ଵ]
ฯ
୐౮
౦

. 

 
Thus we can bound 

I୬ ≲ ቌ෍ 2ି୨ୢቀ
భ
౨ି

భ
౦ቁ୮2(୬ି୨)஑ቀభ౨ି

భ
౦ቁ୮2ି(୬ି୨)ஒ(୮)୮

୨

෍ ฮT୬ି୨f୬ି୨ୖ ฮ
୐౨൫ℝౚ×[଴.ଵ]൯

୮

ୖ∈ୖ∈ℛ౤షౠ
ಉషభ

ቍ

భ
౦

. 

Which by (14), is 

≲ ቌ෍ 2ି୨ୢቀ
భ
౨ି

భ
౦ቁ୮2(୬ି୨)஑ቀభ౨ି

భ
౦ቁ୮2ି(୬ି୨)ஒ(୮)୮

୨

෍ ฮT୬ି୨f୬ି୨ୖ ฮ
୐౨൫ℝౚ×[଴.ଵ]൯

୮

ୖ∈ୖ∈ℛ౤షౠ
ಉషభ

ቍ

భ
౦

. 

Since f୬ି୨஑ିଵ is supported on the cube R of size 2(୬ି୨)(஑ିଵ)ୢ we see by Hölder’s inequality that the last 
displayed expression is dominated by a constant times 

ቌ෍2ି୨ୢቀ
భ
౨ି

భ
౦ቁ୮2(୬ି୨)஑ቀభ౨ି

భ
౦ቁ୮2ି(୬ି୨)ஒ(୮)୮2ି(୬ି୨)ஒ(୰)୮2(୬ି୨)ୢቀభ౨ି

భ
౦ቁ୮ ෍ ฮf୬ି୨ୖ ฮ

୮

୮

ୖ∈ୖ∈ℛ౤షౠ
ಉషభ୨

ቍ

భ
౦

. 

Now this simplifies after summation in R, to 

I୬ ≲ 2ି୬ୢቀ
భ
౨ି

భ
౦ቁ ቌ෍‖f୬ − j‖୮

୮

୨

ቍ

భ
౦

≤ C2ି୬ୢቀ
భ
౨ି

భ
౦ቁ ൭෍‖f୩‖୮

୮

୩

൱
ଵ ୮⁄

. 

This finishes the proof of (18) and concludes the proof of Theorem (4.1.7). 
Corollary(4.1.8) [108]Letp, α,β be as in Theorem (4.1.7) then 

න ‖U୲
஑f‖୊బ౦൫ℝౚ൯

୮ dt
ଵ

଴

ଵ ୮⁄

≲ ‖f‖୆ಊ,౦
౦ ൫ℝౚ൯. 

This implies Theorem (4.1.2) since for p ≥ 2 the space Bஒ,୮
୮ ≡ Fஒ,୮

୮  contain the Sobolev space Fஒ
୮ ≡

Fஒ,ଶ
୮ , via the embedding ℓ୮ ↪ ℓ୮ followed by the Littlewood-Paley inequality, and by the same 

reasoning F଴,ଵ
୮  is imbedded in L୮ ≡ F଴,ଶ

୮ . We remark that a similar sharp inequality for the wave 
equation is proved in [101], in sufficiently high dimensions. 
Another consequence of Theorem (4.1.7) is 
Corollary(4.1.9) [108]:Letp, αbeasinTheorem (4.1.7)Lett ↣ ϑ(t)besmoothand 

completlysupported.  Then 

ብฮϑ(∙)U(∙)
஑ gฮ

୆భ ౦⁄ .భ
౦ (ℝ)

ብ
୐౦൫ℝౚ൯

≲ ‖g‖୆,౦
౦ ൫ℝౚ൯ ,     = αd(1 2⁄ − 1 p⁄ ).       (13) 

Theorem (4.1.1) is an immediate consequence of Corollary(4.1.9) since the Besov space Bଵ ୮,ଵ⁄
୮ ൫ℝୢ൯ 

is continuously embedded in the space CO of continuous bounded functions which vanish at 
infinity.  
To see how Corollary(4.1.9) follows from Theorem (4.1.7) we introduce dyadic frequency cutoffs 
in the t variable. We decompose the identity as I = ∑ ℒ୨୨ୀ଴  where ℒ఩f෢(т) = χ෤୨(т) = χ෤୨(т)fሚ(т) where 
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χ෤୨ = χ෤൫2ି୨|∙|൯ for j ≥ 1, with suitable χ෤ ∈ C଴∞ supported in (1 2⁄ , 2) and χ෤଴ is smooth and vanishes 
for |т| ≥ 2. Now we applyL୨to ϑT୩.୥. If 2୨ି஑୩ ∉ (2ିଵ଴, 2ଵ଴), then we apply an integration by parts in 
s to terms of the form 

ඵχ൫2ି୨|т|൯χ൫2ି୩|ξ|൯g෤(ξ)e୧(〈୶.ஞ〉ା୲) නϑ(s)e୧ୱ(|ஞ|ಉି)dsdξd. 

One finds that for this range the contribution of ℒ୨[ϑT୩g] is negligible; namely 

ቆන න หℒ୨[ϑT୩g](x, s)ห୮dxds
ℝౚℝ

ቇ
ଵ ୮⁄

≲ C୒min൛2ି஑୩୒, 2ି୨୒ൟ‖g‖୮if2୨ି஑୩ ∉ (2ିଵ଴, 2ଵ଴). 

Thus a localization in ~ where corresponds to a localization in T where ITI We combine this with 
Theorem (4.1.7) applied to and obtain 
 
Section (4.2): Schrödinger Operator and Space-TimeEstimates 
We consider the Schrodinger equation, i ∂୲u + ∆u = 0, with initial data u(. , o) = ݂. 
When ݂is a Schwartz function, the solution can be written as u = Uf, where 

                             Uf(x. t) ≡ e୧୲∆f(x) = ଵ
ଶ஠ౚ

න fመ(ξ)eି୧୲|ஞ|మା୧〈୶,ஞ〉

ℝౚ
dξ.                                (23) 

And ෡  denotes the Fourier transform defined byfመ(ξ) = ∫ f(y)eି୧(୷.ஞ)dy. We fix a compact time 
interval I and L୯(ℝୢ; L୰(I)) be the space equipped with mixed norm  

‖u‖୐౧(ℝౚ;୐౨(୍)) = ቌන ቆන ,ݔ)ݑ| ௥|(ݐ
ூ

ቇݐ݀
௤ ௥⁄

ݔ݀
ℝ೏

ቍ

ଵ ௤⁄

. 

Our aim is to bound the solution in this space whet h initial data are given in the Sobolev spaces L஑
୮ , 

with norm ‖f‖୐ಉ౦ = ฮ(I − ∆)஑ ଶ⁄ fฮ୐౦൫ℝౚ൯. We shall always assume that ݍ, ݎ ≥ 2, and we will mostly 

assume ݌ ≥ 2 as well. The cases ݎ = 2, ݎ = ݎ and ݍ = ∞ are of particular interest. 
Theorem (4.2.1) [118]:Let 2 ≤ p ≤ ∞. 
Then ܷ ∶ ௣(ℝ)ܮ → ;௣(ℝܮ ݎ is bounded if and only if ((ܫ)௥ܮ  ≤ 2. 
The sufficiency of the condition follows from [16]. The necessary is a consequence of the following 
more precise bounds for frequency localized functions which also illustrated the sharp of the 
necessary conditions of [16] (at least in the cases r ≤ q and d = 1). 
Corollary (4.2.2) [118]:Suppose that 2 ≤ r ≤ p ≤ q, మ౧ + భ

౨ < 1 − భ
౦ . 

ThenU ∶  B஑.୯
୮ (ℝ) → L୰(I)isboundedwithα = 1 − ଵ

୮
− ଵ

୯
− ଶ

୰
. 

When p = q one could hope for the following estimates. 
Conjecture(4.2.3) [118]:Letp ∈ [2, ∞]r ∈ [2, ∞]satisfyౚ౦ + భ

౨ < ౚ
మandమౚశభ

౦ + భ
౨ < d. 

ThenU ∶  B஑.୯
୮ ൫ℝୢ൯ → L୮ ቀℝୢ; L୰(1)ቁ isboundedwithα = d ቀ1− ଶ

୮
ቁ − ଶ

୰
. 

To prove the conjecture it would suffice to prove the sharp estimates with r = ∞, p and  2. The 
estimates with r = ∞ strengthen the sharp  L୮-Sobolev bounds for fixed t and α = 2d|1 2⁄ − 1 p⁄ | 
due to Fefferman-Stein [31] and Miyachi [37]. In [114], the conjecture was proven in the reduced 
range p ϵ ൫మ(ౚశమ)

ౚ , ∞൯, and for d = 1 it was proven in the range p ∈ (4, ∞). In [108], the conjecture 
was proven for pϵ൫మ(ౚశయ)

ౚశభ , ∞൯, with r ≥ p; moreover a related result was proven for the semigroup 
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exp it൫(−∆)஑ ଶ⁄ ൯ for α = 1. A nonendpoint result for  α = 2, p = r has been previously obtained in 
[46]. 
In the case of the Schrodinger semigroups (α = 2) it is well known that the local something and 
maximal inequalities are closely related to estimates for the adjoint restriction operator for a 
compact portion of the paraboloid in ℝୢାଵ (see [15], [24], [110], [11], [46]). Here we improve the 
known L୯(L୰) bounds for q = r by establishing the actual equivalence of the space-time regularity 
estimates with estimates for the adjoint restriction operator (a related result establishing the the 
equivalence between the ajoint restriction and Bochner-Riesz for paraboloids was found by Garbery 
[28]). 
Let ℰ denote the adjoint restriction (or Fourier extension) operator given by 

εf(ξ, s) = න f(y)e୧ୱ|୷|మି୧dy
|୷|ஹଵ

(ξ, s)ϵℝୢxℝ.                               (24) 

Definition (4.2.4) [118]: We say that R∗(p → q) holds true if ε ∶  L୮൫ℝୢ൯ → L୯൫ℝୢାଵ൯ is bounded. 
In the critical case q(p) = ౚశమ

ౚ pᇱ it follow from the explicit formula 

Uf(χ, t) = ଵ
(ସ஠୧୲)ౚ మ⁄ න exp ቀ୧|஧ି୷|మ

ସ୲
ቁ f(y)dy                                     (25) 

And scaling that R∗(p → q(p)) implies the L୮൫ℝୢ൯ → L୯(୮)൫ℝୢ x I൯ boundedness of  U. 

Moreover it was also shown in [46] it implies the L஑
୮ → L୯൫ℝୢ x I൯ bound for α > 2d ቀభమ−

భ
౦ቁ −

మ
౦. 

we strengthen these results as follows. 
Corollary(4.2.5) [118]:Let 2 < q଴ < ∞, 1 ≪ p଴ ≤ q଴ , and suppose that R∗(p଴ → q଴)holds. 

Letq଴ < q < ∞, q ≤ r ≤ ∞andsupposethat 0 ≤ ଵ
୮
− ଵ

୯
≥ ଵ

୮బ
− ଵ

୯బ
. 

ThenU ∶  B஑
୮൫ℝୢ൯ → L୯ ቀℝୢ; L୰(I)ቁ isboundedwithα = d ቀ1− ଵ

୮
− ଵ

୯
ቁ − ଶ

୰
. 

Using also the trivial R∗(1 → ∞) one can deduce the conclusion in the larger range pଵ(q) < p ≤ q, 
where pଵ(q) < p଴ is defined by భ

౦భ(౧) = భ
౦బ

+ ቀ1 − ౧బ
౧ ቁ ቀ1− భ

౦బ
ቁ. 

Given Theorem (4.2.8) the recent progress on R∗(p → p) by Bourgain and Guth [110] can be used 
to verify Conjecture (4.2.3) for new parameters (see also [16] below for the case p ≠ q). In two 
dimensions their implies that the conjecture holds in the case p = q ≤ r for p > 33 10;⁄  moreover, 
in higher dimensions, it holds for p = PBG(d) with PBG(d) = 2 + 3dିଵ + O(dିଶ) (see [110] for 
their exact range of p).  
In two dimensions a better range for p can be obtained for large r; this is closely related to previous 
results on maximal operators for L஑ଶ  function and result on Planchon’s conjecture in ℝଶ (cf. [52], 
[11], [59], [115]). 
Corollary (4.2.6) [118]:Let 2 ≤ p ≤ 16 5.⁄  
Then U ∶  B஑

୮(ℝଶ) → L୮(ℝଶ; L∞(I)) isboundedwithα > 3 4.⁄  
Unlike the rest of the estimates in this article, there is no reason to suspect that this is sharp with 
respect to the regularity in the range 2 ≤ p < 16 5⁄ . 
By m(D) we denote the convolution operator with Fourier multiplier m; that is to saym(D)෣ f = mfመ. 
For two nonnegative quantities A, B the notation A ≲ B and B ≲ A. 
We formulate a more technical version of Theorem (4.2.8) that applies to mixed norm inequalities. 
In what follows let 
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A(p) ∶= ൛ξϵℝୢ ∶  3p ≤ |ξ| ≤ 12pൟ.                                        (26) 

Theorem (4.2.7) [118]:Letp, q, rϵ[2, ∞], p ≤ q,β > −d ቀభమ−
భ
౦ቁ . Thentheinequality 

sup
⋋> 1

⋋షಊ sup
‖f‖୮ ≤ 1൭න ቆන ቚεf ቀୱ

⋋
ξ, sቁቚ

୰
ds

ଶ⋋

⋋
ቇ
୯ ୰⁄

dξ
୅(⋋)

൱
ଵ ୯⁄

< ∞(27) 

Holds if and only if for ? = d ቀ1− భ
౦ −

భ
౧ቁ −

మ
౨ + 2β, 

sup
‖f‖୆?.భ

౦ ≤ 1ะቆන หe୧୲∆fห
୰
dt

ଵ

ିଵ
ቇ
ଵ ୰⁄

ะ
୯

< ∞.                         (28) 

Taking Theorem (4.2.7) for granted we can quickly give 
Theorem (4.2.8) [118]:Suppose 2 ≤ p ≤ q < ∞. The the following are equivalent: 

(i) R∗(p → q)holds. 
(ii)TheoperatorU ∶  B஑.ଵ

୮ ൫ℝୢ൯ → L୯൫ℝୢ x I൯isbundedwithα = d ቀ1 − ଵ
୮
− ଵ

୯
ቁ − ଶ

୯
. 

We can also obtain result on larger spaces (including the Sobolev space L஑
୮ ) if we give up endpoint 

in the q-range. 
Proof. By Theorem (4.2.7) we just have to show that R∗(p → q) with equivalent to (6) for large ⋋, 
in the case q = r and β = 0. Clearly the later is implied by bounded above and below in the region 
where s ≈⋋.Vice versa, supposing that (28) holds in the case q = r and β = 0, by the chang of 
variables, we have that ε ∶  L୮൫ℝୢ൯ → L୯(W⋋), where 

W⋋ = {(ξ. s) ∶ sϵ[⋋ .2 ⋋],    xϵA(s)}. 
For ωϵℝୢାଵ define fன(y) = e୧(ன.୷)ି୧னୢାଵ|୷|మf(y) and observe that εfன = εf(.−ω). Thus using a 
finit number of translations we see that ε ∶  L୮൫ℝୢ൯ → L୯(B⋋), where B⋋ of radius ⋋ centered at the 
origin, and the operator norm is uniformly bounded in ⋋. Letting ⋋→ ∞yieds R∗(p → q). 
Lemma (4.2.9) [118]:Letp, q, rϵ[2, ∞]withp ≤ qandlet ⋋≥ 1. supposethat 

ቌන ቆන ቚεf ቀ ୱ
⋋మ
ξ. sቁቚ

୰
ds

⋋మ
ቇ
୯ ୰⁄

dξ
୅(⋋మ)

ቍ

ଵ ୯⁄

≤ A‖f‖୮                        (29) 

holds. Then, forψϵCୡ∞withsupportin{ξ ∶ < |ξ| < 5}, 

ะቆන ቚe୧୲∆ψ ቀୈ
⋋
ቁ fቚ

୰ଵ

ଵ ଶ⁄
ቇ
ଵ ୰⁄

ะ
୯

≲ A ⋋஑ ‖f‖୮,    α = d ቀ1 − ଵ
୮
− ଵ

୯
ቁ − ଶ

୰
.         (30) 

Proof.If f⋋ is characteristic function of a ball of radius (100⋋)ିଶ then หε(f⋋)൫ ౩
⋋మ
ξ, s൯ห ≥

⋋ିଶୢ for(⋋ ξ, s)ϵA൫(⋋ଶ)൯x[⋋ଶ, 2 ⋋ଶ].The resulting lower bound A ≥ c ⋋ଶୢ(ିଵାଵ ୮ାଵ ୯⁄⁄ )ାଶ ୰⁄  (which 
is far from being sharp) will be used repeatedly to dominate certain error terms which decayfast in 
⋋. 
The convolution kernel for e୧୲∆ψ൫ీ⋋൯ can be written as 

k୲⋋(x) = ቀ ⋋
ଶ஠
ቁ
ୢ
නψ(ξ)eି୧୲⋋మ|ஞ|మା୧⋋(୶.ஞ)dξ. 

By integration by parts it follows that 
k୲⋋(x)|≤ C୒|x|ି୒, | ≥ 11 ⋋ .                                                               (31) 
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Hence, by a standard argument,  

ቆන ቆන |k୲⋋ ∗ f|୯ ୰⁄ dt
ଵ

ଵ ଶ⁄
ቇ

|୶|ஸଵଵ⋋
ቇ
୯ ୰⁄

dx ≲ A ⋋஑ ‖f‖୮,    α = d − ୢ
୮
− ୢ

୯
− ଶ

୰
       (32) 

For f supported in the cube of the sidelength ⋋ 2dିଵ centered at the origin. Indeed, suppose that 
(32) is verified, let ौ⋋ = {Q}be a grid of cubes with sidelength ⋋ 2dିଵ, and centres ୕ݔ, and let B୕ 
be the ball of radius 11⋋ centred r୕. Then we may estimates the L୯(ℝୢ;  L୰([2, 1])) norm of 
e୧୲∆ψ൫ీ⋋൯ by 

ቌන෍ࣲQ(஧)

୕

ቆන หk୲⋋ ∗ ൣfχ୕൧(x)ห୰dt
ଵ

ଵ ଶ⁄
ቇ
୯ ୰⁄

dxቍ

ଵ ୯⁄

ቌන෍χQ(୶) ቀቚ݇ݐ
⋋ ∗ ቂ݂߯ℝ݀\ܳܤቃ(ݔ)ቚ

ݎ
dtቁ

୯ ୰⁄
dx

୕

ቍ

ଵ ୯⁄

  (33) 

By Minkowski’s inequality in L୰. We use the finite overlap of the balls, the translation invariance of 
the operators and (32) to estimate the first term by 

CA ⋋஑ ቌ෍ฮfχ୕ฮ୮
୯

୕

ቍ

ଵ ୯⁄

≲ CA ⋋஑ ‖f‖୮ 

Where for the last inequality we have used the assumption p ≤ q. For the second term in (33) we 
use (31) with N > 2d and then Young’s to bound it by 

C൭න ቈන |w|ି୒f(x − w)dw
|୵|ஹଵ଴⋋

቉
୯

dx൱
ଵ ୯⁄

≲⋋ି୒ାୢቀଵିభ౦ା
భ
౧ቁ ‖f‖୮ ≲ A ⋋஑ ‖f‖୮ . 

We used the trivial lower bound for A in the last step. 
Our task is now to prove (32). We use a stationary phase calculation to see that k୲⋋ = H୲

⋋ + E୲⋋, 
where 

k୲⋋(x) = ୣష౟|౮|మ ర౪⁄

(ସ஠୧୲)ౚ మ⁄ ෍ψ୴ ቀ
୶
ଶ⋋୲
ቁ
⋋ష౬

୑

୴ୀ଴

 

And                                              |E⋋(x, t)| ≤ C୐ ⋋ି୐ 
Where we chose L ≫ d. For the leading term ψ଴ = ψ, and the functions ψ୴ are obtained by letting 
certain differential operators act on ψ; thus ψ୴(इ) = 0 for |इ| ≤ 4 and |इ| ≥ 5. 
For the error we use a trivial bound 

൭න ቆන ൤න|E⋋(x − y, t)||f(y)|dy൨
୰

dt
ଵ

ଵ ଶ⁄
ቇ
୯ ୰⁄

|୶|ஸଵଵ⋋
dx൱

ଵ ୯⁄

≲⋋ୢି୐ ‖f‖୮ ≲ A ⋋஑ ‖f‖୮ . 

For the oscillatory terms we have to prove the inequality 

൭න ቆන ฬනψ୴ ቀ
୶ି୷
ଶ⋋୲

ቁ exp ቀi|୶ି୷|మ

ସ୲
ቁ f(y)dyฬ

୰
dt

ଵ

ଵ ଶ⁄
ቇ
୯ ୰⁄

|୶|ஸଵଵ⋋
dx൱

ଵ ୯⁄

≲ A ⋋஑ ‖f‖୮.         (34) 

Whenever f is supported in {|y| ≤ ⋋ 2⁄ }. By a change of variable t → u = 1 t⁄  (with u ≈ t ≈ 1) and 
the support properties for ψ୴ this follows from 

൭න ቆන ቤන ψ୴ ቀ
୳(୶ି୷)
ଶ⋋

ቁ exp ൬i୳
ସ
(|y|ଶ − 2〈x− y〉)൰             (35)  

|୷|ஸ⋋ ଶ⁄

ଶ

ଵళ
మ⋋ஸ|୶|ஸమభమ ⋋

 

Whenever f is supported in {|y| ≤ ⋋ 2⁄ }. We now use a parabolic scaling in the (x, u) variables and 
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setx =⋋ିଵ इ, u =⋋ିଶ s;      y = 2 ⋋ z. 
The previous inequality becomes 

൭න ቆන ቤන ψ୴൬
౩इషమ⋋మ౩౰

మ⋋ర
൰

|୸|ஸଵ

ଶ⋋మ

⋋మళ
మ⋋

మஸ|इ|ஸమభమ ⋋
మ

݁ୣ൬୧ቀୱ|୸|మି〈౩इ
⋋మ

,୸〉ቁ൰୤(ଶ⋋୸)(ଶ⋋)ౚୢ୸|౨ౚ౩
⋋మ
ቁ
౧ ౨⁄ ౚइ

⋋ౚ
ቁ
భ ౧⁄

 

                                                                                                       ≲ A ⋋஑ ‖f‖୮.                                   (36) 

We have the Fourier series expansion ψ୴(x) = ∑ cୣ.୴e୧(ୣ.୶)
ୣ஫ℤౚ  for xϵൣ− వ

భబπ, వ
భబπ൧

ୢ
 and for each v the 

Fourier coefficients are rapidly decaying, |Cℓ.୴| ≤ C୒.୴(1 + |ℓ|)ି୒. Thus 

ψ୴ ቀ
ୱइିଶ⋋మୱ୸

ଶ⋋ర
ቁ = ෍ Cℓ.୴e୧⋋షర〈ୱइ.ℓ〉 ଶ⁄ eି୧⋋షమୱ〈୸.ℓ〉.

ℓ

 

Using Minkowki’s inequality for the sum and the rapid decay of the Fourier coefficients the 
previous inequality (35) follows from 

ቌන ൭න ቤන exp ൬i ቀs|s|ଶ − 〈ୱ(इାℓ)
⋋మ

, z〉ቁ൰ f(2 ⋋ z)dz
|୸|ஸଵ

ቤ
୰

ds
ଶ⋋మ

⋋మ
൱
୯ ୰⁄

dइ
ళ
మ⋋

మஸ|इ|ஸమభమ ⋋
మ

ቍ

ଵ ୯⁄

 

≲ (1 + |ℓ|)୑A ⋋஑ିୢାమ౨ା
ౚ
౧ ‖f‖୮.                                   (37) 

The left hand side is trivially bounded byC ⋋ଶ ୰⁄ ାଶୢ ୯⁄  and therefore the displayed inequality holds 
for |ℓ| ≥ ⋋ଶ 4⁄ . if |ℓ| ≤ ⋋ଶ 4⁄ , we change variable and see that for (37) we only need to show 

ቌන ൭න ቤන ൬i ቀs|z|ଶ − 〈ୱइ
⋋మ

, z〉ቁ൰g(z)dz
|୸|ஸଵ

ቤ
୰

ds
ଶ⋋మ

⋋మ
൱
୯ ୰⁄

ଷ⋋మஸ|इ|ஸଵଵ⋋మ
dइቍ

ଵ ୯⁄

 

                                                  ≲ A ⋋஑ିୢାమ౨ା
ౚ
౧⋋ୢ ୮⁄ ‖g‖୮.                                 

The right hand side is just A‖g‖୮, So that this would follow from (29). 
Lemma (4.2.10) [118]:Let p, q, rϵ[2, ∞] and ⋋≫ 1. Let 2 < α଴ < αଵ and let a radial Cୡ∞ 

functionwhichsatisfiesη(ξ) = 1 for஑బିଶ
ସ

≤ |ξ| ≤ 2(αଵାଶ). Suppose 

sup
‖f‖୮ ≤ 1ะቆන ቚe୧୲∆η ቀୈ

⋋
ቁ fቚ

୰
dt

ଵ

ଵ ଶ⁄
ቇ
ଵ ୰⁄

ะ
୯

≤ B.                  (38) 

Then 

ቌන ቆන ℰf ቀ ୱ
⋋మ
ξ, sቁ

୰ଶ⋋మ

⋋మ
ቇ
୯ ୰⁄

dξ
஑బ⋋మஸ|ஞ|ஸ஑భ⋋మ

ቍ

ଵ ୯⁄

≲ B ⋋ିୢାౚ౦ା
ౚ
౧ ‖f‖୮.         (39) 

Proof. In what follows let α = d ቀ1− భ
౦ −

భ
౧ቁ −

మ
౨. We begin by observing the lower bound B ≥ c ⋋஑ 

which follows from the example in (ii). 
By a change of variable ξ =⋋ x, s =⋋ଶ p, y = 2 ⋋ z we see that (39) is equivalent with  

ቌන ൭න ቤන f ቀ ୷
ଶ⋋
ቁ e୧൫୮|୷|మ ସି୮〈୶,୷〉 ଶ⁄⁄ ൯dy

|୷|ஸଶ⋋
ቤ
ଶ

dp
ଶ

ଵ
൱
୯ ୰⁄

஑బ⋋మஸ|ஞ|ஸ஑భ⋋
dxቍ

ଵ ୯⁄

 

≤ CB ⋋ି஑ (2 ⋋)ୢ ⋋ିୢ ୯ିଶ ୰⁄⁄ ‖f‖୮ . 
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By inverting t = 1 p⁄  the previous inequality follows from  

ቌන ൭න ቤ ଵ
(ସ஠୧୲)ౚ మ⁄ න g(y)e

౟|౮ష౯|మ
ర౪ dy

|୷|ஸ⋋
ቤ
୰

dt
ଵ

ଵ ଶ⁄
൱
୯ ୰⁄

dx
஑బ⋋మஸ|ஞ|ஸ஑భ⋋

ቍ

ଵ ୯⁄

 

≲ CB ⋋ି஑⋋ୢିୢ ୮ିଶ ୰⁄⁄ ⋋ିୢ ୮⁄ ‖f‖୮ . 
Which can be rewritten as 

൭න ቆන หe୧୲∆g(x)ห୰dt
ଵ

ଵ ଶ⁄
ቇ
୯ ୰⁄

dx
஑బ⋋మஸ|ஞ|ஸ஑భ⋋

൱
ଵ ୯⁄

≲ B‖g‖୮.                          (40) 

For g supported in {y ∶  |y| ≤ 2 ⋋}. By assumption 

൭න ቆන ቚe୧୲∆η ቀୈ
⋋
ቁ g(x)ቚ

୰
dt

ଵ

ଵ ଶ⁄
ቇ
୯ ୰⁄

dx
஑బ⋋మஸ|ஞ|ஸ஑భ⋋

൱
ଵ ୯⁄

≤ B‖g‖୮. 

And thus (39) follows from the straightforward estimate 

ቌන ቆන ቤe୧୲∆ ቆ1 − η ൬
D
⋋൰ቇg(x)ቤ

୰

dt
ଵ

ଵ ଶ⁄
ቇ
୯ ୰⁄

dx
஑బ⋋మஸ|ஞ|ஸ஑భ⋋

ቍ

ଵ ୯⁄

≤ C୑ ⋋ି୑ ‖g‖୮ .         (41) 

Whenever g is supported in {y ∶  |y| ≤ 2 ⋋}. 
To see (41) we decompose the multiplier. Let xο be smooth and supported in{|ξ| < 2} 
And χο(ξ) = 1 for |ξ| ≤ 1, and let χκ(ξ) =  χο(2ିசξ) − χο(2ଵିசξ), for κ ≥ 1. Let 

E⋋.ச(x, t) = ଵ
(ଶ஠)ౚ

නχκ ቀஞ
⋋
ቁ ൬1 − η ቀஞ

⋋
ቁ൰ eି୧୲|ஞ|మା୧(୶,ஞ)dξ 

And we need to bound the expression 

ቆ1 − η ൬
D
⋋൰ቇ e୧୲∆g(x, t) = ෍න E⋋.ச(x − y)

|୷|ஸଶ⋋சஹ଴

g(y)dy. 

We now examine ∇ஞ(〈x − y, ξ〉 − tξଶ) = x −  y − 2tξ. since α଴ > 2, foe the relevant choices 
α଴|⋋| ≤ |x| ≤ αଵ ⋋, 1 2⁄ ≤ t ≤ 1, |y| ≤ 2 ⋋ we have 

|x − y − 2tξ| ≥ ቐ
ଵ
ଶ
(α଴ − 2)⋋       if |ξ| ≤ ஑బିଶ

ସ
⋋,

max ቄ|ஞ|
ଶ

, (αଵ − 2)⋋ቅ if |ξ| ≥ (αଵ − 2) ⋋.
 

Since 1− η(⋋) = 0 for ಉబషమర ≤ |ξ| ≤ 2(α଴ + 2), after an N-fold integration by parts we find that 
|E⋋.ச(x − y, t)| ≤ C୒(2ச ⋋)ୢି୒ for this choice of x, y, t, and the estimate (19) follows. 
To complete the Theorem (4.2.7) we also need the following scaling lemma. 

Lemma (4.2.11) [118]:Let γ > ݀ ቀభ౦−
భ
౧ቁ −

మ
౨. Supposethat for ⋋≫ 1 

ะቆන ቚe୧୲∆χ ቀୈ
⋋
ቁ fቚ

୰
dt

ଵ

ଵ ଶ⁄
ቇ
ଵ ୯⁄

ะ
୯

≲⋋ஓ ‖f‖୮.                                                 (42) 

where χϵCୡஶ is supported in (1 2, 2⁄ )(with suitable bounds). Then, for ⋋≫ 1. 

ቯቆන ቚe୧୲∆χ ቀୈ
⋋
ቁ fቚ

୰
dt

ଵ ଶ⁄
ቇ
ଵ ୰⁄

ቯ

୯

≲⋋ஓ ‖f‖୮.                                   (43) 
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Proof. It is easy to calculate that 

଴ஸ୲ஸ(଼⋋)మ ቚℱିଵ݌ݑݏ ቂχ ቀ ∙
⋋
ቁ exp(−it|∙|ଶ)ቃ (x)ቚ ≤ C୒ ⋋ୢ (1 +⋋ |x|)ି୒ 

And thus, byYoung’s inequality, 

ቯቆන ቚe୧୲∆χ ቀୈ
⋋
ቁ fቚ

୰
dt

(଼஛)షమ

଴
ቇ
ଵ ୰⁄

ቯ

୯

≲ ฯ⋋ିଶ ୰⁄ න⋋ୢ (1 +⋋ |y|)ି୒|f(∙ −y)|dyฯ
୯

≲⋋ୢቀభ౦ି
భ
౧ቁି

మ
౨ ‖f‖୮ .                                                                                                     (44) 

Now letting (8 ⋋)ିଶ ≤ b ≤ 1, 

ቆන ቚe୧୲∆χ ቀୈ
⋋
ቁ f(x)ቚ

ଵ ୰⁄
dt

ୠ

ୠ ଶ⁄
ቇ
ଵ ୰⁄

= bଵ ୰⁄ ቆන ቚχ ቀ ୈ
ୠభ మ⁄ ⋋

ቁ e୧ୱ∆ൣf൫bିଵ ଶ⁄ . ൯൧൫bିଵ ଶ⁄ x൯ቚ
୰

ds
ଵ

ଵ ଶ⁄
ቇ
ଵ ୰⁄

 

Thus by change of variable (42) implies 

ะቆන ቚe୧୲∆χ ቀୈ
⋋
ቁ f(x)ቚ

ଵ ୰⁄
dt

ୠ

ୠ ଶ⁄
ቇ
ଵ ୰⁄

ะ
୯

≲ ൫√b൯
ିୢቀభ౦ି

భ
౧ቁି

మ
౨൫⋋ √b൯

ஓ
‖f‖୮. 

We chose b = 2ିଵ. and since γ > d ቀభ౦−
భ
౧ቁ −

మ
౨ we may sum over I with (8 ⋋)ିଶ ≤ 2ିଵ ≤ 1 and 

combine with (44). Hence we get 

ะቆන ቚe୧୲∆χ ቀୈ
⋋
ቁ fቚ

୰
dt

ଵ

଴
ቇ
ଵ ୰⁄

ะ
୯

≲⋋ஓ ‖f‖୮. 

Now (43) with I = [−1,1] follows using the formula e୧୲∆f = eన୲∆f ̅തതതതത,and the triangle inequality. 
Finally, by scaling, we can enlarge the time interval (so that the implicit constant is of course 
dependent on the interval), and we are done. 
Proposition (4.2.12) [118]:Let 2 ≤ p, q, r ≤ ∞, andsuposethatthereconstantCsuchthat 

‖Uf‖୐౧(ℝౚ;୐౨(୍)) ≤ C‖f‖୐ಉ౦൫ℝౚ൯                                                       (45) 

wheneverfϵL஑
୮ ൫ℝୢ൯. Then 

(i)p ≤ q, 
(ii)α ≥ d ቀ1− ଵ

୮
− ଵ

୯
ቁ − ଶ

୰
, 

(iii)α ≥ ଵ
୯
− ଵ

୰
,   

(iv)α ≥ ଵ
୯
− ଵ

୮
, 

(v)α > ଵ
୯
− ଵ

୮
ifr > 2, 

(vi)α > 0        ifr = 2, p = q > 2, d ≥ 2. 
The proposition can be strengthened by replacing the Sobolev norm by the Besov norm B஑

୮. v, for 

anyv > o, where ‖f‖୆ಉ.౬
౦ = ൫∑ 2୩஑୴‖P୩f‖୮୴୩ஹ଴ ൯ଵ ୴⁄

. Here, for k ≥ 1, the operators p୩ localize 

frequencies to annuli of width ≈ 2୩ and p଴ = 1 − ∑ P୩୩ஹଵ . Recall that B஑
୮. v is contained in L஑

୮  for 
v ≤ min {2, p}. 
The inequality (45) has been considered in many especial cases and some of the necessary 
conditions in Proposition (4.2.12) are related to similar conditions for other problems in harmonic 
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analysis. In what follow we set αୡ୰(p; q, r) ∶= d(1− భ
౦ −

భ
౧)− మ

౨. 
(a) If p = 2, then the condition (ii)coincides with (iii)if  ౚశభ౧ + భ

౨ = ౚ
మ.  This is the condition in the 

end point version of Planchon’s conjecture (cf. [52], [115]). 
(b) If p = 2 and r = ∞, then the condition (iii) follow from the necessary conditions for carleson’s 
problem [4, 15], via an equivalence between local and global estimates [46]. 
(c) If p = 2 and 2 ≤ r ≤ q. then the condition α ≥ αୡ୰(p; p, r) is more restrictive than (iv) if 

d ቀభమ−
భ
౦ቁ −

భ
౨ > 0. In particular, if r = 2, and α = αୡ୰(p; p, 2), the range p > మౚ

ౚషభ is necessary (in 

analogy to the Bochner-Riesz conjecture in ℝୢ), and for r = p,α = αୡ୰(p; p, r) the range p > మ(ౚశభ)
ౚ  

is necessary (as to equivalent adjoint restriction theorem for the sphere in ℝୢାଵ, 
. (d) If p < q = r then the condition α ≥ αୡ୰(p; p, 2) is more restrictive than (iv) if  ୢାଵ

୯
≤ ୢିଵ

୮ᇲ
, the 

familiar range for the adjoint restriction theorem for the sphere in ℝୢ . Likewise if, p < q = r then 

the condition α ≥ max αୡ୰(p; q, q) implies ୢାଶ
୯
≤ ౚ

౦ᇲ
 ,   the range for the adjoint restriction theorem 

for the paraboloid in ℝୢାଵ. 
(e) The necessity of the strict inequalities in(v), (vi) is proved by considerations which involve  the 
Besicovich set.  The necessity of the condition (vi) in dimensions d ≥ 2 comes from the fact that a 
sharp square function estimate for the Schrodinger operator implies sharp bounds on Bochner-Riesz 
multipliers. The necessity for the open range (v) in one dimension was left open in [16]. 
Proof. First we discuss the easier necessary conditions (i)-(iv). 
i) The conditionp ≤ q. This follows from the translation invariance (see an argument in [112]). 
More precisely, the L஑

୮ ൫ℝୢ൯ → L୯(ℝୢ;  L୰(I)) boundedness is equivalent with the L୮൫ℝୢ൯ →
L୯(ℝୢ;  L୰(I)) boundedness of the operator Uൣ(1− ∆)஑ ଶ⁄ f൧ which commutes with translation on ℝୢ . 
Let A = sup‖୤‖౦ ≤ 1ฮUൣ(1 − ∆)஑ ଶ⁄ f൧ฮ୐౧(୐౨). Then by the density argument, for ϵ > 0 there is a g ∈

Cୡஶ൫ℝୢ൯ such that A −  ϵ > ฮUൣ(1− ∆)஑ ଶ⁄ g൧ฮ୐౧(୐౨) and ‖g‖୮ = 1. One may test the inequality 

with f = g + g(. +αeଵ). Letting α → ∞, we see that (A − ϵ)2ଵ ୯⁄ ≤ A2ଵ ୮⁄ , which gives A2ଵ ୯⁄ ≤
A2ଵ ୮⁄  by letting ϵ → 0, and thus p ≤ q. 
ii) The condition α ≥  d ቀభ౦−

భ
౧ቁ −

మ
౨. This condition follows by a focusing example (see for 

example [46]). Let η ϵ Cୡஶ be radial and supported in {ξ ∶ 1 < |ξ| < 2}. Moreover |Uf(x, t)| ≳⋋ୢ if, 
for suitable c > 0, |x| ≤ c ⋋ିଵ and หt − భ

మห ≤⋋
ିଶ. For Large ⋋ this leads to the restriction α ≥

d ቀభ౦ −
భ
౧ቁ −

మ
౨. 

iii) The condition α ≥ భ
౧ −

భ
౨. Let g⋋be defined bygො⋋(ξ) = χ(|ξ −⋋ eଵ|), χ supported in an ϵ − 

niighborhood of 0 (see [7], [24]), so that g ⋋୐ಉ
౦≲⋋஑. Also 

Ug ⋋ (x, t) = ଵ
(ଶ஠)ౚ

නχ(|h|)e୧ம⋋(୶,୲,୦)dh 

Where iϕ ⋋ (x, t, h) = −t|h|ଶ − t ⋋ଶ+ rଵ ⋋ +〈r − 2t⋋ eଵ〉. Then |Ug ⋋ (x, t)| ≥ c଴ > 0 if 
|t − (2 ⋋)ିଵx1| ≤ c ⋋ିଵ for 0 ≤ x1 ≤⋋, |x୧| ≤ c, i = 2 … . , d. It follows that ‖Uf‖୐౧൫୐౨(୍)൯ ≥

⋋ଵ ୯⁄ ିଵ ୰⁄ . Hence the condition α ≥ 1 q⁄ − 1 r⁄  follows. 
iv) The condition α ≥ భ

౧−
భ
౨. Let ⋋≫ 1 and set h⋋෢(η) = ϕ(ηᇱ) ⋋ ϕ൫⋋ (ηଵ −⋋)൯ with ϕ ϵ Cୡஶ(ℝ). 
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Then h⋋୐ಉ౦ ≲⋋
஑⋋ଵ ୮⁄ . Note that 

Uh⋋(x, t) = ଵ
(ଶ஠)ౚ

න eି୧୲ห஗ᇲห
మା୧〈୶ᇲ,஗ᇲ〉൯ϕ(|ηᇱ|)dηᇱe୧⋋మ୲ା୧⋋୶భ න e୧൫ି୲ஞభమିଶ⋋୲ஞభା୶భஞభ൯ ⋋ ϕ(⋋ ξଵ)dξଵ, 

So that |Uh ⋋ (x, t)| ≥ c > 0 if |t|, |xᇱ| ≤ c and |xଵ| ≤ c ⋋ for small enough c > 0. This shows the 
necessity of α ≥ 1 q⁄ − 1 p.⁄  
To show the conditions (v) and (vi), we use sharp bounds in the construction of Besicovich sets 
[113] and adapt Fefferman’s argument for the disc multiplier [111] (see also [109]). 
v) The condition α ≥ భ

౧ −
భ
౨  ୧୤ ୰ வଶ. This follows from 

Proposition (4.2.13) [118]:Letݍ,݌, Let η be a radial Cୡஶ function satisfying η(ξ) .(∞,2) ߳ ݎ = 1 for 
1 4⁄ ≤ |ξ| ≤ 12. Define α⋋ by   

α⋋(p, q, r) =
sup

‖f‖୮ ≤ 1ะቆන ቚe୧୲∆η ቀୈ
⋋
ቁ fቚ

୰
dt

ଵ

ଵ ଶ⁄
ቇ
ଵ ୰⁄

ะ
୐౧൫ℝౚ൯

.                         (46) 

Then for ⋋≫ 1. 
α⋋(p, q, r) ≥ c ⋋ଵ ୯⁄ ିଵ ୮⁄ (log⋋)ଵ ୯⁄ ିଵ ୰⁄ .                                                    (47) 

Proof. In what follows we set 
Aସ(⋋ଶ) = {x ∶ 3 ⋋ଶ≤ |ξ| ≤ 4⋋ଶ}. 

By Lemma (4.2.10) wit parameters α଴ = 3, αଵ = 4, for ⋋≫ 1 

sup
‖f‖୐౦ ≤ 1ቌන ቆන ቚεf ቀ

s
⋋ଶ  ξ, sቁቚ

୰ଶ⋋మ

⋋మ
dsቇ

౧
౨

dξ
୅ర(⋋మ)

ቍ

భ
౧

≲ α⋋(p, q, r) ⋋ିୢାౚ౦ା
ౚ
౧ା

మ
౨ . 

Let  

Tf(ξ, s) = εf ቀ
s
⋋ଶ  ξ, sቁ. 

Using Khintchine’s inequality we also get 

sup
ฮ ௝݂ฮ௅೛൫ℓమ൯ ≤ 1

⎝

⎜
⎛
න ൮න ቌ෍หܶ ௝݂ห

ଶ

௝

ቍ

ೝ
మ

ݏ݀
ଶ⋋మ

⋋మ
൲

೜
ೝ

஺ర(⋋మ)
ߦ݀

⎠

⎟
⎞

భ
೜

≲ ,ݍ,݌)⋌ߙ (ݎ ⋋ିௗା೏೛ା
೏
೜ା

మ
ೝ .               (48) 

For integers |j| ≤ ⋋ 10,⁄  Let z୨ = (⋋ିଵ j, 0, … , 0) in ℝୢ. Let I୨ = ൛y ∶  หy − z୨ ≤ (100d⋋)ିଵหൟ. Let 
R୨ = ൛(ξ, s)ϵℝୢାଵ ∶  |ξ − 2j ⋋ିଵ s| ≤ 10ିଵ ⋋, |ξ୧| ≤ 10ିଵ ⋋, i = 2, … , d, |s| ≤ 100ିଵ ⋋ଶൟ. 
For a pointwise lower bound we use the following lemma. 
Lemma (4.2.14) [118]:Let α ϵℝୢ, b ϵ ℝ, and  gj(y) = χI୨(y)e୧〈஑,୷〉ି୧ୠ|୷|మ . Then there is a constant c 
> 0, independent of ⋋, j so that 

Re ቂe୧〈ஞିୟ,୸ౠ〉ି୧(ୱିୠ)ห୸ౠห
మ
εඋg୨ඏξ(ξ, s)ቃ ≥ c ⋋ିୢ, if (ξ, s) ∈ R୨ + (a, b). 

Proof. Let I଴ = {y ∶  |y| ≤ (100d⋋)ିଵ}. We have 

εg୨(ξ, s) = න e୧ୱ|୷|మି୧〈ஞ,୴〉g୨(y)dy = න eି୧〈ஞିୟ,୸ౠା୦〉ା୧(ୱିୠ)ห୸ౠା୦ห
మ
χI୨൫z୨ + h൯dh

= eି୧〈ஞିୟ,୸ౠ〉e୧(ୱିୠ)ห୸ౠห
మ
න eି χ୍బ(h)dh 
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The pointwise lower bound follows quickly. 
Let N⋋ to be the largest integer which is smaller than ⋋ 10⁄ . By making use of the Besicovich set 
construction of Keich [113]. There are vectors v୧ ∈ ℝୢାଵ such that v୨ = a୨eଵ + b୨eୢାଵ for some 
a୨ , b୨ ∈ ℝ, v୨ + R୨ ⊂ {(ξ, s) ∶ ⋋ଶ≤ s ≥ 2 ⋋ଶ}, and 

measቌራ൫v୨ + R୨൯
୒⋋

୨ୀଵ

ቍ ≲ ⋋ౚశయ

୪୭୥ ⋋
. 

This is just obvious extension of the two dimensional construction which gives a collection of 

rectangles ቄR୨
|ଶ|ቅ and vectors a୨, b୨ such that meas ቀ⋃ ൫v୨ + R୨൯

୒⋋
୨ୀଵ ቁ ≲ ⋋ర

ౢ౥ౝ ⋋ and a୨ , b୨ +

R୨
|ଶ|{ξଵ, s ∶⋋ଶ≤ s ≤ 2⋋ଶ}. 

Let Ф(ξ, s) = ൫ ౩
⋋మ

 ξ, s൯ which is 1 − 1 0n Aସ(⋋ଶ) × [⋋ଶ, 2⋋ଶ], and has Jacobian JФ with 
หdet൫JФ(ξ, s)൯ห~1.  Let 

       v୨ ∶= Фିଵ൫v୨ + R୨൯ ∩ (Aସ(⋋ଶ) × [⋋ଶ, 2 ⋋ଶ]),      E ∶= ራ v୨
୨ୀଵ,… ,୒⋋

.                  

Then it follows that 

⋋ୢାଶ≲  meas൫v୨൯,         meas(E) ≲ ⋋ౚశయ

୪୭୥ ⋋
.                                            (49) 

Let f୨(y) = χ୍ౠ(y)e୧〈ୟౠ,୷〉ି୧ୠౠ|୷|మ. Then by Lemma (4.2.14), 

หTf୨(ξ)ห ≲⋋ିୢ ,         ξ ∈ V୨,                                                                        (50) 
And 

ብቀ෍หf୨ห
ଶ
ቁ
ଵ ଶ⁄
ብ
୮
≲⋋ଵିୢ ୮⁄ .                                                                      (51) 

We now modify argument in [109]. By (49), we have 

⋋ୢାଶ≲ N⋋ ⋋ୢାଶ≲෍meas൫v୨൯
୒⋋

୨ୀଵ

                                                          (52) 

= න ෍χv୨(ξ, s)ds dξ
୒⋋

୨ୀଵ୉
≲⋋ଶୢ න ෍หTf୨(ξ, s)หଶ

୒⋋

୨ୀଵ୉
ds dξ, 

And by application of Hölder’s inequality, 

⋋ଶୢ න ෍หTf୨(ξ, s)หଶ
୒⋋

୨ୀଵ୉
≲⋋ଶୢ A. B,                                                           (53) 

Where 

A =

⎝

⎜
⎛
න ൮න ቌ෍หTf୨(ξ, s)หଶ

୨

ቍ

౨
మ

ds
ଶ⋋మ

⋋మ
൲

మ
౨

୅ర(⋋మ)
dξ

⎠

⎟
⎞

మ
౧

, 
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B = ൮න ቆන χ୉(ξ, s)ds
ଶ⋋మ

⋋మ
ቇ

(౧ మ⁄ )ᇲ
(౨ మ⁄ )ᇲ

dξ
୅ర(⋋మ)

൲

ଵିమ౧

. 

From (48) and (51) we obtain, 

A ≲ ൬⋋
భషౚ
౦ ३⋋(p; q, r) ⋋ିୢାభ౦ା

ౚ
౧ା

మ
౨൰

ଶ
.                                                              (54) 

In order to estimate B we set 

३(ξ) = න χ୉(ξ, s)ds
ଶ⋋మ

⋋మ
, 

The measure of the vertical cross section of E at ξ. For M > 0. we break 

B ≲ ቆන ३(ξ)
(౧ మ⁄ )ᇲ

(౨ మ⁄ )ᇲ

{ஞ∈୅ర(⋋మ) ∶ ३(ஞ)ஸ୑}
dξቇ

ଵିమ౧
+ ቆන ३(ξ)

(౧ మ⁄ )ᇲ

(౨ మ⁄ )ᇲ

{ஞ∈୅ర(⋋మ) ∶ ३(ஞ)ஸ୑}
dξቇ

ଵିమ౧
. 

From the construction of E it is obvious that ३ is supported in a tube where |ξଵ| ≤ C ⋋ଶ and |ξଵ| ≤
C ⋋, 2 ≤ i ≤ d, so that 

ቆන ३(ξ)
(౧ మ⁄ )ᇲ

(౨ మ⁄ )ᇲ

{ஞ∈୅ర(⋋మ) ∶ ३(ஞ)ஸ୑}
dξቇ

ଵିమ౧
≲ Mଵିమ౨ ⋋(ୢାଵ)ቀଵିమ౧ቁ. 

Moreover since r ≤ q and therefore (1 − (୯ ଶ⁄ )ᇲ

(୰ ଶ⁄ )ᇲ
) ≥ 0, by (49) 

ቆන ३(ξ)
(౧ మ⁄ )ᇲ

(౨ మ⁄ )ᇲ

{ஞ∈୅ర(⋋మ) ∶ ३(ஞ)ஸ୑}
dξቇ

ଵିమ౧
≲ නቆ३(ξ)M

(౧ మ⁄ )ᇲ

(౨ మ⁄ )ᇲdξቇ
ଵିమ౧

 

≤ M
మ
౧ష

మ
౨meas(E)ଵି

మ
౧ ≲ M

మ
౧ష

మ
౨ ቀ⋋

ౚశయ

୪୭୥⋋
ቁ
ଵିమ౧

. 

Combining these two bounds, we have 

B ≲ Mଶ ୰⁄ ⋋(ୢାଷ)ቀଵିమ౧ቁ ൤M⋋ିଶቀଵିమ౧ቁ+ M
మ
౧(log⋋)

మ
౧షభ൨, 

And choosing M =⋋ଶ (log⋋)ିଵ, with optimizes the above, we obtain 

B ≲⋋(ୢାଷ)(ଵିమ౧)⋋
ర
౧ష

ర
౨ (log⋋)

మ
౨షభ.                                                                      (55) 

Finally, we combine (55), (54), (53) and (52) to obtain 

⋋(ୢାଷ)≲⋋ଶୢ⋋(ୢାଷ)(ଵିమ౧)⋋
ర
౧ష

ర
౨ (log⋋)

మ
౨ ൤⋋

భషౚ
౦ ३⋋(p; q, r)⋋ୢାౚ౦ା

ౚ
౧ା

మ
౨൨
ଶ

, 

Which yields ३⋋(p; q, r) ≥ c(log⋋)
భ
మష

భ
౨ ⋋

భ
౦ష

భ
౧. 

vi) Relation with Bochner − Riesz and the condition α > ݎ ݂݅ 0 = ݍ > 2,݀ ≥ 2. 
The L୮ → L୮൫Lଶ(I)൯ estimate implies sharp results for the Bochner-Riesz multiplier in the same 
way as the wave equation in [116]. 
For small δ > 0, let us set hஔ(ξ) = ϕ൫δିଵ(1 − |ξ|ଶ)൯ with ϕ ∈ Cୡஶ(−1, 1). Let ψ be radial, 
supported in {1 2⁄ < |ξ| < 2} so that ψ = 1 on the support of hஔ. Then by the Fourier inversion 
formula and the support property of ψ it follows that 

hஔ(D)f = ଵ
ଶ஠
න δϕ෡(δs)e୧ୱe୧ୱ∆
ஶ

ିஶ
ψ(D)f ds. 



88 
 

By the Schwarz inequality we get 
|hஔ(D)f| ≤ หδϕ෡(δs)หdsଵ ଶ⁄ หe୧ୱ∆ψ(D)fห

ଶหδϕ෡(δs)หdsଵ ଶ⁄ . 
Thus we see that 

‖hஔ‖୑౦ ≲
sup

‖f‖୮ ≤ 1ብ൬නหe
୧ୱ∆ψ(D)fห

ଶหδϕ෡(δs)หds൰
ଵ ଶ⁄

ብ
୮

, 

which after rescaling becomes 

‖hஔ‖୑౦ ≲
sup

‖f‖୮ ≤ 1ብ൬නหe
୧ୱ∆ψ൫√δD൯fหϕ෡(t)หdtห

ଶ
൰
ଵ ଶ⁄
ብ
୮

. 

Hence, using the rapid decay of ϕ෡  and a further rescaling we see that the sharp bound ‖hஔ‖୑౦ ≲

δଵ ଶ⁄ ିୢ(ଵ ଶ⁄ ିଵ ୮⁄ ), for p > 2 + మ
ౚషభ. would follow from U ∶  B஑.୴

୮ → L୮൫Lଶ(I)൯, with α = d ቀ1 − మ
౦ቁ − 1, 

for anyv > 0. 
We see that the L୮൫Lଶ(I)൯ inequality for some p > 2 would imply that hஔ is a multiplier of ℱL୮ 
with bounds independent of δ. However a variant of Fefferman’s argument for the ball multiplier 
[111]. Based on a Kakeya set argument, shows that 

‖hஔ‖୑౦ ≲ log(1 δ⁄ )ଵ ଶ⁄ ିଵ ୮⁄ .                                                                           (56) 
This establishes the final necessary condition (vi) in Proposition (4.2.12) For completeness we 
include some details of the argument. 
Proof of (56). By de Leeuw’s theorem it suffices to prove the lower bound for d = 2. We may 
assume that δ < 10ିଵ଴. By Khintchine’s inequality, we have 

ะ(෍|hஔ(D)f୴|ଶ
୴

)ଵ ଶ⁄ ะ
୮

≲ ‖hஔ‖୑౦ ะ(෍|f୴|ଶ
୴

)ଵ ଶ⁄ ะ
୮

.                                  (57) 

For v ∈ ℤ ⋂ൣ−10ିଶδିଵ ଶ⁄ , 10ିଶδିଵ ଶ⁄ ൧, let us set 
hஔ.୴(ξ) = hஔ(ξ)ϕ൫δିଵ ଶ⁄ ξଵ − v൯, ξ = (ξଵ, ξଶ) ∈ ℝଶ 

Where χା is the characteristic function of the upper half plane. Define T୴ byT୴f෢ = hஔ.୴fመ. Let η୴ be 
the inverse Fourier transform of a bump function which is supported on a half of radius Cδିଵ ଶ⁄  so 
that η୴(ξ) = 1 for ξ in the support of hஔ.୴. Define ϕ୴ byϕ෡୴(ξ) = η୴(ξ)ϕ൫δିଵ ଶ⁄ ξଵ − v൯χା(ξ).  Then 

|Ф୴(x)| ≲ δିୢ ଶ⁄ ൫1 + δିଵ ଶ⁄ |x|൯ି
(ୢାଵ)

 for the vᇱs under consideration, so that ‖{Ф୴ ∗ g୴}‖୐౦൫ℓమ൯ ≲
‖{g୴}‖୐౦൫ℓమ൯. Since T୴g = hஔ(D)[Ф୴ ∗ g], inequality (57) applied to f୴ = Ф୴ ∗ g୴ implies that 

ะ(෍|T୴g୴|ଶ
୴

)ଵ ଶ⁄ ะ
୮

≲ ‖hஔ‖୑౦ ቯ൭෍|g୴|ଶ
୴

൱
ଵ ଶ⁄

ቯ

୮

.                                    (58) 

Let θ୴ = ൫δଵ ଶ⁄ v,√1 − δvଶ, ൯ let θభ౬ be a unit vector perpendicular to θ୴ and  

R୴ = ቄ(xଵ, xଶ) ∶  |〈x, θ୴〉| ≤ 10ିଶδିଵ, ቚ〈x,θଵ
୴
〉ቚ ≤ 10ିଵδିଵ ଶ⁄ ቅ. 

Letting f୴(y) = χୖ౬(y)e〈஘౬.୷〉, we have that 
หeି୧(୶.஘౬)T୴g୴(x)ห ≥ c > 0 for x ∈ R୴.                                               (59) 
Here we use again sharp bounds in the construction of Besicovich sets [113]. There are vectors 
a୴, |v| ≤ 10ିଶδିଵ ଶ⁄  so that with E ∶= U୴R୴ the measure of E is O(δିଶ logδିଵ⁄ ) but the 
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corresponding translation a୴ + R୴ have O(1) overlap. Define g୴(x) = f୴(x − a୴), which is 
supported in a୴ + R୴. Then |T୴g୴| ≥ c on a୴ + R୴. Thus we get 

δିଶ ≲෍|R୴|
୴

≲෍නχୟ౬ାୖ౬(x)dx
୴

≲෍|T୴g୴|ଶdx
୴

 

And also by Hölder’s inequality and (58) the last one in the above string of inequalities is bounded 
by 

meas(E)ଵିଶ ୮⁄ ቯ൭෍|T୴g୴|ଶ൱
ଵ ଶ⁄

ቯ

୮

ଶ

≲ ‖hஔ‖୑౦
ଶ ቀ ஔషమ

୪୭୥ ஔషభ
ቁ
ଵିଶ ୮⁄

ቯ൭෍|g୴|ଶ
୴

൱
ଵ ଶ⁄

ቯ

୮

ଶ

. 

Now by the bounded overlap of the translated rectangles a୴ + R୴, we see 

ቯ൭෍|g୴|ଶ
୴

൱
ଵ ଶ⁄

ቯ

୮

ଶ

≲ ൭න෍χୟ౬ାୖ౬dx
୴

൱
ଶ ୮⁄

≲ ൭෍|R୴|
୴

൱
ଶ ୮⁄

≲ δିସ ୮⁄ . 

Combining the three displayed inequalities we get δିଶ ≲ ‖hஔ‖୑౦
ଶ (δିଶ logδିଵ⁄ )ଵିଶ ୮⁄ δିସ ୮⁄  and 

thus the desired (55). 
Theorem (4.2.15) [118]:Forlarge ⋋, let 
ि⋋(p; q, r) = sup {‖Uf‖୐౧(ℝ;୐౨(୍)) ∶  ‖f‖୮ ≤ 1, supp fመ ⊂ {ξ ∶  ⋋ 5⁄ ≤ |ξ| ≤ 15⋋}}. 

Thenfor ⋋≥ 1, thefollowingnormequivalenceshold. 
(i)For 2 ≥ r ≤ p ≤ q ≤ ∞, 

ि⋋(p; q, r) ≈ ቐ
⋋ଵ ୯⁄ ିଵ ୮⁄ [log⋋]ଵ ୰ି⁄ ଵ ଶ⁄ ifଵ

୯
+ ଵ

୰
≥ ଵ

ଶ
,

⋋ଵିଵ ୮⁄ ିଵ ୯⁄ ିଶ ୰⁄ ifଵ
୯

+ ଵ
୰

< ଵ
ଶ
 .  

 

(ii)For 2 ≥ p ≤ r ≤ q ≤ ∞, 

ि⋋(p; q, r) ≈ ቐ
⋋ଵ ୯⁄ ିଵ ୮⁄ ifଶ

୯
+ ଵ

୰
≥ 1 − ଵ

୮
 ,

⋋ଵିଵ ୮⁄ ିଵ ୯⁄ ିଶ ୰⁄ ifଶ
୯

+ ଵ
୰

< 1 − ଵ
୮

 .
 

One can obtain sharp estimates for functions in Sobolev and Besov spaces. In order to compare such 
results recall that B஑୯భ

୮ ⊂ B஑.୯మ
୮  for qଵ < qଶ, that B஑.ଶ

୮ ⊂ B஑
୮ ⊂ B஑.୮

୮  when p ≥ 2, and that B஑.୮
୮  is the 

same as the Sobolev-Slobodecki space W஑.୮ when 0 < α < 1. 
Proof. The lower bounds for ि⋋(p; q, r) were established in the previous. And here we prove the 
upper bounds. Mainly by interpolation arguments. By Lemma (4.2.11), we can take I = [1 2⁄ . 1]. 
We consider the cases భ౧ + భ

౨ ≥
భ
మ and భ౧ + భ

౨ < భ
మ separately. 

The case భ౧ + భ
౨ ≥

భ
మ.  Note that the set 

ቄ(ଵ
୮

, ଵ
୯

, ଵ
୰
 ) ∶ 2 ≤ r ≤ p ≤ q ≤ ∞, ଵ

୯
+ ଵ

୰
≥ ଵ

ଶ
ቅ 

Is closed tetrahedron with vertices ൫భర,
భ
ర,

భ
ర൯, ൫భమ,

భ
మ,

భ
మ൯, ൫భమ, 0, భమ൯, and ൫0, 0, భ

మ൯. Hence by interpolation 
it is enough to show the estimate 

ि⋋(p; q, r) ≲ ⋋
భ
౧ି

భ
౦ [log⋋]

భ
మష

భ
౨                                                                              (60) 

For (p; q, r) = (4, 4, 4), (2, 2, 2), (2,∞, 2) and (∞,∞, 2). The estimate for (p; q, r) = (2, 2, 2) is 
immediate from Plancherel’s theorem. More generally we recall from [114] the estimate 
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ि⋋(p; q, r) ≲ 1 with 2 ≤ p ≤ ∞, which is related to a sqare-function estimate for equally spaced 
intervals. So we also get the estimates for (p; q, r) = (∞,∞, 2). For (2,∞, 2) we choose a 
nonnegative χ଴ ∈ Cୡஶ(ℝ), so that χ଴(t) = 1 on [1 2⁄ , 1]. We need to estimate, for fixed x, 

නχ଴(t) ቚUη ቀୈ
⋋
ቁ f(x, t)ቚ

ଶ
dt = ଵ

(ଶ஠)మౚ
ඵ e୧୶(ஞି୵)fመ(ξ)fመ(w)η ቀஞ

⋋
ቁη ቀ୵

⋋
ቁ χ଴ෝ (|ξ|ଶ − |w|ଶ)dξdw 

And since |ξ| + |इ| ≥⋋, the above is bounded by 

C୒ඵ ൫1 +⋋ ห|ξ|− |इ|ห൯ି୒ หfመ(ξ)หหfመ(इ)หdइ dξ ≲⋋ିଵ ‖f‖ଶଶ. 

This is gives the desired estimate for (p, q, r) = (2,∞, 2).For (p, q, r) = (4, 4, 4) we use the bound   

൭ඵቤψ(ξ, s)න f(y)e୧⋋൫ୱ|୷|మିஞ୷൯f(y)
|୷|ஸଵ

dyቤ
ସ

dξ ds൱
ଵ ସ⁄

≲⋋ିభమ (log⋋)
భ
ర‖f‖ସ. 

Where ψ ∈ Cୡஶ. This is implicit in [100] (see also [117] for more discussion and related issues). 
The by rescaling, Lemma (4.2.9) and Lemma (4.2.11) we get (60) for (p, q, r) = (4, 4, 4). 
The case భ౧ + భ

౨ < భ
మ. We begin as before by observing that the set 

∆ଵ= ቄ(ଵ
୮

, ଵ
୯

, ଵ
୰
 ) ∶ 2 ≤ r ≤ p ≤ q ≤ ∞, ଵ

୯
+ ଵ

୰
≥ ଵ

ଶ
ቅ 

Is closed tetrahedron with vertices (0, 0, 0), ൫భర,
భ
ర,

భ
ర൯, ൫భమ, 0, భమ൯ and ൫0, 0, భమ൯ and ൫0, 0, భ

మ൯, from which 
the triangle with vertices ൫భర,

భ
ర,

భ
ర൯, ൫భమ, 0, భమ൯ and ൫0, 0, భమ൯ is removed. We use a bilinear analogue of 

our adjoint restriction operator, and rely on rather elementary estimates from [100]. Define χℓ so 
that ∑ χℓℓ஫ℤ ≡ 1, χℓ =χଵ(2ℓ. ) and χଵ is supported in (33). Let 

ी⋋.ℓ⌊f, g⌋ = ඵ e୧ୱ൫|୷|మା|୸|మ൯ି୧ ౩
⋋మ
ஞ(୷ା୸)χℓ(|y − z|)

⌈ିଵ,ଵ⌉మ
f(y)g(z)d ydz, 

So that 

(ℰfℰf)( ୱ
⋋మ

 ξ, s) = ෍ी⋋.ℓ(f, f)(ξ, s).
ℓஹ଴

 

We shall verify that for ℓ ≥ 0 

‖ी⋋.ℓ(f, g)‖୐౧ మ⁄ ൫୅൫⋋మ൯:୐౨ మ⁄ උ⋋మ.ଶ⋋మඏ൯ ≲ 2ିଶℓቀ
భ
మି

భ
౧ି

భ
౨ቁ‖f‖୮‖g‖୮                      (61) 

When (భ౦, భ౧, భ౨ ) is contained in the closed tetrahedron with vertices (0, 0, 0), ൫భర,
భ
ర,

భ
ర൯, ൫భమ, 0, భమ൯ and 

൫0, 0, భమ൯. By summing a geometric series, this yields (61) 
For (భ౦, భ౧, భ౨ ) ∈ ∆ଵ. which by Lemmata (4.2.9) and (4.2.11 )yields the desired 

ि⋋(p, q, r) ≲⋋ଵିభ౦ି
భ
౧ି

మ
౨ .                                                                                             (62) 

We remark that conversely, if (62) holds, then we can use Lemma (4.2.10) and a Fourier expansion 
of χℓ(y − z) to bound the left hand side of (61) byC‖f‖୮‖g‖୮. with C independent of ℓ. 
It remains to show (61). By interpolation it is enough to do this with (ݍ,݌, (ݎ = (∞,∞,∞), (2,∞, 2) 
The last two estimates were already obtained; not that the bounds (60) and (62) coincide for the 
cases (p, q, r) = (2,∞, 2) and (∞,∞, 2) and the bounds for (61) are independent of  ℓ. Hence from 
the bounds (60) previously obtained and the discussion above we have the required bounds for  
(p, q, r) = (2,∞, 2) and (∞,∞, 2). We note that the argument of the poof of the endpoint adjoint 
restriction theorem in [100] gives 
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‖B⋋ℓ(f, g)‖୐ಖ,౩
మ ≲ ‖f‖ସ‖g‖ସ.                                                                             (63) 

Uniformly in ℓ ≥ 0, where B⋋ℓ(f, g)(ξ, s) = ी(f, g)൫⋋మ౩  ξ, s൯, and by a change of variables we obtain 
(61) holds with (p, q, r) = (4, 4, 4). To get the inequality (61) for (p, q, r) = (∞,∞,∞) we need to 
integrate ⋋ ℓ(|y − z|) over [−1, 1]ଶ which yields the gain of 2ିℓ. 
We also consider the cases 1 − భ

౦ ≤
మ
౧  + భ

౨. We note that the set 

∆ଶ= ቄቀଵ
୮

, ଵ
୯

, ଵ
୰
ቁ : 2 ≤ p < ݎ ≤ ݍ ≤ ∞, ଶ

୯
+ ଵ

୰
 ≥ 1 − ଵ

୮
ቅ 

Is the closed tetrahedron with vertices ൫భమ,
భ
మ,

భ
మ൯, ൫భర,

భ
ర,

భ
ర൯൫

భ
మ,

భ
ల,

భ
ల൯ and ൫భమ, 0, భమ൯, from which the face 

with vertices ൫భమ,
భ
మ,

భ
మ൯, ൫భర,

భ
ర,

భ
ర൯ and ൫భమ, 0, భమ൯ is removed. Note that from the previous bounds (60) 

and (62) we already have the required bounds 

ि⋋(p, q, r) ≲⋋
భ
౧ି

భ
౨                                                                                     (64) 

For (p, q, r) = (2, 2, 2) and (2,∞, 2). Obviously∆ଶ is contained in the convex hull of ൫భమ, 0, భమ൯, ൫భమ,
భ
మ,

భ
మ൯, and the half open line segment ቂቀଵ

ଶ
, ଵ
଺

, ଵ
଺
ቁ , ቀଵ

ସ
, ଵ
ସ

, ଵ
ସ
ቁ൰. Hence by it is enough to show (64) for  భ౦, భ౧, భ౨  

containe in the half closed line segment ቀଵ
ଶ

, ଵ
଺

, ଵ
଺
ቁ , ቀଵ

ସ
, ଵ
ସ

, ଵ
ସ
ቁ൰ but these follow from Lemmata (4.2.9) 

and (4.2.11) combined with restriction estimate for the parabola which gives (29) for(భ౦, భ౧, భ౨ ) ∈

ቂቀଵ
ଶ

, ଵ
଺

, ଵ
଺
ቁ , ቀଵ

ସ
, ଵ
ସ

, ଵ
ସ
ቁ൰. 

The case 1 −  ଵ
୮

+ ଵ
୰
. We note that the set 

൜ቀଵ
୮

, ଵ
୯

, ଵ
୰
ቁ : ∈ 2 ≤ p < ݎ ≤ ݍ ≤ ∞, ଶ

୯
+ ଵ

୰
< 1 −  

1
p
ൠ 

Is contained in the equatrangular pyramid Q with vertices (0, 0, 0), ቀଵ
ଶ

, 0, 0ቁ , ቀଵ
ସ

, ଵ
ସ

, ଵ
ସ
ቁ ቀଵ

ଶ
, ଵ
଺

, ଵ
଺
ቁ, and 

ቀଵ
ଶ

, 0, ଵ
ଶ
ቁ. We need to show (62) for ቀభ౦, భ౧, భ౨ቁ contained in the above set. Repeating the above 

argument, the asserted estimates follows if we establish, for ℓ ≥ 0 and ቀభ౦, భ౧, భ౨ቁ ∈ Q. 

‖ी⋋.ℓ(f, g)‖୐౧ మ⁄ ൫୅൫⋋మ൯:୐౨ మ⁄ උ⋋మ.ଶ⋋మඏ൯ ≲ 2ିଶℓቀ
భ
మି

భ
౧ି

భ
౨ቁ‖f‖୮‖g‖୮                      (65) 

We only need to verify it for (p, q, r) = (∞,∞,∞), (4, 4, 4), (2,∞, 2), (2, 6, 6), and (2,∞,∞). 
The first three cases were already obtained when we showed (61), and the case (p, q, r) = (2, 6, 6) 
follows from the linear adjoint restriction estimate for the parabola as before. Finally the case 
(p, q, r) = (2,∞,∞) wit a gain of 2ିℓ ଶ⁄  follows from the Schwarz inequality, and so we are done. 
One can use the uniform regularity results for the frequency localized pieces to prove sharper 
bounds such as Sobolev estimates by using argument based on the Fefferman-Stein #-function 
supported in {ξ ∶  1 4⁄ < |ξ| < 4}, not identically 0. Let I = [−1, 1 ]and  

      Γ(p, q, r) = sup
⋋> 1⋋

ିୢቀିభ౦ି
భ
౧ቁା

మ
౨ ቛUφቀୈ

⋋
ቁቛ

୐ౌ→୐౧ቀℝౚ:୐౨(୍)ቁ
                         (66) 

It is not hard to verify that the finiteness of Γ(p, q, r) is independent of the particular choice of φ. 
The following statement is a special case of the result in [114]. 
Proposition (4.2.16) [118]: Let݌଴, ,଴ݍ ଴ݎ ∈ ݍ,[∞,1] ∈ ଴ݎ,(∞,଴ݍ) ≤ ݎ < ଴݌,∞ ≤  ଴ and assumeݍ
1 ⁄଴݌ − 1 ⁄଴ݍ = 1 ⁄݌ − 1 ⁄ݍ , suppose that Γ(݌଴; ,଴ݍ (଴ݎ < ∞. Then 
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ቯቆන |ܷ݂(∙, ݐ௥݀|(ݐ
ଵ

ቇ
ଵ ௥⁄

ቯ

௅೜(ℝ೏)

≲ ‖݂‖஻ೌ,೜
೛ (ℝ೏),ܽ = ݀ ቀ1− ଵ

௣
− ଵ

௤
ቁ − ଶ

௥
 . 

The Sobolev estimates follow from this since forݍ ≥ ݌ ≥ 2 one has ܮ௔
௣ ⊂ ௔,௣ܤ

௣ ⊂ ௔,௤ܤ
௣ . 

We note that the result in [16] is slightly sharper. Namely the left hand side can be replaced by the 

∑௤(ℝௗ) norm of ൫ܮ ( ௧݂|ܷ݂(∙, ௩(ݐ௥݀|(ݐ ௥⁄
௞வ଴ ൯ଵ ௩⁄

, where ݒ > 0. 
Proposition (4.2.17) [118]: Suppose that R∗(q଴ → q଴) holds for some q଴ ∈ ൫2, మ(ౚశయ)

ౚశభ ൯. Then  
(i)R∗(p → q) holds q = ౚశమ

ౚ pᇱ provided that 

q > q∗ ∶ୀଶ మ(ౚశయ)
ౚశభ ൫ଵିΎ (ୢ,୯బ)൯,where Ύ(d, q଴) =

భ
౧బ
ି ౚశభ
మ(ౚశయ).

ౚశభ
మౚ షౚశమౚ౧బ

.
 

(ii) Let q∗ < ݍ < ∞, ݍ ≤ 0 ݐℎܽݐ ݁ݏ݋݌݌ݑݏ ݀݊ܽ ∞ ≤ ଵ
୮
− ଵ

୯
< 1 − ଶ(ୢାଷ)

ୢ୯∗
. 

Then U ∶  L஑
୮ ൫ℝୢ൯ → L୯൫ℝୢ൯ is bounded with α = d ቀ1− ଵ

୮
− ଵ

୯
ቁ − ଶ

୰
. 

In two dimensions R∗(p → q) was proven in [3] for q > 33 10⁄  and the sharp inequalityR∗(p → q) 
for q > 63 19⁄ . 
Proof. By Theorem (4.2.8) and Proposition (4.2.16) it suffices to prove the first part. 
Let Eଵ and Eଶ be 1 2⁄ -separated sets in the unit ball of ℝୢ and define ε୧f = εൣfχ୉భ൧. By Theorem 2.2 
in [105], suffices to prove the estimate 

‖ℰଵfଵℰଶfଶ‖୯ ଶ⁄ ≲ ‖fଵ‖୮‖fଶ‖୮                                                                    (67) 
For q > q∗ and p in a neighborhood of ౚౝ

ౚ౧షౚషమ
 (i.e. the p which satisfies q = ౚశమ

ౚ pᇱ). 

By hypothesis and Hölder’s inequality, (67) holds with p ≥ q = q଴. with p ≥ 2 and q 2⁄ > ౚశయ
ౚశభ. The 

theorem then follows by interpolation of bilinear operators. Indeed, we determine θ ∈ (0, 1) and 
q∗ ∈ ൫q଴ , మ(ౚశయ)

ౚశభ ൯ by 
ଵି஘
ଶ

+ ஘
୯బ

= 1 − ୢାଶ
ୢ୯∗

,    (1 − θ)ୢାଵ
ୢାଷ

+  θ ଶ
୯బ

= ଶ
୯∗

. 

We compute θ = ቀౚశమౚ౧∗
− భ

మቁ ቀభమ−
భ
౧బ
ቁൗ  and θ = ቀ భ

౧∗
− ౚశభ

మ(ౚశయ)ቁ ቀ భ
౧∗
ି ౚశభ
మ(ౚశయ)ቁൗ , from which we obtain 

1 q∗⁄ = ቀ ୢାଵ
ଶ(ୢାଷ)

− ౘ
మቁ ൫1 − ౚశమ

ౚ b൯ൗ  with b = ቀ ଵ
୯బ
− ౚశభ

మ(ౚశయ)ቁ ቀభమ−
భ
౧బ
ቁ .ൗ  A further computation shows 

that q∗ is equal to మ(ౚశయ)
ౚశభ ൫1 −Ύ(d, q଴)൯ as in the statement of the Lemma. 

Definition (4.2.18) [118]: Fix d ≥ 1, and let p, q, r ∈ [2,∞]. for N > 1, let 
       A୮,୯,୰(N, p) ≡ A୮,୯,୰(N, p, d) = sup‖UfଵUfଶ‖୐౧ మ⁄ ൫ℝౚ ,୐౨ మ⁄ [଴.୮]൯ 

Where the supremum is taken over all pairs of function (fଵ, fଶ) whose Fourier transforms are 
supported in 1-separated subsets of ൛ξ ∶  หξ −  Nୣభ ห ≤ 2dൟ, and which satisfy‖f‖୮ ,‖fଶ‖୮ ≤ 1. 
We remark that the unit vector eଵ does not play a special role here. It could replace by any unit 
vector, by rotational invariance. 
By considering two bump functions, it is easy to calculate that 

A୮,୯,୰(N, p) ≳ N
మ
౧ష

మ
౨, 1 ≤  p, q, r ≤ ∞,                                                       (68) 

sup
p > 1A୮,୯,୰(N, p) ≲ N

మ
౧ష

మ
౨, q > 16 5⁄ , r ≥ 4,                                     (69) 

Which was proven in [115] (see also [11] and [46]). We will combine this with following two 
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lemmata. 
Corollary (4.2.19) [118]:Let 2 ≤ p ≤ q ≤ r ≤ మౚ

౧షమ.    Suppose that 
sup

p > 1A୮,୯,୰(N, p) ≲ Nஓ, for some γ < 2݀ ቀ1− ଵ
୮
− ଵ

୯
ቁ − 4.                   (70) 

Then if d ቀ1− ଵ
୮
− ଵ

୯
ቁ ≥ 0, then for all ⋋> 1, 

ቛUψ ቀୈ
⋋
ቁ fቛ

୐౧൫ℝౚ:୐౨[଴,ଵ]൯
≲⋋ୢቀଵିభ౦ି

భ
౧ቁି

మ
౨ ‖f‖୮.                                                       (71) 

Supposing this for the moment we give the 
Theorem (4.2.20) [118]:Letభలఱ < p < ∞and 4 ≤ r ≤ ∞. 

Then U ∶  B஑.୮
୮ (ℝଶ) → L୮(ℝଶ; L୰(I)) isboundedwithα = 2 ቀ1 − మ

౦ቁ −
మ
౨. 

The r-range can be further improved for 16 5⁄ < p < 4, by interpolating with above mentioned 
L୮(L୮(I)) bounds for p > 33 10⁄  (|3|) and the L୮(Lଶ(I)) bounds in [114] for p > 4. Moreover one 
can intermediate L஑

୮ → L୯(L୰(I)) bounds with critical α by interpolating with the Lଶ → L୯(L୰) 
bounds in [115]. 
One can also interpolate with best known Lଶ(ℝଶ) estimates for the maximal operator f ↦
sup୲஫୍|Uf(. , t)|, which are equivalent to the best known local estimates (see [34, 59]). 
Proof. By Proposition (4.2.16) it suffices to prove, in two spatial dimensions, the estimate (71) for 
p = q > 16 5⁄  and r ≥ 4. Using (69), we put γ = 2 q⁄ − 2 r⁄  and verify that the condition (70) with 
d = 2 in the range p = q > 16 5⁄  and r ≥ 4. Thus (71) holds in this range, and we are done. 
Lemma (4.2.21) [118]:Let p଴ ≤ p ≤ q ≤ r and ε଴ > 0.ܶℎ݁݊, ݌,ܰ ݎ݋݂ > 1, 

A୮,୯,୰(N, p) ≲ NகబpଶୢA୮బ,୯,୰(N, p).                                                                    (71) 
Proof.Let ηଵ,ηଶ be smooth in balls of diameter 1/2 which are contained in ൛ξ ∶  หξ −  Nୣభห ≤ 2dൟ, 
and which are separated by 1/2. Define the operators sଵ, sଶ bysనf෢(ξ, t) = η୧(ξ)Uf෢(ξ), i = 1, 2. it 
suffices to prove that ‖SଵfଵSଶfଶ‖୐౧ మ⁄ ൫ℝౚ:୐౨ మ⁄ [଴,୮]൯ is dominated by‖fଵ‖୮‖fଶ‖୮ times a constant 

multiple of the expression on the right hand side of (71). 
 We partition ℝୢ into cubes  ࣫୴ of side p with centre pv ∈ pℤୢ, and define 

൛p୴ = (x, t) ∈ ℝୢ × [o, p] ∶ x − 2tNeଵ ∈ ࣫୴ൟ.                                                (72) 
The parallelipipeds form a partition of ℝୢ × [o, p]. For fixed x the intervals I୴୶ = {t ∶  (x, t) ∈ p୴} 
are disjoint. Thus 

‖F‖
୐౧ మ⁄ ൫ℝౚ: ୐౨ మ⁄ [଴,୮]൯
୯ ଶ⁄ ≤ න ൭෍|F(x, t)|୰ ଶ⁄ dt

୴

൱
୯ ୰⁄

dx ≤෍‖χp୴F‖
୐౧ మ⁄ ൫ℝౚ;[଴,୮]൯
୯ ଶ⁄ ;

୴ℝౚ
 

Here we used the triangle inequality for ‖∙‖ℓ୯ ୰⁄
୯ ୰⁄  as q r⁄ ≤ 1. 

Taking F = SଵfଵSଶfଶ, and denoting by࣫୴∗ , the enlarged cube with side 50dpNக, where 0 < ߝ  <
4݀ε଴, we obtain 

‖SଵfଵSଶfଶ‖୐౧ మ⁄ ൫ℝౚ: ୐౨ మ⁄ [଴,୮]൯
୯ ଶ⁄ ≤෍‖χp୴SଵfଵSଶfଶ‖୐౧ మ⁄ ൫ℝౚ: ୐౨ మ⁄ [଴,୮]൯

୯ ଶ⁄

୴

 

≲෍ቀI୴
୯ ଶ⁄ + II୴

୯ ଶ⁄ + III୴
୯ ଶ⁄ IV୴

୯ ଶ⁄ ቁ ,
୴

 

Where 
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I୴ = ฮχp୴Sଵൣfଵχ࣫౬∗ ൧Sଶൣfଶχ࣫౬∗ ൧ฮ୐౧ మ⁄ ൫ℝౚ: ୐౨ మ⁄ [଴,୮]൯
, 

II୴ = ቛχp୴Sଵቂfଵχℝౚ\࣫౬∗ ቃSଶൣfଶχ࣫౬∗ ൧ቛ୐౧ మ⁄ ൫ℝౚ: ୐౨ మ⁄ [଴,୮]൯
, 

III୴ = ቛχp୴Sଵൣfଵχ࣫౬∗ ൧Sଶቂfଶχℝౚ\࣫౬∗ ቃቛ୐౧ మ⁄ ൫ℝౚ: ୐౨ మ⁄ [଴,୮]൯
, 

IV୴ = ቛχp୴Sଵቂfଵχℝౚ\࣫౬∗ ቃSଶቂfଶχℝౚ\࣫౬∗ ቃቛ୐౧ మ⁄ ൫ℝౚ: ୐౨ మ⁄ [଴,୮]൯
,                        (73) 

First we consider the main terms I୴. By Hölder’s inequality, 

I୴ ≤ A୮బ,୯,୰(N, p)ෑฮf୧χ࣫౬∗ฮ୮బ

ଶ

୧ୀଵ

≲ A୮బ,୯,୰(N, p)(pNக)ଶୢ( భ
౦బ
ିభ౦) ෑฮf୧χ࣫౬∗ฮ୮

ଶ

୧ୀଵ

 

We use the Schwarz inequality, the embedding ℓ୮ ⊂ ℓ୯, p ≤ q, and the fact that everyx is contained 
in only0൫Nୣୢ൯ of the cubes ࣫୴∗ to get 

෍ෑฮf୧χ࣫౬∗ฮ୮
୯ ଶ⁄

ଶ

୧ୀଵ୴

≤ෑቀฮf୧χ࣫౬∗ฮ୮
୯
ቁ
ଵ ଶ⁄

ଶ

୧ୀଵ

≲ Nୣୢෑ‖f୧‖୮
୯

ଶ

୧ୀଵ

. 

Combining the previous two estimates we bound 

(෍ I୴
୯ ଶ⁄

୴

)ଶ ୯⁄ ≲ Nଶୢୣቀ భ
౦బ
ିభ౦ା

భ
౧ቁpଶୢ( భ

౦బ
ିభ౦)(N, p)ෑ‖f୧‖୮.

ଶ

୧ୀଵ

                                    (74) 

We use very crude estimates to handle the remaining three terms which can to be dominate 
byC୑.க(Nୣp)ି୑‖fଵ‖୮‖fଶ‖୮. which finishes the proof since  

A୮బ,୯,୰(N, p) ≳ N
మ
౧ష

మ
౨  By: (68) 

We only give the argument to bound ∑ II୴
୯ ଶ⁄

୴  as the other terms are handled similarly by the 
Schwarz inequality we estimate ∑ II୴

୯ ଶ⁄
୴  by 

൭෍ቛχp୴Sଵቂfଵχℝౚ\࣫౬∗ ቃቛ୐౧ మ⁄ ൫ℝౚ: ୐౨ మ⁄ [଴,୮]൯

୯

୴

൱
ଵ ଶ⁄

൭෍ฮSଵൣfଶχ࣫౬∗ ൧ฮ୐౧ మ⁄ ൫ℝౚ  ; [଴,୮]൯

୯

୴

൱
ଵ ଶ⁄

  (75) 

For the second factor we use a wasteful bound, namely that the L୮ → L୯൫ℝୢ ;  [0, p]൯ Operator 
norm of Sଶ is O൫pଵ ୰⁄ Nୢ൯. consequently, the second factor in (75) can be bounded 

C୮౧ మ౨⁄ ୒ౚ(಍శ౧ మ⁄ )‖fଶ‖୮
୯ ଶ⁄ . 

We consider the first factor in (75) and write Sଵf(x, t) = K୲f(x)wherewith χ ∈ Cୡஶ equal to one in 
the ball of radius 2d centered at the origin. Integration by parts yields that for everyt ∈ [0, p] 

|K୲(y)| ≤ C୑|y − 2tNeଵ|ି୑ if |y − 2tNeଵ| ≥ 4d୮. 
Let c୴ be the center of ࣫୴∗ . If x −  y ∈ ℝୢ\࣫୴∗ and (x, t) ∈ p୴, then |x −  y − c୴| ≥ 10d୮Nக, |x −
2tNeଵ − c୴| ≤ 2d୮Nୢ. and therefore also |y − 2tNeଵ| ≥ 8d୮Nக. thus for this choice of (x, t) and y 
we have 

ቚSଵቂfଵχℝౚ\࣫౬∗ ቃቚ ≲ (pNக)ି୑ାୢାଵ න |౜భ(౮ష౯)|

|౯షమ౪ొ౛భ|ౚశభ

|୷ିଶ୲୒ୣభ|ஹ଼ୢ౦୒಍
dy 

And the integral is bounded by(pN)ୢାଵ ∫(1 + |y|)ିୢିଵ|fଵ(x − y)| dy. Here we use p > 1. 
Now Let ࣫୴∗∗Be the cube of sidelength p(2 + N) centered at c୴; ࣫୴∗∗ × [0, p]contains p୴. Letting 
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C୮,୒ ∶= pଵ ୰⁄ (pNக)ି୑ାୢାଵ(pN)ୢାଵ, we have 

෍ቛχ p୴ Sଵቂfଵχℝౚ\࣫౬∗ ቃቛ୐౧ మ⁄ ൫ℝౚ: ୐౨ మ⁄ [଴,୮]൯

୯

୴

෍න ฬන |୤భ(୶ି୷)|
(ଵା|୷|)ౚశభ

ୢ୷ฬ
୯

dx
࣫౬∗∗୴

 

Which is  ≲ C୮,୒
୯ (pN)ୢାଵ‖fଵ‖୮

୯;  here one uses young’s inequality and the fact that each x ∈ ℝୢ is 

contained in at most Ο൫(pN)ୢାଵ൯ of the cubes  ࣫୴∗∗. collecting the estimates yields the crude bound  

෍ II୴
୯ ଶ⁄ ≤ C୑(pNக)ି୑(pN)୯ ଶ⁄ ‖fଵ‖୮

୯ ଶ⁄ ‖fଶ‖୮
୯ ଶ⁄

୴

 

And we conclude by choosing M sufficiently large. 
Lemma (4.2.22) [118]:Let 2 ≤ p ≤ q ≤ r ≤ మ౧

౧షమ
 and ε > ߰ ݐ݁ܮ.0 ∈ Cୡஶ be supported in the annuls 

൛ξ ∈ ℝୢ ∶  1 2⁄ ≤ |ξ| ≤ 2ൟ. Then, for ⋋> 1, 

ቛUψቀୈ
⋋
ቁ fቛ

୐౧൫ℝౚ:୐౨[଴,ଵ]൯
 

≲ ቆ⋋
ర
౧షమౚቀ

భ
౦ష

భ
౧ቁ+ sup

1 < ܰ <⋋N
ర
౨షమౚቀ

భ
౦ష

భ
౧ቁశ಍A୮,୯,୰(N, C ⋋ଶ Nଶ⁄ )ቇ

ଵ ଶ⁄

⋋ିమ౨ାୢ ‖f‖୮.      (76) 

Lemma (4.2.21) realize on localization argument such as in [34] and Lemma (4.2.22) relies on a by 
now standard scaling argument in [105] which reduces estimates for bilinear operators with 
separation assumptions to estimates for linear operators. 
We may combine (71), with p଴ = 2, and (76) to obtain 

Proof. for j ≥ 0, we writeA(j,⋋) ∶= 2ଶ୨ቀ
మ
౨ିୢ(భ౦ି

భ
౧)ቁ sup

2୨ିଵ ≤ N ≤ 2୨ାଵA୮బ,୯,୰൫N, C ⋋ଶ 2ିଶ୨ାଵ൯. 

Define T = Uψ(D),  and thus Uψ(ୈ
⋋

)f(x, t) = T[f(⋋ିଵ.)](⋋ x,⋋ଶ t). By scaling. 

ฯUψ ൬
D
⋋൰ฯ୐౦→୐౧൫ℝౚ: ୐౨[଴,୮]൯

=⋋ିଶାୢ(భ౦ି
భ
౧) ‖T‖୐౦→୐౧൫ℝౚ: ୐౨ൣ଴,⋋మ൧൯.        (77) 

So that the statement of the lemma is an immediate consequence of  

‖T‖୐౦→୐౧൫ℝౚ: ୐౨ൣ଴,⋋మ൧൯ ≲ ቌ⋋
ర
౧షమౚ(భ౦ష

భ
౧)+ ෍ A(j,⋋ )

ଵஸଶ୨ஸ⋋

ቍ

ଵ ଶ⁄

.                    (78) 

  Now by scaling we have that  

‖Tfଵ Tfଶ‖୐౧ మ⁄ ൫ℝౚ: ୐౨ మ⁄ ൣ଴,⋋మ൧൯ ≲  A(j,⋋),ෑ‖fଵ‖୮,                                                          (79)
ଶ

୧ୀଵ

 

Whenever fଵ෡  and fଶ෡  are supported in a 2ି୨ାଵ ball, contained in {ξ ∶ < |ξ| ≤ 2}, and their supports are 
2ି୨ separated. We will also require the following simpler estimates 

‖Tfଵ Tfଶ‖୐౧ మ⁄ ൫ℝౚ: ୐౨ మ⁄ ൣ଴,⋋మ൧൯ ≲⋋
ర
౧షమౚ(భ౦ష

భ
౧) ෑ‖fଵ‖୮,                                                          (80)

ଶ

୧ୀଵ

 

Whenever fଵ෡  and fଶ෡  are supported in an ball of radius ⋋ିଵ, contained in {ξ ∶ < |ξ| ≤ 2}, by the 

Schwarz inequality, this follows from ‖Tfଵ‖୐౧൫ℝౚ: ୐౨ మ⁄ ൣ଴,⋋మ൧൯ ≲⋋
మ
౧షౚ(భ౦ష

భ
౧) ‖fଵ‖୮ . Let t → ϖ(t)  be a 

Schwartz function which is positive on [0, 4d] and whose Fourier transform is supported in 
[−1, 1]. by scaling and rotation this would follow from 



96 
 

‖ ϖTf‖୐౧ቀℝౚ: ୐౨(ℝ)ቁ ≲⋋
మ
౧ି

మ
౨ ‖f‖୮                                                  (81) 

Whenever fመ is supported in {ξ ∶  |ξ −⋋ eଵ| ≤ 2d}. by a change of variables and trivial estimates it is 
easy to see (81) for 1 ≤ p ≤ q = r ≤ ∞. the estimate for r >  follows by applying Brenstein’s ݍ
inequality in t since the temporal Fourier transform of ϖTf is contained in {s ∶ s ~ ⋋ଶ}. 
We now argue similarly as in [105]. Write ‖ Tf‖୐౧ቀℝౚ: ୐౨(ℝ)ቁ = ‖Tfଵ Tfଶ‖୐౧ మ⁄ ൫ℝౚ: ୐౨ మ⁄ ൣ଴,⋋మ൧൯. For each 

j, 1 ≤ 2୨ ≤⋋, we Write ℓ ~୨ ℓത  if  sℓ
୨  and  sℓത

୨   have adjacent parent, but are not adjacent. When ⋋<

2୨ ≤ 2 ⋋,  we mean byℓ ~୨ ℓത that the distance between sℓ
୨  and  sℓത

୨  is ≲⋋ିଵ. then, we can write for 
every(ξ, η) ∈ ℝୢ , with ξ ≠ η. 

෍ ෍ χୱℓౠ
(ξ)χୱℓത

ౠ (η) = 1  
൫ℓ,ℓത൯
ℓ ~ౠ ℓത

ଵஸଶ୨ஸଶ⋋

                                                             (82) 

Define pℓ
୨  bypℓ

఩෢f = χୱℓౠ
fመ; then the operators pℓ

୨  are bounded on L୮ , 1 < ݌ < ∞, with operator norms 

independent of ℓ and j.  For any Schwartz function f we have by (82) 

[ Tf(x, t)]ଶ = ෍ ෍ TPℓ
୨f(x, t)TPℓത

୨f(x, t)
൫ℓ,ℓത൯ℓ ~ౠ ℓതଵஸଶ୨ஸଶ⋋

 

Let φ ∈ Cୡஶ be supported in [−1, 1]ୢ, satisfying ∑ φ(ξ − ð)୨஫ℤర = 1 for all ξ ∈ ℝୢ. Define p෤ð
୨  as 

acting on L஑൫Lୠ൯ functions byp෤ð
఩෢ G(ξ, t) =  φ(ξ − ð). We use the inequality 

ะ෍ p෤ð
୨

ð

Gðะ
୐ಉ൫୐ౘ൯

≤ C‖{Gð}‖ℓಉቀ୐ಉ൫୐ౘ൯ቁ,   1 ≤ α ≤ 2,   α ≤ b ≤ αᇱ,                      (83) 

The constant C in (83) is independent of j. the inequality follows from Plancherel’s theorem in the 
case α = b = 2, and from an application of Minkowski’s inequality in the case α = 1, 1 ≤ b ≤ 2, 
The intermediate case follow by interpolation. Note that for anyj and anyð ∈ ξୢ the number of pairs 
൫ℓ, ℓത൯ with ℓ ~୨ ℓത for which p෤ ୨ ൣTpℓ

୨ f Tpℓത
୨ ൧ ≠ 0 is uniformly bounded (independent of j, ð, f). Thus 

inequality (83) applied with α = q 2⁄   implies. 

‖Tf‖୐౧൫ ୐౨ൣ଴,⋋మ൧൯
ଶ ≲ ෍ ቌ෍ฮTpℓ

୨ f Tpℓത
୨ ฮ

୐౧ మ⁄ ൫ ୐౨ మ⁄ ൣ଴,⋋మ൧൯

୯ ଶ⁄

ℓ ~ౠ ℓത

ቍ

ଶ ୯⁄

;
ଵஸଶ୨ஸଶ⋋

             (84) 

Here we use that 1 ≤ q 2⁄ ≤ r 2⁄ ≤ (q 2⁄ )ˊ i.e. q ≤ r ≤ మ౧
౧షమ

 which implies that q 2⁄ ≤ 2. 
Now by (79) and (80) the right hand side of (84) is dominated by constant times 

෍ A(j,⋋)
ଵஸଶ୨ஸ⋋

ቌ෍‖p‖୮
୯ ଶ⁄ ‖p‖୮

୯ ଶ⁄

ℓ ~ౠ ℓത

ቍ

ଶ ୯⁄

+⋋
ర
౧షమౚቀ

భ
౦ షభ౧ቁ ቌ෍ฮpℓ

୨ðfฮ
୮

୯ ଶ⁄
ฮpℓത

୨ðfฮ
୮

୯ ଶ⁄

ℓ ~ౠ ℓത

ቍ

ଶ ୯⁄

 

≲⋋
ర
౧షమౚቀ

భ
౦ షభ౧ቁ ൭෍ฮpℓ

୨ðฮ
୮

୯

ℓ

൱
ଶ ୯⁄

+ ෍ A(j,⋋)
ଵஸଶ୨ஸ⋋

൭෍ฮpℓ
୨ðฮ

୮

୯

ℓ

൱
ଶ ୯⁄

. 

Here jð is the integer such that ⋋> ݆ð ≤ 2 ⋋ , and we have used the Schwarz inequality and the fact 
that for each (j, ℓ) the number of ℓത with ℓ ~୨ ℓത is uniformly bounded. Since 2 ≤ p ≤ q , We also 
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have 

൭෍ฮpℓ
୨ fฮ

୮

୯

ℓ

൱
ଵ ୯⁄

≲ ‖f‖୮, 

And thus we have shown (78). 

Corollary ( 4.2.23).Let γ > ଷఢమିଶఢ ିସ
(ଶାଶఢ)(ଶାଷఢ)

. . Supposethat for ⋋≫ 1 

ቯ൭න ቚ݁௜௧∆߯ ቀ஽
⋋
ቁ݂ଶቚ

(ଶାఢ)
ݐ݀

 

భ
మ

൱

భ
(మశమച)

ቯ

ଶାଷఢ

≲⋋ఊ ‖݂ଶ‖(ଶାఢ) .                                              (85) 

where ߯߳ܥ௖ஶ is supported in ൬
1
2 , 2൰ (with suitable bounds). Then, for ⋋≫ 1. 

ቯ൭න ቚ݁௜௧∆߯ ቀ஽
⋋
ቁ ݂ଶቚ

(ଶାఢ)
ݐ݀

 

భ
మ

൱

భ
(మశమച)

ቯ

(ଶାଶఢ)

≲⋋ఊ ‖݂ଶ‖(ଶାఢ).                                          (86) 

Proof. It is easy to calculate that 
sup

଴ஸ௧ஸ(଼⋋)మ 
ቚℱିଵ ቂ߯ ቀ ∙

⋋
ቁ ቃ(ଶ|∙|ݐ݅−)݌ݔ݁ ቚ(ݔ) ≤ ேܥ ⋋(ଶାఢ) (1 +⋋  ேି(|ݔ|

And thus, by Young’s inequality, 

ቯቆන ቚ݁௜௧∆߯ ቀ஽
⋋
ቁ݂ଶቚ

(ଶାఢ)
ݐ݀

 

ଵ ଶ⁄
ቇ

భ
(మశమച)

ቯ

(ଶାଶఢ)

≲ ฯ⋋
షమ

(మశച) න⋋(ଶାఢ) (1 +⋋ ฯݕே݀ି(|ݕ|
(ଶାଶఢ)

 

≲⋋
యചమషమച షర

(మశమച)(మశయച) ‖݂ଶ‖(ଶାఢ) .                                                                   (87)  
Now letting (8 ⋋)ିଶ ≤ 1− ߳ , 

ቆන ቚ݁௜௧∆߯ ቀ஽
⋋
ቁ݂ଶ(ݔ)ቚ

భ
(మశച) ݐ݀

(ଵିఢ)

(ଵିఢ) ଶ⁄
ቇ

భ
(మశച)

= (−߳)
భ

(మశച) ቆන ቚ߯ ቀ ஽
(ଵିఢ)భ మ⁄ ⋋

ቁ ݁௜௦∆ൣ݂ଶ൫1 − ߳ିଵ ଶ⁄ . ൯൧൫(1 − ߳)ିଵ ଶ⁄ ൯ቚݔ
(ଶାఢ)

ଶݏ݀
ଵ

ଵ ଶ⁄
ቇ

భ
(మశച)

 

Thus by change of variable (2.17) implies 

ቯቆන ቚ݁௜௧∆߯ቀ஽
⋋
ቁ ݂ଶቚ

(ଶାఢ)
ݐ݀

௕

௕ ଶ⁄
ቇ

భ
(మశച)

ቯ

(ଶାଶఢ)

≲ ൫ඥ(1 − ߳)൯
ି(ଶାఢ)ቀ భ

(మశച)ି
భ

(మశమച)ቁା
మ

(మశయച)൫⋋ ඥ(1 − ߳)൯
ఊ
‖݂ଶ‖(ଶାఢ). 

We choose ܾ = 2ିଵ. and since ߛ > (2 + ߳) ቀ భ
(మశച) −

భ
(మశച)ቁ −

మ
(మశച) we may sum over I with 

(8 ⋋)ିଶ ≤ 2ିଵ ≤ 1 and combine with (2.19). Hence we get 

ቯቆන ቚ݁௜௧∆߯ ቀ஽
⋋
ቁ݂ଶቚ

భ
(మశച) ݐ݀

ଵ

଴
ቇ

భ
(మశച)

ቯ

(ଶାଶఢ)

≲⋋ఊ ‖݂ଶ‖(ଶାఢ). 

Now (86) with ܫ = [−1,1] follows using the formula ݁௜௧∆݂ଶ = ݁ప௧∆݂̅തതതതതതത,and the triangle inequality. 
Finally, by scaling, we can enlarge the time interval (so that the implicit constant is of course 
dependent on the interval), and we are done 
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Chapter 5 

Spectral Theory of Schrödinger Operators 
We find conditions on the configuration of point interactions such that any self-adjoint realization 
haspurely absolutely continuous non-negative spectrum. We also apply some results on Schrödinger 
operatorsto obtain new results on completely monotone functions. 
 
Section (5.1): Radial Positive Definite Function with Bases of Subspace and 
Property of x-positive Definiteness 
An important topic in quantum mechanics is the spectral theory of Schrödinger Hamiltonians with 
point interactions. These are Schrödinger operators on the Hilbert space Lଶ൫ℝୢ൯, 1 ≤ d ≤ 3, with 
potentials supported on a discrete (finite or countable) set of points of ℝୢ . There is an extensive 
literature on such operators, see e.g. [122, 124, 129, 140, 145, 147, 149, 162]. 
Let X = ൛x୨ൟଵ

୫
 be the set of points in ℝୢ and let α = ൛α୨ൟଵ

୫
 be a sequence of real numbers, where 

m ∈ ℕ ∪ {∞}. The mathematical problem is to associate a self-adjoint operator (Hamiltonian) on 
Lଶ൫ℝୢ൯ with the differential expression 

ℒୢ ≔ ℒୢ(X,α) ≔ −∆+ ෍α୨δ൫∙ −x୨൯,   α୨ ∈ ℝ, m ∈ ℕ ∪ {∞},       (1)
୫

୨ୀଵ

 

and to describe its spectral properties. 
There are at least two natural ways to associate a self-adjoint Hamiltonian Hଡ଼.஑ with the differential 
expression (1). The first one is the form approach. That is, the Hamiltonian Hଡ଼,α is defined by the 
self-adjoint operator associated with the quadratic form 

१ሚଡ଼,஑
ୢ [f] = න |∇f|ଶdx + ෍α୨หf൫x୨൯ห

ଶ
.      dom൫१ሚଡ଼,஑

ୢ ൯ = Wୡ୭୫୮
ଶ,ଶ ൫ℝୢ൯.   (2)

୫

୨ୀଵℝౚ

 

This is possible for d = 1 and finite m ∈ ℕ, since in this case the quadratic form १ሚଡ଼,஑
ୢ  is semi-

bounded below and closable (cf. [164]). Its closure १ଡ଼,஑
(ଵ)  is defined by the same expression (2) on the 

domain domቀ१ଡ଼,஑
(ଵ)ቁ = Wଵ,ଶ(ℝ). For m = ∞ the form (2) is also closable whenever it is 

semibounded (see [125, Corollary 3.3]). 
Another way to introduce local interactions on X ≔ ൛x୨ൟ୨ୀଵ

୫
⊂ ℝ is to consider the minimal operator 

corresponding to the expression ℒଵ and to impose boundary conditions at the points x୨.  
in the case d = 1 and m < ∞ the domain of the corresponding Hamiltonian Hଡ଼,஑ is given by 

dom൫Hଡ଼,஑൯ = ൛f ∈ Wଶ,ଶ(ℝ ∖ X) ∩ Wଵ,ଶ(ℝ): f ᇱ൫x୨ +൯ − f ᇱ൫x୨ −൯ = α୨f൫x୨൯ൟ. 
In contrast to the one-dimensional case, the quadratic form (2) is not closable in Lଶ൫ℝୢ൯ for d ≥ 2, 
so it does not define a self-adjoint operator. The latter happens because the point evaluations f →
f(x) are no longer continuous on the Sobolev space Wଵ,ଶ൫ℝୢ൯ in the case d ≥ 2. 
However, it is still possible to apply the extension theory of symmetric operators. F.A. Berezin and 
L.D. Faddeev proposed in [129] to consider the expression (1) (with m = 1and d = 3). 
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They defined the minimal symmetric operator H as a restriction of −∆ to the domain dom H =
൛f ∈ Wଶ,ଶ൫ℝୢ൯: f(xଵ) = 0ൟ and studied the spectral properties of all its self-adjoint extensions. Self-
adjoint extensions (or realizations) of H for finitely many point interactions have been investigated 
since then in numerous sections (see [122]). In the case of infinitely many point interactions X =
൛x୨ൟଵ

ஶ
 the minimal operator H୫୧୬ is defined by 

Hୢ ≔ Hୢ,୫୧୬ ≔ −∆↾ dom H, dom(Hୢ) = ൛f ∈ Wଶ,ଶ൫ℝୢ൯: f൫x୨൯ = 0, j ∈ ℕൟ.      (3) 
we investigate the “operator” (1) (with d = 3 and m = ∞) in the framework of boundary triplets. 
This is a new approach to the extension theory of symmetric operators that has been developed 
during the last three decades (see [139, 64, 134, 166]). A boundary triplet Π = {ℋ, Γ଴,Γଵ} for the 
adjoint of a densely defined symmetric operator A consists of an auxiliary Hilbert space ℋ and two 
linear mapping Γ଴,Γଵ: dom(A∗) → ℋ such that the mapping Γ ≔ (Γ଴, Γଵ): dom(A∗) → ℋ⨁ ℋ is 
surjective. The main requirement is the abstract Green identity. 

(A∗f, g)ℌ − (f, A∗g)ℌ = ൫Γଵf,Γ଴୥൯ℋ − ൫Γ଴f,Γଵ୥൯ℋ ,   f, g ∈ dom(A∗)(4) 

A boundary triplet for A∗ exists whenever A has equal deficiency indices, but it is not unique. It 
plays the role of a “coordinate system” for the quotient space dom(A∗)/dom(Aഥ) and leads to a 
natural parametrization of the self-adjoint extension of A by means of self-adjoint linear relation 
(multi-valued operators) in ℋ, see [139] and [166]. 
The main analytical tool is the abstract Weyl function M(∙) which was introduced and studied in 
[64]. This Weyl function plays a similar role in the theory of boundary triplets as the classical 
Weyl-Titchmarsh function does in the theory of Strum-Liouville operators, its allows one to 
investigate spectral properties of extensions (see [133, 64, 155, 158]). 
When studying boundary value problems for differential operators, one is searching for an 
appropriate boundary triplet such that: 
The properties of the mapping Γ = ൛Γ଴, Γ୨ൟ should correlate with trace properties of functions from 
the maximal domain dom(A∗). 
The Weyl function and the boundary operator should have “good” explicit forms. 
Such a boundary triplet was constructed and applied to differential operators with infinite deficiency 
indices in the following cases: 
(i) Smooth elliptic operators in bounded or unbounded domains ([141, 172], see also [142]), 
(ii) The maximal Strum-Liouville operator –dଶdxଶ + T in Lଶ([0,1];ℋ) with an unbounded 

operator potential T = T∗ ≥ aI, T ∈ (ℋ) ([139], see also [64] for the case of Lଶ(ℝା;ℋ)), 
(iii) The ID Schrödinger operator ℒଵ,ଡ଼ in the cases d∗(X) > 0[150, 160] and d∗(X) = 0[151], 

where d∗(X) is defined by (5) below. 
Constructing such a “good” boundary triplet involves always non-trivial analytic results. For 
instance, Grubb’s construction [141] for (i) (see also the adaptation to the case of Definition 4 in 
[156]) is based on trace theory for elliptic operators developed by Lions and Magenes [153] (see 
also [142]). The approach in (iii) is based on a general construction of a (regularized) boundary 
triplet for direct sums of symmetric operators (see [158, Theorem 5.3] and [151, Corollary(5.1.36)]. 
We study all (that is, not necessarily local) self-adjoint extensions of the operator H = Hଷ 
(realizations of ℒଷ) in the framework of boundary triplets approach. As in [122] our crucial 
assumption is 
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d∗(X) ≔ inf
୨ஷ୩
หx୩ − x୨ห > 0.                                                                (5) 

Our construction of a boundary triplet Π for H ∗ is based on the following result: The sequence 

൝
eିห୶ି୶ౠห

หx − x୨ห
ൡ
୨ୀଵ

ஶ

(6) 

forms a Riesz basis of the defect subspace ॉିଵ(H) = ker(H∗ + I) of H∗ (cf. Theorem (5.1.43)). 
Using this boundary triplet Π we parameterize the set of self-adjoint extensions of H, compute the 
corresponding Weyl function M(·) and investigate various spectral properties of self-adjoint 
extensions (semiboundedness, non-negativity, negative spectrum, resolvent comparability, etc.). 
The main result on spectral properties of Hamiltonians with point interactions concerns the 
absolutely continuous spectrum (ac-spectrum). For instance, if 

C ≔ ෍
1

หx୨ − x୩ห
ଶ < ∞,                                                                (7)

|୨ି୩|வ଴

 

We prove that the part H෩Eୌ෩(C,∞) of every self-adjoint extension ˜H of H is absolutely continuous 
(cf. Theorems (5.2.25) and (5.2.26)). Moreover, under additional assumptions on X, we show that 
the singular part of H෩ା ≔ H෩Eୌ෩(0,∞) is trivial, i.e. H෩ା = H෩ାୟୡ. 
The absolute continuity of self-adjoint realizations H෩ of H has been studied only in very few cases.  

Assuming that X = Y + Λ, where Y = ൛y୨ൟଵ
୒
∈ ℝଷ is a finite set and  

Λ = ൛∑ n୨a୨ ∈ ℝଷ: (nଵ, nଶ, nଷ) ∈ ℤଷଷ
ଵ ൟ is a Bravais lattice, it was proved in [121, 123, 135, 140, 145-

147, 124] (see also [122] and the references in [122] and [124]) that the spectrum of some periodic 
realizationsis absolutely continuous and has a band structure with a finite number of gaps. 
An important feature of the investigations is an apparently new connection between the spectral 
theory of operators (1) for d = 3 and the class Φଷ of radial positive definite functions on ℝଷ. We 
exploit this connection in both directions. We combine the extension theory of the operator H with 
Theorem (5.1.34) to obtain results on positive definite functions and the corresponding Gram 
matrices (8), while positive definite functions are applied to the spectral theory of self-adjoint 
realizations of operators (1) with infinitely many point interactions. 
We deal with radial positive definite functions on ℝୢ and has been inspired by possible applications 
to the spectral theory of operators (1). If f is such a function and X = {x୬}ଵஶ is a sequence of points 
of ℝୢ, we say that f is stronglyX-positive definite if there exists a constant c > 0 such that for all 
ξଵ, . . . ,ξ୫ ∈ ℂ, 

෍ ξ୩ ξ̅୨

୫

୨,୩ୀଵ

f൫x୩ − x୨൯ ≥ c෍|ξ୩|ଶ,   m ∈ ℕ.
୫

୩ୀଵ

 

Using Schoenberg’s theorem we derive a number of results showing under certain assumptions on X 
that f is stronglyX-positive definite and that the Gram matrix 

Gr୶(f) ≔ (f൫หx୩ − x୨ห൯) ୩,୨∈ℕ(8) 
defines a bounded operator on lଶ(ℕ). The latter results correlate with the properties of the sequence 
{e୧(·,୶୩ )}୩∈ℕ of exponential functions to form a Riesz–Fischer sequence or a Bessel sequence, 
respectively, in Lଶ(S୰୬;σ୬) for some r > 0. 
We prove that the sequence (6) forms a Riesz basis in the closure of its linear span if and only if X 
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satisfies (5). This result is applied to prove that for such X and any non-constant absolute monotone 
function f on ℝା the function f (|∙|ଷ) is stronglyX-positive definite. Under an additional assumption 
it is shown that the matrix (8) defines a boundedly invertible bounded operator on lଶ(ℕ) . 
We collect some basic definitions and facts on boundary triplets, the corresponding Weyl functions 
and spectral properties of self-adjoint extensions. 
Also we construct a boundary triplet for the adjoint operator H∗ for d = 3 and compute the 
corresponding Weyl function M(·). The explicit form of the Weyl function given by (101) plays 
crucial role in the sequel. For the proof of the surjectivity of the mapping Γ = (Γ଴,Γଵ) the strong 
X-positive definiteness of the function eି|·| on ℝଷ is essentially used. The latter follows from the 
absolute monotonicity of the function eି୲ on ℝା. 
We describe the quadratic form generated by the semibounded operator M(0) on lଶ(ℕ) as strong 
resolvent limit of the corresponding Weyl function M(−x) as x → +0. For this we use the strong X-

positive definiteness of the function ଵିୣ
ష|∙|

|∙|
 on ℝଷ which follows from the absolute monotonicity of 

the function ଵିୣ ష౪

୲
 on ℝା. The operator M(0) enters into the description of the Krein extension of H 

for d = 3 and allows us to characterize all non-negative self-adjoint extensions as well as all self-
adjoint extensions with κ (≤ ∞) negative eigenvalues. Using the behavior of the Weyl function at 
−∞ we show that any self-adjoint extension H୆ of H is semibounded from below if and only if the 
corresponding boundary operator B is. A similar result for elliptic operators on exterior domains has 
recently been obtained byG. Grubb [143]. 
We apply a technique elaborated in [133,158] as well as a new general result to investigate the ac-
spectrum of self-adjoint realizations, we prove that the part H෩Eୌ෩(C,∞) of any self-adjoint 
realization H෩ of ℒଷ is absolutely continuous provided that condition (7) holds. Moreover, under 
some additional assumptions on X we show that the singular non-negative part H෩ୱEୌ෩(0,∞) of any 
realization H෩ is trivial. Among others, provide explicit examples which show that an analog of the 
Weyl-von Neumann theorem does not hold for non-additive (singular) compact (and even 
noncompact) perturbations. The proof of these results is based on the fact that the function ୱ୧୬ ୱ୲

୲
 

belongs to Φଷ for each s > 0. Then, by Propositions (5.1.17) and (5.1.19), ୱ୧୬ ୱ|∙|
|∙|

 is stronglyX-

positive definite for certain subsets X of ℝଷ and anys > 0. The latter is equivalent to the invertibility 
of the matrices 

ℳ(t) ≔ ൭δ୩ౠ +
sin(√tหx୩ − x୥ห

√tหx୩ − x୨ห + δ୩ౠ
൱
୨.୩ୀଵ

ஶ

for t ∈ ℝା 

Throughout and ℋ are separable complex Hilbert spaces. We denote byB(ℋ,ℌ) the bounded linear 
operators from ℋ into ℌ, by B(ℋ) the set B(ℋ,ℋ), byࣝ(H) the closed linear operators on ℋ and 
by्p(ℋ) the Neumann–Schatten ideal on ℋ. In particular, ्ஶ(ℋ) and ्ଵ(ℋ) are the ideals of 
compact operators and trace class operators on ℋ, respectively. 
For closed linear operator T on ℌ, we write dom(T), ker(T), ran(T), gr(T) for the domain, kernel, 
range, and graph of T, respectively, and σ(T) and ρ(T) for the spectrum and the resolvent set of T. 
The symbols σୡ(T),σୟୡ(T),σୱ(T),σୱୡ(T),σ୮(T) denote the continuous, absolutely continuous, 
singular, singularly continuous and point spectrum, respectively, of a self-adjoint operator T. Note 
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that σୱ(T) = σୱୡ(T) ∪ σ୮(T) and σ(T) = σୟୡ(T) ∪ σୱ(T). The defect subspaces of a symmetric 
operator T are denoted byॉ୸. [164-166, 148]. 
ByC[0,∞) we mean the Banach space of continuous bounded functions on [0,∞) and byS୰୬ the 
sphere in ℝ୬ of radius r centered at the origin and S୬ ≔ Sଵ୬. Further, Σ୩∈ℕᇱ  denotes the sum over all 
k ≠ j and Σ|୨ି୨|வ଴ is the sum over all k, j ∈ ℕ with k ≠ j. 
Let (u, v) = uଵvଵ + ⋯+ u୬v୬ be the scalar product of two vectors u = (uଵ, … , u୬) and v =
(vଵ, … , v୬) from ℝ୬, n ∈ ℕ, and let |u| = |u|୬ = ඥ(u, u) be the Euclidean norm of u. First we 
recall some basic facts and notions about positive definite functions [1]. 
Definition (5.1.1) [176]: (See [119]). A function g:ℝ୬ → ℂ is called positive definite if g is 
continuous at 0 and for arbitrary finite sets {xଵ, … , x୫} and {ξଵ, … , ξ୫}, where x୩ ∈ ℂ, we have  

෍ ξ୩ξ̅୨g൫x୩ − x୨൯ ≥ 0.                                                            (9)
୫

୩,୨ୀଵ

 

The set of positive definite function on ℝ୬ is denoted byΦ(ℝ୬). 
Clearly, a function g on ℝ୬ positive definite if and only if it is continuous at 0 and the matrix 

G(X) = ቀg୩୨ ≔ g൫x୩ − x୨൯ቁ
୩,୨ୀଵ

୫
is positive semi-definite for any finite subset X = ൛x୨ൟଵ

୫
 of ℝ୬.  

The following classical Bochner theorem gives a description of the class Φ(ℝ୬). 
Theorem (5.1.2) [176]: (See [132]). A function g(∙) is positive definite on ℝ୬ if and only if there is 
a finite non-negative Bore measure μ on ℝ୬ if and only if there is a finite non-negative Borel 
measure such that 

g(x) = න e୧(୳,୶)dμ(u)    for all x ∈ ℝ୬.                                           (10)
ℝ౤

 

Let us continue with a number of further basic definitions.  
Definition (5.1.3) [176]: Let g be a positive define function on ℝ୬ and let X be a subset of ℝ୬. 
(i) We say that g is strongly X-positive definite if there exists a constant c > 0 such that. 

෍ ξ୩ξ̅୨g൫x୩ − x୨൯ > ܿ෍|ξ୩|ଶ, ξ = {ξଵ, … , ξ୫}
୫

୩ୀଵ

୫

୩,୨ୀଵ

∈ ℂ୫ ∖ {0}(11) 

for any finite set ൛x୨ൟ୨ୀଵ
୫

 of distinct points x୨ ∈ X. 

(ii) It is said g is strictly X-positive definite if (3) is satisfied with c = 0. 
Any stronglyX-positive definite g is also strictlyX-positive definite. For finite sets X = ൛x୨ൟଵ

୫
 both 

notions are equivalent by the compactness of the sphere in ℂ୫. 
Definition (5.1.4) [176]: (See [173]). Let F = {f୩}୩ୀଵஶ  be a sequence of vectors of a Hilbert spaceℋ. 

(i) The sequence is called a Riesz-Fischer sequence if there exists a constant c > 0 such that  

ะ෍ξ୩f୩

୫

୩ୀଵ

ะ
ℋ

ଶ

≥ c෍|ξ୩|ଶ  for all (ξଵ, … , ξ୫) ∈ ℂ୫and m ∈ ℕ.    (12)
୫

୩ୀଵ

 

(ii) The sequence F is said to be Besel sequence if there is a constant C > 0 such that. 
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ะ෍ξ୩f୩

୫

୩ୀଵ

ะ
ℋ

ଶ

≤ C෍|ξ୩|ଶ   for all (ξଵ, … , ξ୫) ∈ ℂ୫ and m ∈ ℕ  (13)
୫

୩ୀଵ

 

(iii) The sequence F is called Riesx basis of the Hilbert space ℋ if its linear span is dense in ℋ 
and F is both a Riesz-Fischer sequence and a Bessel sequence. 

Note that the definitions of Riesz-Fischer and Bessel sequences given in [173] are different, but 
they are equivalent to the preceding definition according to [173] 
The following proposition contains some slight reformulations of these notions.  
If ࣛ = ൫a୩୨൯୩,୨∈ℕ

 is an infinite matrix of complex entries a୩୨ we shall say that ࣛ defines a bounded 

operator A on the Hilbert space lଶ(ℕ) if 

〈Ax, y〉 = ෍ a୩୨x୩yത୨  for x = {x୩}୩∈ℕ, y = {y୩}୩∈ℕ

ஶ

୩,୨ୀଵ

∈ lଶ(ℕ).      (14) 

Clearly, if ࣛ defines a bounded operator A, then A is uniquely determined by Eq. (14). 
Proposition(5.1.5) [176]: Suppose that X = {x୩}ଵஶ is a sequence of pairwise distinct points of ℝ୬ 
and g is a positive definite function given by (10) with measure μ. Let F = ൛f୩ ≔ e୧(∙,୶ౡ)ൟ

୩ୀଵ
ஶ

 denote 
the sequence of exponential function in the Hilbert space Lଶ(ℝ୬;μ). Then: 

(i) F is a Riesz-Fischer sequence in Lଶ(ℝ୬; μ) if and only if g is strongly X-positive definite. 
(ii) F is a Bessel sequence if and only if the Gram matrix. 

G୰ూ = (〈f୩, f୨〉୐మ൫ℝమ;ஜ൯)୩,୨∈ℕ =: Gr୶(g)                                             (15) 
defines a bounded operator on lଶ(ℕ). 
Proof. Using Eq. (10) we easily derive  

෍ ξ୩ξ̅୨g൫x୩ − x୨൯ = න อ෍ξ୩e୧(୳,୶ౡ)
୫

୩ୀଵ

อ
ଶ

dμ(u) = න อ෍ξ୩f୩(u)
୫

୩ୀଵ

อ
ଶ

dμ(u) = ะ෍ξ୩f୩

୫

୩ୀଵ

ะ
୐మ(ℝ౤:ஜ)ℝ౤ℝ౤

୫

୩,୨ୀଵ

(16) 

for arbitrarym ∈ ℕ and ξ = {ξଵ, … , ξ୫} ∈ ℂ୫. Both statements are immediate from (16). 
Taking in mind further applications to the spectral theory of self-adjoint realizations of ℒଷ we will 
be concerned with radial positive definite functions. Let us recall the corresponding concepts. 
Definition (5.1.6) [176]: Let n ∈ ℕ. A function f ∈ C([0, +∞)) is called a radial positive definite 
function of the class Φ୬ if f(|∙|୬) is a positive definite function on ℝ୬, i.e., if f(|∙|୬) ∈ Φ(ℝ୬). 
It is known that Φ୬ାଵ ⊂ Φ୬ and Φ୬ ≠ Φ୬ାଵ for anyn ∈ ℕ (see, for instance, [171, 175]). 
A characterization of the class Φ୬ is given by the following Schoenberg theorem [167, 168], see, 
e.g., [119] or [130, 170]. Let σ୬ denote the normalized surface measure on the unit sphere S୬. 
Theorem(5.1.7) [176]:A function f on [0, +∞) belong to the class Φ୬ if and only if there exists a 
positive finite Borel measure v on [0, +∞) such that  

f(t) = න Ω୬(rt)
ାஶ

଴

dv(r)dv(r), t ∈ [0, +∞).                                                 (17) 

where  

Ω୬(|x|) = න e୧(୳,୶)dσ୬(u),   x ∈ ℝ୬.                                                                    (18)
ୗ౤
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Moreover, we have 

Ω୬(t) = Γ ቀ
n
2ቁ ൬

2
1൰

౤షమ
మ

J౤షమ
మ

(t) = ෍ቆ−
tଶ

4ቇ
୮ Γ ቀ୬

ଶ
ቁ

p!Γ ቀ୬
ଶ

+ pቁ
. t ∈ [0, +∞).       (19)

ஶ

୮ୀ଴

 

The first three function Ω୬, n = 1,2,3, can be computed as  

Ωଵ(t) = cos t,       Ωଶ(t) = J଴(t),        Ωଷ(t) =
sin t

t .                                            (20) 

where J଴ is the Bessel function of first kind and order zero (see e.g., [163]). 
It was proved in [138] using Schoenberg’s theorem that for each non-constant function f ∈ Φ୬, n ≥
2, the function f(|∙|) is strictlyX-positive definite for any finite subset X of ℝ୬. 
Definition (5.1.8) [176]: A function f ∈ C[0,∞) ∩ Cஶ(0, +∞) is called completely monotone on 
[0,∞) if (−1)୩f୩(t) ≥ 0 for all k ∈ ℕ ∪ {0} and t > 0. The set of such functions is denoted 
byM[0,∞). 
By Bernstein’s theorem [1], a function f on [0,∞) belongs to the class M[0,∞) if and only if there 
exists a finite positive Borel measure τ on [0,∞) such that 

f(t) = න eି୲ୱdτ(s),   t ∈ [0,∞).                                         (21)
ஶ

଴

 

The measure τ is then uniquely determined by the function f. 
Schoenberg noted in [167, 168] that a function f on [0,∞) belongs to ⋂ Φ୬୬∈ℕ  if and only if f൫√∙൯ ∈
M[0,∞). The following statement is an immediate consequence of Schoenberg’s result. 
Proposition(5.1.9) [176]: If f ∈ M[0,∞), then f ∈ ⋂ Φ୬୬∈ℕ . 
Proof. For s ≥ 0 the function gୱ(t) ≔ eିୱ√ଵ is completely monotone for t > 0. Schoenberg’s result 
applies to gୱ(tଶ) and shows that gୱ(tଶ) = eିୱ୲ ∈ ⋂ Φ୬୬∈ℕ . Therefore the integral representation 
(21) implies that f(∙) ∈ ⋂ Φ୬୬∈ℕ . 
For any sequence X = {x୩}ଵஶ of points of ℝ୬ we set  

d∗(X) ≔ inf
୩ஷ୨
หx୩ − x୨ห. 

The following proposition describes a large class of radial positive definite functions that are 
stronglyX-positive definite for any sequence X of points of ℝଷ such that d∗(X) > 0. 
Corollary(5.1.10) [176]:  Suppose X = ൛x୨ൟ୨ୀଵ

ஶ
 is a sequence of points of ℝଷ and τ is a finite 

positive Borel measure on [0, +∞). Then: 
If d∗(X) > 0 and τ((0, +∞)) > 0, then Φ෩  forms a Riesz-Fischer sequence in Lଶ(ℝଷ). 
If d∗(X) > 0 and (67) holds, then Φ෩  is a Bessel sequence in Lଶ(ℝଷ). 
If d∗(X) > 0 and (67) is satisfied, then Φ෩  forms a Riesz basis in its closed linear span. 
If the sequence Φ෩  is both a Riesz-Fischer and a Bessel sequence in Lଶ(ℝଷ), then d∗(X) > 0. 
An immediate consequence of the preceding corollary is 
Corollary(5.1.11) [176]: Let f, X and τ be as in Theorem (5.1.37) and assume that condition (67) 
holds. Then the sequence Φ෩ = ൛φ෥ ୨ൟଵ

ஶ
 forms a Riesz basis in its closed linear span if and only if 

d∗(X) > 0. 
Remark(5.1.12) [176]: Let f be an absolutely monotone function with integral representation (21). 
Then. 
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Grଡ଼(f) = (f(หx୨ − x୩ห))୨,୩∈ℕ = (〈φ෥ ୨,φ෥୩〉୐మ൫ℝయ൯)୨,୩∈ℕ = Gr஍.    (22) 
Proposition(5.1.13) [176]:  Suppose that f ∈ Φ୬ and let v be the corresponding representing 
measure form (17). Let X = ൛x୨ൟଵ

ஶ
 be an arbitrary sequence from ℝ୬. Then f is stronglyX-positive 

definite if and only if there exists a Borel subset ࣥ ⊂ (0, +∞) such that v(κ) > 0 and the system 
൛e୧(∙,୶ౡ)ൟ

୩ୀଵ
ஶ

 forms a Riesz-Fischer sequence in Lଶ(S୰୬;σ୬) for everyr ∈ κ. 
Proof. From (17) and (18) it follows that for (ξଵ, … , ξ୫) ∈ ℂ୫ and m ∈ ℕ. 

෍ ξ୨ ξ̅୩

୫

୨,୩ୀଵ

f൫หx୨ − x୨ห൯ = න ቌන อ෍ξ୩e୧(୳,୰୶ౡ)
୫

୩ୀଵ

อ
ଶ

dσ୬(u)
ୗ౤

ቍ
ାஶ

଴

dv(r).   (23) 

Suppose that there exists a set κ as stated above. Then for everyτ ∈ ࣥ there is a constant c(r) > 0 
such that 

ะ෍ξ୩e୧(୳,୰୶ౡ)
୫

୩ୀଵ

ะ
୐మ(ୗ౤)

ଶ

≥ c(r)෍|ξ୩|ଶ.                                                   (24)
୫

୩ୀଵ

 

Choosing c(r) measuring and combining this inequality with (23) we obtain 

෍ ξ୨ ξ̅୩

୫

୨,୩ୀଵ

f൫หx୨ − x୩ห൯ = න ቌะ෍ξ୩e୧(୳,୰୶ౡ)
୫

୩ୀଵ

ะ
୐మ(ୗ౤)

ଶ

ቍ
ச

dv(r) ≥ c෍|ξ୩|ଶ,   (25)
୫

୩ୀଵ

 

where c ≔ ∫ c(r)dv(r)ச . Since v(κ) > 0 and c(r) > 0, we have c > 0. That is, f is stronglyX-
positive definite. 
The converse follows easily from E.q. (23). 
Remark(5.1.14) [176]:  Or course, the set κ in Proposition (5.1.13) is not unique in general. If the 
measure v has an atom r଴ ∈ (0, +∞), i.e., v({r଴}) > 0, then one can choose k = {r଴}. For instance, 
for the function f(∙) = Ω୬(r଴) the representative measure from formula (17) is the delta measure δ୰బ  

at r଴. Therefore, f(∙) = Ω୬(r଴) is stronglyX-positive definite if and only if the system ൛e୧(∙,୶ౡ)ൟ
୩ୀଵ
ஶ

 

forms a Riesz-Fischer sequence in Lଶ൫S୰బ
୬ :σ୬൯. 

Let Λ = {λ୩}ଵஶ be a sequence of reals. For r > 0 let n(r) denote the largest number of points λ୩ that 
are contained in an interval of length r. Then the upper density of Λ is defined by. 

D∗(Λ) = lim
୰→ାஶ

n(r)rିଵ. 

Since n(r) is subadditive, it follows that this limit always exists (see e.g. [131]). 
In what follows we need the classical result on Riesz-Fischer sequences of exponents in Lଶ(−a, a). 
Proposition(5.1.15) [176]: Let Λ = {λ୩}ଵஶ be a real sequence and a > 0. Set E(Λ) ≔ ൛e୧஛ౡ୶ൟଵ

ஶ
. 

(i) If d∗(Λ) > 0 and D∗(Λ) < ,then E(Λ) is a Riesz-Fischer sequence in Lଶ(−a ,ߨ/ܽ a). 
(ii) If E(Λ) is a Riesz-Fischer sequence in Lଶ(−a, a), then d∗(Λ) > 0 and D∗(Λ) ≤ a/π. 
Assertion (i) of Proposition (5.1.15) is a theorem of A. Beurling [131], while assertion (ii) is a result 
of H.J. Landau [152], see e.g. [174]. Proposition (5.1.15)yields following statement. 
Corollary(5.1.16) [176]: If d∗(Λ) > 0 and D∗(Λ) = 0, then E(Λ) is a Riesz-Fischer sequence in 
Lଶ(−a, a) for all a > 0. 
From this corollary it follows that E(Λ) is a Riesz-Fischer sequence in Lଶ(−a, a) for all a > 0 if 
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lim
୩→ஶ

(λ୩ାଵ − λ୩) = +∞. 

Now we are ready to state the main result of this subsection. 
Proposition(5.1.18) [176]: Let f ∈ Φ୬, f ≠ const, and let X = {x୩}ଵஶ be a sequence of points x୩ ∈
ℝ୬, n ≥ 2, of the form x୩ = (0, x୩ଶ, … , x୩୬). If the sequence X୬ ≔ {x୩୬}୩ୀଵஶ  of n-th coordinates 
satisfies the conditions d∗(X୬) > 0 and D∗(X୬) = 0, then f is stronglyX-positive definite. 
Proof. By Schoenberg’s Theorem (5.1.7), f admits a representation (17). Let ξ = (ξଵ, … , ξ୫) ∈
ℂ୫, m ∈ ℕ. It follows from (17) and (18) that 

෍ ξ୩ξ̅୨

୫

୩,୨ୀଵ

f൫หx୩ − x୨ห൯ = න ቌන อ෍ξ୩e୧(୳,୰୶ౡ)
୫

୩ୀଵ

อ
ଶ

dσ୬(u)
ୗ౤

ቍdv(r)
ାஶ

଴

.  (26) 

Next, we transform the integral over S୬ in (26). Recall that in terms of spherical coordinates  
uଵ = cosφଵ, u୬ିଵ

= sinφଵ … sinφ୫ିଶ cosφ୬ିଵ,
u୬ = sinφଵ … sinφ୬ିଶ sinφ୬ିଵ,φଵ, … ,φ୬ିଶ ∈ [0,π] and φ୬ିଵ ∈ [0,2π] 

the surface measure σ୬ on the unit sphere S୬ is given by 
dσ୬(u) ≡ dσ୬(u୬, … , u୬) = sin୬ିଵ φଵ sin୬ିଷ φଶ … sinφ୬ିଶ … dφ୬ିଵ 

Set v = (uଶ, … , u୬) and B୬ିଵ ≔ {v ∈ ℝ୬ିଵ: |≤ 1|}. Writing u ∈ S୬ as u = (uଵ, v), we derive from 
the previous formula. 

dσ୬(u) =
1

ඥ1 − |v|ଶ
dv,   where uଵଶ + |v|ଶ = 1, v ∈ B୬ିଵ.       (27) 

Further, we write v = (ࣱ, t), where w ∈ ℝ୬ିଶ and t ∈ ℝ, and x୩ = (0, xଶ୩ , … , x୬୩) = (0, y୩, x୩୬), 
where y୩ ∈ ℝ୬ିଶ. Then we have (u, rx୩) = r(w, y୩) + rtx୩୬. Let B୬ିଶ denote the unit ball B୬ିଶ ≔
{w ∈ ℝ୬ିଶ: |w| ≤ 1} in ℝ୬ିଶ. Using the equality (27) we then compute 

න อ෍ξ୩e୧(୳,୰୶ౡ)
୫

୩ୀଵ

อ
ଶ

dσ୬(u)
ୗ౤

= න อ෍ξ୩e୧୰(୵,୷ౡ)౛୧୰୶౤ౡ

୫

୩ୀଵ

อ
ଶ

୆౤షభ

1
ඥ1 − |v|ଶ

dv   (28) 

න อ෍ξ୩e୧୰(୵,୷ౡ)e୧୰୲୶౤ౡ
୫

୩ୀଵ

อ
ଶ

୆౤షభ

 dv = න ൮ න อ෍ξ୩e୧୰(୵,୷ౡ)e୧୰୶౤ౡ
୫

୩ୀଵ

อ
ଶ

dt

ඥଵି|୵|మ

ඥଵି|୵|మ

൲
୆౤షభ

 dw

= න rିଵ൮ න อ෍ξ୩e୧୰(୵,୷ౡ)e୧ୱ୶౤ౡ
୫

୩ୀଵ

อ
ଶ୰ඥଵି|୵|మ

ି୰ඥଵି|୵|మ

ds൲ dw.   (29)
୆౤షమ

 

 
Since d∗(X୬) > 0 and D∗(X୬) = 0 by assumption, Corollary(5.1.16) implies that for anya > 0 the 
sequence ൛e୧ୱ୶ౡ౤ൟ୩ୀଵ

ஶ
 is a Riesz-Fischer sequence in Lଶ(−a, a). That is, there exists a constant 

c(a) > 0 such that 

න อ෍൫ξ୩e୧୰(୵,୷ౡ)൯e୧ୱ୶౤ౡ
୫

୩ୀଵ

อ
ଶ

ds ≥ c(a)
ୟ

ିୟ

෍หξ୩e୧୰(୵,୷ౡ)หଶ = c(a)෍|ξ୩|ଶ.
୫

୩ୀଵ

୫

୩ୀଵ

 

Inserting this inequality, applied with a = ඥ1− |w|ଶ > 0, into (29) and then (29) into (26) we 
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obtain. 

෍ ξ୩ξ̅୨f൫หx୩ − x୨ห൯ ≥ න ൮ න rିଵ൮ න อ෍൫ξ୩e୧୰(୵,୷ౡ)൯e୧ୱ୶౤ౡ
୫

୩ୀଵ

อ
ଶ

ds

୰ඥଵି|୵|మ

ି୰ඥଵି|୵|మ

൲
୆౤షమ

dw൲ dvത(r)
ାஶ

଴

୫

୩,୨ୀଵ

≥ න ቌන න rିଵc
୆౤షమ

ାஶ

଴

ቀrඥ1− |w|ଶቁ ൭෍|ξ୩|ଶ
୫

୩ୀଵ

൱ dwቍ
ିஶ

଴

dvത(r)

≥ ቌන න rିଵc ቀrඥ1− |w|ଶቁ dwdvത(r)
୆౤షమ

ାஶ

଴

ቍ෍|ξ୩|ଶ.
୫

୩ୀଵ

 

The double integral in front of the last sum is a finite constant, sayγ, by Since f is not constant by 

assumption, vത((0, +∞)) > 0. Therefore, since rିଵc ቀrඥ1− |w|ଶቁ > 0 for all r > 0 and |w| < 1, 

we conclude that γ > 0. This shows that f is stronglyX-positive definite. 
Assuming f ∈ Φ୬ାଵ rather that f ∈ Φ୬ we obtain the following corollary. 
Corollary(5.1.18) [176]: Assume that f ∈ Φ୬ାଵ and f is not constant. Let X = {x୩}ଵஶ be sequence of 
points x୩ = (x୩ଵ, x୩ଶ, … , x୩୬) ∈ ℝ୬. If the sequence X୬ ≔ {x୩୬}୩ୀଵஶ  of n-th coordinate satisfies the 
conditions d∗(X୬) > 0 and D∗(X୬) = 0, then f is stronglyX-positive definite. 
Proof. We identifyℝ୬ with the subspace 0⨁ ℝ୬ାଵ. Then X is identified with the sequence X =
{(0, x୩)}୩ୀଵஶ . Since f ∈ Φ୬ାଵ, Proposition (5.1.17) applies to the sequence X෡, so f is stronglyX෡-
positive definite. Hence it is stronglyX-positive definite. 
The next proposition gives a more precise result for a sequence X = {x୩}୩ୀଵஶ  of ℝଷ which are 
located on a line. 
Proposition(5.1.19) [176]: Suppose that Λ = {λ୩}ଵஶ is a real sequence and r > 0. Let X be the 
sequence X = {x୩ ≔ (0,0, λ୩)}୩ୀଵஶ  in ℝଷ and let f୰(x) ≔ Ωଷ(r|x|), x ∈ ℝଷ. 
If d∗(Λ) > 0 and D∗(Λ) <  .then the function f୰ is stronglyX-positive definite ,ߨ/ݎ
If f୰ is stronglyX-positive definite, then d∗(Λ) > 0 and D∗(Λ) ≤ r/π. 
Proof. Suppose that ξ = (ξଵ, … , ξ୫) ∈ ℂ୫, m ∈ ℕ. We introduce spherical coordinates on the unit 
sphere Sଶ in ℝଷ by. 

uଵ = sin θ cosφ, uଶ = sinθ sinφ , uଷ = cosθ, where θ ∈ [0,π]. 
Then the surface measure σଶ on the sphere Sଶ is given bydσଶ(u) = sin θdφdθ and (u, rx୩) =
rλ୩ cos θ. Using these facts and Eq. (18) we compute. 

෍ ξ୩ξ̅୨f୰൫หx୩ − x୨ห൯ = ෍ ξ୩ξ̅୨Ωଷ൫rหx୩ − x୨ห൯
୫

୩,୨ୀଵ

= න อ෍ξ୩e୧(୳,୰୶ౡ)
୫

୩ୀଵ

อ
ଶ

dσଶ(u)
ୗమ

୫

୩,୨ୀଵ

= න න อ෍ξ୩e୧୰ஞౡ ୡ୭ୱ ஘
୫

୩

อ
ଶ

sinθdφdθ = 2πන อ෍ξ୩e୧୰஛ౡ ୡ୭ୱ஘
୫

୩ୀଵ

อ
ଶ

sinθdθ.
஠

଴

஠

଴

ଶ஠

଴

 

Transforming the latter integral by setting t = r cosθ obtain 

෍ ξ୩ξ̅୨

୫

୩,୨ୀଵ

f൫หx୩ − x୨ห൯ =
2π
r
න อ෍ξ୩e୧஛ౡ୲

୫

୩ୀଵ

อ
ଶ

dt.                  (30)
୰

ି୰
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Equality (30) is the crucial step for the proof of Proposition (5.1.19). 
Since d∗(Λ) > 0 and D∗(Λ) < ,ߨ/ݎ (Λ) = ൛e୧஛ౡ୲ൟ୩ୀଵ

ஶ
 is Riesz-Fischer sequence in Lଶ(−r, r) by 

Proposition (5.1.15) (i). This means that there exists a constant c > 0 such that 

න อ෍ξ୩e୧஛ౡ୲
୫

୩ୀଵ

อ
ଶ

dt ≥ c෍|ξ୩|ଶ.
୫

୩ୀଵ

୰

ି୰

 

Combined with (30) it follows that f is stronglyX-positive definite. 
Since f is stronglyX-positive definite, there is a constant c > 0 such that  

෍ ξ୩ξ̅୨f൫หx୩ − x୨ห൯ ≥ c෍|ξ୩|ଶ.
୫

୩ୀଵ

୫

୩,୨ୀଵ

 

Because of (30) this implies that E(Λ) is stronglyX-positive definite. Therefore, d∗(Λ) > 0 and 
D∗(Λ) ≤ r/π by Proposition (5.1.15) (ii). 
Corollary(5.1.20) [176]: Assume the conditions of Proposition (5.1.19) and r଴ > 0. Then the 
functions f୰ are stronglyX-positive definite for anyr ∈ (0, r଴) if and only if d∗(Λ) > 0 and D∗(Λ) =
0. 
Here we discuss the question of when the Gram matrix (15) defines a bounded operator on lଶ(ℕ). A 
standard criterion for showing that a matrix defines a bounded operator is Schur’s test. It can be 
stated as follows: 

Lemma(5.1.21) [176]: Let A = ቀa୩ౠቁ୩,୨∈ℕ
 be an infinite Hermitian matrix satisfying. 

C ≔ sup
୨∈ℕ

෍หa୩୨ห
ஶ

୩ୀଵ

< ∞.                                                    (31) 

Then the matrix A defines a bounded self-adjoint operator A on tଶ(ℕ) and we have ‖A‖ ≤ C.  
A proof of Lemma (5.1.21) can be found, e.g., in [173, p. 159]. 
Lemma(5.1.22) [176]: Let A = (a୩୨)୩,୨∈ℕbe on infinite Hermitian matrix. Suppose that (݆ܽ݇)௞ୀଵஶ ∈
݆ ଶ for allݐ ∈ ℕ and 

lim
௠→ஶ

൭
݌ݑݏ
݆ ≥ ݉෍ |݆ܽ݇|

௞ஹ௠

൱ = 0.                                          (32) 

Then the Hermitian matrix ܣ = (݆ܽ݇)݇, ݆ ∈ ℕ defines a compact self-adjoint operator on tଶ(ℕ). 
Proof. For m ∈ ℕ let A୫ denote the matrix (a୩ౠ

(୫))୩,୨∈ℕ, where a୩ౠ
(୫) ≔ 0 if either k ≥ m or j ≥

mand a୩ౠ
(୫) = a୩୨ otherwise. Clearly, A୫ defines a bounded operator A୫ on lଶ(ℕ). From (32) it 

follows that the matrix A − A୫ satisfies condition (31) for large m, so A − A୫ defines a bounded 
operator B୫. Therefore A defines the bounded self-adjoint operator A ≔ A୫ + B୫. 
Let ε > 0 be given. By (32), there exists m଴ such that ∑ หa୨୩ห < ୩ஹ୫ߝ  for m > m଴ and j > m଴. 
Using the latter, the Cauchy-Chwarz inequality and the relation a୩୨ = a୨୩ we derive  
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‖B୫x‖ଶ = ෍อ෍ a୨x୩
୩வ௠

อ
ଶ

≤ ෍൭෍หa୨kห
୩வ௠

൱
୨வ௠୨வ௠

൭෍ |a୨k|
୩வ௠

|x୩|ଶ൱ =≤ ε ෍ ෍ |a୩୨
୨வ௠୩வ௠

||x୩|ଶ

≤ εଶ ෍ |x୩|ଶ ≤ εଶ‖x‖ଶ
୩வ௠

 

for x = ൛x୨ൟଵ
ஶ
∈ lଶ(ℕ) and m > m଴. This proves that lim

୫
‖B୫‖ = lim

୫
‖A − A୫‖ = 0. Obviously, 

A୫ is compact, because it has finite rank. Therefore, A is compact. 
An immediate consequence of Lemma (5.1.22) is the following matrix satisfying 
Corollary (5.1.23) [176]: If A = ൫A୩୨൯୩,∈ℕ

 is an infinite Hermitian matrix satisfying. 

lim
୫→ஶ

൭sup
୨∈ℕ

෍ |a୨୩
୩ஹ୫

|൱ − 0,                                                         (33) 

then the matrix A defines a compact self-adjoint operator on lଶ(ℕ). 
Proposition(5.1.24) [176]:Let f ∈ Φ୬, n ≥ 2, and let v be the representing measure in Eq. (17). Let 
X = {x୩}ଵஶ be a sequence of pairwise different points x୩ ∈ ℝ୬. Suppose that for each j, k ∈ ℕ, j ≠ k, 
there are positive numbers α୩୨ such that 

K: sup
୨∈ℕ

෍′
1

(a୩୨|x୩ − x୨|)
౤షభ
మ

< ∞.                                              (34)
୩∈ℕ

 

L: sup
୨∈ℕ

෍′v([0, a୩୨]) < ∞.                                                                  (35)
୩∈ℕ

 

Then the matrix G୰ଡ଼(f) ≔ (f(หx୩ − x୨ห))୩,୨∈ℕ defines a bounded self-adjoint operator on lଶ(ℕ). 
Proof. By (19) the function Ω୬(t) has an alternating power series expansion and Ω୬(0) = 1. 
Therefore we have Ω୬(t) ≤ 1 for t ∈ [0,∞). It is well known (see, e.g., [163. P. 266]) that the 

Bessel function J౤షమ
మ

(t) behaves asymptotically as ට ଶ
஠୲

 as t → ∞. Therefore. It follows from (19) that 

there exists a constant C୬ such that  

|Ω୬(t)| ≤ C୬t
భష౤
మ   for t ∈ (0,∞).                                       (36) 

Using these facts and the assumptions (34) and (35) we obtain. 

෍′f൫หx୩ − x୨ห൯ = ෍′න Ω୬൫rหx୩ − x୨ห൯dv(r) ≤෍ ′൮න 1dv(r) + C୬

஑୩ౠ

଴

න(rหx୩ − x୨ห)
భష౤
మ dv(r)

ஶ

஑ౡౠ

൲
୩∈ℕ

ஶ

଴୩∈ℕ୩∈ℕ

≤ ෍′v൫ൣ0,α୩୨൧൯ + ෍′C୬ න(α୩୨|x୩ − x୨|)
భషౣ
మ

ஶ

஑ౡౠ୩∈ℕ୩∈ℕ

dv(r)

= L + C୬ ቌ෍′(α୩୨|x୩ − x୨|)
భష౤
మ

୩∈ℕ

ቍ v(ℝ) ≤ L + C୬Kv(ℝ). 

so that 

sup
୨∈ℕ

෍ f൫หx୩ − x୨ห൯ ≤ f(0) + L + C୬Kv(ℝ) < ∞.                    (37)
ஶ

୩ୀଵ
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This shows that the assumption (5.1.24) of the Schur test is fulfilled, so the matrix G୰ଡ଼(f) defines a 
bounded operator by Lemma (5.1.21). 
The assumptions (35) and (34) are a growth condition of the measure v at zero combined with a 
density condition for the set of points x୩. Let us assume that v([0, ε]) = 0 for some ε > 0. Setting 
a୩୨ = ε in Proposition (5.1.24), (35) is trivially satisfied and 34) holds whenever. 

sup
୨∈ℕ

෍′
1

หx୩ − x୨ห
౤షభ
మ

< ∞.                                                               (38)
୩∈ℕ

 

Because of its importance we restate this result in the special case when v = δ୰ is a delta measure at 
r ∈ (0,∞) separately as  
Corollary(5.1.25) [176]: If X = {x୩}ଵஶ is a sequence of pairwise distinct points x୩ ∈ ℝ୬ satisfying 
(38), then for anyr > 0 the infinite matrix (Ω୬(r|x୩ − x୨|))୩,୨ℕ define bounded operator on lଶ(ℕ). 
An example is the next proposition. 
Proposition(5.1.26) [176]:Suppose X = {x୩}ଵஶ is a sequence of distinct points x୩ ∈ ℝக such that 

K ≔ sup
୨∈ℕ

෍′
1

หx୩ − x୨ห
< ∞.                                                                  (39)

୩∈ℕ

 

Let r ∈ (0,∞) and let A be the infinite matrix given by 

Ωଷ(t, X) ≔ (Ωଷ(t|x୩ − x୨|))୩,୨∈ℕ = ቆ
sin(t|x୩ − x୨|)

t|x୩ − x୨|
ቇ
୩,୨∈ℕ

(40) 

where we set ୱ୧୬ ଴
଴

≔ 1. If rିଵK < 1, then A defines a bounded self-addjoint operator A on lଶ(ℕ) 
with bounded inverse; moreover, ‖A‖ ≤ 1 + rିଵK and ‖Aିଵ‖ ≤ (1 − rିଵK)ିଵ. 
Proof. Set S ≡ (a୩୨)୩,୨∈ℕ ≔ A − I, where I is the identity matrix. Since a୩୨ = 0, one has 

sup
୨∈ℕ

෍ |a୩୨| = sup
୨∈ℕ

෍′ቤ
sin(r|x୩ − x୨|)

r|x୩ − x୨|
ቤ

୩୩

≤ rିଵ sup
୨∈ℕ

෍′
1

|x୩ − x୨|୩

= rିଵk 

This shows that Hermitian matrix S satisfies the assumption ((5.1.24)) of Lemma (5.1.21) with C ≤
rିଵK. Thus S is the matrix of a bounded self-adjoint operator S such that ‖S‖ ≤ rିଵK. We have S ≔
A − I. This implies that A is the matrix of a bounded self-adjoint operator A = I + S and ‖A‖ ≤ 1 +
rିଵK < ‖has a bounded inverse and ‖Aିଵ ܣ,1 ≤ (1 − rିଵK)ିଵ. 
Let ∆ denote the Laplacian on ℝଷ with domain dom(−∆) = Wଶ.ଶ(ℝଷ) in Lଶ(ℝଷ). It is well known 
that −∆ is self-adjoint. We fix a sequence X = {x୩}ଵஶ of pairwise distinct points x୨ ∈ ℝଷ and denote 
byH the restriction  

H ≔ −∆↾ domH    domH = ൛f ∈ Wଶ,ଶ(ℝଷ): f൫x୨൯ = 0 for all j ∈ ℕൟ.       (41) 
We abbreviate r୨ ≔ |x − x୨| for x = (xଵ, xଶ, xଷ) ∈ ℝଷ. For z ∈ ℂ ∖ [0,∞) we denote by√z the 
branch of the square root of z with positive imaginary part. 
Further, let us recall the formula for the resolvent (−∆ − zI)ିଵ on Lଶ(ℝଷ) (see [159]): 

((−∆− zI)ିଵf)(x) =
1
4π

න
e୧√୶|୶ି୲|

|x − t|
ℝయ

f(t)dt,   f ∈ Lଶ(ℝଷ).                            (42) 

Lemma (5.1.27) [176]:The sequence E ≔ { ଵ
√ଶ஠

φ୨}୨ୀଵஶ = { ଵ
√ଶ஠

ୣష|౮ష౮ౠ|

|୶ି୶ౠ|
}୨ୀଵஶ  is normed and complete in 
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the deficit subspace ॉିଵ(⊂ Lଶ(ℝଷ)) of the operator H. 
Proof. Suppose that f ∈ ॉିଵ and f ⊥ E. Then u ≔ (1 − ∆)ିଵf ∈ Wଶ,ଶ(ℝଷ). By (42), we have 

u(x) =
1
4π

න
eି|୶ି୰|

|x − t f(t)dt.                                                                                  (43)
ℝయ

 

Therefore, the orthogonality condition f ⊥ E means that 

0 = 〈f,φ୨〉 =
1
4π

න f(t)
eି|୶ି୰|

|x − t dt = u൫x୨൯,        j ∈ ℕ.                                  (44)
ℝయ

 

By (44) and (41), u ∈ dom(H) and f = (I − ∆)u = (I + H)u ∈ ran(I + H). Thus  
f ∈ ॉିଵ ∩ ran(I + H) = {0}, 

i.e., f = 0 and the system E is complete. 
The function e|∙|(∈ Wଶ,ଶ(ℝଷ)) is a (generalized) solution of the equation (I − ∆)eି|୶| = 2 ୣ୶୮(ି|୶|)

|୶|
. 

Therefore it follows from (43) with f = f୷(x) ≔ ୣష|౮ష౯|

|୶ି୷|
 that 

eି|୶ି୷|

2 =
1
4π

න
eି|୶ି୲|

|x − t|
ℝయ

∙
eି|୶ି୷|

|t− y| dt.                                                        (45) 

Setting here x = y = x୨ we get ฮφ୨ฮ
ଶ

= 2π, i.e., the system E is normed. 
In order to state the next result we need the following definition. 
Definition(5.1.28) [176]:A sequence ൛f୨ൟଵ

ஶ
 of vector of a Hilbert space is called w-linearly 

independent if for any complex sequence ൛c୨ൟଵ
ஶ

 the relations. 

෍ c୨f୨ = 0   and  ෍หc୨ห
ଶฮf୨ฮ

ଶ
< ∞                                                           (46)

ஶ

୨ୀଵ

ஶ

୨ୀଵ

 

imply that c୨ = 0 for all j ∈ ℕ. 

Lemma(5.1.29) [176]:Assume that X = ൛x୨ൟଵ
ஶ

 has no finite accumulation points. Then the sequence 

E{ ଵ
√ଶ஠

φ୨}୨ୀଵஶ = { ଵ
√ଶ஠

ୣష|౮ష౮ౠ|

ห୶ି୶ౠห
}୨ୀଵஶ  is w-linearly independent in ॉ = Lଶ(ℝଷ). 

Proof. Assume that for some complex sequence ൛c୨ൟଵ
ஶ

 conditions (46) are satisfied with φ୨ in place 

of f୨. By Lemma (5.1.27), ฮφ୨ฮ = √2π. Hence the second of condition (46) is equivalent to ൛c୨ൟ ∈
lଶ. Furthermore, since each function φ୨(x) is harmonic in ℝଷ ∖ ൛x୨ൟ, this implies that the series 
∑ c୨φ୨
ஶ
୨ୀଵ  converges uniformly on each compact subset of ℝଷ ∖ X. 

Fix k ∈ ℕ. Since the points x୨ are pairwise distinct and the set X has no finite accumulation points, 
there exists a compact neighborhood U୩ of x୩ and such that x୨ ∉ U୩ for all j ≠ k. Then, by the 
preceding considerations, the series ∑ c୨φ୨୨ஷ୩  converges uniformly on U୩. 
From the first equality of (46) it follows that  

−c୩ = ෍ c୨eି|୶ି୶ౠ|

୨∈ℕ

|x − x୨|ିଵ|x − x୩| 
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for all x ∈ U୩ , x ≠ x୩. Therefore, passing to the limit as x → x୩ we obtain c୩ = 0. 
Definition(5.1.30) [176]: 

(i) A sequence ൛f୨ൟଵ
ஶ

 in the Hilbert space ℌ is called minimal if for any k 

           dist൛f୩,ℌ(୩)ൟ = ε୩ > 0,    ℌ(୩) ≔ span ቄf୨: j ∈ ℕ ∖ {k}ቅ , k ∈ ℕ                             (47) 

(ii) A sequence ൛f୨ൟଵ
ஶ

 is said to be uniformly minimal if inf
୩∈ℕ

ε୩ > 0. 

(iii) A sequence ൛g୨ൟଵ
ஶ
⊂ ℌ is called birothogonal to ൛f୨ൟଵ

ஶ
  if 〈f୨, g୩〉 = δ୨୩ for all j, k ∈ ℕ. 

Let us recall two well-known facts (see. e.g. [137]): A birothogonal sequence to ൛f୨ൟଵ
ஶ

 exist if and 

only if the sequence ൛f୨ൟଵ
ஶ

 is minimal. If this is true, then the biorthogonal sequence is uniquely 

determined if and only if the set ൛f୨ൟଵ
ஶ

 is complete in ℌ. 

Recall that the sequence ൛φ୨ൟ is complete in ॉିଵ according to Lemma (5.1.27). 
Lemma(5.1.31) [176]:Assume that X = {x୩}ଵஶ has no finite accumulation points. 

(i) The sequence E ≔ ൛φ୨ൟଵ
ஶ

 is minimal in ॉିଵ. 

(ii) The corresponding biorthogonal sequence ൛ψ୨ൟଵ
ஶ

 is also complete in ॉିଵ. 
Proof. (i) To prove minimality it suffices to construct a biorthogonal system. Since X has no finite 
accumulation point, for anyj ∈ ℕ there exists a function u෤ ୨ ∈ C଴ஶ(ℂଷ) such that 

u෤ ୨൫x୨൯ = 1    and     u෤ ୨(x୩) = 0   for k ≠ j                                                                  (48) 
Moreover, u෤ ୨(∙) can be chosen compactly supported in a small neighborhood of x୨. 
Let ψ෩ ୨ ≔ (I − Δ)u෤ ୨, j ∈ ℕ. In general, ψ෩ ୨ ∉ ॉିଵ. To avoid this drawback we put 

ψ୨ ≔ Pି ଵψ෩ ୨ ∈ ॉିଵ   and   g୨ ≔ ψ෩ ୨ −ψ୨, j ∈ ℕ.                                                  (49) 
where Pି ଵ is the orthogonal projection in ॉ onto ॉିଵ. Then g୨ ∈ ran(I + H) = ℌ⊖ॉିଵ, j ∈ ℕ. 
Setting v୨ = (I − ∆)ିଵg୨, we get v୨ ∈ dom(∆). Therefore, by the Sobolev embedding theorem, v୨ ∈

C(ℝଷ). Together with the sequence ൛u෤ ୨ൟଵ
ஶ

 we consider the sequence of functions.  

u୨ ≔ u෤ ୨ − v୨ ∈ Wଶ,ଶ(ℝଷ),           j ∈ ℕ.                                                                             (50) 
Since v୨ ∈ dom(H), the functions u୨ satisfy relations (48) as well. Thus,  

−∆u୨ + u୨ = ψ୨ ∈ ॉିଵ   and   u୨(x୩) = δ୩୨   for j, k ∈ ℕ.                                            (51) 
Combining these relations with resolvent formula (42) we get 

〈φ୨,φ୩〉 =
1
4π

න ψ୨(x)
eି|୶ି୶ౠ|

|x − x୨|
dx = (I − Δ)ିଵψ୨ = u୨(x୩) = δ୩୨ , j ∈ ℕ                 (52)

ℝయ

 

These relations means that the sequence ൛ψ୨ൟଵ
ஶ

 is biorthogonal to the sequence ൛ψ୨ൟଵ
ஶ

. Hence the 
latter is minimal. 
(ii) Let ℌଵ denote the closed linear span of the set {u୨; j ∈ ℕ} in Wଶ,ଶ(ℝଷ). 
We prove that Wଶ,ଶ(ℝଷ) is the closed linear span of its subspaces ℌଵ and dom(H). Indeed, assume 
that g ∈ Wଶ.ଶ(ℝଷ) and has a compact support K = supp g. Then the intersection X ∩ K is finite 
since X has no accumulation points. Therefore the function. 
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                    gଵ = ෍ g൫x୨൯u୨
୶ౠ∈୏

                                                                              (53) 

is well defined and gଵ ∈ ℌଵ. It follows from (51) that g଴ ≔ gଵ ∈ dom(H) and g = gଵ + g଴. It 
remains to note that C଴ஶ(ℝଷ) is dense in Wଶ,ଶ(ℝଷ). 
Suppose that f ∈ ॉିଵ and 〈f,ψ୨〉 = 0, j ∈ ℕ. Then, by (51). 

          0 = 〈f,ψ୨〉 = 〈f, (−Δ + I)u୨〉.     j ∈ ℕ.                                                                        (54) 
The inclusion f ∈ ॉିଵ means that f ⊥ (I − ∆)dom(H). Combining this with (54) and using that 
Wଶ,ଶ(ℝଷ) is the closure of ℌଵ + dom(H) as shown above, it follows that f ⊥ ran(I − ∆) = Lଶ(ℝଷ). 
Thus f = 0 and the sequence ൛ψ୨ൟଵ

ஶ
 is complete. 

Lemma(5.1.32) [176]:If E = ൛φ୨ൟଵ
ஶ

 is uniformly minimal, then X has no finite accumulation points. 

Proof. Since ൛φ୨ൟଵ
ஶ

 is minimal in ॉିଵ, there exists the biorthogonal sequence ൛ψ୨ൟଵ
ஶ

 in ॉିଵ. It was 

already mentioned that the uniform minimality of E = ൛φ୨ൟଵ
ஶ

 is equivalent to sup
୨∈ℕ

ฮφ୨ฮ. ฮψ୨ฮ < ∞. 

Therefore, since ฮφ୨ฮ = 2√π, by Lemma (5.1.27), the sequence ൫ψ୨; j ∈ ℕ൯ is unitofmly bounded 
i.e., sup୨ฮψ୨ฮ =: C଴ < ∞. Setting u୨ = (I − ∆)ିଵψ୨ ∈ Wଶ

ଶ(ℝଷ) we conclude that the sequence 

൛u୨ൟଵ
ஶ

 is uniformly bounded in Wଶ,ଶ(ℝଷ), that is, sup
୨∈ℕ

ฮu୨ฮ୛మ,మ = Cଵ < ∞.  

Now assume to the contrary that there is a finite accumulation point y଴ of X. Thus, there exists a 
subsequence ൛x୨ౣൟ୫ୀଵ

ஶ
 such that y଴ = lim

୫→ஶ
x୨୫. By the Sobolve embedding theorem, the set 

൛u୨; j ∈ ℕൟ is compact in C(ℝଷ). Thus there exists a subsequence of ൛u୨ౣൟ which converges 
uniformly to u଴ ∈ C(ℝଷ). Without loss of generality we assume that the sequence ൛u୨ౣൟ itself 
converges to u଴, i.e. lim

୫→ஶ
ฮu୨ౣ − u଴ฮେ൫ℝయ൯ = 0. Hence  

1 = u୨ౣ൫x୨ౣ൯ ୫→ஶ
ሱ⎯⎯ሮ u଴(y଴) = 1,             0 = u୨ౣ൫u୨ౣషభ൯ ୫→ஶ

ሱ⎯⎯ሮ u଴(y଴) = 0 

which is the desired contradiction. 
Lemma(5.1.33) [176]:Suppose that d∗(X) = 0. If the matrix ଵ࣮ ≔ (ଵ

ଶ
eି|୶ౠି୶ౡ|)୨,୩∈ℕ defines a 

bounded self-adjoint operator Tଵ on lଶ(ℕ), then 0 ∈ σୡ(Tଵ), hence Tଵ has not bounded inverse. 
Proof. Let ε > 0. Since d∗(X) = 0, there exist number n୨ ∈ ℕ such that r୨୩ ≔ |x୬ౠ − x୬ౡ| <  Let .ߝ

e୬ denote the vector e୬ ≔ ൛δ୮,୫ൟ୮ୀଵ
ஶ

 of lଶ(ℕ). Then 2 Tଵ(e୨ − e୩) = {eି୰౦ౠ − eି୰౦ౡ}୮ୀଵஶ ∈ lଶ(ℕ). 

Since |r୮୨ − r୮୩| < r୨୩ < by the triangle inequality, eିக ߝ ≤ exp(r୮୨ − r୮୩) ≤ eக and hence  
|eି୰౦ౠ − eି୰౦ౡ| = eି୰౦ౠ|1 − e୰౦ౠି୰౦ౡ| ≤ εCeି୰౦ౠ, j, k, p ∈ ℕ. 

where C > 0 is a constant. Using the assumption that Tଵ is bounded we get 

          4ฮTଵ൫e୨ − e୩൯ฮ
ଶ
≤ εଶCଶ෍ eିଶ୰౦ౠ = 4εଶCଶฮTଵe୨ฮ

ଶ
≤ 4εଶCଶ‖Tଵ‖ଶ.                   (55)

୮

 

Since ε > 0 is arbitrary and ฮe୨ − e୩ฮ = √2 for j ≠ k, it follows that 0 ∈ σୡ(Tଵ). 
Theorem(5.1.34) [176]:The sequence E = {φ୩}ଵஶ forms a Riesz basis of the Hilbert space ॉିଵ and 
only if d∗(X) > 0. 
Proof. Sufficiency. Suppose that d∗(X) > 0. By Lemma (5.1.27) and (5.1.31), both sequences 
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൛φ୨ൟଵ
ஶ

 and ൛ψ୨ൟଵ
ஶ

 are complete in ॉିଵ. Therefore, by [137, Theorem 6.2.1], the sequence ൛φ୨ൟ forms 
a Riesz basis in ॉିଵ if and only if. 

෍ห〈f,φ୨〉ห
ଶ

< ∞   ܽ݊݀  ෍ห〈f,φ୨〉ห
ଶ

< ݂ ݈݈ܽ ݎ݋݂   ∞ ∈ ॉିଵ

ஶ

୨ୀଵ

ஶ

୨ୀଵ

.                                (56) 

Let B୨ denote the ball in ℝଷ centered at x୨ with the radius r = d∗(X)/3, j ∈ ℕ. ClearlyB୨ ∩ B୩ = ∅ 
for j ≠ k. By the Sobolve embedding theorem, there is a constant C > 0 such that  

หv൫x୨൯ห ≤ C‖v‖୛మ,మ൫୆ౠ൯,   v ∈ Wଶ,ଶ൫B୨൯, j ∈ ℕ,                                                         (57) 

where C is independent of j and v ∈ Wଶ,ଶ൫B୨൯. 
Let f ∈ ॉିଵ and set u = (I − ∆)ଵfu ∈ Wଶ,ଶ(ℝଷ). Combining (57) with the representation (5.1.28) 
for u we get 

෍ห൫f,φ୨൯ห
ଶ

= ෍หu൫x୨൯ห
ଶ
≤ C෍‖u‖୛మ,మ൫୆ౠ൯

ଶ ≤ C‖u‖୛మ,మ൫ℝయ൯
ଶ , f ∈ ॉିଵ(58)

ஶ

୨ୀଵ

ஶ

୨ୀଵ

ஶ

୨ୀଵ

 

This proves the first inequality of (56). 
We now derive the second inequality. Let B଴ be the ball centered at zero with the radius r =
d∗(X)/3. We choose a function u෤଴ ∈ C଴ஶ(ℝଷ) supported in B଴ and satisfying u෤଴(0) = 1. Put 

u෤ ୨(x) ≔ u෤଴൫x − x୨൯ ,     ∈ ℕ.                                                                                               (59) 

Clearly, the sequence ൛u෤ ୨ൟଵ
ஶ

 satisfies conditions (33). Then repeating the reasonings of the proof of 

Lemma (5.1.31) (i) we find a sequence ൛v୨ൟଵ
ஶ

 of vectors from dom(H) such that the new sequence 

൛u୨ ≔ u෤ ୨ − v୨ൟଵ
ஶ

 satisfies relations (51). Hence for anyf ∈ ॉିଵ. 

〈f,ψ୨〉 = 〈f, (−Δ + I)u୨〉 = 〈f, (−Δ + I)൫u෤ ୨ − v୩൯〉 = 〈f, (−Δ + I)u෤ ୨〉, j ∈ ℕ.              (60) 
Since u෤ ୨(∙) is supported in the ball B୨, it follows form (59) and relation (60) that  

෍|〈f,ψ୩〉|ଶ = ෍ห〈f, (−∆ + I)u෤ ୨〉ห
ଶ

ஶ

୨ୀଵ

ஶ

୨ୀଵ

≤ C෍‖f‖୐మ൫୆ౠ൯
ଶ ฮu෤ ୨ฮ୛మ,మ൫୆ౠ൯

ଶ
ஶ

୨ୀଵ

= C෍‖f‖୐మ൫୆ౠ൯
ଶ ‖u෤଴‖୛మ,మ(୆బ)

ଶ
ஶ

୨ୀଵ

= C‖u଴‖୛మ,మ(୆బ)
ଶ ෍‖f‖୐మ൫୆ౠ൯

ଶ ≤ C‖u෤଴‖୛మ,మ(୆బ)
ଶ

ஶ

୨ୀଵ

‖f‖୐మ൫ℝయ൯
ଶ . 

Thus, the second inequality (56) is also proved, hence ൛φ୨ൟ forms a Riesz basis. 

Necessity. Suppose the d∗(X) = 0. By [137, Theorem 6.2.1], a sequence ψ = ൛ψ୨ൟଵ
ஶ

 of vectors is a 

Riesz basis of a Hilbert space ℌ if and only it is complete in ℌ and its Gram matrix G୰ಠ ≔
(〈ψ୨,ψ୩〉)୨,୩∈ℕ defines a bounded operator on lଶ(ℕ) with bounded inverse. 

By (45), E = ൛φ୨ൟଵ
ஶ

 has the Gram matrix G୰ు = (〈ψ୨,ψ୩〉)୨,୩∈ℕ = ൫πeି|୶ౠି୶ౡ|൯
୨,୩∈ℕ = 2π ଵ࣮. 
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Therefore, by Lemma (5.1.30), if G୰ు defies a bounded operator, this operator is not boundedly 

invertible. Hence E = ൛φ୨ൟଵ
ஶ

 is not a Riesz basis by the preceding theorem. 
Remark(5.1.35) [176]:Note that the proof of uniform minimality of the system E is much simpler. 
Combining (59) with (60) we obtain. 
ห〈f,ψ୨〉ห ≤ ‖f‖୐మ ∙ ฮ(I − ∆)u෤ ୨ฮ୐మ ≤ ‖f‖୐మฮu෤ ୨ฮ୛మ,మ൫ℝయ൯

= ‖f‖୐మ‖u෤଴‖୛మ,మ൫ℝయ൯,           j ∈ ℕ.          (61) 

Since f ∈ ॉିଵ is arbitrary, one has sup
୨∈ℕ

ฮφ୨ฮ୐మ൫ℝయ൯ ≤ ‖u෤଴‖୛మ,మ൫ℝయ൯, so ൛ψ୨ൟ୨∈ℕ  is uniformly minimal 

Next we set  

φ୨,୸(x) ≔
e୧√୶ห୶ି୶ౠห

หx − x୨ห
    and   e୨,୸(x): e୧√୸ห୶ି୶ౠห,        j ∈ ℕ.                                              (62) 

Clearly, φ୨,ିଵ = φ୨, j ∈ ℕ. 
Corollary(5.1.36) [176]:Suppose that d∗(X) > 0. Then for anyz ∈ ℂ ∖ [0,∞), the sequence E୸ ≔
{ ଵ
ଶ஠
φ୨.୸}୨ୀଵஶ  forms a Riesz basis in the deficiency subspace ॉ୸ of the operator H. Moreover, for z =

− aଶ < 0(a > 0) the system √aEିୟమ = { √ୟ
√ଶ஠

φ୨,ିୟమ}୨ୀଵஶ . Is normed. 

Proof. It is easily seen that 

න
eି|୶ି୷|

|x − y| ∙
e୧√୸ห୳ି୶ౠห

หy − x୨หℝయ

dy න
e୧√୸|୶ି୷|

|x − y| ∙
eିห୷ି୶ౠห

หx − x୨ห
dy,   ∈ ℕ.                                       (63)

ℝయ

 

Using (42) we can rewrite this equality as 
(I − ∆)ିଵφ୨,୸ = (−∆ − z)ିଵφ୨,           j ∈ ℕ, z ∈ ℂ ∖ ℝഥା.                                            (64) 

Therefore, we have 
          φ୨,୸ = U୸஦ౠ , where   U୸ ≔ (I − ∆)(−∆ − z)ିଵ = I − (1 + z)(∆+ z)ିଵ.         (65) 

Obviously, U୸ is a continuous bijection of ॉିଵ onto ॉ୸. therefore, since E = Eିଵ = ൛φ୨ൟ୨∈ℕ is 

Riesz basis of ॉିଵ by Theorem (5.1.31), E୸ = ൛φ୨,୸ൟ୨ୀଵ
ஶ

 is a Riesz basis of ॉ୸. 

To prove the second statement we note that for anya > 0 the function eିୟ|∙|൫∈ Wଶ,ଶ(ℝଷ)൯ is a 

(generalized) solution of the equation (aଶI − ∆)eିୟ|୶| = 2a ୣ୶୮(ିୟ|୶|)
|୶|

. Taking this equality into 

account we obtain from (42) with z = −aଶ and f = f୷(x) ≔ ୣష౗|౮ష౯|

|୲ି୷|
 that 

eିୟ|୶ି୷|

2a =
1
4π

න
eିୟ|୶ି୲|

|x − t| ∙
eିୟ|୲ି୷|

|t − y| dt,      a > 0.                                                        (66)
ℝయ

 

Setting here x = y = x୨ we get ฮφ୨,ିୟమฮ
ଶ

= 2π/a, i.e., the system √aEିୟమ  is normed. 
Theorem(5.1.37) [176]:Let f be a non-constant function of M[0,∞) and let τ be the representing 
measure in Eq. (21). Suppose that X = {x୩}ଵஶ is a sequence of points x୩ℝଷ. Then: 
(i) Ifd∗(X) > 0, then the function f(|∙|) is strongly X-positive definite. 
(ii) Suppose that d∗(X) > 0 and  

න(s + sିଷ)dτ(s) < ∞.                                                                           (67)
ஶ

଴
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Then the Gram matrix Grଡ଼(f) = ൫f(|x୩ − x୨|)൯୩,୨∈ℕ
 defines a bounded operator with bounded 

inverse on lଶ(ℕ). 
(iii) If the Gram matrix Grଡ଼(f) defines a bounded operator with bounded inverse on lଶ(ℕ), then 

d∗(X) > 0. 
 
Proof.(i) Suppose that s ∈ (0, +∞) and set 

gୱ(x) ≔ sିଵeିୱ|୶|,   φ୨,ୱ(x) ≔
1
√2π

φ୨,ିୱమ(x)
1
√2π

eିୱห୶ି୶ౠห

หx − x୨ห
, j ∈ ℕ. 

Eq. (45) shows that Grଡ଼(gୱ) = (gୱ(x୩ − x୨))୩,୨∈ℕ is the Gram matrix of the sequence Eିୱమ ≔
൛φഥ ୨,ୱൟ୨ୀଵ

ஶ
. Since d∗(X) > 0 by assumption, Eିୱమ  forms a Riesz by Corollary(5.1.33). Therefore it 

follows from [137, Theorem 6.2.1] that for anys > 0 the Gram matrix ቀ〈φ෥ ୨,ୱ,φ෥୩,ୱ〉୐మ൫ℝయ൯ቁ୨,୩∈ℕ
=

G୰౔(gୱ) defines a bounded operator on lଶ(ℕ) with bounded invese. Hence for anys > 0 and c(s) >
0 such that  

C(s)෍หξ୨ห
ଶ
≥ ෍〈φ෥ ୨,ୱ,φ෥୩,ୱ〉୐మ൫ℝయ൯

୫

୨,୩ୀଵ

୫

୨ୀଵ

ξ୨ξ̅୩ = ෍ sିଵeିୱห୶ౠି୶ౡหξ୨ ξ̅୩

୫

୨,୩ୀଵ

≥ c(s)෍หξ୨ห
ଶ

୫

୨ୀଵ

(68) 

for all (ξଵ, … , ξ୫) ∈ ℂ୫ and m ∈ ℕ. Clearly, the function c(s) on (0, +∞) can be chosen to be 

measurable. Since c(s) > 0 on ℝା and τ(ℝା) > 0, we have c ≔ ∫ sc(s)dτ(s)(଴,ାஶ) > 0. 
Combining (21) with (68) we arrive at the inequality. 

෍ f൫หx୨ − x୩ห൯ξ୨ξ̅୩ = න ቌ෍ eିୱห୶ౠି୶ౡห
୫

୨,୩ୀଵ

ξ୨ξ̅୩ቍ
ஶ

଴

୫

୨,୩ୀଵ

dτ(s)     

≥ න sቌc(s)෍หξ୨ห
ଶ

୫

୨ୀଵ

ቍ dτ(s) = c෍หξ୨ห
ଶ

,                                                                    (69)
୫

୨ୀଵ

ஶ

଴

 

This means that the function f(|∙|) is stronglyX-positive definite. 
(ii) By (65), Uିୱమ = (I − ∆ + sଶ)ିଵ, hence ‖Uିୱమ‖ = max(1. sଶ). Moreover, by (65). φ෥ ୨,ୱ =
Uିୱమφ෥ ୨,ଵ. Using the preceding facts we derive 
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෍ f൫หx୨ − x୩ห൯ξ୨ξ̅୩ = න ቌ෍ eିୱห୶ౠି୶ౡห
୫

୨,୩ୀଵ

ξ୨ξ̅୩ቍ
ஶ

଴

୫

୨,୩ୀଵ

dτ(s)(70)

= ෍ න s〈φ෥ ୨,ୱ,φ෥୩,ୱ〉ξ୨ξ̅୩dτ(s)
ାஶ

଴

୫

୨,୩ୀଵ

= න sቯ෍ξ୨φ෥ ୨,ୱ

୫

୨ୀଵ

ቯ

ଶ

dτ(s)
ାஶ

଴

= න sቯUିୱమ ቌ෍ξ୨φ෥ ୨,ଵ

୫

୨ୀଵ

ቍቯ

ଶ

dτ(s) ≤ න s‖Uିୱమ‖ଶ
ାஶ

଴

ቯ෍ξ୨φ෥ ୨,ଵ

୫

୨ୀଵ

ቯ

ଶ

dτ(s)
ାஶ

଴

= 2න s‖Uିୱమ‖ଶ ෍〈φ෥ ୨,ଵ,φ෥୩,ଵ〉
୫

୨,୩ୀଵ

ξ୨ξ̅୩dτ(s)
ାஶ

଴

≤ න s(1 + sିସ)C(1)ቌ෍หξ୨ห
ଶ

୫

୨ୀଵ

ቍ
ାஶ

଴

dτ(s)

= C෍หξ୨ห
ଶ

,                                       (71)
୫

୨ୀଵ

 

where C ≔ C(1)∫ (s + sିଷ)dτ(s) < ∞ାஶ
଴  by assumption (67). 

It follows from (69) and (70) that the matrix G୰୶(f) defines a bounded operator with bounded 
inverse. 
(iii) Suppose that d∗(X) = 0. Assume to the contrary that the Gram matrix G୰୶(f) defines a bounded 
operator, sayT, with bounded inverse on lଶ(ℕ). 
Fix ε ∈ (0, τ([0,∞))). Since the measure τ is finite, there exists s଴ > 0 such that 

න dτ(s)
[ୱబ,ஶ)

< ߝ < ߬([0,∞)).                                                             (72) 

By the assumption d∗(X) = 0 we can find points x୨ , x୨ ∈ X, k, l ∈ ℕ, such that r୨୩ = หx୨ − x୩ห ≤
s଴ିଵ ln(1 + ε(0, s଴])))ିଵ). Fix a number l ∈ ℕ. First suppose r୨୪ ≤ r୩୪. Then  

0 ≤ ቀ1− eୱ൫୰ౡౢି୰ౠౢ൯ቁ
ଶ
≤ 1 − eିୱ୰ౡౠ ≤

ε൫τ([0, s଴])൯ିଵ

1 + ε൫τ([0, s଴)൯ିଵ
≤ ε൫τ([0, s଴])൯ିଵ, s ∈ [0, s଴].     (73) 

Using (72) and (73) we derive 

ቌන(eୱ୰ౠౢ − eିୱ୰ౡౢ)dτ(s)
ஶ

଴

ቍ

ଶ

= ቌන 1 − eୱ൫୰ౡౢି୰ౠౢ൯eିୱ୰ౠౢdτ(s)
ஶ

଴

ቍ

ଶ

= ቌනቀ1− eିୱ൫୰ౡౢି୰ౠౢ൯ቁ
ଶ

dτ(s) + නቀ1− eିୱ൫୰ౡౢି୰ౠౢ൯ቁ
ଶ

dτ(s)

ୱబ

଴

ஶ

଴

ቍቌන eିଶୱ୰ౠౢdτ(s)
ஶ

଴

ቍ

≤ 2εන eିଶୱ୰ౠౢdτ(s).                                                      (74)
ஶ

଴
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If r୨୪ > r୩୪ then the same reasoning yields. 

ቌන(eିୱ୰ౠౢ − eିୱ)dτ(s)
ஶ

଴

ቍ

ଶ

≤ 2கන eଶୱ୰ౡౢdτ(s).                         (75)
ஶ

଴

 

Summing over l in (74) respectively (75) we obtain. 

ฮT൫e୨ − e୩൯ฮ୪మ(ℕ)

ଶ

= ෍ห〈T൫e୨ − e୩൯, e୪〉ห
ଶ

= ෍ቌන(eିୱ୰ౠౢ − eିୱ୰ౡౢ)dτ(s)
ஶ

଴

ቍ

ଶ

୍୍

≤ 2ε෍ቌන eିଶୱ୰ౠౢdτ(s) + න eିଶୱ୰ౡౢdτ(s)
ஶ

଴

ஶ

଴

ቍ
୍

= 2ε ൬ቛTୣ ౠቛ
ଶ

+ ฮTୣ ౡฮ
ଶ
൰

≤ 4ε‖T‖ଶ.                                 (76) 
and hence  

4 = ฮe୨ − e୩ฮ
ଶ
≤ ‖Tିଵ‖ଶฮT൫e୨ − e୩൯ฮ

ଶ
≤ 4ε‖Tିଵ‖ଶ‖T‖ଶ(77) 

for j ≠ k. Since ε > 0 is arbitrary, this is a contraction. 
Now we return to be considerations related to Theorem (5.1.34) and recall the following. 
Definition(5.1.38) [176]: 
A basis ൛f୨ൟଵ

ஶ
 of a Hilbert space ℌ is called a Bari basis if there exists an orthonormal basis ൛g୨ൟଵ

ஶ
 of 

ℌ such that  

෍ฮf୨ − g୨ฮ
ଶ

< ∞.                                                                (78)
୨∈ℕ

 

It is known that each Bari basis is a Riesz basis. The converse statement is not true. 
Proposition(5.1.39) [176]:Assume that X has no finite accumulation points. Then the sequence 

E{ ଵ
√ଶ஠

φ୨}୨ୀଵஶ ≔ { ଵ
√ଶ஠

ୣష|౮ష౮ౠ|

|୶ି୶ౠ|
}୨ୀଵஶ  forms a Bari basis of ॉିଵ if and only if 

෍ eିଶ|୶ౠି୶ౡ|

୨,୩∈ℕ,୨ஷ୩

< ∞.                                                                (79) 

Moreover, this condition is equivalent to  
Dஶ ≔ lim

୬→ஶ
D(φଵ, … ,φ୬) > 0,                                                       (80) 

where D(φଵ, … ,φ୬) denotes the determinant of the matrix ൫〈φ୨,φ୩〉൯୨,୩ୀଵ
୬

. 

Proof. By (45), we have 〈φ୨,φ୩〉 = 2π exp(−|x୨ − x୩|) for j, k ∈ ℕ. By Lemma (5.1.29), the 
system E is ω-linearly independent. Therefore, by [137, Theorem 6.3.3], E is a Bari basis if and 
only if. 

൫〈φ୨,φ୩〉 − 2πδ୨୩൯୨,୩ୀଵ
ஶ

= 2π൫exp(−|x୨ − x୩|൯ − δ୨୩)୨,୩ୀଵஶ ∈ ्ଶ(lଶ), 

i.e. condition (79) is satisfied. The second statement follows from [137, Theorem 6.3.1]. 
 
Section (5.2): Three Dimensional Schrödinger Operator with Point Interactions  
Here we briefly recall basis notions and facts on boundary triplets (see [64, 139, 166] for details). In 
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what follows A denotes a densely defined closed symmetric operator on a Hilbert space ℌ,ॉ୸ ≔
ॉ୸(A) = ker(A∗ − z), z ∈ ℂ±, is the defect subspace. We also assume that A has equal deficiency 
indices nା(A) ≔ dim(ॉ୧) = dim(ॉି୧) =: n − (A). 
Definition (5.2.1) [176]: (See [139]). A boundary triplet for the a joint operator A∗ is a triplet Π =
{ℋ, Γ଴,Γଵ} of an auxiliary Hilbert space ℋ and of linear mapping Γ଴, Γଵ: dom(A∗) →ℋ such that 
(i) The following abstract Green identity holds: 

(A∗f, g)ℌ − (f, A∗g)ℌ = (Γଵf,Γ଴g)ℋ − (Γ଴, f,Γଵg)ℋ , f, g ∈ dom(A∗); (81) 
The mapping (Γ଴,Γଵ): dom(A∗) → ℋ⨁ℋ is surjective. 
With a boundary triplet Π one associates two self-extensions of A defined by 

A଴ ≔ A∗ ↾ ker(Γ଴)    and Aଵ ≔ A∗ ↾ ker(Γଵ).                                             (82) 
Definition (5.2.2) [176]: 
(i) A closed extension A෩ of A is called proper if A ⊂ A෩ ⊂ A∗. The set of all extensions of A is 

denoted by Ext୅. 
(ii) Two proper extensions A෩ଵ and A෩ଶ of A are called disjoint if dom൫A෩ଵ൯ ∩ +dom൫A෩ଶ൯ =

dom(A∗). 
Remark(5.2.3) [176]: 
(i)  If the symmetric operator A has equal deficiency indices nା(A) = nି(A), then a boundary 

triplet Π = {ℋ,Γ଴, Γଵ} for A∗ always exists and we have dimℋ = n±(A). [139] 
(ii) For each self-adjoint extension A෩ of A there exists a boundary triplet Π = {ℋ, Γ଴,Γଵ} such 

that A෩ = A∗ ↾ ker(Γ଴) = A଴. 
(iii) It Π = {ℋ,Γ଴, Γଵ} is a boundary triplet for A∗ and B = B∗ ∈ B(ℋ), then the triplet Π୆ =

{ℋ, Γ଴୆,Γଵ୆} with Γଵ୆ ≔ Γ଴ and Γ଴୆ ≔ BΓ଴, Γଵ  is also a boundary triplet for A∗. 
Boundary triplet for A∗ allow one to parameterize the set Ext୅ in terms of closed linear relations. 
For this we recall the following definitions. 
Definition (5.2.4) [176]: 
(i) A linear relation Θ in ℋ is a linear subspaces of ℋ ⨁ ℋ. It is called if the corresponding 

subspaces is closed in ℋ ⨁ ℋ. 
(ii) A linear relation Θ is called symmetric if (gଵ, fଶ) − (fଵ, gଶ) = 0 for all {fଵ, gଵ}, {fଶ, gଶ} ∈ Θ. 
(iii) The adjoint relation Θ∗ of a linear relation Θ in ℋ is defined by 

Θ∗ = ൛{k, kଵ}: (hᇱ, k) = (h, kᇱ) for all {h, hᇱ} ∈ Θൟ. 
(iv) A closed linear relation Θ is called self-adjoint if Θ = Θ∗. 
(v) The inverse of a relation Θ is the relation Θିଵ defined by Θିଵ = ൛{hᇱ, h}: {h, hᇱ} ∈ Θൟ. 
Definition (5.2.5) [176]:Let Θ be a closed relation in ℋ. The resolvent set ρ(Θ) is the set of 
complex numbers λ such that the relation (Θ− λI)ିଵ ≔ ൛{hᇱ − λh, h}: {h, hᇱ} ∈ Θൟ is the graph of a 
bounded operator of B(ℋ). the complement set σ(Θ) ≔ ℂ ∖ ρ(Θ) is called the spectrum of Θ. 
For a relation Θ in ℋ we define the domain dom(Θ) and the multi-valued part mul(Θ) by 

dom(Θ) = {h ∈ ℋ: {h, hᇱ} ∈ Θ  for some hᇱ ∈ ℋ}.  mul(Θ) = {hᇱ ∈ ℋ: {0, hᇱ} ∈ Θ}. 
Each closed relation Θ is the orthogonal sum of Θஶ ≔ ൛{0, f ᇱ} ∈ Θൟ and Θ୭୮ ≔ Θ⊖Θஶ. Then Θ୭୮ 
is the graph of a closed operator, called the operator part of Θ and denoted also byΘ୭୮, and Θஶ is a 
“pure” relation, that is mul(Θஶ) = mul(Θ). 
Suppose that Θ is a self-adjoint relation in ℋ. Then mul(Θ) is the orthogonal complement of 
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dom(Θ) in ℋ and Θ୭୮ is a self-adjoint operator in the Hilbert space ℋ୭୮ ≔ dom(Θ)തതതതതതതതതത. That is, Θ is 
the orthogonal sum of an “ordinary” self-adjoint operator Θ୭୮ in ℋ୭୮ and a “pure” relation Θஶ in 
ℋஶ ≔ mul(Θ). 
Proposition(5.2.6) [176]: 4.6. (See [64, 139, 166] Let Π = {ℋ, Γ଴,Γଵ} be a boundary triplet for A∗. 
Then the mapping. 

Ext୅ ∋ A෩ ≔ A஀ → Θ ≔ Γቀdom൫A෩൯ቁ = ቄ{Γ଴f,Γଵf}: f ∈ dom൫A෩൯ቅ (83) 

Is a bijection of the set Ext୅ of all proper extensions of A and the set of all closed linear relations 
ሚࣝ(ℋ) in ℋ. Moreover, the following equivalences hold: 

(i) (A஀)∗ = A஀∗ for any linear relation Θ in ℋ. 
(ii) A஀ is symmetric if and only if Θ is symmetric. Moreover, n±(A஀) = n±(Θ). In particular, 

A஀ is self-adjoint if and only if Θ is self-adjoint. 
(iii) The closed extensions A஀ and A଴ are disjoint if and only if Θ = B is a closed operator. In 

this case. 
A஀ = A୆ = A∗ ↾ dom(A୆),   dom(A୆) = ker(Γ଴ − BΓ଴).            (84) 

The notion of the Weyl function and theyγ-filed of a boundary triplet was introduced in [64]. 
Definition (5.2.7) [176]: (See [64, 166]). Let Π = {ℋ,Γ଴, Γଵ} be a boundary triplet for A∗. The 
operator-valued functions γ(∙):ρ(A଴) → B(ℋ,ℌ) and M(∙):ρ(A଴) → B(ℋ) defined by 

γ(z) ≔ (Γ଴ ↾ ॉ୸)ିଵ  and  M(z) ≔ Γଵγ(z), z ∈ ρ(A଴),             (85) 
are called the γ-field and the Weyl function, respectively, of Π = {ℋ, Γ଴,Γଵ}. 
Note that the γ-field γ(∙) and Weyl function M(∙) are holomorphic on ρ(A଴).  
Recall that a symmetric operator A in ℌ is said to be simple if there is no non-trivial subspace which 
reduces it to a self-adjoint operator. In other words, A is simple if it does not admit an (orthogonal) 
decomposition A = Aᇱ⨁ S where Aᇱ is a symmetric operator and S is a self-adjoint operator acting 
on a non-trivial Hilbert space. 
It is easily seen (and well known) that A is simple if and only if span {ॉ୸(A): z ∈ ℂ ∖ ℝ} = ℌ.  
If A is simple, then the Weyl function M(∙) determines the boundary triplet Π uniquely up to the 
unitary equivalence (see [64]). In particular, M(∙) contains the full information about the spectral 
properties of A଴. Moreover, the spectrum of a proper (not necessarily self-adjoint) extension A஀ ∈
Ext୅ can be described by means of M(∙) and the boundary relation Θ. 
Proposition(5.2.8) [176]: (See [64, 166]). Let A be a simple densely defined symmetric operator in 
ℌ,Θ ∈ ሚࣝ(ℋ) and z ∈ ρ(A଴). Then: 
(i) z ∈ ρ if and only if 0 ∈ ρ(Θ− M(z)); 
(ii) z ∈ σத(A஀) if and only if 0 ∈ σத൫Θ − M(z)൯, τ ∈ {p, c} 
(iii) f ∈ ker(A஀ − z) if and only if Γ଴f ∈ ker൫Θ − M(z)൯ and 

dim ker(A஀ − z) = dim ker(Θ− M(z)). 
For any boundary triplet Π = {ℋ,Γ଴, Γଵ} for A∗ and any proper extension A஀ ∈ Ext୅ with non-
empty resolvent set the following Krein-type resolvent formula holds (cf. [64, 166])/ 

(A஀ − z)ିଵ = (A଴ − z)ିଵ + γ(z)൫Θ − M(z)൯ିଵγ(zത)∗, z ∈ ρ(A஀) ∩ ρ(A଴).  (86) 
It should be emphasized that formulas (82), (83), and (85) express all data occurring in (86) in terms 
of the boundary triplet. These expressions allow one to apply formula (86) to boundary value 
problems. 
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The following result is deduced from (86). 
Proposition(5.2.9) [176]: (See [64, Theorem 2]). Let Π = {ℋ,Γ଴, Γଵ} be a boundary triplet for A∗ 
and Θᇱ,Θ ∈ ሚࣝ(ℋ). Suppose that ρ(A஀ᇲ) ∩ ρ(A஀) ≠ ∅ and ρ(Θᇱ) ∩ ρ(Θ) ≠ ∅. 
(i) For z ∈ ρ(A஀ᇲ) ∩ ρ(A஀), ζ ∈ ρ(Θᇱ) ∩ ρ(Θ), and ρ ∈ [0,∞] the following equivalence is 

valid: 
(A஀ᇲ − z)ିଵ − (A஀ − z)ିଵ ∈ ्୮(ℌ) ⟺ (Θᇱ − ζ)ିଵ − (Θ− ζ)ିଵ ∈ ्୮(ℋ)          (87) 
In particular, (A஀ − z)ିଵ − (A଴ − z)ିଵ ∈ ्୮(ℌ) of and only if (Θ− ζ)ିଵ ∈ ्୮(ℋ) for ζ ∈ ρ(Θ). 
(ii) If dom(Θᇱ) = dom(Θ), then the following implication holds: 
Θᇱ − Θതതതതതതതതത ∈ ्୮(ℋ) ⟹ (A஀ᇲ − z)ିଵ − (A஀ − z)ିଵ ∈ ्୮(ℌ), z ∈ ρ(A஀) ∩ ρ(A஀).                (88) 
In particular, if Θᇱ,Θ ∈ (ℋ), then (87) is equivalent to Θᇱ − Θ ∈ ्୮(ℋ). 
In this subsection we assume that the symmetric operator A on ℌ is non-negative. Then the set 
Ext୅(0,∞) of all non-negative self-adjoint extensions of A on ℌ is not empty. Moreover, there 
exists a maximal non-negative extension A୊, called the Friedrichs extension, and a minimal 
non0negative extension A୏, called Krein extension, in the set Ext୅(0,∞) and 

(A୊ + x)ିଵ ≤ ൫A෩ + x൯
ିଵ
≤ (A୏ + x)ିଵ, x ∈ (0,∞), A෩ ∈ Ext୅(0,∞). 

Proposition(5.2.10) [176]: (See [117]). Let Π = {ℋ,Γ଴, Γଵ} be a boundary triplet for A∗ such that 
A଴ ≥ 0 and let M(∙) be the corresponding Weyl function. 
(i) There exists a lower semibounded self-adjoint linear relation M(0) in ℋ which is the strong 

resolvent limit of M(x) as x ↑ 0. Moreover, M(0) is associated with the closed quadratic 
form. 

१଴[h] ≔ lim
୶↑଴

(M(x)h, h),   dom(१଴) = ቄh: lim
୶↑଴

(M(x)h, h) < ∞ቅ = dom ቀ൫M(0)− M(−a)൯ଵ/ଶ
ቁ. 

(ii) The Krein extension A୏ is given by 
A୏ = A∗ ↾ dom(A୏),   dom(A୏) = {f ∈ dom(A∗): {ℋ,Γ଴, Γଵ} ∈ M(0)}. (89) 

The extensions A୏ and A଴ are disjoint if and only if M(0) ∈ ࣝ(ℋ). In this case dom(A୏) =
ker(Γଵ − M(0)Γ଴). 
(iii) A଴ = A୊ if and only if lim

୶↑ିஶ
(M(x)f, f) = −∞ for f ∈ ℋ ∖ {0}. 

(iv) A଴ = A୏ if and only if lim
୶↑ିஶ

(M(x)f, f) = +∞ for f ∈ ℋ ∖ {0}. 

If A஀ is lower semibounded, then Θ is lower semibounded too. The converse is not true in general. 
In order to state corresponding result we introduce the following definition. 
We shall say that M(∙) tends uniformly to −∞ as x → −∞ if for anya > 0 there exists xୟ < 0 such 
that M(xୟ) < −ܽ. Iℋ . In this case we write M(x) ⇉ −∞ as x → −∞. 
Proposition(5.2.11) [176]: (See [64]). Suppose that A is a non-negative symmetric operator on ℌ 
and Π = {ℋ,Γ଴, Γଵ} is a boundary triplet for A∗ such that A଴ = A୊. Let M be the corresponding 
Weyl function. Then the two assertions: 
(i) a linear relation Θ ∈ ሚࣝୱୣ୪୤(ℋ) is semibounded below. 
(ii) a self-adjoint extension A஀ is semibounded below. 
are equivalent if and only if M(x) ⇉ −∞ for x → −∞. 
Recall that the order relation for lower semibounded self-adjoint operators Tଵ, Tଶ is defined by 
Tଵ ≤ Tଶ if dom൫१୘భ൯ ⊂ dom൫१୘మ൯   and  १୘భ[u] ≥ १୘మ[u],    u ∈ dom൫१୘భ൯,                   (90) 
where १୘భ  is the quadratic form associated with T୨. 
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If T is a self-adjoint operator with spectral measure E୘put୩ି(T) ≔ dim ran൫E୘(−∞, 0)൯. For a 
self-adjoint relation  Θ we set୩ି(Θ) ≔୩ି ൫Θ୭୮൯, where  Θ୭୮ is the operator part of Θ. For a 
quadratic form १ we denote bykି(१) the number of negative squares of १ (cf. [155]). 
Proposition(5.2.12) [176]:(See [64]). Suppose A is a densely defined non-negative symmetric 
operator on ℌ and Π = {ℋ, Γ଴,Γଵ} is a boundary triplet for A∗ such that A଴ = A୊. Let M be the Weyl 
function of this boundary triplet and let Θ be a self-adjoint relation on ℋ. Then:  
(i) The self-adjoint extension A஀ is non-negative if and only if Θ ≥ M(0), 
(ii)       If A஀ is lower semibounded and dom(१஀) ⊂ dom൫१୑(଴)൯, then kି(A஀) = kି൫१஀ − १୑(଴)൯. If, 
in addition, M(0) ∈ (ℋ), then kି(A஀) = kି൫Θ − M(0)൯. 
In what follows we will denote. 

M୦(z) ≔ (M(z)h, h),   z ∈ ℂା.   and   M୦(x + i0) ≔ lim
୷↓଴

M୦(x + iy), h ∈ ℋ. 

Since lm൫M୦(z)൯ > 0, ݖ ∈ ℂା, the limit M୦(x + i0) exists and is finite for a.e. x ∈ ℝ. We put 
Ωୟୡ(M୦) ≔ {x ∈ ℝ: 0 < ݈݉M୦(x) < +∞}. 

We also set d୑(x) ≔ rank ቀlm൫M(x + i0)൯ቁ ≤ ∞ provided that the weak limit M(x + i0) ≔ ω−
lim୷↓଴ M(x + iy) exists. 
Proposition(5.2.13) [176]: (See [133]). Let A be a simple densely defined closed symmetric 
operator on a separable Hilbert space ℌ and let Π = {ℋ, Γ଴,Γଵ} be a boundary triplet for A∗ with 
Weyl function M. Assume that {h୩}୩ୀଵ୒ , 1 ≤ N ≤ ∞, is a total set in ℋ. Recall that A଴ is the self-
adjoint operator defined byA଴ = A∗ ↾ ker(Γ଴). 
(i) A଴ has no point spectrum in the interval (a, b) if and only if lim

୷↓଴
yM୦ౡ(x + iy) = 0 for all 

x ∈ (a, b) and k ∈ {1,2 … , N}. 
(ii) A଴ has no singular continuous spectrum in the interval (a, b) if the set (a, b) ∖ Ωୟୡ൫M୦ౡ൯ is 

countable for each k ∈ {1,2, … , N}. 
To state the next proposition we need the concept of the ac-closure clୟୡ(δ) of a Borel subset δ ⊂ ℝ 
introduced independently in [133] and [136]. We refer to [136, 158] for the definition of this notion 
as well as for its basic properties. 
Proposition(5.2.14) [176]: (See [157, 158]). Retain the assumptions of Proposition (5.2.13) Let B 

be a self adjoint operator on ℋ, A୆ = A∗ ↾ ker(Γଵ − BΓ଴), and M୆(z) ≔ ൫B − M(z)൯ିଵ. 
(i) If the limit ݔ)ܯ + ݅0) ∶= ߱ − log௬↓଴ݔ)ܯ + exists a.e. on ℝ, then σୟୡ(A଴) (ݕ݅ =

clୟୡ ቀsupp൫d୑(x)൯ቁ. 
(ii)    For any Borel subset ࣞ ⊂ ℝ the ac-parts A଴E୅బ

ୟୡ (ࣞ) and A୆E୅ా
ୟୡ (ࣞ) of the operators A଴E୅బ(ࣞ) 

and A୆E୅ా(ࣞ) are unitarily equivalent if and only if d୑(x) = d୑ా
(x) a. e. on ࣞ. 

Throughout we fix a sequence X = {x୩}ଵஶ of points x୩ ∈ ℝଷ satisfying. 
d∗(X) = inf

୩,୨∈ℕ,୩ஷ୨
หx୩ − x୨ห > 0. 

denote byH the restriction of −∆ given by (41), and set. 

φ୨,୸(x) =
e୧√z|x − x|

|x − x୨|
  and  e୨,୸(x) = e୧√୸|୶ି୶ౠ|, z ∈ ℂ ∖ [0, +∞), j ∈ ℂ.            (91) 

Clearly, φ୨ = φ୨,ିଵ and e୨ = e୨,ିଵ. Recall from Lemma (5.1.33) that Tଵ is the bounded operator on 
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lଶ(ℕ) defined by the matrix ଵ࣮ ≔ ൫2ିeି|୶ౠି୶ౡ|൯
୨,୩∈. 

The following lemma is a special case of Example 14.3 in [166] 
Lemma(5.2.15) [176]: Let A be densely defined closed symmetric operator on ℌ. Suppose that A෩ is 
a self-adjoint extension of A on ℌ and −∈ ρ൫A෩൯. Then: 
(i)     dom(A∗) = dom A  

+ ker(A∗ + I) + ൫A෩ + I൯
ିଵ
ॉି, A∗ ቀf୅ + f଴ + ൫A෩ + I൯

ିଵ
fଵቁ

= Af୅ − f଴ + A෩൫A෩ + I൯
ିଵ

fଵ. 
where f୅ ∈ dom(A) and f଴, fଵ ∈ ॉିଵ ≔ ker(A∗ + I). 

(ii) Definition ℋᇱ = ॉିଵ and Γ୨ᇱ ቀf୅ + f଴ + ൫A෩ + I൯
ିଵ

fଵቁ = f୨ for j = 0,1. Then Π = {ℋ, Γ଴,Γଵ} 

form a boundary triplet for A∗. 
Proof. Assertion (i) is well known in extension theory (see e.g. [166], formula (14.17), so we prove 

only assertion (ii). Let f = f୅ + f଴ + ൫I + A෩൯
ିଵ

fଵ and g = g୅ + g଴ + ൫I + A෩൯
ିଵ

gଵ , where 
f଴, fଵ, g଴, gଵ ∈ ॉିଵ. Then  
〈A∗f, g〉 − 〈f, A∗g〉

= 〈A෩൫I + A෩൯
ିଵ

fଵ, g଴〉 − 〈f଴, (I + Aିଵ)gଵ〉 + 〈A෩൫I + A෩൯
ିଵ

fଵ, ൫1 + A෩൯
ିଵ

gଵ〉

− 〈f଴, A෩൫I + A෩൯
ିଵ

gଵ〉 + 〈൫I + A෩൯
ିଵ

fଵ, g଴〉 − 〈൫I + A෩൯
ିଵ

fଵ, A෩൫I + A෩൯
ିଵ

gଵ〉

= − 〈f଴൫I + A෩൯൫I + A෩൯
ିଵ

gଵ〉 + 〈൫I + A෩൯൫I + A෩൯
ିଵ

fଵ, g଴〉 = −〈f଴, gଵ〉ℋᇲ + 〈fଵ, g଴〉ℋᇲ

= 〈Γଵᇱf,Γ଴ᇱg〉ℋᇲ − 〈Γ଴ᇱf,Γଵᇱg〉ℋᇲ(92) 
The surjectivity of the mapping (Γ଴ᇱf,Γଵᇱ) is obvious. 
Next we apply Lemma (5.2.15) to the minimal Schrödinger operator A = H. 
Proposition(5.2.16) [176]: Suppose H is the minimal Schrödinger operator defined by (41) and 
d∗(X) > 0. Let Tଵ be the bounded operator on lଶ(ℕ) defined by the matrix ଵ࣮ ≔

ቀ2ିଵeିห୶ౠି୶ౡหቁ
୨,୩∈ℕ

. Then 

(i) H is a closed symmetric operator with deficiency indices (∞,∞). The defect subspace ॉିଵ =
ker(H∗ + I) is given by 

ॉିଵ = ቐ෍ c୨φ୨: ൛c୨ൟଵ
ஶ
∈ lଶ(ℕ)

ஶ

୨ୀଵ

ቑ .                                  (93) 

(ii) dom(H∗) is the direct sum of vector spaces domH,ॉିଵ and (−∆ + I)ିଵॉିଵ, that is, 
dom(H∗) = {f = fୌ + f଴ + (−∆ + I)ିଵfଵ: fୌ ∈ domH, f଴, fଵ ∈ ॉିଵ}

= ቐf = fୌ + ෍ቀξ଴ౠφ୨ + ξଵ୨e୨ቁ : fୌ ∈ domH, ξ଴ ≔ หξ଴୨ห, ξଵ = ൛ξଵ୨ൟ ∈ lଶ(ℕ)
ஶ

୨ୀଵ

ቑ , (94) 

H∗f = −∆fୌ − f଴ + (−∆)(−∆+ I)ିଵfଵ = −fୌ + ෍ቀ−ξ଴୨φ୨ + ξଵ୨൫φ୨ − e୨/2൯ቁ .                    (95)
ஶ

୨ୀଵ

 

The triplet Π෩ = ൛ℋ, Γ෨଴,Γ෨ଵൟ, where  
         ℋ = lଶ(ℕ),        Γ଴f = ξ଴,     Γଵf = Tଵξଵ,    f ∈ dom(H∗).                                   (96) 

is a boundary triplet for H∗. 



124 
 

Proof. (i) By the Sobolev embedding theorem, f → f൫x୨൯ is a continuous linear functional on 

Wଶ,ଶ(ℝଷ) (see [159]). Therefore, dom(H) = Wଶ,ଶ(ℝଷ) ↾ ⋂ ker ቀδ୶ౠቁ
ஶ
୨ୀଵ  is closed in the graph 

norm of −∆, so the operator H is closed. Since −∆ is self-adjoint, H is symmetric. 
Since d∗(X) > 0 by assumption. Theorem (3.1.34) applies and shows that ൛φ୨ൟଵ

ஶ
 is a Riesz basis of 

the Hilbert space ॉିଵ. In particular, n±(H) = ∞. 
(ii) All assertions of (ii) follow from (i) and Lemma (5.2.15) (i), applied to the self-adjoint operator 
A = −∆ on Lଶ(ℝଷ). For the formula of H∗f we recall that e୨/2 = (−∆ + I)ିଵφ୨ and therefore, 
H∗e୨ = −∆(−∆ + I)ିଵφ୨ = φ୨ − e୨/2. 
(iii) From (45) it follows that 〈φ୨,φ୩〉 = 2ିଵeି|୶ౠି୶ౡ|, i.e., the Gram matrix of E = ൛φ୨ൟ୨∈ℕ is ଵ࣮. ଵ࣮ 

defines the bounded operator ଵ࣮ on lଶ(ℕ) with bounded inverse. Hence Γ෨଴ and Γ෨ଵ are well defined 
and the map ൫Γ෨଴, Γ෨ଵ൯ are well defined and the map ൫Γ෨଴, Γ෨ଵ൯: dom(A∗) → ℋ⨁ℋ is surejctive. 
Next we verify the Green formula. Let f, g ∈ dom(H∗). By (93), these vectors are of the form 

f = fୌ + f଴ + (−∆ + I)ିଵfଵ,       g = gୌ + g଴ + (−∆+ I)ିଵgଵ 
with fୌ, gୌ ∈ dom H and f଴, fଵ ∈ ॉି, f଴, fଵ, g଴, gଵ can be written as  

f଴ = ෍ξ଴ౠφ୨

ஶ

୨ୀଵ

,       fଵ = ෍ξଵ୨φ୨

ஶ

୨ୀଵ

,      g଴ = ෍η଴୨φ୨,   gଵ = ෍η଴୨φ୨

ஶ

୨ୀଵ

.
ஶ

୨ୀଵ

 

where ൛ξ଴୨ൟ୨∈ℕ, ൛ξଵ୨ൟ୨∈ℕ൛η଴୨ൟ୨∈ℕ, ൛ηଵ୨ൟ୨∈ℕ ∈ lଶ(ℕ). Using the Green identity for the boundary triplet 

Πᇱ = (ℋᇱ,Γ଴ᇱ, Γଵᇱ) in Lemma (5.2.15), applied to A = H and A෩ = −∆, we derive the identity. 
〈H∗f, g〉 − 〈f, H∗g〉 = 〈Γଵᇱf,Γ଴ᇱg〉 − 〈Γ଴ᇱf, Γଵᇱg〉 = 〈fଵ, g଴〉ॉషభ − 〈f଴, gଵ〉ॉషభ

= ෍൫ξଵ୨η଴୩തതതത − ξ଴୨ηଵ୩തതതത൯〈φ୨,φ୩〉
ஶ

୨,୩ୀଵ

= ෍ቀ(Tଵξଵ)୩η଴୩ − ξ଴୩൫Tଵ஗భ൯୩ቁ = 〈Tଵξଵ,η଴〉 − 〈ξଵ, Tଵη଴〉 = 〈Γ෨ଵf,Γ෨଴g〉ℋ

ஶ

୩ୀଵ
− 〈Γ଴fΓଵg〉ℋ , 

which complete the proof. 
However, we prefer to work with another boundary triple. For this purpose we define 

(T଴(ξ୨))୩ = −ξ୩ + ෍ ξ୨
eି|୶ౡି୶ౠ|

|x୩ − x୨|
,          ൛ξ୨ൟ୨∈ℕ ∈ lଶ(ℕ).            (97)

୨∈ℕ,୨ஷ୩

 

It follows from the assumption d∗(X) > 0 and the fact that the matrix ൫2ିଵe|୶ౠି୶ౠ|൯
୨,୩∈ℕ defines a 

bounded operator Tଵ on lଶ(ℕ) be Lemma (3.1.33), that T଴ is a bounded self-adjoint operator on 
lଶ(ℕ). 
Next we slightly modify the boundary triplet Π෩൛ℋ, Γ෨଴, Γ෨ଵൟ and express the trace mappings Γ෨୨ in 
terms of the “boundary values”. We abbreviate 

G√୶(x) = ቐ
e୧√୸|୶|

|x| , x ≠ 0;

0,  x = 0,
                                                             (98) 

Proposition(5.2.17) [176]: Let H be the Schrödinger operator defined by (41). Suppose that 
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d∗(X) > 0. 
(i) The triplet  Π{ℋ,Γ଴, Γଵ}, where ℋ = lଶ(ℕ), 

Γ଴f ൜ lim
୶→୶ౡ

f(x)|x− x୩|ൠ
ଵ

ஶ
=: {ξ଴୩}ଵஶ, 

Γଵf ൜ lim
୶→୶ౡ

f(x) − ξ଴୩|x − x୩|ିଵൠ
ଵ

ஶ
,                                                                          (99) 

is a boundary triplet for H∗. 

(ii) The deficiency subspace ॉ୸ = ॉ୸(H) is ॉ୸ = ቄ∑ c୨φ୨,୸: ൛c୨ൟଵ
ஶ
∈ lଶ(ℕ)ஶ

୨ୀଵ ቅ , z ∈ ℂ ∖ ℝ. 

(iii) The gamma field γ(∙) of the triplet Π{ℋ, Γ଴,Γଵ} is given by 

γ(z)൫൛c୨ൟ൯ = ෍ c୨φ୨,୸

ஶ

୨ୀଵ

,           ൛c୨ൟଵ
ஶ
∈ lଶ(ℕ), z ∈ ℂ ∖ [0, +∞).                            (100) 

(iv) The corresponding Weyl function acts by  

(M(z)൛c୨ൟ)୩ = c୩i√z + ෍′c୨
୨∈ℕ

e୧√z|x୩ − x୨|
|x୩ − x୨|

,   ൛c୨ൟ୨∈ℕ ∈ lଶ(ℕ), z ∈ ℕ ∖ [0, +∞),      (101) 

that is, the operator M(z) is given by the matrix. 

ℳ(z) = ቀi√zδ୨୩ + Gഥ√୸൫x୨ − x୩൯ቁ
୨,୩ୀଵ

ஶ
.                                                                                        (102) 

Proof. (i) Since T଴ = T଴∗ ∈ [ℋ] and Π෩ is boundary triplet for H∗ by Proposition (5.2.16) (iii), so is 
the triplet Πᇱ = {ℋ,Γ଴ᇱ, Γଵᇱ}, where  

     ℋ = lଶ(ℕ),                     Γ଴ᇱ ≔ Γ଴,           and   Γଵᇱ = Γ෨ଵ + T଴Γ෨଴.                                                  (103) 
It therefore suffices to show that Γ୨ = Γ୨ଵ, j = 0.1. 
Let f ∈ domH∗. By Proposition (5.2.16) (ii), f is of the form f = fୌ + f଴ + (−∆ + I)ିଵfଵ, where 
fୌ ∈ dom(H), f଴ = ∑ ξଵ୨φ୨୨∈ℕ . Then (−∆ + I)ିଵfଵ = 2ିଵ ∑ ξଵ୨e୨୨ . 
Fix k ∈ ℕ. Since the series f଴ = ∑ ξ଴୨ᇱ φ୨୨∈ℕ  converges uniformly on compact subsets of ℝଷ ∖ X and 
fୌ ∈ Wଶ,ଶ(ℝଷ) is continuous and fୌ൫x୨൯ = 0 by (41), we get 

ξ଴୩ = lim
୶→୶ౡ

f(x)|x − x୩| = ξ଴୩ᇱ = ൫Γ෨଴f൯୩ = (Γ଴ᇱf)୩. 

This proves the first formula of (99). the second formula is derived by 
lim
୶→୶ౡ

(f(x) − ξ଴୩|x − x୩|ିଵ)

= lim
୶→୶ౡ

ቌξ଴୩
eିห୶ି୶ౠห − 1

|x − x୩| + ෍ξ଴୨

ஶ

୨ஷ୩

eି|୶ି୶ౠ|

|x − x୨|
+ 2ିଵ෍ξଵ୨eିห୶ି୶ౠห

ஶ

୨ୀଵ

ቍ = −ξ଴୩

+ ෍ξ଴ౠ
eି|୶ౡି୶ౠ|

|x୩ − x୨|
+ 2ି෍ξଵ୨eି|୶ౡି୶ౠ| = (T଴(ξ୩୨))୩ + (Tଵ(ξଵ୨))୩ = (Γଵᇱf)୩

ஶ

୨ୀଵ

ஶ

୨ஷ୩

. 

where T଴ is defined by (97), and Tଵ is introduced in Proposition (5.2.16). 
(ii) follows at once from Corollary(5.1.36). 
(iii) Clearly, lim

୶→୶ౡ
൫φ୩,୸(x)− φ୩(x)൯|x − x୩| = 0. Therefore, by (99), Γ଴൫φ୩,୸ − φ୩൯ = 0 and so 

Γ଴஦୩,୸ = Γ଴஦୩ = e୩ = ൛δ୨୩ൟ୨ୀଵ
ஶ

is the standard orthonormal basis of lଶ(ℕ). Hence, by (85) combined 
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with (ii), the gamma field is of the form given in (100). 
(iv) Next we prove the formula for the Weyl function. Since M is linear and bounded, it suffices to 
prove this formula for the vectors e୪, l ∈ ℕ. The function φ୪,୸ ∈ dom(H∗)fଵ,୸ ∑ ξଵ୨(z)୨∈ℕ φ୨. Then, 
by (99) and (91), 

ξ଴୨(z) = lim
୶→୶ౠ

φ୪,୸(x) หx − x୨ห = δ୨୪,   j ∈ ℕ,   i. e., f଴,୸(x) = |x − x୪|ିଵeି|୶ି୶ౢ|,        (104)  

so f଴,୸ does not depend on z. Since ξ଴୩(z) = 0 for k ≠ l, (99) and (91) yield. 

൫Γଵφଵ,୸൯୩ = lim
୶→୶ౡ

൫φ୪,୸ − ξ଴୩|x − x୩|ିଵ൯ = lim
୶→୶ౡ

φ୪.୸(x) =
e୧√୸|୶ౢି୶ౡ|

|x୪ − x୩| , k ≠ l, k, l ∈ ℕ 

Similarly, using that ξ଴୪(z) = 1 if follows from (99) and (91) that (Γଵφ୪, z)୪ = i√z. Inserting these 
expressions into (85) with account of (100) we arrive at the formula (101) for the Weyl function. 
Proposition (5.2.18) [176]: Let Π = {ℋ, Γ଴,Γଵ} be the boundary triplets for H∗ defined in 
Proposition (5.2.17) (see (99)). Let T଴ be defined by (97) and Tଵ = 2ିଵ൫eି|୶ౠି୶ౡ|൯

୨,୩∈ℕ. Then: 

(i) The set of self-adjoint realization H෩ ∈ Extୌ is parameterized by the set of linear relations Θ =
Θ∗ ∈ ሚࣝ(ℋ) as follows: H஀ = H∗ ↾ dom(H஀), where  

    dom(H஀) = ቐf = fୌ + ෍ቆξ଴୨
eି|୶ି୶ౠ|

หx − x୨ห
+ ξଵ୨eି|୶ି୶ౠ|ቇ : fୌ ∈ dom(H). (ξ଴, T଴ξ଴ + Tଵξଵ)

ஶ

୨ୀଵ

∈ Θቑ .     (105) 

Moreover, we have Θ = Θ୭୮⨁Θஶ where Θ୭୮ is the graph of an operator B = B∗ in ℋ଴ ≔ dom(Θ) 
and Θஶ is the multi-valued part of Θ, and ℋ = ℋ⨁ℋஶ, where ℋஶ ≔ mul(Θ) and  

        Θஶ ≔ {0,ℋஶ} ≔ ൛{0, Tଵξଵᇱᇱ}: ξଵᇱᇱ ⊥ Tଵξ଴, ξ଴ ∈ ℋ଴ൟ.                                                                (106) 
        Θ୭୮ = ൛{ξ଴, T଴ξ଴ + Tଵξଵᇱ }: ξ଴ ∈ ℋ଴, ξଵᇱ = Tଵିଵ(Bξ଴ − T଴ξ଴)ൟ.                                                (107) 

In particular, H෩ = H஀ is disjoint with H଴ if and only if dom(Θ)തതതതതതതതതത = ℋlଶ(ℕ). In this case Θ = Θ୭୮ is 
the graph of B, so that H஀ = H∗ ↾ (ker(Γଵ − BΓ଴)). 

(ii) Let z ∈ ℂ ∖ ℝഥା. Then z ∈ σ୮(H஀) if and only if 0 ∈ σ୮ ൬Θ − ቀi√zδ୨୩ + G√୸(x୪)ቁ
୨,୩ୀଵ

ஶ
൰. 

The corresponding eienfunctions ψ୸ have the form 

              ψ୸ = ෍ξ୨หx − x୨ห
ିଵ

e୧√୸|୶ି୶ౠ|,   where ൫ξ୨൯ ∈ ker൫ΘM(z)൯
ஶ

୨ୀଵ

⊂ lଶ(ℕ).                             (108) 

(iii) The resolvent of the extension ∆஀,ଡ଼≔ H஀ admits the integral representation. 

      (൫−∆஀,ଡ଼ − z൯
ିଵ

f(x) = (x) න T஀,ଡ଼(x, y; z)
ℝభ

f(y)dy, z ∈ ρ൫−∆஀,ଡ଼൯,                     (109) 

with kernel T஀,ଡ଼(∙, , ; z) defined by 

          T஀,ଡ଼(x, y; z) =
e୧√୸|୶ି୷|

4π|x − y + ෍Θ୨୩(z)
୨,୩

e୧√୸|୷ି୶ౠ|

|y − x୨|
.
e୧√୸|୶ି୶ౡ|

|x − | .                                     (110) 

where (Θ୨୩(z))୨,∈ℕ is the matrix representation of the operator (Θ − M(z))ିଵ on lଶ(ℕ). 
Proof. (i) Formula (105) is immediate from Proposition (5.2.6), formula (83). 
Both formulas (106) and (107) are proved by direct computations. We show that (106) and (107) 
imply the self-adjointness of Θ; the proof of the converse implication is similar. Indeed, it follows, 
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(106) and (107) that (Tଵξଵᇱᇱ, ξ଴) = 0 = (ξ଴, Tଵᇱᇱ) and 
(Tଵξଵᇱ , ξ଴) = (Bξ଴ − T଴ξ଴, ξ଴ − T଴ξ଴) = (ξ଴, Tଵξଵᇱ ).                                                 (111) 

Hence we have (Tଵξଵ, ξ଴) = (ξ଴, Tଵξଵ) for all (ξ଴, ξଵ) ∈ Θ. It is easily checked that the latter 
condition is equivalent to the self-adonintness of the relation Θ. 
(ii) The symmetric operator H is in general not simple. It admits a direct sum decomposition H =
H෡  ⨁ Hᇱ where H෡ is a simple symmetric operator and Hᇱ is self-adjoint. Define Π෡ = ൛ℋ, Γ෠଴,Γ෠ଵൟ, 
where Γ෠୨:Γ෠୨ ↾ dom൫H෡ ∗൯, j ∈ {0,1}. Clearly, Π෡ is a boundary triplet for H෡ ∗ and the corresponding 
Wely function M෡ (∙) coincides with the Weyl function M(∙) of Π. Further, any proper extension H෩ =
H஀  of H admits a decomposition H஀ = H෡஀⨁Hᇱ. Being a part of H଴, the operator Hᇱ is non-
negative. Therefore, for z ∈ ℂ ∖ ℝഥା, we have z ∈ σ୮(H஀) is and only if z ∈ σ୮൫H෩஀൯. Thus, it 
suffices to prove the assertion for extension H෡஀ of the simple symmetric operator H෡. But then the 
statement follows from Proposition (5.2.8) and 93 (ii) and formula (100). 
(iii) Noting that i√zത = ı√zതതതത it follows from (91) that φ୨,୸ത = φ఩,୸തതതതത. Therefore, (100) implies that 

             γ∗(zത)f = ෍ቌන f(x)φ୩,୸(x)തതതതതതതതത

ℝయ

dxቍ
ஶ

୩ୀଵ

e୩ = ෍ቌන f(x)
ℝయ

e୧√୸|୶ି୶ౡ|

|x − x୩|
ቍ e୩,              (112)

ஶ

୩ୀଵ

 

where e୩ = ൛δ୨୩ൟ୨ୀଵ
ஶ

is the standard basis of lଶ(ℕ). 

Inserting (112) and (100) into the Krein-type formula (86) and applying the formula (43) for the 
resolvent of the free Hamiltonian −∆, we obtain 

((−∆஀,ଡ଼ − z)ିଵf)(x) = න
e୧√୸|୶ି୷|

4π|x − y| f(y)dy + ෍ቂ൫Θ − M(z)൯ିଵቃ
୨,୩
൫f,φ୩,୸൯φ୨,୸(x).

ஶ

୨,୩ℝయ

 

Clearly, the latter is equivalent to the representations (109) – (110). 
Next we turn to non-negative or lower semibounded self-adjoint extensions of H. For this we need 
the following technical result. 
Lemma(5.2.19) [176]:Retain the assumptions of Proposition (5.2.17) and let Π{ℋ,Γ଴, Γଵ} be the 
boundary triplet for H∗ defined therein. Then;  
(i) There exists a lower semibounded self-adjoint operator M(0) on ℋ = lଶ(ℕ) which is the 

limit of M(−x) in the strong resolvent convergence as x → +0. 
(ii) The quadratic from १୑(଴) of M(0) is given by 

१୑(଴)[ξ] = ෍
1

|x୨ − x୩|
|୨ି୩|வ଴

ξ୨ξ̅୩ < ൫१୑(଴)൯݉݋݀,∞ = ቐξ = ൛ξ୨ൟ ∈ lଶ(ℕ): ෍
1

หx୨ − x୩ห
ξ୨ξ̅୩ < ∞

|୨ି୩|வ଴

ቑ .     (113) 

(iii) The operator M(0) = M(0)∗ associated with the form १୑(଴) is uniquely determined by the 
following conditions: dom(M(0)) ⊂ dom(१୑(଴)) and 

(M(0)ξ,η) = ෍
1

|x୨ − x୩| ξ୨ηത୩
|୨ି୩|வ଴

, ξ = ൛ξ୨ൟ ∈ dom൫M(0)൯, η = ൛η୨ൟ ∈ ൫१୑(଴)൯.       (114) 

If, in addition, ∑ |x୨ − x୩|ିଶ < ∞ᇱ
୨∈ℕ  for everyk ∈ ℕ, then e୩ ∈ dom൫M(0)൯, k ∈ ℕ, where e୩ =

൛δ୨୩ൟ୨ୀଵ
ஶ

 is the standard orthonormal basis of lଶ(ℕ), and the matrix. 
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ℳᇱ(0) ≔ ቆ
1− δ୩୨

หx୩ − x୨ห + δ୩୨
ቇ
୨,୩ୀଵ

ஶ

,                                                                                   (115) 

define a (minimal) closed symmetric operator Mᇱ(0) on lଶ(ℕ). Moreover, 

            dom(Mᇱ(0)∗) = ൞൛ξ୨ൟ ∈ lଶ(ℕ):෍อ෍′|x୨ − x୩|ିଵξ୩
୩∈ℕ

อ
ଶ

< ∞
୨∈ℕ

ൢ .                              (116) 

The operator Mᇱ(0) is semibounded from below and its Friedrichs extension Mᇱ(0)୊ coincides with 
M(0), that is, Mᇱ(0)୊ = M(0). 
Proof. (i) The assertion follows by combining Proposition (5.2.10) (i) and (5.2.17) (iv) (cf. formulas 
(102) and (98)). 
(ii) By Proposition (5.2.10) (i). 

१୑(଴)[ξ] ≔ lim
୲↓଴

(M(−t)ξ, ξ) .            ξ ∈ dom൫१୑(଴)൯ ≔ ቄη: lim
୲↓଴

(M(−t)η,η) < ∞ቅ .         (117) 

Let us denote for the moment the form defined in (113) by१଴ = १୑(଴).  

Note that the function f(t) = (1− e୲)/t = ∫ eିୱ୲dsଵ
଴  is absolutely monotone f ∈ M[0,∞). Hence 

f ∈ Φଷ. This fact together with (102) and (113) yields 

१଴[ξ] − (M(−t)ξ, ξ) = ෍
1 − eି୲|୶ౠି୶ౡ|

|x୨ − x୩| ξ୨ ξ̅୩
|୩ି୨|வ଴

> 0, ݐ > 0, ߦ = ൛ξ୨ൟଵ
ஶ
∈ dom(१଴).      (118) 

Thus, for anyξ ∈ dom(१଴) the lim
୲↓଴

(M(−t)ξ, ξ) is finite and by (117), dom(१଴) ⊂ dom(१୑(଴)). 

Now we prove that १୑(଴)[ξ] = १଴[ξ] for all ξ ∈ dom(१଴). For finite vectors this follows at once from 
(118) and (117). fix ξ ∈ dom(१଴). Given ε > 0 if follows from (113) and (117) that there exists N ∈

ℕ such that the finite vector ξ(୒) ≔ ൛ξ୨ൟଵ
୒

 satisfies. 

ห१଴[ξ] − १଴ൣξ(୒)൧ห < ห१୑(଴)[ξ]  ݀݊ܽ  ߝ − १୑(଴)ൣξ(୒)൧ห <  .ߝ
Then ห१଴[ξ] − १୑(଴)[ξ]ห < Since ε .ߝ2 > 0 was arbitrary, this implies that १୑(଴)[ξ] = १଴[ξ]. 
The equalitydom१଴ = dom(१୑(଴)) is obvious. 
(iii) follows from (ii) and the first form representation theorem (cf. [121]. Theorem 6.2.1]).  
(iv) By the assumption Σ୨∈ℕᇱ |x୨ − x୩|ିଶ < ∞m we have e୩ ∈ dom(M(0)). Now [120, Theorem 
56.4] gives the first assertion, while the second follows from [120, Theorem 56, 2]. 
(v) Define a quadratic from १଴ᇱ  by१଴ᇱ [ξ] ≔ (Mᇱ(0)ξ, ξ ∈ dom(१଴ᇱ )) = dom(Mᇱ(0)). Clearly, the finite 
vectors are dense in dom(१୑(଴)) with respect to the norm [ξ]ାଶ ≔ १୑(଴)[ξ] + C‖ξ‖ଶ for sufficiently 
large C > 0. Since  १଴ᇱ [η] = १୑(଴)[η], the closure of the form १଴ᇱ  is १୑(଴). Since M(0) = M(0)∗ and 
dom(M(0)) ⊂ dom१୑(଴), this complete the proof. 
Theorem(5.2.20) [176]:Let Π{ℋ, Γ଴,Γଵ} be the boundary triplet for H∗ defined in Proposition 
(5.2.17), M the corresponding Weyl function and let Θ be a self-adjoint relation on ℋ. Then: 
(i) The operator H଴ ≔ H∗ ↾ ker Γ଴ is the free Lapacian H଴ = −∆, dom(H଴) = dom(∆) =

Wଶ,ଶ(ℝଷ). Moreover, H଴ is the Friedrichs extension H୊ of H and dom൫१ୌబ൯ = Wଵ,ଶ(ℝଷ). 
(ii) The operator H୑(଴) is the Krein extension H୩ of H and given by H୏ = H∗ ↾ dom(H୏), 

where the domain dom(H୏) is the direct sum of dom(H) and the vector space  
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ቐ෍൫ξ଴୨φ୨ + ξଵ୨e୨൯: ൛ξଵ୨ൟ = Tଵିଵ(M(0)− T଴)ξ଴൛ξ଴୨ൟ ∈ dom(M(0))
ஶ

୨ୀଵ

ቑ. 

The extensions H଴ = H୊ and H୏ are disjoint. They are transversal if and only if the operator M(0) 
is bounded on lଶ(ℕ). For instance, this is true whenever condition (40) is satisfied. 
(iii) H஀ ≥ 0 if and only if Θ is semibounded below, dom(१஀) ⊂ dom൫१୑(଴)൯ and १஀ ≥ १୑(஀). In 

particular, H஀ ≥ 0 when dom(Θ) ⊂ dom(M(0)) and Θ− M(0) ≥ 0. 
(iv) H஀ is lower semibounded if and only if Θ is. In this case the quadratic from १ୌ౸ is  

                        dom൫१ୌ౸൯Wଵ,ଶ(ℝଷ) + ቐ෍ξ୨φ୨: ξ = ൛ξ୨ൟ୨∈ℕ ∈ (१஀) ⊂ lଶ
ஶ

୨ୀଵ

(ℕ)ቑ ,                    (119) 

१ୌ౸[f] + ‖f‖୐మ
ଶ = න(|∇g(x)|ଶ + |g(x)|ଶ)dx + १஀[ξ] − ෍

eି|୶ౠି୶ౡ|

หx୨ − x୩ห|୩ି୨|வ଴ℝయ

ξ୨ξ୩ഥ ,               (120) 

where f = g + ∑ ξ୨φ୨ ∈ dom൫१ୌ౸൯୨∈ℕ  with g ∈ Wଵ,ଶ(ℝଷ) and ξ = ൛ξ୨ൟ୨∈ℕ ∈ dom(१஀).  

(v) In particular, for the quadratic form १ୌ౸ = १ୌ౉(బ)we have  

         dom൫१ୌే൯ = Wଵ,ଶ(ℝଷ) + ቐ෍ξ୨φ୨: ൛ξ୨ൟଵ
ஶ
∈ lଶ(ℕ), ෍ หx୨ − x୩ห

ିଵ
ξ୨ξ̅୩ < ∞

|୩ି୨|வ଴

ஶ

୨ୀଵ

ቑ ,        (121) 

१ୌ౸[f] + ‖f‖୐మ
ଶ = න |∇g(x)|ଶdx + ‖g‖୐మ

ଶ + ෍
1 − eି|୶ౠି୶ౡ|

|x୨ − x୩|
|୩ି୨|வ଴ℝయ

ξ୨ξ୩,                   (122) 

where f = g + ∑ ξ୨φ୨ ∈ dom ቀ१ୌ౉(బ)ቁ୨∈ℕ  with g ∈ Wଵ,ଶ(ℝଷ) and ൛ξ୨ൟ୨∈ℕ ∈ dom൫१୑(଴)൯. 

(vi) If Θ is lower semiboudned and dom(१஀) ⊂ dom൫१୑(଴)൯, then kି(H஀) = kି൫१஀ି୑(଴)൯. If, in 
addition, dom (Θ) ⊂ dom൫M(0)൯, then kି(Θ − M(0)). 

(vii) If M(0) is bounded, i.e., H୩ and H୊ are transversal, we have the implication. 
൫Θ − M(0)൯E஀ି୑(଴)(−∞, 0) ∈ ्୮(ℋ) ⟹ H஀Eୌ౸(−∞, 0) ∈ ्୮(ℌ).                          (123) 

For instance, implication (123) holds whenever condition (123) is satisfied  
Proof. (i) The first statement is immediate from (94) and definition (99) of Γ଴. 
Further, integrating by part one gets  

        १ୌᇱ [f] + ‖f‖୐మ
ଶ ≔ (Hf, f) + ‖f‖୐మ

ଶ = න |∇f(x)|ଶdx + ‖f‖୐మ
ଶ =:‖f‖୛భ,మ

ଶ . f ∈ dom(H)
ℝయ

.        (124) 

Since dom(H) is dense in Wଵ,ଶ(ℝଷ), the closure १ୌ of १ୌᇱ  is defined by (124) on the domain 
dom(१ୌ) = Wଵ,ଶ(ℝଷ). Noting that dom൫१ୌబ൯ = Wଵ,ଶ(ℝଷ) = dom(१ୌ) we get the result. 
We present another proof that is based on the Weyl function. it follows from (102) and (98) that 
lim
୶↓ିஶ

(M(x)h, h) = −∞ for h ∈ ℋ ∖ {0}. It follows from (102) and (98)  

(ii) By Proposition (5.2.10), dom(H୏) = ker(Γଵ − M(0)Γ଴) since H୏ and H଴ = H୊ are disjoint. 
Inserting the expressions from (99) and (103) for Γଵ and Γ଴ we get the result. 
(iii) follows immediately from Proposition (5.2.12) (i). 
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(iv) Let ξ = ൛ξ୨ൟଵ
ஶ
∈ lଶ(ℕ). Set |ξ| ≔ ൛หξ୨หൟ୨∈ℕ. Then we derive from (102) 

ฬ〈M(−tଶ)ξ, ξ〉+
t
4π

‖ξ‖୲మ
ଶ ฬ ≤ ቮ ෍

eି୲ห୶ౠି୶ౡห

หx୨ − x୩ห
ξ୨ξ̅୩

|୩ି୨|வ଴

ቮ

≤
1

d∗(X) ෍ eି୲ห୶ౠି୶ౡหหξ୨ξ̅୩ห ≤ d∗(X)ିଵeି(୲ିଵ)ୢ∗(ଡ଼)

୨,୩∈ℕ

෍ eିห୶ౠି୶ౡหหξ୨ξ̅୩ห
୨,୩∈ℕ

= d∗(X)ିଵeି(୲ିଵ)ୢ∗(ଡ଼)2. ห〈Tଵ|ξ|, |ξ|〉୪మ(ℕ)ห ≤ d∗(X)ିଵe(ଵି୲)ୢ∗(ଡ଼)2. ‖Tଵ‖ ∙ ‖ξ‖୪మ(ℕ)
ଶ (125) 

For anyε > 0, ߝ < ‖Tଵ‖d∗(X)ିଵ, we define t଴ = t଴(ε) by 
t଴ = t଴(ε) = 1− ln(εd∗(X)‖Tଵ‖ିଵ).                                                                       (126) 

Then it follows from (125) that 

(M(−lଶ)ξ, ξ) ≥ −൬
1
4π + ε൰ ‖ξ‖୪మ

ଶ ,              t ≥ t଴,                                                 (127) 

and hence M(−lଶ) ⇉ −∞. Now Proposition (5.2.11)yield the first assertion. 
Next we prove the second statement. By [155, Theorem 1], the domain dom൫१ୌ౸൯ is a direct sum 

dom൫१ୌ౸൯ = dom(१ୌ) + γ(−εଶ)dom(१஀),     ε > 0,                                          (128) 
Hence anyf ∈ dom(१ୌΘ

) can be written as f = g + γ(−εଶ)h, where g ∈ dom(१ୌ ) and h ∈
dom(१Θ). Noting that dom(१ୌ) = Wଵ,ଶ(ℝଷ), and combining (128) with (100) yields (119). 
Further, by [155, Theorem 1] we have the equality 
१ୌ౸[f] + ‖f‖ଶ = १ୌ[g] + ‖g‖ଶ + १஀[h] − (M(−1)h, h), f ≔ g + γ(−1)h.       (129) 

Using Proposition (5.2.17) (iv) and the equality१ୌ[g] = ∫ |∇g(x)|ଶ dxℝయ  we obtain (120). 
(v) follows from (iv) with Θ = M(0). 
(vi) By (i), H଴ = H୊. Hence the assertion is immediate from Proposition (5.2.12) (ii). 
(vii) Since H0 is the Friedrichs extension of H, [155, Theorem 3] implies the assertion. 
Remark(5.2.21) [176]:It follows from (5.2.21) and (9) that the inclusion 

dom൫१ୌౡ൯ = Wଶ,ଶ(ℝଷ) + γ(−1)dom१୑(଴) ⊃ Wଶ,ଶ(ℝଷ) + ॉିଵdomH∗(130) 
holds if and only if the operator M(0) is bounded. This fact illustrates the following general result: 
for any non-negative operator A the inclusion dom(१୅ే) ⊃ dom(A∗) holds if and only if A୏ and A୊ 
are transversal (see [155, Remark 3]). 
Remark(5.2.22) [176]: (i) The Krein-type formulas (109)–(110) were established in [122, Theorem 
3.1.1.1] for a special familyHଡ଼,஑

(ଷ)  of self-adjoint extensions by approximation method. In our 
notation this family is parameterized by the set of self-adjoint diagonal matrices Bα =
diag(αଵ, . . . ,α୫, . . . ). In this case 

Hଡ଼,஑
(ଷ) = H∗ ↾ ቐf = fୌ + ෍ξ଴୨

eห୶ି୶ౠห

หx − x୨ห

ஶ

୨ୀଵ

+ ෍ b୨୩(α)ξ଴୩eିห୶ି୶ౠห
ஶ

୩,୨ୀଵ

ቑ ,             (131) 

where B෩α = (b୨୩(α))୨,୩ୀଵஶ Tଵିଵ(Bα − T଴). It is proved in [122] that Hଡ଼,α
(ଷ)  is self-adjoint. Other 

parameterizations of the set of self-adjoint realizations are also contained in [149] and [161]. 
Another version of formulas (109)–(110) as well as an abstract Krein-like formula for resolvents 
can also be found in [161]. 
(ii)the case of finitely many point interactions (m < ∞) different descriptions of nonnegative 
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realizations has been obtained in [127,144,138]. 
(iii) In connection with Theorem (5.2.20) (iv) we mention the sections [151] and [143] where 
similar statements have been obtained for realizations of 1D Schrödinger operators (1) with 
d∗(X) ≥ 0 and elliptic operators in exterior domains, respectively. 
Theorem (5.2.23) [176]: Let d∗(X) > 0 and let Π = {H,Γ଴,Γଵ} be the boundary triplet for H∗ 
defined in Proposition (5.2.17). Suppose that Θ is a self-adjoint relation on ℋ. Then: 
(i) For any p ∈  (0,∞] we have the following equivalence: 

(H஀ − i)ିଵ(H଴ − i)ିଵ ∈ ्୮(ℌ) ⟺ (Θ − i)ିଵ ∈ ्୮(ℋ).       (132) 
(ii) If (Θ− i)ିଵ ∈ ्ଵ(ℋ), then the non-negative ac-part H஀

ୟୡEୌ౸(ℝഥା) of the operator H஀ = H஀
∗  

is unitarily equivalent to the Laplacian −∆. 
(iii) Suppose that (Θ − i)ିଵ ∈ ्ஶ(ℋ) and condition (40) is satisfied, i.e.,  

Cଵ ≔ sup
୨∈ℕ

෍′
1

หx୩ − x୨ห
< ∞.                                                (133)

୩∈ℕ

 

Then the ac-part H஀
ୟୡ = H஀

ୟୡEୌ౸(ℝഥା) of H஀ is unitarily equivalent to the Laplacian −∆. 
Proof. (i) This assertion follows at once from Proposition (5.2.9). 
(ii)By Proposition (5.2.20) (i) H଴ = −∆. Therefore, by (132) with p = 1, ൣ(H஀ − i)ିଵ—Δ − i)ିଵ] ∈
्ଵ(ℌ൯. It remains to apply the Kato-Rosenblum theorem (see [148]). 
(iv) (iii) Let z = t + iγ ∈ ℂା, t > 0 and √z = α + iβ. Clearly, α > ߚ,0 > 0  and i√z = iα − β. It 

follows from (98) that 

G෩√୸൫หx୨ − x୩ห൯ =
ቚe(ିஒା୧஑)ห୶ౠି୶ౡหቚ

หx୨ − x୩ห
=

eିஒห୶ౠି୶ౡห

หx୨ − x୩ห
, j ≠ k,    (134) 

It follows from (102) combined with (133) and (134) that  

‖M(t + iy)‖ ≤ ඥαଶ + βଶ + eିஒ sup
୨∈ℕ

෍′
1

หx୩ − x୨ห୩∈ℕ

= ඥαଶ + βଶ + Cଵeିஒ

≤ √t + 1 + 1 + Cଵ,                             y ∈ [0,1] 
Thus, for any fixed t > 0 the familyM(t + iy) is uniformly bounded for y ∈ (0, 1], hence the weak 
limit M(t + iy) ≔ ω− lim

୷↓଴
M(t + iy) exist and 

ω − lim
୷↓଴

M(t + iy) =: M(t + i0) =: M(t) = i√tI + (G෩√୲൫หx୨ − x୩ห൯)୨,୩ୀଵஶ (135) 

From (132), applied with p = ∞, we conclude that [(H஀ − z)ିଵ − (H଴ − z)ିଵ] ∈ ्ஶ(ॉ) since 
(Θ − i)ିଵ ∈ ्ஶ(ℋ). To complete the proof it suffices to apply [122], Theorem 4.3] to H஀ and 
H଴ = −∆. 
We need the following auxiliary lemma which is of interest in itself. 
Lemma (5.2.24) [1767]: Suppose that A is a simple symmetric operator in ℌ and {H,Γ଴,Γଵ} is a 
boundary triplet for A∗ with Weyl function M. Assume that for anyt ∈ (α,β) the uniform limit 

M(t) ≔ M(t + i0) ≔ u − lim
୷↓଴

M(t + iy)(136) 

exists and 0 ∈ρ(M୍(t)) for t ∈ (α,β). Then the spectrum of any self-adjoint extension A෩ of A on 
ℌ in the interval (α,β) is purely absolutely continuous, i.e., 

δୱ൫A෩൯ ∩ (α,β) = ∅.                                                                    (137) 
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The operator A෩E୅෩(α,β) = A෩ୟୡE୅෩(α, B) is unitarily equivalent to A଴E୅బ(α,β), where A଴ =
A∗⌈ker Γ଴. 
Proof. Without loss of generality we can assume that the extensions A෩ and A଴ are disjoint. Then, by 
Proposition (5.2.6) (iii), there is a self-adjoint operator B on ℋ such that A෩ = A୆, where A୆ = A∗ ↾
ker(Γଵ − BΓ଴). 

We set M୆(t + iy) ≔ ൫B − M(t + iy)൯ିଵ and note that  

lm(M୆(t + iy)) = (B − M(t + iy))ିଵlm(< (t + iy))൫B− M∗(t + iy)൯ିଵ, y ∈ ℝ଴.             (138) 
Fix t ∈ (α,β). By assumption we have 0 ∈ ρ(Mଵ(t)), i.e., there exists ε = ε(t) such that 

〈Mଵ(t + iy)h, h〉 ≥ ε‖h‖ଶ, h ∈ ℋ,                                         (139) 
It follows from (136) that there exists y଴ ∈ ℝା such that  

‖M୍(t + iy)− M୍(t)‖ ≤ ε/2   for ∈ [0, y଴).                              (140) 
Combining (139) with (140) we get 

〈M୍(t + iy)h, h〉 = 〈M୍(t)h, h〉 + 〈൫M୍(t + iy)− M୍(t)൯h, h〉 ≥ 2ିଵε‖h‖ଶ, y ∈ [0, y଴). 
Hence, for anyh ∈ dom(B), 
‖(M(t + iy) − B)h‖ ∙ ‖h‖ ≥ |〈(M(t + iy) − B)h, h〉| ≥ lm〈(M(t + iy) − B)h, h〉 = 〈M୍(t + iy)h, h〉

≥ 2ିε‖h‖ଶ, y ∈ ⌈0, y଴) 
Since 0 ∈ ρ(M(t + iy) − B), the latter inequality is equivalent to  

‖(M(t + iy) − B)ିଵ‖ ≤ 2εିଵ,   y ∈ [0, y଴).                                (141) 
It follows that  

‖(B − M(t + iy))ିଵ − (B− M(t))ିଵ‖

= ቛ൫B − M(t + iy)൯ିଵ[M(t + iy) − M(t + iy) − M(t)]൫B − M(t)൯ିଵቛ

≤ 4εିଶ‖M(t + iy) − M(t)‖, y ∈ [0, y଴) 
Hence 

u − lim
୷↓଴

൫B − M(t + iy)൯ିଵ = (B− M(t))ିଵ .                           (142) 

Next, it is easily seen that ∏ =୆   {ℋ, Γ଴୆ , Γଵ୆  }, where Γ଴୆ = BΓ଴ − Γଵ, Γଵ୆ =  0, is a 
generalized boundary triplet for A∗ ⊂ A∗, dom(A∗)  =  dom(A0) +  dom(A୆) (see [64] for the 
definitions). The corresponding Weyl function is M୆(·)  =  (B −  M(·))ିଵ. Therefore, combining 
(142) with [131,Theorem 4.3], we get τୱ(A୆)  ∩  (α,β)  =  ∅, i.e., A෩E୅෩  (α,β)  = A෩ୟୡE୅෩   (α,β).  
Moreover, passing to the limit in (138) as y ↓  0, and using (136) and (142), we obtain  

Im(M୆(t + i0)) = (B− M(t +  i0))ିଵM୍ (t + i0)(B− M∗(t + i0))ିଵ, t (α,β). (143) 
Since ker B − M∗(t +  i0))ିଵ =  {0}, we have 

rank Im(M୆(t +  i0))) =  rank Im(M୍(t +  i0))), t ∈  (α,β). (144) 
By Proposition (5.2.14) the operators A୆E୅ా(α,β) and A଴E୅బ(α,β)are unitarily equivalent. 
Now we are ready to prove the main result of this section. 
Theorem (5.2.25) [176]: Let H෩ be a self-adjoint extension of H. Suppose that 

Cଶ ∶= ෍
1

|x୨  −  x୩|ଶ
|୩ି୨|வ଴

<  ∞.                           (145) 

(i) Then the part H෩Eୌ෩(Cଶ,∞) of H෩ is absolutely continuous, i.e., 
σୱ(H෩  )  ∩  (Cଶ,∞)  =  ∅.                       (146) 
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Moreover, H෩Eୌ෩(Cଶ,∞) is unitarily equivalent to the part −ΔEି୼(Cଶ,∞) of −Δ. 
(ii) Assume, in addition, that the conditions in Proposition (5.1.17) are satisfied, i.e., d∗(X୬)  >  0 
and D∗(X୬)  =  0. Then H෩ା ∶=   H෩Eୌ෩  (ℝା) is unitarily equivalent to H଴  =  −Δ. In particular, H෩ା is 
purely absolutely continuous, H෩ା  =  H෩ାୟୡ . 
Proof. As in the proof of Proposition (5.2.18) (ii) we decompose the symmetric operator H in a 
direct sum H =  H෡  ⊕ H′ of a simple symmetric operator H෡ and a self-adjoint operator H′. Next we 
definea boundary triplet Π෡  =  {ℋ,Γ෠଴ , Γ෠ଵ } for H෡ ∗ by setting Γ෠୨ ∶=  j ↾ dom(H෡ ∗), j ∈  {0, 1}, 
and note that the corresponding Weyl function M෡ (·)  coincides with the Weyl function M(·) of Π. 
Further, any proper extension H෩  =  H஀of H admits a decomposition H஀  =  H෡଴  ⊕  H′. In particular, 
the operator H෡଴  =  −Δ is decomposed as H଴  =  H෡଴  ⊕  H′, where H෡଴  =  H෡  ∗  ↾  ker(Γ෠଴ ) =  H෡଴∗  . 
Being a part of H଴, the operator H′ =  (H′)∗ is absolutely continuous and σ(H′)  =  σୟୡ(H′)  ⊂  ℝା, 
because σ(H଴)  =  σୟୡ(H଴)  =  ℝା. Therefore, it suffices to prove all assertions for self-adjoint 
extensions H෡஀of the simple symmetric operator H෡ . 
(i) To prove (146) for any extension of H෡ it suffices to verify the conditions of Lemma (5.2.24) 
noting that M෡ (·)  =  M(·). First we prove that for anyt ∈  ℝା the uniform limit 

M(t + i0) ∶= u − lim
୷↓଴

M(t + iy) ≅= ൭i√t δk୨ +
e୧√୲ห୶ౡି୶ౠห − δk୨
|x୩ − x୨ | +  δk୨

൱
୨,୩ୀଵ

∞

, t ∈ ℝ,                    (147) 

exists, where the symbol T ≅  T means that the operator ࣮ has the matrix ࣮with respect to the 
standard basis of lଶ(ℕ). 
Indeed, it follows from (102) that for anyξ, η ∈ lଶ(ℕ), 

〈(M(t +  iy)  − M(t)ξ),η〉  =  (ඥt +  iy − √t)〈ξ, η〉 

+෍ ൫eିஒ|x୨ − x୩|  −  1൯
ᇱ

୨,୩∈ℕ

e୧஑|୶ౠି୶ౡ|

|x୨ − x୩| ξ୨ηത୩.                         (148) 

Fix ε >  0. By to the assumption (145) there exists N =  N(ε)  ∈  N such that 

෍ ෍
1

|x୨ − x୩|ଶ
ᇱ

୩∈ℕ୨ஹℕ
+ ෍ ෍

1
|x୨ − x୩|ଶ

ᇱ

୨∈ℕ୩ஹℕ
< (ε/2)ଶ.               (149) 

Then 

෍ ෍
1

|x୨ − x୩|

ᇱ

୩∈ℕ୨ஹℕ
|ξ୨ηത୩|  + ෍ ෍

1
|x୨ − x୩|

ᇱ

୨∈ℕ୩ஹℕ
|ξ୨ηത୩| 

≤ ቌ෍ |ξ୨|ଶ
୨ஹ୒

ቍ

ଵ/ଶ

ቌ෍ |η୩|ଶ
ஶ

୨ஹ୒

ቍ

ଵ/ଶ

ቆ෍ ෍
1

|x୨ − x୩|ଶ
ᇱ

୩∈ℕ୨ஹℕ
ቇ
ଵ/ଶ

 

+ ቌ෍ |η୩|ଶ
୨ஹ୒

ቍ

ଵ/ଶ

ቌ෍ |ξ୨|ଶ
ஶ

୨ୀଵ

ቍ

ଵ/ଶ

ቆ෍ ෍
1

|x୨ − x୩|ଶ
ᇱ

୨∈ℕ୩ஹℕ
ቇ
ଵ/ଶ

 

≤ 2ିଵε‖ξ‖୪మ · ‖η‖୪మ .                                                      (150) 
On the other hand, since d∗(X)  >  0, we can find β଴  =  β଴(N) such that 

෍
(1 − eିஒ|୶ౠି୶ౡ|)

|x୨ − x୩|

୒

୨,୩ୀଵ

≤ εd∗(X)ିଵ for β ∈ (0,β଴).                         (151) 
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Combining (148) with (160) and (161) we get 
|〈(M(t +  iy)  − M(t))ξ,η〉|  ≤ ε (1 +  d∗(X)ିଵ)‖ξ‖୪మ · ‖η‖୪మ , y ∈  (0,  y଴), (152) 

that is, 
‖M(t +  iy)  − M(t)‖ ≤  ε (1 +  d∗(X)ିଵ)for y ∈  (0, y଴).              (153) 

Thus, the uniform limit (147) exists for anyt ∈  ℝା. 
Further, it follows from (147) that 

M୍(t) ∶= M୍(t + i0) ≅ √tቆδk୨ +
sin(√t|x୩ – x୨ |)

√t൫หx୩ – x୨ห +  δk୨൯
ቇ
୨,୩ୀଵ

∞

, t ∈ ℝା.           (154) 

This relation combined with assumption (145) yields 0 ∈  ρ (M୍(t))for t >  Cଶ. The assertion 
0follows now by applying Lemma (5.2.24) to the operator bH and the interval (Cଶ,∞). 
(ii) By (20) the function Ωଷ(t)  =  ୱ୧୬ ୲

୲
is in Φଷ. Hence, by Proposition (5.1.17), the matrix function 

Ωଷ(t‖·‖) is stronglyX-positively definite for anyt >  0, i.e., the matrix Ωଷ(tฮx୨ − x୩ฮ)୨,୩∈ℕ is 
positively definite for any t > 0. By (154) we have 

M୍(t): =  M୍(t +  i0) ≅ √tΩଷ൫√tฮx୨ – x୩ฮ൯୨,୩∈ℕt ∈  ℝା. 

Hence MI(t) is positively definite for t ∈  ℝା. It remains to apply Lemma (5.2.24) to the boundary 
triplet Π෡ and the interval  ℝା. 
Next we present another result on the ac-spectrum of self-adjoint extensions that is based on 
Corollary(5.1.23). 
Theorem (5.2.26) [176]: Let H෩ be an arbitrary self-adjoint extension of H. Assume that 

lim
୮→∞

ቆsup
୨∈୒

෍
1

|x୩ − x୨ |

ᇱ

୩∈୒
ቇ =  0                          (155) 

and let C1 be defined by (133). Then: 
(i) The part H෩Eୌ෩  (Cଵଶ ,∞) of H෩ is absolutely continuous, i.e. 

σୱ(H෩ )  ∩  (Cଵଶ ,∞)  =  ∅.                                               (156) 
Moreover, H෩Eୌ෩  (Cଵଶ ,∞) is unitarily equivalent to the part −ΔEି୼(Cଵଶ ,∞ of−Δ. 
(ii) Assume, in addition, that the conditions of Proposition (5.1.17) are fulfilled, i.e. d∗(X୬)  >  0 
and D∗(X୬)  =  0. Then H෩Eୌ෩  (ℝା) is unitarily equivalent to H଴  =  −Δ. In particular, eH + is 
purely absolutely continuous, i.e. H෩ା  =  H෩ାୟୡ. 
Proof. (i) The proof is similar to that of Theorem (5.2.25) (i). Indeed, by assumption (155), for 
anyε >  0 one can find N =  N(ε)  ∈  Nℕ such that 

sup
୨ஹ୒

෍
1

|x୨ − x୩|

ᇱ

୩∈ℕ
+  sup

୩ஹ୒
෍

1
|x୨ − x୩|

ᇱ

୨∈ℕ
<  (157)                    .2/ߝ 

Starting with (157) instead of (149), we derive 

෍ ෍
1

|x୨ − x୩|

ᇱ

୩∈ℕ୨ஹℕ
หξ୨ηത୩ห+ ෍ ෍

1
หx୨ − x୩ห

ᇱ

୨∈ℕ୩ஹℕ
หξ୨ηത୩ห ≤ 2ିଵε‖ξ‖୪మ · ‖η‖୪మ(158) 

which implies (153). That the operator MI(·) has a bounded inverse if t > Cଵଶ follows from (154) 
and Proposition (5.1.26). It remains to apply Lemma (5.2.24) to the operator H෩ and the interval 
(Cଵଶ ,∞). 
(ii) follows by arguing in a similar manner as in the proof of Theorem (5.2.25) (ii). 
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Chapter 6 
General Inequalities and Negative Spectrum  

In some cases the kernel decays exponentially as ݐ → ∞This allows us to consider very slow 
decaying potentials and obtain some results that are precise in the logarithmical scale. We devoted 
to the spectral theory of the Schrödinger operator on the simplest fractal: Dyson’shierarchical 
lattice. An explicit description of the spectrum, eigenfunctions, resolvent and parabolic kernelare 
provided for the unperturbed operator, i.e., for the Dyson hierarchical Laplacian. Positive spectrum 
is studied for the perturbations of the hierarchical Laplacian.  
 
Section (6.1):  Cwikel-Lieb-Rozenblum and Lieb-Thirring Inequalities  
Lets us recall the classical estimate concerning the negative eigenvalues of the operator H = −∆ +
V(x) on Lଶ൫Rୢ൯, d ≥ 3. Let N୉(V) be the number of eigenvalues, E୧ of the operator H that are below 
or equal to E ≤ 0. In particular, N଴(V) is the number of non-positive eigenvalues. Let 

N(V) = #{E୧ < 0} 
be the number of strictly negative eigenvalues of the operator H. Then the Cwikel-Lieb-Rozenblum 
and Lieb-Thirring inequalities have the following form, respectively, (see [180], [191]-[194],[198], 
[197]). 

N(V) ≤ Cୢන W
ౚ
మ(x)dx,                                                (1)

ୖౚ
 

෍ |E୧|ஓ ≤ Cୢ,ஓන W
ౚ
మାஓ(x)dx.                                (2)

ୖౚ୧:୉౟ழ଴

 

Here W = |Vି|, Vି(x) = min(V(x), 0), d ≥ 3, g ≥ 0. The inequality (1) can be considered as a 
particular case of (2) with γ = 0. Conversely, the inequality (2) can be easily derived from (1) (see 
[197]). So, below we will mostly discuss the Cwikel-Lieb-Rozenblum inequality and its extensions, 
although some new results concerning the Lieb-Thirring inequality will also be stated. 
A review of different approaches to the proof of (1) can be found in [200]. We will remind only 
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several results. E. Lieb [191], [192] and I. Daubechies [181] offered the following general form of 
(1) and (2). Let H = H଴ + V(x), and V(x) = Vା(x) − Vି(x), V± ≥ 0. Then  

N(V) ≤
1

g(1)න
π(t)

t

ஶ

଴
dtන G(tW(x))μ(dx).                         (3)

ଡ଼
 

෍ |E୧|ஓ
୧:୉౟ழ଴

≤
1

g(1)න
π(t)

t

ஶ

଴
dtන G(tW(x))Wஓμ(dx).             (4)

ଡ଼
 

Here W = Vି = max(0,−V(x)) , G is a continuous, convex, non-negative function which grows at 
infinity not faster than a polynomial, and is such that zିଵG(z) is integrable at zero (hence, G(0) =
0), and the integral (3) is finite. The function g(⋋),⋋≥ 0, is defined by 

g(⋋) = න zିଵG(z)eି୸⋋dz,   i. e. , g(1) = න zିଵG(z)eି୸dz.  (5)
ஶ

଴

ஶ

଴
 

Note that π(t) = (2πt)ି
ౚ
మ in the classical case of H଴ = −∆ on Lଶ൫Rୢ൯, and (1) follows from (3) in 

this case by substitution t → ࣮ = tW(x) if G is such that ∫ zିଵି
ౚ
మG(z)dz < ∞ஶ

଴ . 
The inequalities above are meaningful only for those W for which integrals converge. They become 
particularly transparent (see [192]) if G(z) = 0 for z ≤ σ, G(z) = z − σ for z > ߪ,ߪ ≥ 0. Then (3), 
(4) take the form  

N(V) ≤
1

c(σ)න W(x)න π(t)dtμ(dx),                                       (6)
ஶ

ಚ
౓(౮)ଡ଼

 

෍ |E୧|ஓ ≤
1

c(σ) Wஓାଵ(x)න π(t)dtμ(dx),                               (7)
ஶ

ಚ
౓(౮)୧:୉౟ழ଴

 

where c(σ) = eି஢ ∫ ୸ୣష౰ୢ୸
୸ା஢

ஶ
଴ . 

1. Daubichies [181] used Lieb method to justify the estimates above for some pseudo-differential 
operators in Rୢ. She also mentioned there that the Lieb method works in a wider setting. A slightly 
different approach based on the Trotter formula was used by G. Rozenblum and M. Solomyak 
[199], [200]. They proved (3) for a wide class of operators in Lଶ(X,μ) where X is a measure space 
with a σ-finite measure μ = μ(dx). They also suggested the following form of (3). Assume that the 
function π(t) has different power asymptotics as t → 0 and t → ∞. Let 

p଴(t, x, x) ≤ c/t஑ ଶ⁄ ,   t ≤ h, p଴(t, x, x) ≤ c/t஑ ଶ⁄ ,   t > ℎ                       (8) 
where h > 0 is arbitrary. The parameters α and β characterize the “local dimension” and the “global 
dimension” of X, respectively. For example α = β = d in the classical case of the Laplacian H଴ =
−∆ in the Euclidean space X = Rୢ. If H଴ = −∆ is the difference Laplacian on the lattice X =  Zୢ, 
then α = 0, β = d. If X = S୬ × Rୢ is the product of n-dimensional sphere and Rୢ, then α = n +
d,β = d. 
If α,β > 2, inequality (3) implies (see [200]) that 

N(V) ≤ C(h)[න W
ಊ
మ(x)μ(dx) + න W

ಉ
మ(x)μ(dx)

{୛(୶)வ୦షభ}{୛(୶)ஸ୦షభ}
],       (9) 

Note that the restriction β > 2 is essential here in the same way as the condition d > 2 in (1). We 
will show that the assumption on α can be omitted, but the form of the estimate in (9) changes in 
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this case. 
We will consider operators which may have different power asymptotics of π(t) as t → 0 or t → ∞ 
or exponential asymptotics as t → ∞. The latter case will allow us to consider the potentials which 
decay very slowly at infinity. This is particularly important in some applications, such as Anderson 
model, where the borderline between operators with a finite and infinite number of eigenvalues is 
defined by the decay of the perturbation in the logarithmic scale. 
We will assume that X is a complete σ-compact metric space with Borel σ-algebra B(X) and a σ-
finite measure μ(dx). Let H଴ be a self-adjoint non-negative operator on Lଶ(X, B,μ) with the 
following two properties: 
(a) Operator −H଴ is the generator of a semigroup P୲ acting on C(X). The kernel p଴(t, x, y) of P୲ is 
continuous with respect to all the variables when t > 0 and satisfies the relations 

∂p଴
∂t = −H଴p଴, t > 0, p଴(0, x, y) = δ୷(x), න p଴(t, x, y)μ(dy) = 1,    (10)

ଡ଼
 

i.e. p଴ is a fundamental solution of the corresponding parabolic problem. We assume that p଴(t, x, y) 
is symmetric, non-negative, and it defines a Markov process xୱ, s ≥ 0, on X with the transition 
densityp଴(t, x, y) with respect to the measure μ. 
Note that this assumption implies that p଴(t, x, x) is strictly positive for all x ∈ X, t > 0, since  

p଴(t, x, x) = න p଴ଶ(
t
2 , x, y)μ(dy) > 0.                                                                  (11)

ଡ଼
 

(b) There exists a function π(t) such that p଴(t, x, x) ≤ π(t) for t ≥ 0 and all x ∈ X. We also assume 
that π(t) has at most power singularity at t → 0 and is integrable at infinity, i.e. there exists m such 
that 

න
t୫

1 + t୫ π
(t)dt < ∞.                                                                                                (12)

ஶ

଴
 

Note that condition (b) implies that  
p଴(t, x, y) ≤ π(t), x, y ∈ X.                                                                                (13) 

In fact, 

p଴(t, x, y) = න p଴(
t
2 , x, z)p଴(

t
2 , z, y)μ(dz) ≤ (න p଴ଶ(

t
2 , x, z)μ(dz))

భ
మ(න p଴ଶ(

t
2 , z, y)μ(dz))

భ
మ,

ଡ଼ଡ଼ଡ଼
 

which implies (13) due to (11). Let us note that (12), (13) imply that the process xୱ is transient. 
We decided to put an extra requirement on X to be a metric space in order to be able to assume that 
p଴ is continuous and use a standard version of the Kac-Feynman formula. This makes all the 
arguments more transparent. In fact, X is a metric space in all examples below. However, all the 
arguments can be modified to be applicable to the case when X is a measure space by using Lଶ-
theory of Markov processes based on the Dirichlet forms. 
Many examples of operators which satisfy conditions (a) and (b) will be given later. At this point 
we would like to mention only a couple of examples. First, note that self-adjoint uniformly elliptic 
operators of second order satisfy conditions (a) and (b). Condition (b) holds with π(t) = Ctିୢ/ଶ due 
to Aronson inequality. 
Another wide class of operators with conditions (a) and (b) consists of operators which satisfy 
condition (a) and are invariant with respect to transformations from a rich enough subgroup Γ of the 
group of isometries of X. The subgroup Γ has to be transitive, i.e., for some reference point x଴ ∈ X 
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and each x ∈ X there exists an element g୶ ∈ Γ  for which g୶(x଴) = x. Then p଴(t, x, x) =
p଴(t, x଴, x଴) = π(t). The simplest example of such an operator is given byH଴ = −∆ on 
Lଶ(Rୢ, B(Rୢ), dx). The group Γ in this case is the group of translations or the group of all Euclidean 
transformations (translations and rotations). Another example is given byX = Zୢ being a lattice and 
−H଴ a difference Laplacian. Other examples will be given later. 
(c) Our next assumption mostly concerns the potential. We need to know that the perturbed operator 
H = H଴ + V(x) is well defined and has pure discrete spectrum on the negative semiaxis. For this 
purpose it is enough to assume that the operator V (x)(H଴ − E)ିଵ is compact for some E > 0. This 
assumption can be weakened. If the domain of H଴ contains a dense in Lଶ(X, B,μ) set of bounded 
compactly supported functions, then it is enough to assume that Vି(x)(H଴ − E)ିଵ is compact for 
some E > 0 and the positive part of the potential is locally integrable (see [177]). 
Typically (in particular, in all the examples below) H଴ is an elliptic operator, the kernel of the 
resolvent (H଴ − E)ିଵ has singularity only at x = y, this singularity is weak, and the assumptions (c) 
holds if the potential has an appropriate behavior at infinity. Therefore we do not need to discuss the 
validity of this assumption in the examples below. 
Remark (6.1.1) [202]:Note that (16) differs from (3) only by inclusion of the dimension of the null 
space of the operator H into the left-hand side of (16). This difference is not very essential, and the 
first goal of this part of the section is to give an alternative proof of (3) suitable for readers with a 
background in probability theory. 
Remark (6.1.2) [202]: If G(z) = 0 for z ≤ σ, G(z) = z − σ for z > ,ߪ ߪ ≥ 0, then (16), (17) take 
the form 

N଴(V) ≤
1

c(σ)න W(x)න π(t)dtμ(dx),                                     (14)
ஶ

ಚ
౓(౮)ଡ଼

 

෍ |E୧|ஓ ≤
1

c(σ)න Wஓାଵ(x)න π(t)dtμ(dx),                         (15)
ஶ

ಚ
౓(౮)ଡ଼୧:୉౟଴

 

where c(σ) = eି஢ ∫ ೥೐ష೥
೥శಚ  ೏೥

ஶ
଴ . Some applications of these inequalities will be given below. 

Remark (6.1.3) [202]:  Inequalities (16), (17) are valid with π(t) moved under sign of the interior 
integrals and replaced byp଴(t, x, x). For example, (16) holds in the following form 

N଴(V) ≤
1

g(1)න
1
t
න p଴(t, x, x)G(tW(x))μ(dx)dt.
ଡ଼

ஶ

଴
 

The same change can be made in (14), (15). A very minor change in the proof of the theorem is 
needed in order to justify this remark. Namely, one needs only to omit the last line in (32). 
Theorem (6.1.4) [202]: Let (X, B,μ) be a complete σ-compact metric space with the Borel σ-
algebra B and a σ-finite measure μ on B. 
Let H = H଴ + V(x), where H଴ is a self-adjoint, non-negative operator on Lଶ(X, B,μ), the potential 
V = V(x) = Vା − Vି, V± ≥ 0, is real valued, and the assumptions (a)-(c) hold. 
Then 

N଴(V) ≤
1

g(1)න
π(t)

t
න G(tW(x))μ(dx)dt,                               (16)
ଡ଼

ஶ

଴
 

and 
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෍ |E୧|ஓ ≤
1

g(1)න
π(t)

t
න G(tW(x))W(x)ஓμ(dx)dt,            (17)
ଡ଼

ஶ

଴୧:୉౟ழ଴

 

where W(x) = Vି(x), and functions G and g are introduced above in (3) and (5). 
Proof. Step 1. Since the eigenvalues E୧ depend monotonically on the potential V(x), without loss of 
generality one can assume that V(x) = −W(x) ≤ 0. 
First (steps 1-6), we’ll prove inequality (16) for N(V) instead of N଴(V). Here we can assume that 
V(x) ∈ Cୡ୭୫(X). Indeed, when N(V) is considered, inequality (16) with V(x) ∈ Cୡ୭୫(X) implies the 
same inequality with anyV such that the integral in (16) converges (see [197]). Then (step 7), we’ll 
show that inequality (16) for N(V) leads to the same inequality for N଴(V). Finally (step 8), we will 
remind the reader of standard arguments which allow us to derive (17) from (16). 
Step 2. We denote byB and B୬ the operators 

B = Wଵ/ଶ(H଴ + ϰଶ)ିଵWଵ/ଶ, B୬ = Wଵ/ଶ(H଴ + κଶ + nW)ିଵWଵ/ଶ, W = W(x). 
If Nିईమ(V) = #{E୧ ≤ −ईଶ < 0},⋋୩ are eigenvalues of the operator B and n(⋋, B) = #{k:⋋୩≥⋋}, 
then the Birman-Schwinger principle implies 

Nିईమ(V) = n(1, B).                                           (18) 
Thus, if F = F(⋋),⋋≥ 0, is a non-negative strictly monotonically growing function, and {μ୩} is the 
set of eigenvalues of the operator F(B), then  

Nିईమ(V) ≤ ෍ 1 ≤
1

F(1) ෍ μ୩ ≤
1

F(1)Τ॥F(B).               (19)
୩:ஜౡஹ୊(ଵ)୩:ஜౡஹ୊(ଵ)

 

This inequality will be used with the function F of the form 

F(⋋) = න P(eି୸)e
ష౰
⋋ dz,   P(t) = ෍ c୬l୬,                                         (20)

୒

଴

ஶ

଴
 

The exponential polynomial P(eି୸), z > 0, will be chosen later, but it will be a non-negative 
function with zero of order m at z = 0, i.e. 

P(eି୸) ≤ C
z୫

1 + z୫ , z ≥ 0,                                                                (21) 

where m is defined in the condition (b). Since P(eି୸) ≥ 0, (20) implies that F is nonnegative and 
monotonic, and therefore (19) holds. 
From (20) it follows that 

F(⋋) = ෍ c୬
⋋

1 + n ⋋

୒

୬ୀ଴

, 

and the obvious relation B୬ = B(1 +  nB)ିଵ implies that 

F(B) = ෍ c୬B୬ = W
భ
మ෍ c୬(H଴ + κଶ + nW)ିଵW

భ
మ.

୒

୬ୀ଴

୒

୬ୀ଴

 

For an arbitrary operator K, we denote its kernel byK(x, y). The kernel of the operator F(B) can be 
expressed trough the fundamental solutions p = p୬(t, x, y) of the parabolic problem 

pଵ = (H଴ + nW(x))p, t > ,0)݌,0 x, y) = δ୷(x). 
Namely, 
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F(B)(x, y) = W
భ
మ(x)න eିசమ୲෍ c୬p୬(t, x, y)dtW

భ
మ(y).     (22)

୒

୬ୀ଴

ஶ

଴
 

It will be shown below that the integral above converges uniformly in x and y when κ = 0. Hence, 
the kernel F(B)(x, y) is continuous. Since the operator F(B) is non-negative, from the last relation 
and (19), after passing to the limit as κ → 0, it follows that 

N(V) ≤
1

F(1)
න න W(x)෍ c୬p୬(t, x, x)dtμ(dx).                        (23)

୒

୬ୀ଴ଡ଼

ஶ

଴
 

Step 3. The Kac-Feynman formula allows us to write an”explicit” representation for the 
Schrodinger semigroup ௘౪(షౄబష౤౓(౮)) using the Markov process xୱ associated to the unperturbed 
operator H଴. Namely, the solution of the parabolic problem  

∂u
∂t = −H଴u − nW(x)u, t > 0, ,0)ݑ x) = φ(x) ∈ C(X), (24) 

can be written in the form 

u(t, x) = E୶eି୬ ∫ ୛(୶౩)ୢୱ౪
బ φ(x୲). 

Note that the finite-dimensional distributions of xୱ (for 0 < tଵ < ⋯ < t୬,Γଵ, … Γ୬ ∈ B(X)) are given 
by the formula  

P୶൫x୲భ ∈ Γଵ, … , x୲౤ ∈ Γ୬൯ 

= න ⋯න p଴(tଵ, x, xଵ)p଴(tଶ − tଵ, xଵ, xଶ) … p଴(t୬ − t୬ିଵ, x୬ିଵx୬)μ(dxଵ) … μ(dx୬).
୻౤୻భ

 

If p଴(t, x, y) > 0, then one can define the conditional process (bridge) b෠ୱ = b෠ୱ
୶→୷,୲,∈ [0, t], which 

starts at x and ends at y. Its finite-dimensional distributions are  
P୶→୷൫b෠୲భ ∈ Γଵ, … , b෠ ୲౤ ∈ Γ୬൯ 

=
∫ …∫ p଴(tଵ, x, xଵ) … p଴(t୬ − t୬ିଵ, x୬ିଵ, x୬)p଴(t − t୬, x୬, y)μ(dxଵ) … μ(dx୬)୻౤୻భ

p଴(t, x, y)  

In particular, the bridge b෠ୱ
୶→୶,୲, s ∈ [0, t], is defined, since p଴(t, x, x) > 0 (see condition (a)). 

Let p = p୬(t, x, y) be the fundamental solution of the problem (24). Then p୬(t, x, y) can be 
expressed in terms of the bridge b෠ୱ = b෠ୱ

୶→୷,୲, s ∈ [0, t]: 

p୬(t, x, y) = p଴(t, x, y)E୶→୷eି୬ ∫ ୛൫ୠ෡౩൯ୢୱ
౪
బ .                      (25) 

One of the consequence of (25) is that 
p୬(t, x, y) ≤ p଴(t, x, y).                                                    (26) 

Another consequence of (25) is the uniform convergence of the integral in (22) (and in (23)). In 
fact, (21) implies that 

෍ c୬e୬∫ ୛൫ୠ෡౩൯ୢୱ
౪
బ ≤ C

t୫

1 + t୫ .
୒

୬ୀ଴

 

Hence from (25) and (13) it follows that the integrand in (22) can be estimated from above 

byCπ(t) ୲ౣ

ଵା୲ౣ
. Then the uniform convergence of the integral in (22) follows from (12). 

Now (23) and (25) imply 
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N(V) ≤
1

F(1)
න න W(x)p଴(t, x, x)E୶→୶

ଡ଼
[෍ c୬eି୬∫ ୛൫ୠ෡౩൯ୢୱ

౪
బ ]μ(dx)dt, b෠ୱ = b෠ୱ

୶→୶,୲.
୒

୬ୀ଴

ஶ

଴
 

Step 4. We would like to rewrite the last inequality in the form  

N(V) ≤
1

F(1)
න න p଴(t, x, x)E୶→୶

ଡ଼
[W൫b෠࣮൯෍ c୬eି୬∫ ୛൫ୠ෡౩൯ୢୱ

౪
బ ]μ(dx)dt

୒

୬ୀ଴

ஶ

଴
(27) 

with an arbitrary࣮ ∈ [0, t]. For that purpose, it is enough to show that 

න p଴(t, x, x)E୶→୶[W൫b෠࣮൯eି∫ ୫୛൫ୠ෡౩൯ୢୱ
౪
బ ]μ(dx)

ଡ଼

= න p଴(t, x, x)W(x)E୶→୶ ቂeି∫ ୫୛൫ୠ෡౩൯ୢୱ
౪
బ ቃ μ(dx).                         (28)

ଡ଼
 

The validity of (28) can be justified using the Markov property of  b෠ୱ and its symmetry 
(reversibility in time). We fix ࣮ ∈ (0, t). Let y = b෠࣮. We spilt b෠ୱ into two bridges b෠୳

୶→୷,࣮ , u ∈
[0,࣮], and b෠୴

୷→୶,୲, v ∈ [࣮, t]. The first bridge starts at x and ends at y, the second one starts at yand 
goes back to x. Using these bridges, one can represent the left hand side above as  

න න W(y)[p଴(࣮, x, y)p଴(t − ࣮, y, x) − p୫(࣮, x, y)p୫(t − ࣮, y, x)]μ(dx)μ(dy)
ଡ଼ଡ଼

= න W(y)[p଴(t, y, y) − p୫(t, y, y)]μ(dy)
ଡ଼

, 

which coincides with the right hand side of (28). This proves (27). 
Step 5. We take the average of both sides of (27) with respect to ࣮ ∈ [0, t] and rewrite it in the form 

N(V) ≤
1

F(1)
න න

p଴(t, x, x)
t E୶→୶

ଡ଼
෍(c୫

୒

଴

න W൫b෠ୱ൯dseି∫ ୫୛൫ୠ෡౩൯ୢୱ
౪
బ )μ(dx)dt

୲

଴

ஶ

଴

=
1

F(1)
න න

p଴(t, x, x)
t E୶→୶(u(P(eି୳))μ(dx)dt, u = න W൫b෠ୱ൯ds,         (29)

୲

଴ଡ଼

ஶ

଴
 

where P is the polynomial defined in (20) and (23). 
Let now P be such that 

uP(eି୳) ≤ G(u),                                                                                              (30) 
where G is defined in the statement of Theorem (6.1.4) Then one can replace uP(eି୳) in (29) 
byG(u). Then the Jensen inequality implies that 

G(න W൫b෠ୱ൯)ds
୲

଴
= G(

1
t
න tW൫b෠ୱ൯)ds ≤

1
t G(tW൫b෠ୱ൯)ds.

୲

଴
 

This allows us to rewrite (29) in the form 

N(V) ≤
1

F(1)
න න

p଴(t, x, x)
t

1
t
න E୶→୶G(tW(b෠ୱ))dsμ(dx)dt.   (31)
୲

଴ଡ଼

ஶ

଴
 

It is essential that one can use the exact formula for the distribution above: 

E୶→୶G(tW(b෠ୱ)) = න G(tW(z))
ଡ଼

p଴(s, x, z)p଴(t − s, z, x)
p଴(t, x, x) μ(dz). 

Form here and (31) it follows that 
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N(V) ≤
1

F(1)
න

1
tଶ

ஶ

଴
න ds
୲

଴
න න G(tW(z))p଴(s, x, z)p଴(t − s, z, x)μ(dx)μ(dz)dt

ଡ଼ଡ଼

=
1

F(1)
න

1
tଶ
න dsන μ(dz)G(tW(z))p଴(t, z, z)d

ଡ଼

୲

଴

ஶ

଴

=
1

F(1)න
1
t
න G(tW(z))p଴
ଡ଼

(t, z, z)μ(dz)dt
ஶ

଴

≤
1

F(1)න
π(t)

t

ஶ

଴
න G(tW(z))μ(dz)dt,                     (32)
ଡ଼

 

where F(1) is defined in (20). 
Step 6. Now we are going to specify the choice of the polynomial P which was used in the previous 
steps. It must be non-negative and satisfy (12) and (30). Polynomial P will be determined by the 
choice of the function G. Note that it is enough to prove (16) for functions G which are linear at 
infinity. In fact, for arbitraryG, let G୒ ≤ G be a continuous function which coincides with G when 
z ≤ N and is linear when z ≥ N. For example, if G is smooth, G୒ can be obtained if the graph of G 
for z ≥ N is replaced by the tangent line through the point (N, G(N). Since G୒ ≤  G, the validity of 
(16) for G୒ implies (16) with the function G in the integrand and g(1) being replaced byg୒(1). 
Passing to the limit as N → ∞ in this inequality, one gets (16), since g୒(1) → g(1) as N → ∞. 
Similar arguments allow us to assume that G = 0 in a neighborhood of the origin (The validity of 
(16) for Gக(z) = G(z − ε) ≤ G(z) implies (16)). Now consider Gக(z) = max(G(z), y(ε, z)) where 
y(ε, z)) = z୫ାଵ, z ≤ ε, y(ε, z) = (m + 1)(z− ε) + ε୫ାଵ, z >  .with m defined in condition (b) ,ߝ
We will show later that the right-hand side of (16) is finite for G = Gக. Thus if (16) is proved for 
G = Gக, then passing to the limit as ε → 0 one gets (16) for G. Hence we can assume that G = az at 
infinity and G = z୫ାଵ in a neighborhood of the origin. Note that a ≠ 0, since G is convex. 
A special approximation of the function G by exponential polynomials will be used. Consider 

function H(z) = ୋ(୸)
୸(ଵିୣష౰)ౣ

, z > 0. It is continuous, nonnegative and has positive limits as z → 0 and 

z → ∞. Hence there is an exponential polynomial Pக(eି୸) which approximates H(z) from below, 
i.e. 

|H(z)− pக(eି୸)| < ,ߝ 0 < pக(eି୸) ≤ 2pக(eି୸), z > 0. 
In order to find pக, one can change the variable t = eି୸ and reduce the problem to the standard 
Weierstrass theorem on the interval (0,1). If ఌܲ(eି୸) = (1− eି୸)௠ ఌܲ(eି୸) then 

−(ݖ)ܩଵିݖ| ఌܲ(eି୸)| < ,ߝ 0 < ఌܲ(eି୸) ≤ ,(ݖ)ܩଵିݖ ݖ > 0; ఌܲ(eି୸) < ௠ݖܥ , ݖ → 0.        (33) 
We will choose polynomial P in (20) and (23) to be equal to Pக. The last two of relations (33) show 
that P = Pக satisfies all the properties used to obtain (32). Function F in (32) is defined by (20) with 
P = Pக, and therefore F(1) = Fக(1) depends on ε. From the first relation of (33) it follows that 
Fக(1) → g(1) as ε → 0. Thus passing to the limit in (32) as ε → 0 we complete the proof of 
inequality (16) for N(V). 
Step 7. Now we are going to show that inequality (16) for N(V) implies the validity of this 
inequality for N଴(V) under the assumption that integral (16) converges. We can assume that G is 
linear at infinity and G(z) = z୫ାଵ in a neighborhood of the origin (see step 6). Then G(2tW(x)) ≤
CG(tW(x)), and therefore the convergence of the integral (16) implies the convergence of the same 
integral with W replaced by2W. 



143 
 

Let n be the dimension of the null space of the operator H. We need to show that n is finite and 
N(V) + n does not exceed the right-hand side of (16). 
Consider the operator 

Hக = H + εV(x) = H଴ + (1 + ε)V(x), ε > 0. 
The Dirichlet form of this operator 

(Hகϕ,ϕ) = (Hϕ,ϕ) + εන V(x)|ϕ(x)|ଶμ(dx)
ଡ଼

 

is strictly negative on the space T\{0}, where the (N(V) + n)-dimensional space T is spanned by 
the eigenfunctions of H with negative or zero eigenvalues. Indeed, both terms on the right in the 
formula above are non positive on T. If ϕ ∈ T does not belong to the null space N of H, then the 
first term is strictly negative. If ϕ ∈ N\{0}, then the second term is strictly negative since otherwise 
there exists ϕ = ϕ଴ ∈ N ∖ {0} such that Vϕ଴ = 0. Then ϕ଴ belongs to the null space of the 
unperturbed operator H଴. This contradicts the assumption (b) on the decay (integrability) of the heat 
kernel p଴(t, x, x) as t → ∞ (since p଴ ≥ |ϕ଴(x)|ଶ). 
The negativity of the Dirichlet form on T\{0} implies that operator H has at least N(V) + n strictly 
negative eigenvalues. Hence from inequality (16) for strictly negative eigenvalues of the operator 
Hக it follows that  

N(V) + n ≤
1

g(1)න
π(t)

t
න G(t(1 + ε)W(x))μ(dx)dt.      (34)
ଡ଼

ஶ

଴
 

One may assume that the double integral in (16) converges. It was shown above that this 
assumption leads to the convergence of the integral in (34) when ε = 1. Then one can pass to the 
limit as ε → 0 in (34) and get 

N(V) + n ≤
1

g(1)න
π(t)

t
න G(tW(x))μ(dx)dt.
ଡ଼

ஶ

଴
 

Hence (16) is proved  
Step 8. In order to prove (17), we note that  
 
 
 

෍ |E୧|ஓ = γන EஓିଵN୉(V)dE
ஶ

଴୧:୉౟ழ଴

≤ γන EஓିଵN଴(−(W − E)ା)dE
ஶ

଴

≤
γ

g(1)
න Eஓିଵන

π(t)
t
න G(t(W(x)− E)ା)μ(dx)dtdE
ଡ଼

ஶ

଴

ஶ

଴

=
γ

g(1)
න

π(t)
t
න න EஓିଵG൫t(W(x) − E)൯dEμ(dx)dt

୛

଴ଡ଼

ஶ

଴

=
γ

g(1)න
π(t)

t
න න uஓିଵWஓ(x)G൫tW(x)(1− u)൯duμ(dx)dt.

ଵ

଴ଡ଼

ஶ

଴
 

One can replace G(tW(x)(1− u)) here byG(tW(x)), since G is monotonically increasing. This 
immediately implies (17). 
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Theorem (6.1.5) [202]: Let H = H଴ + V(x), where H଴ is a self-adjoint, non-negative operator on 
Lଶ(X, B,μ), the potential V = V(x) is real valued, and the assumptions (a)-(c) hold. 
If  

π(t) ≤ c/t
ಊ
మ ,    t → ∞;     π(t) ≤ ct

ಉ
మ , t → 0                                     (35) 

For some β > 2 and α ≥ 0, then  

N଴(V) ≤ C(h)[න W(x)ஒ/ଶμ(dx) + න bW(x)୫ୟ୶(஑,ଶ/ଵ)μ(dx)],   (36)
ଡ଼౞
శଡ଼౞

 

where X୦
ି = {x: W(x) ≤ hିଵ}, X୦

ା = {x: W(x) > hିଵ}, b = 1 if α ≠ 2, b = ln൫1 + W(x)൯if α = 2, 
in some cases (α/2,1) can be replaced byα/2, as will be discussed in Section 3.  
Proof. We write (14) in the form N଴(V) ≤ Iି + Iା, where I∓ correspond to integration in (14) over 
X୦
∓respectively. 

Let x ∈ X୦
ି, i.e., W < hିଵ. Then the interior integral in (14) does not exceed 

C(h)න tିஒ/ଶdt = C(h)W(ஒ/ଶ)ିଵ.                                   (37)
ஶ

ಚ
౓

 

Thus Iି can be estimated by the first term in the right-hand side of (36). Similarly 

Iା ≤ C(h)න W(න +න )π(t)dt ≤ C(h)න W(න tି஑/ଶdt + න tିஒ/ଶdt)dx,
ஶ

୦

୦

ಚ
౓ଡ଼౞

శ

ஶ

୦

୦

ಚ
౓ଡ଼౞

శ
 

which does not exceed the second term in the right-hand side of (36). 
Theorem (6.1.6) [202]: Let H = H଴ + V(x), where H଴ is a self-adjoint, non-negative operator on 
Lଶ(X, B,μ), the potential V = V(x) is real valued, and the assumptions (a)-(c) hold  
If  

π(t) ≤ ceିୟ୲ಋ , t → ∞;   π(t) ≤ c/t
ಉ
మ ,   t → 0                                               (38) 

for some γ > 0 and α ≥ 0, then for each A > 0, 

N଴(V) ≤ C(h, A)[න eି୅୛(୶)షಋμ(dx) + න bW(x)୫ୟ୶(஑/ଶ,ଵ)μ(dx)],   (39)
ଡ଼౞
శଡ଼౞

ష
 

where X୦
ି, X୦

ା, b are the same as in the theorem above,  
Proof. The proof is the same as that of the theorem above. One only needs to replace (37) by the 
following estimate 

c(h)න eିୟ୲γ
ஶ

ಚ
౓

dt                                                                         

= C(h)Wିଵන eି
౗
మ(࣮౓)ಋd࣮                  

ஶ

஢
 

≤ C(h)Wିଵeୣ
ష౗మ(ಚ౓)ಋ

න eି
౗
మ(࣮౓)ಋ

ஶ

஢
d࣮    

≤  C(h)Wିଵන eି
౗
మ(୦࣮)ಋd࣮]eି

౗
మ(ಚ౓)ಋ

ஶ

଴
, 

and note that σ can be chosen as large as we please. 
1. Operators on lattices and groups. It is easy to see that Theorems 6.1.6 and 6.1.5 are not exact if 
α ≤ 2. We are going to illustrate this fact now and provide a better result for the case α = 0 which 
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occurs, for example, when operators on lattices and discrete groups are considered. An important 
example with α = 1 will be discussed in next subsection (operators on quantum graphs). 
Let X = {x} be a countable set and H଴ be a difference operator on Lଶ(X) which is defined by 

(H଴ψ)(x) = ෍ a(x, y)ψ(y),                (40)
୷∈ଡ଼

 

where  

a(x, x) > 0, ܽ(x, y) = a(y, x) ≤ 0, ෍ a(x, y) = 0.
୷∈ଡ଼

 

A typical example of H଴ is the negative difference Laplacian on the lattice X = Zୢ, i.e.,  

(H଴ψ)(x) = −∆ψ = ෍ [ψ(x)− ψ(y)],   x ∈ Zୢ,   (41)
୷∈୞ౚ:|୷ି୶|ୀଵ

 

We will assume that 0 < ܽ(x, x) ≤ c଴ < ∞. Then SpH଴ ⊂ [0, 2c଴]. The operator −H଴ defines the 
Markov chain x(s) on X with continuous time s ≥ 0 which spends exponential time with parameter 
a(x, x) at each point x ∈ X and then jumps to a point y ∈ X with probabilityr(x, y) =
ୟ(୶,୷)
ୟ(୶,୶)

,∑ r(x, y) = 1୷:୷ஷ୶ . The transition matrix p(t, x, y) = P୶(x୲ = y) is the fundamental solution of 

the parabolic problem 
∂p
∂t + H଴p = 0,   p(0, x, y) = δ୷(x). 

Obviously, p(t, x, x) ≤ π(t) ≤ 1, and π(t) → 1 uniformly in x as t → 0. The asymptotic behavior of 
π(t) as t → ∞ depends on operator and can be more or less arbitrary. 
Consider now the operator H = H଴ − mδ୷(x) with the potential supported on one point. The 
negative spectrum of H contains at most one eigenvalue (due to rank one perturbation arguments), 
and such an eigenvalue exists if m ≥ c଴. The latter follows from the variational principle, since 

< H଴δ୷,δ୷ > −݉ < δ୷, δ୷ >    ≤ c଴ − m < 0. 
However, Theorems 6.1.5 and 6.1.6 estimate the number of negative eigenvalues N(V) of the 
operator H byCm. Similarly, if  

V = − ෍ m୧δ(x − x୧)
ଵஸ୧ஸ୬

 

and m୧ ≥ c଴, then N(V) = n, but Theorems 6.1.5 and 6.1.6 give only that N(V) ≤ C∑m୧. The 
following statement provides a better result for the case under consideration than the theorems 
above. The meaning of the statement below is that we replace max(α/2,1) = 1 in (36), (39) 
byα/2 = 0. Let us also mention that these theorems can not be strengthened in a similar way if 0 <
ߙ ≤ 2 (see Example 3). 
Theorem (6.1.7) [202]: Let H = H଴ + V(x), where H଴ is defined in (40), and let assumptions of 
Theorem 6.1.4 hold. Then for each h > 0,  

N଴(V) ≤ C(h)[n(h) + න
π(t)

t ෍ G(tW(x))dt],   n(h) = #{x ∈ X୦
ା}.

୶∈ଡ଼౞
ష

ஶ

଴
 

If, additionally, either (35) or (38) is valid for π(t) as t → ∞, then for each A > 0, 

N଴(V) ≤ C(h)[ ෍ W(x)
ಊ
మ + n(h)], n(h) = #{x ∈ X୦

ା},   (42)
୶∈ଡ଼౞

ష
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N଴(V) ≤ C(h, A)[ ෍ eି୅୛(୶)షಋ

୶∈ଡ଼౞
ష

+ n(h)],     n(h) = #{x ∈ X୦
ା}, 

respectively, 
Remark (6.1.8) [202]: Estimate (42) for N(V) in the case X = Zୢ can be found in [200]. 
Proof. In order to prove the first inequality, we split the potential V(x) = Vଵ(x) + Vଶ(x), where 
Vଶ(x) = V(x) for x ∈ X୦

ା, Vଶ(x) = 0 for x ∈ X୦
ି. Now for each ε ∈ (0,1), 

N଴(V) ≤ N଴(εିଵVଵ) + N଴((1 − ε)ିଵVଶ) = N଴(εିଵVଵ) + n(h).                         (43) 
It remains to apply Theorem 6.1.4 to the operator −∆ + εିଵVଵ and pass to the limit as ε → 1. The 
next two inequalities follow from Theorems 6.1.5 and 6.1.6. 
2. Operators on quantum graphs. We will consider a specific quantum graph Γୢ, the so called 
Avron-Exner-Last graph. Its vertices are the points of the lattice Zୢ, and the edges are all segments 
of length one connecting neighboring vertices. Let s ∈ [0,1] be the natural parameter on the edges 
(distance from one of the end points of the edge). Consider the space D of smooth functions φ on 
edges of Γୢ with the following (Kirchoff’s) boundary conditions at vertices: at each vertex φ is 
continuous and 

෍φ୧
ᇱ = 0,

ୢ

୧ୀଵ

                                                                                                          (44) 

where φ୧
ᇱ are the derivatives along the adjoint edges in the direction out of the vertex. The operator 

H଴ acts on functions φ ∈ D as − ୢమ

ୢୱమ
. The closure of this operator in Lଶ(Γୢ) is a self-adjoint operator 

with the spectrum [0,∞) (see [179]) 
Theorem 6.1.9 Let d ≥ 3 and V be constant on each edge e୧ of the graph: V(x) = −v୧ < ݔ,0 ∈ e୧. 
Then  

N଴(V) ≤ c(h)( ෍ v୧
ୢ/ଶ

୧:୴౟ஸ୦షభ
+ ෍ ඥv୧).

୧:୴౟வ୦షభ
 

Proof. Put V(x) = Vଵ(x) + Vଶ(x), where Vଵ(x) = V(x) if |V(x)| > hିଵ, Vଵ(x) = 0 if |V(x)| ≤ hିଵ. 
Then (see 43)) 

N଴(V) ≤ N଴(2Vଵ) + N଴(2Vଶ). 
One can estimate N(Vଵ) from above (below) by imposing the Neumann (Dirichlet) boundary 
conditions at all vertices of Γ. This leads to the estimates 

෍
ඥ2v୧
π ≤ N଴(V) ≤ ෍ (

ඥ2v୧
π

୧:୴౟வ୦షభ୧:୴౟வ୦షభ
+ 1) ≤ c(h) ෍ ඥv୧,

୧:୴౟வ୦షభ
 

which, together with Theorem 2.5 applied to N଴(2Vଶ), justifies the statement of the theorem 
The same arguments allow one to get a more general result. 
Theorem (6.1.10) [202]: Let d ≥ 3. Let Γିୢ be the set of edges, e୧ of the graph Γୢ where W ≤
hିଵ, Γାୢ be the complementary set of edges, and 

sup୶∈ୣ౟ W(x)
min୶∈ୣ౟ W(x) ≤ k଴ = k଴(h), x ∈ Γାୢ, 

where W = Vି. Then  
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N଴(V) ≤ c(h, k଴)(න W(x)ୢ/ଶdx + න ඥW(x)
୻శౚ

dx).
୻షౚ

 

Example. The next example shows that there are singular potentials on Γୢ for which max(α/2, 1) in 
(36) can not be replaced by any value less than one. Consider the potential V(x) = −A∑ δ(x −୫

୧ୀଵ
x୧), where x୧ are middle points of some edges, and A > 4. One can easily modify the example by 
considering δ-sequences instead of δ-functions (in order to get a smooth potential.) Then 

න W஢(x)dx = 0
୻ౚ

 

for anyσ < 1, while N(V) ≥ m. In fact, consider the Sturm-Liouville problem on the interval [1 −
2/2,1/2]: 

−yᇱᇱ − Aδ(x)y =⋋ y, y(−1/2) = y(1/2) = 0,    A > 4. 
It has (a unique) negative eigenvalue which is the root of the equation tanh(√− ⋋/2) = 2√− ⋋/A. 
The corresponding eigenfunction is y = sinh[√− ⋋ (|x| + 1/2)]. The estimate N(V) ≥ m follows 
by imposing the Dirichlet boundary conditions on the vertices of Γୢ. 
I. Discrete case. Consider the classical Anderson Hamiltonian H଴ = −∆ + V(x,ω) on Lଶ(Zୢ) with 
random potential V(x,ω). Here 

∆ψ(x) = ෍ ψ(xᇱ) − 2dψ(x).
୶ᇲ:|୶ᇲି୶|ୀଵ

 

We assume that random variables V(x,ω). on the probability space (Ω, F, P) have the Bernoulli 
structure, i.e., they are i.i.d. and P{V(·) = 0} = p >  0,ܲ{ܸ(·) = 1} = ݍ = 1 − ݌ > 0. The 
spectrum of H଴ is equal to (see [178]) 

Sp(H଴) = Sp(−∆)⨁1 = [0,4d + 1]. 
Let us stress that 0 ∈ Sp(H଴) due to the existence P-a.s. of arbitrarily large clearings in realizations 
of V, i.e., there are balls B୬ = {x ∶ |x − x୬| < r୬} such that V(x) = 0, x ∈ B୬, and r୬ → ∞ as n →
∞ (see the proof of the theorem below for details). 
Let 

H = H଴ − W(x), W(x) ≥ 0. 
The operator H has discrete random spectrum on (−∞, 0] with possible accumulation point at ⋋=
0. Put N଴(−W) = #{⋋୧ ≤ 0}. Obviously,  N଴(−W) is random. Denote byE the expectation of a r.v., 
i.e. 

EN଴ = න N଴P(dω).
ஐ

 

Theorem (6.1.11) [202]:(a) For each h > 0 and γ < ୢ
ୢାଶ

, 

EN଴(−W) ≤ cଵ(h)ൣ#൛x ∈ Zୢ: W(x) ≥ hିଵൟ൧ + cଶ(h, γ) ෍ eି
భ

౓ಋ(౮)

୶:୛(୶)ழ୦షభ
 

In particular, if W(x) < େ
୪୭୥ಚ|୶|

, |x| → ∞, with some σ > ୢାଶ
ୢ

, then EN଴(−W) < ∞, ݅. ݁, N଴(−W) <

∞ almost surely. 
(b) If 

W(x) >
C

log஢|x| , |x| → ∞, and  σ <
2
d,                    (45) 
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then N଴(−W) = ∞ a. s. (in particular, EN଴(−W) = ∞). 
Proof. Since V ≥ 0, the kernel p଴(t, x, y) of the semigroup exp(−tH଴) = exp(t(∆ − V)) can be 
estimated by the kernel of exp(t∆), i. e., by the transition probability of the random walk with 
continuous time on Zୢ. The diagonal part of this kernel p଴(t, x, x,ω) is a stationary field on Zୢ. Due 
to the Donsker-Varadhan estimate (see [182],[183]), 

Ep଴(t, x, x,ω) = Ep଴(t, x, x,ω)
୪୭୥

~ exp(−cୢt
ౚ

ౚశమ), t → ∞, 
i.e., 

log Ep଴ ~ − cୢt
ౚ

ౚశమ, t → ∞. 
On the rigorous level, the relations above must be understood as estimates from above and below, 
and the upper estimate has the following form: for each δ > 0, 

Ep଴ ≤ C(δ) exp(−cୢt
ౚ

ౚశమିஔ),    t → ∞.                   (46) 
Now the first part of the theorem is a consequence of Theorems 6.1.4 and 6.1.6 In fact, from 
Remarks 2.3 and 2.4 and (46) it follows that 

EN଴(V) ≤
1

c(σ)න W(x)න Ep଴(t, x, x,ω)dtμ(dx) ≤
C(δ)
c(σ)

න W(x)න eିୡౚ୲
ౚ

ౚశమషಌdtμ(dx).
ஶ

ಚ
౓(౮)ଡ଼

ஶ

ಚ
౓(౮)ଡ଼

 

Then it only remains to repeat the arguments used to prove Theorem 6.1.6. 
The proof of the second part is based on the following lemma which indicates the existence of large 
clearings at the distances which are not too large. We denote byC(r) the cube in the lattice, 

C(r) = ൛x ∈ Zୢ: |x୧| < ≥,ݎ ݅ ≤ ݀ൟ. 
Let’s divide Zୢ into cubic layers L୬ = C(a୬ାଵ)\C(a୬) with some constant a ≥ 1 which will be 
selected later. One can choose a set Γ(୬) = {z୧

(୬) ∈ L୬} in each layer L୬ such that 

ቚz୧
(୬) − z୨

(୬)ቚ ≥ 2n
భ
ౚ + 1, dቀz୧

(୬),∂L୬ቁ > n
భ
ౚ, 

and  

หΓ(୬)ห ≥ c
(2a)୬(ୢିଵ)a୬ାଵ

(2n
భ
ౚ)ୢ

≥ ca୬ୢ , n → ∞. 

Let C(nଵ/ୢ, i) be the cube C(nଵ/ୢ) with the center shifted to the point z୧
(୬).  Obviously, cubes 

C୬1/d,୧ do not intersect each other, C(nଵ/ୢ, i) ⊂ L୬ and หC(nଵ/ୢ, i)ห ≤ cᇱn. 
Consider the following event A୬ = {each cube C(nଵ/ୢ, i) ⊂ L୬ contains at least one point where 
V(x) = 1}. Obviously, 

P(A୬) = (1− pหୡ(୬భ/ౚ,୧ห
౳(౤)

) ≤ eିห୻(౤)ห୮ቚౙ(౤భ/ౚ,౟)ቚ
≤ eିୡୟ౤ౚୡᇲ୮౤ୀୣషౙ(౗ౚ౦ౙ

ᇲ
)౤ . 

We will choose a big enough, so that aୢpୡᇲ > 1. Then ∑ P(A୬) < ∞, and the Borel-Cantelli lemma 
implies that P-a.s. there exists n଴(ω) such that each layer L୬, n ≥ n଴(ω), contains at least one 
empty cube C(nଵ/ୢ, i), i =  i(n). Then from (45) it follows that 

W(x) ≥
C

n
మ
ౚିஔ

= ε୬,      x ∈ C൫nଵ/ୢ , i൯,   i = i(n). 

One can easily show that the operator H = −∆ − ε in a cube C ⊂ Zୢ with the Dirichlet boundary 
condition at߲ܥ  has at least one negative eigenvalue if |C|εୢ/ଶ is big enough. Thus the operator H in 
C(nଵ/ୢ, i(n)) with the Dirichlet boundary condition has at least one eigenvalue if n is big enough, 
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and therefore N(−W) = ∞. 
II. Continuous case. Theorem 6.1.11 is also valid for Anderson operators in Rୢ. Let H଴ = −∆ +
V(x,ω) on Lଶ(Rୢ) with the random potential 

V(x,ω) = ෍ ε୬I୕౤(x), x ∈ Rୢ, n = (nଵ, … , nୢ),
୬∈୞ౚ

 

where Q୬ = {x ∈ Rୢ: n୧ ≤ x୧ ≤ x୧ < n୧ + 1, i = 1,2, … d} and ε୬ are independent Bernoulli r.v. 
with P{ε୬ = 0} = p, P{ε୬ = 1} = q = 1 − p. Put H = H଴ − W(x) = −∆ + V(x,ω)− W(x). 
Theorem (6.1.12) [202]: (a) If d ≥ 3, then for each h > 0 and γ < ୢ

ୢାଶ
, 

EN଴(−W) ≤ cଵ(h)න W(x)ୢ/ଶdx + cଶ(h, γ)න eି
భ

౓ಋ(౮)

୛(୶)ழ୦షభ
dx.

୛(୶)ஹ୦షభ
 

In particular, if W(x) < େ
୪୭୥ಚ |୶|

, |x| → ∞, with some σ < ୢ
ୢାଶ

 then EN଴(−W) < ∞, i.e., 

N଴(−W) < ∞ almost surely.  
(b) if W(x) > େ

୪୭୥ಚ |୶|
, |x| → ∞, and ߪ < మ

೏, then N଴(−W) = ∞ a.s. (in particular, EN଴(−W) = ∞). 

The proof of this theorem is identical to the proof of Theorem 6.1.11 with the only difference that 
now p଴(t, 0, 0) is not bounded as t → 0, but p଴(t, 0, 0) ≤ c/tୢ/ଶ, t → 0. 
1. Lobachevsky plane (see [184], [196]). We will use the Poincare upper half plane model, where 
X = {z = x + iy ∶ y > 0} and the (Riemannian) metric on X has the form 

dsଶ = yିଶ(dxଶ + dyଶ).                                 (47) 
The geodesic lines of this metric are circular arcs perpendicular to the real axis (halfcircles whose 
origin is on the real axis) and straight vertical lines ending on the real axis. The group of 
transformations preserving dsଶ is SL(2, R), i.e. the group of real valued 2 × 2 matrices with the 

determinant equal to one. For each A = ቂa b
c dቃ ∈ SL(2, R), the action A(z) is defined by 

A(z) =
az + b
cz + d. 

For each z଴ ∈ X, there is a one-parameter stationary subgroup which consists of A such that Az଴ =
z଴. The Laplace-Beltrami operator ∆ᇱ (invariant with respect to SL(2, R)) is defined uniquely up to a 
constant factor, and is equal to 

∆ᇱ= yଶ∆= yଶ(
∂ଶ

∂xଶ +
∂ଶ

∂yଶ),                                             (48) 

The operator −∆ᇱ is self-adjoint with respect to the Riemannian measure 
μ(dz) = yିଶdxdy,                                                            (49) 

and has absolutely continuous spectrum on [1/4,∞). In order to find the number Nᇱ(V) of 
eigenvalues of the operator −∆ᇱ + V(x) below 1/4, one can apply Theorem 6.1.4 to the operator 
H଴ = −∆ᇱ − ଵ

ସ
I. 

One needs to know constants α,β in order to apply Theorem 6.1.5. It is shown in [188] that the 
fundamental solution for the parabolic equation u୲ = −∆ᇱu has the following asymptotic behavior 

p(t, 0,0)~cଵ/t, t → 0;   p(t, 0,0)~cଶeି୲/ସ/tଷ/ଶ,   t → ∞. 
Thus α = 2, β = 3 for the operator H଴ = −∆ᇱ − ଵ

ସ
I. A similar result for the Laplacian in the 

Hyperbolic space of the dimension d ≥ 3 can be found in [200]. 
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2. Markov processes with independent increments (homogeneous pseudo 
differential operators). We will estimate N଴(V) for shift invariant pseudo differential operators H଴ 
associated with Markov processes with independent increments. Similar estimates were obtained in 
[181] for pseudo differential operators under assumptions that the symbol f(p) of the operator is 
monotone and non-negative, and the parabolic semigroup eି୲ୌబ  is positivity preserving. This class 
includes important cases of f(p) = |p|஑,α < 2 and f(p) = ඥpଶ + mଶ − m. Note that necessary and 
sufficient conditions of the positivity of p଴(t, x, x) are given by Levy-Khinchin formula. We will 
omit monotonicity condition. What is more important, the results will be expressed in terms of the 
Levy measure responsible for the positivity of p଴(t, x, x). This will allow us to consider variety 
estimates with power and logarithmical decaying potentials. 
Let H଴ be a pseudo-differential operator in X = Rୢ of the form 

H଴u = FିଵΦ(κ)Fu,   (Fμ)(k) = න u(x)eି୧(୶,୩)

ୖౚ
dx,   u ∈ S൫Rୢ൯, 

where the symbol Φ(k) of the operator H଴ has the following form 

Φ(k) = න (1 − cos(x, k))v(x)d.                             (50)
ୖౚ

 

Here μ(dx) = v(x)dx is an arbitrary measure (for simplicity we assumed that it has a density) such 
that  

න v(x)dx + න |x|ଶv(x)dx < ∞.                                     (51)
|୶|ழଵ|୶|வଵ

 

Assumption (50) is needed (and is sufficient) to construct a Markov process with the generator L =
−H଴ (see below). However, we will impose an additional restriction on the measure μ(dx) 
assuming that the densityv(x) has the following power asymptotics at zero and at infinity 

v(x)~|x|ିୢିଶା஡, x → 0, v(x)~|x|ିୢିஔ, x → ∞, 
with some ρ, δ ∈ (0,2). Note that assumption (51) holds in this case. To be more rigorous, we 
assume that 

v(x) = a(
x

|x|)|x|ିୢି஡(1 + O|x|க)), x → 0,                           (52) 

v(x) = b(
x

|x|)|x|ିୢିஔ(1 + O|x|ିக)), x → ∞,                         (53) 

where ܽ,ܾ, ߝ > 0. we also will consider another special case when the asymptotic behavior of ܸ(ݔ) 
at infinity is at logarithmical borderline for the convergence of the integral (51). 
Namely, we will assume that (52) holds and 

(ݔ)ܸ > ݔ,|ݔ|ௗlogିఙି|ݔ|ܥ → ߪ,∞ > 1. 
The solution of problem (10) is given by 

,ݐ)଴݌ ݔ − (ݕ = ଵ
ଶగ
න ݁ି௧஍(୩)ା୧(୶ି୷,୏)݀ܭ.
ோ೏

 

A special form of the pseudo differential operator H଴ is chosen in order to guarantee that p଴ ≥ 0. In 
fact, let xୱ, s > 0, be a Markov process in Rୢ with symmetric independent increments. It means that 
for arbitrary0 < sଵ <ଶ< ⋯, the random variables xୱభ − x଴, xୱమ − xୱభ , … are independent and the 
distribution of x୲ାୱ − xୱ is independent of s. The symmetry condition means that Law(xୱ − x଴) =
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Law(x଴ − xୱ), or p(s, x, y) = p(s, y, x), where p is the transition density of the process. According 
to the Levy-Khinchin theorem (see [186]), the Fourier transform (characteristic function) of this 
distribution has the form 

Ee୧(୩୶౪శ౩ି୶౩) = eି୲஍(୩), 
with Φ(k) given by (50). Moreover, each measure (51) corresponds to some process. One can 
consider the family of processes xୱ

(୶଴) = x଴ + xୱ, s > 0, with an arbitrary initial point x଴. The 
generator L of this family can be evaluated in the Fourier space. If φ(x) ∈ S൫Rୢ൯ and φෝ(k) = Fφ, 
then 

Lφ(x) = lim
୲→଴

Eφ(x + x୲
(଴)) −φ(x)
t = lim

୲→଴

1
(2π)ୢන

Ee୧(୶ା୶౪
(బ),୩) − e୧(୶,୩)

t φෝ(k)dk
ୖౚ

=
−1

(2π)ୢන e୧(୶,୩)

ୖౚ
Φ(k)φෝ(k) dk = −H଴φ. 

Thus, function (55) is the transition density of some process, and therefore p଴(t, x) ≥ 0, i.e., 
assumption (a) of Theorem 6.1.4 holds. Since operator H଴ is translation invariant, assumption (b) 
also holds with π(t) =  p଴(t, 0). Hence, Theorem 6.1.4 can be applied to study negative eigenvalues 
of the operator H଴ + V(x) when (Levy) measure vdx satisfies (51). If (52), (53) or (52), (54) hold, 
then Theorems 6.1.5, 6.1.6 can be used. Namely, the following statement is valid. 
Theorem (6.1.13) [202]: If measure vdx satisfies (52) and (53), then (35) is valid with β =
2d/δ,α2d/ρ. 
 If measure vdx satisfies (52) and (54), then (38) is valid with  γ = 1/σ,α = 2d/ρ. 
Proof. Consider first the case when (52) and (53) hold. Let us prove that these relations imply the  
Following behavior of Φ(k) at zero and at infinity  

Φ(k) = f(
k

|k|)|k|ஔ(1 + O(|k|கభ)), k → 0; 

Φ(k) = g(
k

|k|)|k|஡(1 + O(|k|ିகభ)), k → ∞,                                                                          (56) 

with some f, g, εଵ > 0. We write (50) in the form  

Φ(k) = න 2 sinଶ(x, k))v(x)dx + න 2 sin(x, k))v(x)dx = Φଵ(k) + Φଶ(k).        (57)
|୶|வଵ|୶|ழଵ

 

The term Φଵ(k) is analytic in k and is of order O(|k|ଶ) as k → 0. We represent the second term as 

න 2 sinଶ(x, k)b(x)|x|ିୢିஔdx − න 2 sinଶ(x, k))b
|୶|ழଵୖౚ

(x)|x|ିୢିஔdx + න 2 sinଶ(x, k))h(x)dx,
|୶|வଵ

 

where x = x/|x| and 
h(x) = v(x)− b(x)|x|ିୢିஔ, |h| ≤ C|x|ିୢିஔିக. 

The middle term above is of order O(|x|ଶ) as k → 0. The first term above can be evaluated by 
substitution x → x/|k|. It coincides with f( ୩

|୩|
)|k|ஔ. One can reduce ε to guarantee that δ + ε < 2. 

Then the last term can be estimated using the same substitution. This leads to the asymptiotics (56) 
as k → 0. 
Now let |k| → ∞. Since Φଶ(k) is bounded uniformly in k, it remains to show that Φଵ(k) has the 
appropriate asymptotics as |k| → ∞. We write v(x) in the integrand of Φଵ(k) as follows 
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v(x) = a(x)|x|ିୢି஡ + g(x),   |g(x)| ≤ C|x|ିୢି஡ାக. 
Then  

Φଵ(k) = න 2 sinଶ(x, k)a(x)|x|ିୢି஡dx
ୖౚ

− න 2 sinଶ(x, k)a(x)|x|ିୢି஡dx + න 2 sin(x, k))g(x)dx.
|୶|ழଵ|୶|வଵ

 

The middle term in the right hand side above is bounded uniformly in k. The substitution x → x/|k| 
justifies that the first term coincides with g( ୩

|୩|
)|k|஡. The same substitution shows that the order of 

the last term is smaller if ε <  .This gives the second relation of (56), and therefore, (56) is proved .ߩ
Let us estimate π(t) when (56) holds. From (55) it follows that 

π(t) =
1

(2π)ୢන eି୲஍(୩)dk + O(eି஗୲
|୩|ழଵ

)as t → ∞, η > 0.   (58) 

Now the substitution k → tିଵ/ஔk leads to  

π(t)~ctୢ/ஔ,   t → ∞,   c =
1

(2π)ୢ
න eି୥( ౡ|ౡ|)|୩|ಌ

ୖౚ
dk. 

Hence, the first of relations (35) holds with β = 2d/δ. In order to estimate π(t) as t → 0, we put 

π(t) =
1

(2π)ୢන eି୲஍(୩)dk + O(1
|୩|ழଵ

)    as t → 0, 

and make the substitution ݇ → ଵିݐ ௣⁄ ݇. This leads to   

π(t)~ctିୢ/஡ , t → 0, c =
1

(2π)ୢ
න eି୤(

ౡ
|ౡ|)|୩|ಙ

ୖౚ
dk. 

Hence the second of relations (35) holds with α = 2d/ρ. The first statement of the theorem is 
proved. 
Let us prove the second statement. If (52) and (54) hold, then 

Φ(k) ≥ c(log
1

|k|)
ଵି஢, k → 0;    Φ(k) = g ൬

k
|k|൰ |k|஡൫1 + O(|k|ିகభ)൯, k

→ ∞.                                                                                      (59) 
In fact, only integrability of v(x) at infinity, but not (53), was used in the proof of the second 
relation of (56). Thus the second relation of (59) is valid. Let us prove the first estimate. Let Ω୩ =
{x: |k|ିଶ > |x| > |k|ିଵ}, |k| < 1. We have 

Φ(k) ≥ න 2 sinଶ(x, k))v(x)dx ≥ Cන sinଶ(x, k))|x|ିୢlogି஢ |x|dx
ஐౡஐౡ

≥ C(2 log
1

|k|)
ି஢න sinଶ(x, k))|x|ିୢdx, |k| → 0.

ஐౡ
 

It remains to show that  

න sinଶ(x, k))|x|ିୢdx~log  
1

|k|,    |k| → 0.                                            (60)
ஐౡ

 

After the substitution x = y/|k|, the last integral can be written in the form 
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1
2
න |y|ିୢdy −

1
2
න cos(y, k))|y|ିୢdy.

|୩|షభவ|୷|வଵ|୩|షభவ|௒|வଵ
 

This justifies (60), since the second term above converges as |k| → 0. Hence (59) is proved. 
Finally, we need to obtain (38). The estimation of π(t) as t → 0 remains the same as in the proof of 
the first statement of the theorem. To get the estimate as t → ∞, we use(58) (with a smaller domain 
of integration) and (59). Then we obtain 

π(t) ≤
1

(2π)ୢන eିୡ୲ቀ୪୭୥
భ

|ౡ|ቁ
భషಚ

dk + O(eି஗୲
|୩|ழଵ ଶ⁄

)as t → ∞, η > 0. 

After integrating with respect to angle variables substitution log భ
|ౡ|ୀ୸,  we get  

π(t) ≤
1

(2π)ୢන zୢିଵeି୸ିୡ୲୸భషಚdz + O(eି஗୲)
ஶ

୪୭୥ ଶ
  as  t → ∞,η > 0. 

The asymptotic behavior of the last integral can be easily found using standard Laplace method, and 

the integral behaves as Cଵt
మౚషభ
మౚಚ eିୡభ୲

భ
ಚ when t → ∞. This completes the proof of (38). 

1. Free groups. Let X be a group Γ with generators aଵ, aଶ, . . . aୢ, inverse elements aିଵ, aିଶ, . . . aିୢ, 
the unit element e, and with no relations between generators except a୧aି୧ = aି୧a୧ = e. The 
elements g ∈ Γ are the shortest versions of the words g = a୧భ  · . . .· a୧౤  (with all factors e and a୨aି୨ 
being omitted). The metric on Γ is given by 

d(gଵ, gଶ) = d(e, gଵିଵgଶ) = m(gଵିଵgଶ), 
where m(g) is the number of letters a±୧ in g. The measure μ on Γ is defined byμ({g}) = 1 for each 
g ∈ Γ. It is easy to see that|{g ∶ d(e, g) = R}| =  2d(2d −  1)ୖିଵ, i.e., the group Γ has an 
exponential growth rate. 
Define the operator ∆୻ on X = Γ  by the formula 

∆୻ψ(g) = ෍ [ψ(ga୧) −ψ(g)].                                   (61)
ିୢஸ୧ஸୢ,୧ஷ଴

 

Obviously, the operator −Δ୻ is bounded and non-negative in Lଶ(Γ�,μ). In fact, ‖Δ୻‖4d. As it is 
easy to see, the operator Δ୻ is left-invariant: 

(Δ୻ψ)(gx) = Δ୻(ψ(gx)),   x ∈ Γ, 
for each fixed g ∈ Γ. Thus, conditions (a), (b) hold for operator −∆୻. In order to apply Theorem 2.5, 
one also needs to find the parameters α and β. 
Remark 6.1.14 Since the absolutely continuous spectrum of the operator Δ୻ is shifted (it starts from 
γ, not from zero), the natural question about the eigenvalues of the operator −Δ୻ + V(g) is to 
estimate the number N୻(V) of eigenvalues below the threshold γ. Obviously, N୻(V) coincides with 
the number N(V) of the negative eigenvalues of the operator H଴ + V(g), where H଴ = −∆୻ − γI. 
Hence one can apply Theorems 2.1, 3.1 to this operator. From (62) it follows that constants α, β for 
the operator H଴ = −∆୻ − γI are equal to 0 and 3, respectively, and 

N୻(V) ≤ c(h)[n(h) + ෍ W(x)ଷ/ଶ],   n(h) = #{g ∈ Γ: W(g) > hିଵ}.
୥∈୻:୛(୥)ஸ୦షభ

 

Theorem (6.1.15) [202]: a) The spectrum of the operator −∆୻ is absolutely continuous and 
coincides with the interval lୢ = [γ, γ + 4√2d− 1], γ = 2d− 2√2d− 1 ≥ 0. 
b) The kernel of the parabolic semigroup π୻(t) = (e୲∆౳)(t, e, e) on the diagonal has the following 
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asymptotic behavior at zero and infinity 

π୻(t) → cଵ as  t → 0,   π୻(t)~cଶ
eିஓ୲

tଷ/ଶ  as t → ∞.             (62) 

Let us find the kernel R⋋(gଵ, gଶ) of the resolvent (∆୻ −⋋)ିଵ. From the Γ-invariance it follows that 
R⋋(gଵ, gଶ) = R⋋(e, gଵିଵgଶ). Hence it is enough to determine u⋋ = R⋋(e, g). This function satisfies 
the equation 

෍ u⋋(ga୧) − (2d +⋋)u⋋(g) = −δୣ(g),                                   (63)
୧ஷ଴

 

where δୣ(g) = 1 if g = e, δୣ(g) = 0 if g ≠ e. Since the equation above is preserved under 
permutations of the generators, the solution u⋋(g) depends only on m(g). Let ψ⋋(m) =
u⋋(g), m = m(g). Obviously, if g ≠ e, then m(ga୧) = m(g)− 1 for one of the elements a୧, i ≠ 0, 
and m(ga୧) = m(g) + 1 for all other elements a୧, i ≠ 0. Hence (63) implies 

2dψ⋋(1)− (2d +⋋)ψ⋋(0) = −1,                                                 (64) 
ψ⋋(m− 1) + (2d− 1)ψ⋋(m + 1) − (2d +⋋)ψ⋋(m) = 0,   m > 0. 

Two linearly independent solutions of these equations have the form ψ⋋(m) = v±
୫, where v± are 

the roots of the equation 
vିଵ + (2d− 1)v − (2d +⋋) = 0 

Thus,  

v± =
2d +⋋ ±ඥ(2d +⋋)ଶ − 4(2d− 1)

2(2d− 1) . 

The interval lୢ was singled out as the set of real ⋋ such that the discriminant above is not positive. 
Since vାvି = 1/(2d− 1), we have 

หv±ห =
1

√2d − 1
 for ⋋∈ lୢ;  |vା| >

1
√2d− 1

, |vି| <
1

√2d− 1
 for real ⋋∉ lୢ. 

Now, if we take into account the set A୫బ = {g ∈ Γ, m(g) = m଴} has exactly2d(2d− 1)୫బିଵ 
points, i.e., μ൫A୫బ൯ = 2d(2d− 1)୫బିଵ, we get that  

vି୫(୥) ∈ Lଶ(Γ, μ), vା
୫(୥) ∉ Lଶ(Γ,μ) for real ⋋∉ lୢ,                     (65) 

and  

න หv±ห
ଶ୫(୥)

μ(dg)~ m଴  as  m଴ → ∞  for ⋋∉ lୢ(66)
୻⋂{୥:୫(୥)ஸ୫బ}

 

Relations (65) imply that R\lୢ belongs to the resolvent set of the operator Δ୻ and that R⋋(e, g) =
cvି୫(୥). Relation (66) implies that lୢ belongs to the absolutely continuous spectrum of the operator 
Δ୻ with functions (vା

୫(୥) − vି୫(୥)) being the eigenfunctions of the continuous spectrum. Hence 
statement a) is justified. 
Note that the constant c in the formula for R⋋(e, g) can be found from (64). This gives 

R⋋(e, g) =
1

(2d +⋋)− 2dvି
vି୫(୥). 

Thus 

R⋋(e, e) =
1

(2d +⋋) − 2dvି
. 

Hence, for each a > 0, 



155 
 

π୻(t) =
1
2π

න e⋋୲R⋋(e, e)d ⋋=
1
2π

න e⋋୲
d ⋋

(2d +⋋)− 2dvି
.

ୟା୧ஶ

ୟି୧ஶ

ୟା୧ஶ

ୟି୧ஶ
 

The integrand here is analytic with branching points at the ends of the segment lୢ, and the contour 
of integration can be bent into the left half plane Re ⋋< 0 and replaced by an arbitrary closed 
contour around lୢ. This immediately implies the first relation of (62). The asymptotic behavior of 
the integral as t → ∞ is defined by the singularity of the integrand at the point −γ (the right end of 
ld). Since the integrand there has the form e⋋୲[a + b√⋋ +γ + O(⋋ +γ)],⋋ +γ → 0, this leads to the 
second relation of (62). 
The examples below concern differential operators on the continuous and discrete non-commutative 
groups Γ (processes with independent increments considered in the previous section are examples of 
operators on the abelian groups Rୢ). 
First we will consider the Heisenberg (nilpotent) group Γ = Hଷ of the upper triangular matrices 

g = ൥
1 x z
0 1 y
0 0 1

൩ , (x, y, z) ∈ Rଷ,                                            (67) 

with units on the diagonal, and its discrete subgroup ZHଷ, where (x, y, z) ∈  Z3. 
Then we study (solvable) group of the affine transformations of the real line: x → ax + b , a > 0, 
which has the matrix representation: 

Aff(Rଵ) = ቄg = ቂa b
0 1ቃ , a > 0, (0,ܾ) ∈ Rଶቅ, 

And its subgroup generated byαଵ = ቂe e
0 1ቃ and αଶ = ቂe −e

0 1 ቃ and their inverses αିଵ = ቂe
ିଵ −1
0 1

ቃ 

and αିଶ = ቂe
ିଵ 1
0 1

ቃ. 

There are two standard ways to construct the Laplacian on a Lie group. A usual differential-
geometric approach starts with the Lie algebra िΓ on Γ, which can be considered either as the 
algebra of the first order differential operators generated by the differentiations along the 
appropriate one-parameter subgroups of Γ, or simply as a tangent vector space TΓ to Γ at the unit 
element I. The exponential mapping िΓ → Γ allows one to construct (at least locally) the general 
left invariant Laplacian ∆୻ on Γ as the image of the differential operator ∑ a୧୨D୧D୨ + ∑ b୧D୧୧୧୨  with 
constant coefficients on िΓ. The Riemannian metric dsଶ on Γ and the volume element dv can be 
defined now using the inverse matrix of the coefficients of the Laplacian ∆୻. It is important to note 
that additional symmetry conditions are needed to determine ∆୻ uniquely. 
The central object in the probabilistic construction of the Laplacian (see, for instance, McKean [14]) 

is the Brownian motion g୲ on Γ. We impose the symmetry condition g୲
lୟ୵

g୲ିଵ. Since िΓ is a linear 
space, one can define the usual Brownian motion b୲ on िΓ with the generator ∑ a୧୨D୧D୨ + ∑ b୧D୧୧୧୨ . 

The symmetry condition holds if (I + db୲)
୪ୟ୵ = (I + db୲)ିଵ. The process g୲ (diffusion on Γ) is 

given (formally) by the stochastic multiplicative integral  

g୲ = ෑ(I + dbୱ)
୲

ୱୀ଴

, 

or (more rigorously) by the Ito’s stochastic differential equation 
dg୲ = g୲db୲.                                                                                 (68) 
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The Laplacian ∆୻ is defined now as the generator of the diffusion 

∆୻f(g) = lim
∆୲→଴

Ef(g(1 + b∆୲))− f(g)
∆t , f ∈ Cଶ(Γ).        (69) 

The Riemannian metric form is defined as above (by the inverse matrix of the coefficients of the 
Laplacian). 
We will use the probabilistic approach to construct the Laplacian in the examples below, since it 
allows us to easily incorporate the symmetry condition. 
3. Heisenberg group Γ = Hଷ of the upper triangular matrices (67) with units on the diagonal. We 
have 

िΓ = ൝A = ൥
0 α γ
0 0 β
0 0 0

൩ , (α,β, γ) ∈ Rଷൡ ,    e୅ = ൦
1 α γ +

αβ
2

0 1 β
0 0 1

൪. 

Thus A → exp(A) is a one-to-one mapping of िΓ onto Γ. Consider the following Brownian motion 
on िΓ: 

b୲ = ൥
0 u୲ σw୲
0 0 v୲
0 0 0

൩,  

where σ is a constant and u୲, v୲, w୲ are (standard) independent Wiener processes. Then equation 
(68) has the form 

dg୲ = ൥
0 dx୲ dz୲
0 0 dy୲
0 0 0

൩ = ൥
1 x୲ z୲
0 1 y୲
0 0 1

൩ ൥
0 du୲ σdw୲
0 0 dv୲
0 0 0

൩, 

which implies that  
dx୲ = du୲, dy୲ = dv୲, dz୲ = σdw୲ + x୲dv୲. 

Under condition g(0) = I, we get 

g୲
⎣
⎢
⎢
⎡1 u୲ σw୲ + න uୱdvୱ

୲

଴
0 1 v୲
0 0 1 ⎦

⎥
⎥
⎤
. 

Let us note that the matrix  

(g୲)ିଵ =

⎣
⎢
⎢
⎡1 −u୲ u୲v୲ − σw୲ − න uୱdvୱ

୲

଴
0 1 −v୲
0 0 1 ⎦

⎥
⎥
⎤

=

⎣
⎢
⎢
⎡1 −u୲ −σw୲ + න vୱduୱ

୲

଴
0 1 ష౬౪

0 0 1 ⎦
⎥
⎥
⎤
 

Has the same law as g୲. Now from (69) it follows that 

(∆୻f)(x, y, z) =
1
2
ൣf୶୶ + f୷୷ + (σଶ + xଶ)f୸୸ + 2σxf୷୸൧. 

The matrix of the left invariant Riemannian metric has the form  

൥
0 0 0
0 1 σx
0 σx σଶ + xଶ

൩
ିଵ

= ൥
1 0 0
0 σଶ + xଶ −σx
0 −σx 1

൩, 

i.e.,  
dsଶ = dxଶ + (σଶ + xଶ)dyଶ + dzଶ − 2σxdydz,   dV = dxdydz. 

Denote byp஢(t, x, y, z) the transition density for the process g୲ (fundamental solution of the 
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parabolic equation u୲ = ∆୻). Let π஢(t) = p஢(t, 0,0,0). 
Theorem (6.1.16) [202]: Function π஢(t)has the following asymptotic behavior at zero and infinity: 

π஢(t)~
c଴
t
య
మ

, t → 0;  π஢(t)~
c
tଶ , t → ∞, c = p଴(1,0,0), (70) 

i.e., Theorem 6.1.5 holds for operator H = ∆୻ + V(x, y, z) with α = 3,β = 4. 
Proof. Since Hଷ is a three dimensional manifold, the asymptotics at zero is obvious. Let us prove 
the second relation of (70). We start with the simple case of σ = 0. The operator ∆୻ in this case is 
degenerate. However, the densityp଴(t, x, y, z) exists and can be found using H¨ormander 
hypoellipticity theory or by direct calculations. In fact, the joint distribution of (x୲, y୲, z୲) is self-
similar 

(
u୲
√t

,
v୲
√t

,
∫ uୱdvୱ
୲
଴

t ) = (uଵ, vଵ,න uୱdvୱ),
୲

଴
 

i.e.,  

p଴(t, x, y, z) =
1
tଶ p଴(1,

x
√t

,
x
√t

,
z
t), 

and therefore, 

p଴(t, 0,0,0) =
c
tଶ , c = p଴(1,0,0,0). 

Let σଶ > 0. Then  

p஢(t, x, y, z) =
1

√2πσଶt
න p଴(t, x,
ୖభ

y, zଵ)eି
(౰ష౰౰భ)మ

మಚమ౪ dzଵ. 

After rescaling ୶
√୲
→ x, ୷

√୲
→ y, ୸

୲
→ z, we get 

p஢(t, x, y, z) =
√t

tଶ√2πσଶ
න p଴(1, x, y, zଵ)eି

౪(౰ష౰౰భ)మ

మಚమ dzଵ
ୖభ

. 

From here it follows that p஢(t, 0,0,0)~c/tଶ, t → ∞, with c = p଴(1,0,0,0). 
Theorem 6.1.16 can be proved for the group H୬ of n × n upper triangular matrices with units on the 
diagonal. In this case, 

α = dim H୬ =
n(n − 1)

2 , β = (n − 1) + 2(n − 2) + 3(n− 3) + ⋯ =
n(nଶ − 1)

2 . 

Γ = ZHଷ of integer valued matrices of the form  

g = ൭
1 x y
0 1 z
0 0 1

൱ , x, y, z ∈ Zଵ. 

Consider the Markov process g୲ on ZHଷ defined by the equation  

g୲ାୢ୲ = g୲ ൭
1 dξ୲ dζ୲
0 1 dη୲
0 0 1

൱ ,                                                   (71) 

where ξ୲,η୲, ζ୲ are there independent Markov process on Zଵ with generators 
∆ଵψ(n) = ψ(n + 1) + ψ(n − 1) − 2ψ(n),     n ∈ Zଵ. 

Equation (71) can be solved using discretization of time. This gives 
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g୲ = ൭
1 x୲ y୲
0 1 z୲
0 0 1

൱൮
1 ξ୲ ζ୲ + න ξୱdηୱ

୲

଴
0 1 η୲
0 0 1

൲ 

The generator L of this process has the form (61) with 

a±ଵ = ൭
1 ±1 0
0 1 0
0 0 1

൱ , a±ଶ = ൭
1 0 0
0 1 ±1
0 0 1

൱ , a±ଷ ൭
1 0 ±1
0 1 0
0 0 1

൱, 

i.e.,  

L = ∆୻ψ(g) = ෍ [ψ(ga୧) −ψ(g)].                       (72)
୧ୀ±ଵ,±ଶ,±ଷ

 

If ψ = ψ(g) is considered as a function of (x, y, z) ∈ Zଷ, then 
Lψ(x, y, z) = ψ(x + 1, y, z) + ψ(x − 1, y, z) + ψ(x, y + 1, z + x) + ψ(x, y − 1, z − x)

+ ψ(x, y, z + 1) + ψ(x, y, z − 1) − 6ψ(x, y, z)(73) 
The analysis of the transition probability in this case is similar to the continuous case, and it leads to 
the following result 
Theorem (6.1.17) [202]:If g୲ is the process on ZHଷ with the generator (73), then 

P{g୲ = I} = P{x୲ = y୲ = z୲ = 0}~
c
tଶ , t → ∞, 

with c defined in (70). can be applied to operator H଴ = L with β = 4. 
This result is valid in a more general setting (see [13]). Consider three independent processes 
ξ୲, η୲, ζ୲, t ≥ 0, on Zଵ with independent increments and such that 

Ee୧୩ஞ౪ = eି୲(ଵି∑ ୮౟ ୡ୭ୱ ୩୧)ಮ
౟సభ ,෍ p୧ = 1,

ஶ

୧ୀଵ

 

Ee୧୩஗౪ = eି୲(ଵି∑ ୯౟ ୡ୭ୱ ୩୧)ಮ
౟సభ ,෍ q୧ = 1,

ஶ

୧ୀଵ

 

Ee୧୩஖౪ = eି୲(ଵି∑ ୰౟ ୡ୭ୱ ୩୧)ಮ
౟సభ ,෍ r୧ = 1,

ஶ

୧ୀଵ

 

Assume also that there exist αଵ,αଶ,αଷ on the interval (0,2) such that 

p୧~
cଵ

iଵା஑భ , q୧~
cଶ

iଵା஑మ , r୧~
cଷ

iଵା஑య 

as i → ∞, i.e., distributions with characteristic functions ∑ p୧ cos ki,∑ q୧ cos ki,∑ r୧ cos kiஶ
୧ୀଵ

ஶ
୧ୀଵ

ஶ
୧ୀଵ  

belong to the domain of attraction of the symmetric stable law with parameters αଵ, αଶ,αଷ. Let g୲ be 
the process on ZHଷ defined by (71). Then  

P{g୲ = I}~
c
tஓ , t → ∞, γ = max(

2
αଵ

+
2
αଵ

,
1
αଷ

). 

This group of transformations x → ax + b, a > 0, has a matrix representation: 

Γ = Aff(Rଵ) = {g = ቂa b
0 1ቃ , a > 0, (ܽ, ܾ) ∈ Rଶ}. 

We start with the Lie algebra for Aff(Rଵ): 

िΓ = ቄቂα β
0 0

ቃ , (α,β) ∈ Rଶቅ. 
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Obviously, for arbitraryA = ቂα β
0 0

ቃ, one has  

exp(A) = ൥e
஑ β

e஑ − 1
α

0 1
൩, 

i.e., the exponential mapping of िΓ coincides with the group Γ. Consider the diffusion  

b୲ = ቂw୲ + αt v୲
0 0 ቃ 

on िΓ, where (w୲, v୲) are independent Wiener processes. Consider the matrix valued process g୲ =

ቂx୲ y୲
0 1 ቃ , g଴ = ቂ1 0

0 1ቃ, on Γ satisfying the equation 

dg୲ = g୲db୲ = ቂx୲ y୲
0 1 ቃ ቂ

dw୲ + αdt dv୲
0 0

ቃ = ቂx୲(dw୲ + αdt) x୲dv୲
0 0

ቃ. 

This implies  
dx୲ = x୲(dw୲ + αdt), 
dy୲ = x୲dv୲,                   

i.e. (due to Ito’s formula), 

x୲ = e୵౟ା(஑ିభమ)୲, y୲ = න xୱdvୱ.
୲

଴
 

We impose the following symmetry conditions: 
(g୲)

ିଵ୪ୟ୵g୲,                                                                                           (74) 
It holds if α = ଵ

ଶ
. In fact, 

g୲ = ቎e
୵౪ න e୵౩dvୱ

୲

଴
0 1

቏ , g୲ିଵ = ቎e
ି୵౪ −න e୵౩ି୵౪dvୱ

୲

଴
0 1

቏ , (75) 

and (74) follows after the change of variables s = t − τ in the matrix g୲ିଵ. Then the generator of the 
process g୲ has the form  

∆୻f =
xଶ

2
ቈ
∂ଶf
∂xଶ +

∂ଶf
∂yଶ

቉ +
x
2
∂f
∂x. 

Remark (6.1.18) [202]: Let H = ∆୻ + V, where the negative part W = Vି of the potential is 
bounded: W ≤ hିଵ. From (76) and Theorem 2.5 it follows that 

N଴(V) ≤ C(h)න
Wଷ/ଶ(x, y)

x

ஶ

଴
dxdy. 

Remark (6.1.19) [202]: The left-invariant Riemannian metric on Aff(Rଵ) is given by the inverse 
diffusion matrix of ∆୻, i.e., 

dξଶ = xିଶ(dxଶ + dyଶ) ቀg = ቂx y
0 1ቃ , x > 0ቁ 

After the change (x, y) → (y, x), this formula coincides with the metric on the Lobachevsky plane 
(see the previous section). However, one can not identity the Laplacian on Aff(Rଵ) and on the 
Lobachevsky plane Lଶ, since they are defined by different symmetry conditions. The plane Lଶ has a 
three dimensional group of transformations, and each point z ∈ Lଶ has a one-parameter stationary 
subgroup. The Laplacian on the Lobachevsky plane was defined by the invariance with respect to 
this three dimensional group of transformations. In the case of �Γ = Aff(Rଵ), the group of 
transformations is two dimensional. It acts as a left shift g → gଵg, gଵ, g ∈ Γ, and the Laplacian is 
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specified by the left invariance with respect to this two dimensional group and the symmetry 
condition (74). 
Theorem (6.1.20) [202]:Operator ∆୻ is self-adjoint with respect to the measure xିୢdxdy. The 
function π(t) = p(t, 0,0) has the following behavior at zero and infinity: 

π(t)~
c଴
t , t → 0;        π(t)~

C
tଷ/ଶ , t → ∞.                                                 (76) 

Proof. Since Γ is a two dimensional manifold, the asymptotics of π(t) at zero is obvious. One needs 
only to justify the asymptotics of π(t) at infinity. 
Let’s find the density of (x୲, y୲) = (e୵౪ ,∫ e୵౩dvୱ

୲
଴ ). The second term, for a fixed realization of w., 

has the Gaussian law with (conditional) variance σଶ = ∫ eଶ୵౩ds୲
଴ , and 

P{x୲ ∈ 1 + dx, y୲ ∈ 0 + dy} = p(t, 0,0)dxdy =
1

√2πt
E

1

ට2π∫ eଶ୵ෝ ౩ds୲
଴

(77) 

Here wෝ ୱ, s ∈ [0, t], is the Brownian bridge on [0, t] . The distribution of the exponential functional 
A(t) = ∫ eଶ୵ෝ ౩ds୲

଴  and the joint distribution of (A(t) , w (t)) were calculated in [201]. Together with 
(77), these easily imply the statement of the theorem.  
Let Γ be a discrete group generated by elements aଵ, … , aୢ , aିଵ = aଵିଵ, … , aିୢ = aୢିଵ, with some 
identities. Define the Laplacian on Γ by the formula 

Δψ(g) = ෍ ψ(ga୧) − 2dψ(g), g ∈ Γ.
ୢ

୧ୀିୢ

 

Consider the Markov process g୲ on Γ with continuous time and the generator ∆. Let g෤୩, k =
0,1,2, …, be the Markov chain on Γ with discrete time (symmetric random walk) such that 

P{g෤଴ = e} = 1, P{g෤୬ାଵ = ga୧|g෤୬ = g} =
1

2d , i = ±1, ±2, … ± d. 

Then there is a relation between transition probabilityp(t, e, g) of the Markov process g୲ and the 
transition probabilityP{g෤୩ = g} of the random walk. In particular, one can estimate π(t) =  p(t, e, e) 
for large t through π෥(2k) = P{g෤ଶ୩ = e} under minimal  assumptions on π෥(2k). For example, it is 
enough to assume that π෥(2k) = kஓL(k), γ ≥ 0, where L(k) for large k can be extended as slowly 
varying monotonic function of continuous argument k. We are not going to provide a general 
statement of this type, but we restrict ourself to a specific situation needed in the next section. Note 
that we consider here only even arguments of π෥, since π෥(2k + 1) = 0. 
Theorem (6.1.21) [202]:Letπ෥(2n) ≤ eିୡబ(ଶ୬)ಉ , n → ∞, c଴ > 0,0 < ߙ < 1. 
Then  

π(t) ≤ eିୡబ(ଶୢ୲)ಉ , t ≥ t଴. 
Proof. The number v୲ of jumps of the process g୲ on the interval (0, t) has Poisson distribution. At 
the moments of jumps, the process performs the symmetric random walk with discrete time and 
transition probabilities P{g → ga୧} = 1/2d, i = ±1, ±2, … ± d. Thus (taking into account that 
π෥(2k + 1) = 0), 

π(t) = p(t, e, e) = ෍π෥(2n)P{v୲ = 2n}.
ஶ

୬ୀ଴
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Due to the exponential Chebyshev inequality 
P{|v୲ − 2dt| ≥ εt} ≤ eିୡகమ୲, t → ∞. 

Secondly,  

P{v୲ is even} =
1
2 + O൫eିସୢ୲൯, t → ∞. 

These relations imply that, for t → ∞ and δ > 0, 

π(t) = ෍ π෥(2n)P{v୲ = 2n} + O(eିୡబ(ଶୢ୲)ಉ)
୬:|ଶ୬ିଶୢ୲|ழఌ௧

≤ ෍ eିୡబ(ଶ୬)ಉP{v୲ = 2n} + O(eିୡబ(ଶୢ୲)ಉ)
୬:|ଶ୬ିଶୢ୲|ழఌ௧

≤ (1 + δ)eିୡబ(ଶୢ୲)ಉ ෍ P{v୲ = 2n) + O(eିୡబ(ଶୢ୲)ಉ) ≤
1 + δ

2 eିୡబ(ଶୢ୲)ಉ

୬:|ଶ୬ିଶୢ୲|ழఌ௧

+ O(eିୡబ(ଶୢ୲)ಉ). 
7. Random walk on the discrete subgroup of Aff(Rଵ). Let us consider the following two matrices 

αଵ = ቂe e
0 1ቃ and αଶ = ቂe −e

0 1 ቃ in Aff(Rଵ) and their inverses αିଵ = ቂe
ିଵ −1
0 1

ቃ and αିଶ =

ቂe
ିଵ 1
0 1

ቃ. Let G be a subgroup of Aff(Rଵ) generated byα±ଵ and α±ଶ. Consider the random walk on 

G of the form  
g୬ = hଵhଶ … h୬, 

where one step random matrices h୧ coincide with one of the matrices α±ଵ, α±ଶ with probability 1/4, 
i.e.,  

h୧ = ቂe
க౟ δ୧
0 1

ቃ, 

where  
P{ε୧ = 1,δ୧ = e} = P{ε୧ = 1, δ୧ = −e} = P{ε୧ = −1,δ୧ = −1} = P{ε୧ = −1,δ୧ = 1} = 1/4.  (78) 
Let ∆ୋ be the Laplacian on G which corresponds to the generators a±ଵ, a±ଶ, i.e., (compare with (61) 
(72)) 

L = Δ୻ψ(g) = ෍ [ψ(ga୧) −ψ(g)].
୧ୀ±ଵ,±ଶ

 

Theorem (6.1.22) [202]: (a) The following estimate is valid for π෥(2n): 
π෥(2n) ≤ eିୡబ(ଶ୬)భ/య , n → ∞, c଴ > 0. 

(b) Theorem 6.1.7 can be applied to operator H = ∆ୋ + V(g) with γ = 1/3, i.e.,  

N଴(V) ≤ C(h, A)[ ෍ eି୅୛(୥)షభ/య

୥:୚(୥)ஸ୦షభ
+ n(h)], n(h) = #{g: W(g) > hିଵ} 

Proof. The random variables (ε୧, δ୧) are dependent, but (78) implies that (ε୧,δ෨ ୧), where δ෨ ୧ = sgn δ୧, 
are independent symmetric Bernoulli r.v. It is easy to see that 

g୬ = ൥e
ୗ౤ ෍ δ୩eୗౡషభ

୬

୩ୀଵ
0 1

൩, 

where S଴ = 1, S୩ = εଵ + ⋯+ ε୩, k > 0, is a symmetric random walk on Zଵ. This formula is an 
obvious discrete analogue of (75). Our goal is to calculate the probability  
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π෥(2n) = P{gଶ୬ = I} = P{Sଶ୬

= 0,෍δ୩eୗౡషభ = 0} = ቀ2n
n ቁ

1
2ଶ୬ P{෍δ୩eୗ෠ౡషభ = 0}

ଶ୬

୩ୀଶ

ଶ୬

୩ୀଵ

~
1
√πn

P{ ෍ δ୩ାଵeୗ෠ౡ = 0}, n
ଶ୬ିଵ

୩ୀଵ
→ ∞. 

Here S෠୩, k = 0,1, … ,2n, is the discrete bridge, i.e., the random walk S୩ under conditions S଴ = Sଶ୬ =
0. 
Put Mଶ୬ = max

୩ஸଶ୬
S෠୩, mଶ୬ = min

୩ஸଶ୬
S෠୩. Let Γୱିଵା , Γୱି be the sets of moments of time k when the bridge 

S෠୩ changes value from s − 1 to s or from to s − 1, respectively. Introduce local times τୱିଵା =
Card Γୱିଵା  and τୱି = Card Γୱି, i.e., τୱିଵା = # (jumps of S෠୩ from s − 1 to s) and τୱି = # (jumps of S෠୩ 
from s to s − 1). Note that δ୩ାଵeୗ෠ౡ = δ෨୩ାଵeୱ when k ∈ Γୱିଵା ∪ Γୱି, and therefore  

෍ δ୩ାଵeୗ෠ౡ = ෍ eୱ ෍ δ෨ ୨.
୨∈୻౩షభ

శ ∪୻౩ష

୑మ౤

ୱୀ୫మ౤ାଵ

ଶ୬ିଵ

୩ୀଵ

 

Since r.v. {δ෨ ୨} are independent of the trajectoryS୩ and numbers eୱ, s = 0, ±1, ±2, …, are rationally 
independent, we have 

P{gଶ୬ = I}~
1
√πn

E ෑ ൬2τୱି
τୱି

൰
୑మ౤

ୱୀ୫మ౤ାଵ

(
1
2)ଶத౩ష ≤

1
√πn

(
1
2)୑మ౤ି୫మ౤

=
1
√πn

(
1
2)୑మ౤ି୫మ౤[I୑మ౤ି୫మ౤வ√ଶ୬ + I୑మ౤ି୫మ౤ழ√ଶ୬]

≤
1
πn (

1
2)√ଶ୬

+ ෍(
1
2)୰P{|S୩| ≤ r, k = 1,2, … 2n, Sଶ୬ = 0}

√ଶ୬

୰ୀଵ

≤ eୡభ√ଶ୬ + ෍(
1
2)୰P{|S୩| ≤ r, k = 1,2, … 2n, Sଶ୬ = 0}.

√ଶ୬

୰ୀଵ

 

Lemma (6.1.23) [202]:P{|S୩| ≤ r, l = 1,2, … 2n, Sଶ୬ = 0} ≤ (cos ஠
ଶ(୰ାଵ)

)ଶ୬. 

Proof. Let us introduce the operator H଴ψ(x) = ந(୶ାଵ)ାந(୶ିଵ)
ଶ

 on the set ൣ– r, r൧ ∈ Zଵ with the 

Dirichlet boundary conditions ψ(r + 1) = ψ(−r − 1) = 0. Then φ(x) = cos ஠୶
ଶ(୰ାଵ)

 is an 

eigenfunction of H଴ with the eigenvalue ⋋଴,୰ାଵ= cos ஠
ଶ(୰ାଵ)

. Hence  

H଴
ଶ୬φ(x) =⋋଴,୰ାଵ

ଶ୬ φ(x). 
Let p୰(k, x, z) be the transition probability of the random walk on ൣ– r, r൧ ∈ Zଵ with the absorption at 
±(r + 1). Then  

෍ p୰(2n, x, z)φ(z) =
|୸|ஸ୰

⋋଴,୰ାଵ
ଶ୬ φ(x). 

Since φ(z) ≤ 1,φ(0) = 1, the latter relation implies  
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෍ p୰(2n, x, z) ≤
|୸|ஸ୰

⋋଴,୰ାଵ
ଶ୬ . 

Since S୩, k = 0,1, … 2n, is the symmetric random walk on Zଵ, we have  
P{|S୩| ≤ r, k = 1,2, … 2n, Sଶ୬ = 0} = p୰(2n, 0,0) ≤⋋଴,୰ାଵ

ଶ୬ . 
Direct calculation shows that  

max
୰ஸ√ଶ୬

(
1
2)୰(cos

π
2(r + 1))ଶ୬ ≤ eିୡ(ଶ୬)భ/య , 

with the maximum achieved at r = r଴~cଵ(2n)ଵ/ଷ. Thus  

P{gଶ୬ = I} ≤ (
1
2)√ଶ୬ + √2neୡబ(మ౤)భ/య ≤ eିୡ෤బ(ଶ୬)భ/య  

for arbitraryc෤଴ < c଴ and sufficiently large n. This proves the first statement of the theorem. Now the 
second statement follows from Theorem 6.1.20. 
Theorem (6.1.24) [202]: The assumptions of Theorems 6.1.4, 6.1.5 hold for operator −H଴ 
introduced in this section with the constants α,β in Theorem 6.1.5 equal to 1 and d, respectively.  
One can easily see that there is a Markov process with the generator −H଴, and condition (a) of 
Theorem 6.1.5 holds, we’ll estimate the function p଴ in order to show that condition (b) holds and 
find constants α,β defined in Theorem 6.1.5 In fact, the same arguments can be used to verify 
condition (a) analytically. 
As we discussed above, Theorem 6.1.5 is not exact if α ≤ 2. Theorem 6.1.7 provides a better result 
in the case α = 0. The situation is more complicated if α = 1. We will illustrate it using the 
operator H଴ on quantum graph Γୢ defined above. We will consider two specific classes of 
potentials. In one case, inequality (36) is valid with max(α/2,1) = 1 replaced byα/2 = 1/2. 
However, inequality (36) can not be improved for potentials of the second type. The first class 
(regular potentials) consists of piece-wise constant functions. 
Proof. As it was mentioned after the statement of the theorem, it is enough to show the validity of 
condition (b) and evaluate α,β. Let 

u୲ = −H଴u, t > 0, ୲ୀ଴|ݑ = f, 
with a compactly supported f and 

φ = φ(x,⋋) = න ue⋋୲dt, Re ⋋≤ −a < 0, ݔ ∈ Γୢ.
ஶ

଴
 

Note that we replaced −⋋ by⋋ in the Laplace transform above. it is convenient for future notations. 
Then φ satisfies the equation 

(H଴ −⋋)φ = f,                                                                                                        (79) 
and u can be found using the inverse Laplace transform 

u =
1

(2π)ୢන φeି⋋୲d ⋋ .                                                                                (80)
ିୟା୧ஶ

ିୟି୧ஶ
 

The spectrum of H଴ is [0,∞), and φ is analytic in ⋋ when ⋋∈ C ∖ [0,∞). We are going to study the 
properties of φ when ⋋→ 0 and ⋋→ ∞. Let ψ(z) = ψ(z,⋋), z ∈ Zୢ, be the restriction of the 
function φ(x,⋋), x ∈ Γୢ, on the lattice Zୢ. Let e be an arbitrary edge of Γୢ with end points zଵ, zଶ ∈
Zୢ and parametrization from zଵ to zଶ. By solving the boundary value problem on e, we can 
represent φ on e in the form  
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φ =
ψ(zଵ sin k(1− s) + ψ(zଶ) sin ks

sin k + φ୮ୟ୰,φ୮ୟ୰ = න G(s, t)f(t)dt,         (81)
ଵ

଴
 

where k = √⋋, Imk > 0, and 

G =
1

k sin k
൜sin ks sin k(1 − t),   s < ݐ

sin kt sin k(1− s),   s ≥ t. 

Due to the invariance of H଴ with respect to translations and rotations in Zୢ, it is enough to estimate 
p଴(t, x, x) when x belongs to the edge e଴ with zଵ being the origin in Zୢ and zଶ = (1,0, . . . ,0). Let f 
be supported on one edge e଴. Then (81) is still valid, but φ୮ୟ୰ = 0 on all the edges except e଴. We 
substitute (81) into (44) and get the following equation for ψ: 

(Δ − 2d cos k)ψ(z) =
1
k
න sin k(1 − t)f(t)dtδଵ +

1
k
න sin ktf(t)dtδ଴, z ∈ Zୢ.
ଵ

଴

ଵ

଴
 

Here Δ is the lattice Laplacian defined in (41) and δ଴,δଵ are functions on Zୢ equal to one at z, y, 
respectively, and equal to zero elsewhere. In particular, if f is the delta function at a point s of the 
edge e଴, then  

(Δ − 2d cos k)ψ =
1
k sin k(1− s)δଵ +

1
k sin ksδ଴.                  (82) 

Let Rஜ(z − z଴) be  the kernel of the resolvent (∆ − μ)ିଵ of the lattice Laplacian. Then (82) implies 
that 

ψ(z) =
1
⋋ sin√⋋ sRஜ(z) +

1
√⋋

sin√⋋ (1− s)Rஜ(z − zଶ), μ = 2d cos√⋋ (83) 

Function Rஜ(z) has the form  

Rஜ(z) = න
e୧(஢,୸)dσ

(∑ 2 cosσ୨) − μଵஸ୨ஸୢ୘
, T = [−π,π]ୢ. 

Hence, function sin൫√⋋ s൯Rஜ(z),   s ∈ (0,1),μ = 2d cos√⋋, decays exponentially as |Im√⋋ | →
∞. This allows one to change the contour of integration in (80), when z ∈ Zୢ, and rewrite (80) in 
the form  

u(z, t) =
1

(2π)ୢන ψ⋋(z)e⋋୲d ⋋, z ∈ Zୢ,                                         (84)
୪

 

where contour l consists of the ray⋋= ρeି୧஠/ସ,ρ ∈ (∞, 1), a smooth arc starting at ⋋= eି஠/ସ, 
ending at ⋋= e஠/ସ, and crossing the real axis at ⋋= −a, and the ray⋋= ρe୧஠/ସ, ρ ∈ (1,∞). It is 
easy to see that |ψ(z,⋋)| ≤ C/|√⋋ | as ⋋∈ l uniformly in s and z ∈ Zୢ. This immediately implies 
that |u(z, t)| ≤ C/√t. Now from (81) it follows that the same estimate is valid for p଴(t, x, x), x ∈ e଴, 
i.e., condition (b) holds, and α = 1. 
From (84)it also follows that the asymptotic behavior of u as t → ∞ is determined by the asymptotic 
expansion of ψ(z,⋋) as ⋋→ 0,⋋∉ [0,∞). Note that the spectrum of the difference Laplacian is 
[−2d, 2d], and μ = 2d− d ⋋ +O(⋋ଶ) as ⋋→ 0. From here and the well known expansions of the 
resolvent of the difference Laplacian near the edge of the spectrum it follows that the first singular 
term in the asymptotic expansion of Rஜ(z) as ⋋→ 0,⋋∉ [0,∞), has the form  

ቊ cୢ ⋋ୢ/ଶିଵ (1 + O(⋋)),   d is odd,      
cୢ ⋋ୢ/ଶି ln⋋ (1 + O(⋋)),   d is even.

 

Then (83) implies that a similar expansion is valid for ψ(z,⋋) with the main term independent of s 
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and the remainder estimated uniformly in s. This allows one to replace l in (84) by the contour 
which consists of the rays arg ⋋= ±π/4. From here it follows that for each z ∈ Zୢ and uniformly 
ins, 

u(z, t)~tିୢ/ଶ, t → ∞. 
This and (81) imply the same behavior for p଴(t, x, x), x ∈ e଴, i.e., β = d. 
 
Section (6.2):  The Hierarchical Schrödinger Operator 
The spectral theory of the fractals, which are similar to the infinite Sierpinski gasket (i.e. the 
spectral theory of the corresponding Laplacians) is well understood (see [206, 86, 207]). It has 
several important features: the existence of a large number of eigenvalues of infinite multiplicity, 
pure point structure of the integrated density of states, compactly supported eigenfunctions. These 
features manifest themselves in the unusual asymptotes of the heat kernel, the specific structure 
of the corresponding ζ-function, etc., see [203]. 
 
Fig. 7 
 
Fig. 7. An example of a hierarchical lattice with X = ℤ and v = 2. 
The next natural step in the spectral theory is to study Schrödinger type operators, i.e., fractal 
Laplacian perturbed by a potential. There are two possible directions for such a development: 
analysis of the random Anderson Hamiltonians (the potential is stationary in space) or the study 
of the classical problem on the negative spectrum when the potential vanishes at infinity. For the 
first direction, see [88, 93, 95]. We will concentrate on the second problem in a particular case of 
the simplest fractal object: Dyson’s hierarchical Laplacian perturbed by a decaying potential. Our 
goal is to prove the Cwikel-Lieb-Rozenblum (CLR) estimates for the number of negative 
eigenvalues and estimates for Lieb-Thirring (LT) sums. These estimates depend on the spectral 
dimension s୦ of the fractal (which can take an arbitrary positive value).  
The concept of the hierarchical structure was proposed by F. Dyson [205] in his theory of 1-D 
ferromagnetic phase transitions. There are several modifications of the hierarchical Laplacian (see 
[93]). We will study the simplest one, which is characterized by an integer-valued parameter v ≥ 2 
and a probabilistic parameter p ∈ (0, 1). More recent results in this area can be found in [204]. 
Consider a countable set X and a family of partitions Π଴ ⊂ Πଵ ⊂ Πଶ ⊂ ⋯ of X (we write Π୰ ⊂ Π୰ାଵ 
to mean that every element of Π୰ is a subset of some element of Π୰ାଵ). The elements of Π଴ are the 
singleton subsets of X. They are denoted byQ୧

(଴) and called cubes of rank zero. Each element Q୧
(ଵ) of 

Πଵ (cube of rank one) is a union of v different cubes of rank zero, i.e., X = ⋃Q୧
(ଵ), |Q୧

(ଵ)| = v (see 

Fig. 7). Each element Q୧
(ଶ) of Πଶ (cube of rank two) is a union of v different cubes of rank one, i.e., 

X = ⋃Q୧
(ଶ), |Q୧

(ଶ)| = vଶ, and so on. The parameter v ≥ 2 is one of the two basic parameters of the 
model. 
Each point x belongs to an increasing sequence of cubes of each rank r ≥ 0 which we denote 
byQ(୰)(x), i.e., x = Q(଴)(x) ⊂ Q(ଵ)(x) ⊂ Q(ଶ)(x) ⊂ ⋯. 
The hierarchical distance d୦(x, y) on X is defined as follows: 

d୦(x, y) = min{r:∃Q୧
(୰) ∋ x, y}.                                                         (85) 



166 
 

We assume the following connectivity condition holds: for each x, y ∈  X, the cubes Q(୬)(x) contain 
y when n is large enough, i.e., d୦(x, y) < ∞. 
Note that for arbitraryz ∈ X, d୦(x, y) ≤ max{d୦(x, z), d୦(y, z)}, i.e., d୦(·,·) is a super-metric which 
implies that 

ρ(x, y) = ρஒ(x, y) = eஒୢ౞(୶,୷) − 1, β > 0. 
is also a metric. We will use it in the form 

ρ(x, y) = ቆ
1
ඥp

ቇ
ୢ౞(୶,୷)

− 1,                                                                                                        (86) 

i.e., β = ln ଵ
ඥ୮

. Here p ∈ (0,1) is the second parameter of the “Laplacian” ∆୦ (see formula (3) 

below). 
Now we denote bylଶ(X) the standard Hilbert space of square summable functions on the set X and 
define a self-adjoint bounded operator (the hierarchical Laplacian) depending on the parameter p ∈
(0, 1): 

∆୦ψ(x) = ෍ a୰ ቈ
∑ ψ(xᇱ)୶ᇲ∈୕(౨)(୶)

v୰ − ψ(x)቉
ஶ

୰ୀଵ

, where a୰ = (1− p)p୰ିଵ,෍∂୰ = 1.       (87)
ஶ

୰ୀଵ

 

The random walk on (X, d୦) related to the hierarchical Laplacian has a simple structure. It spends 
an exponentially distributed time τ (with parameter one) at each site x. At the moment τ + 0 it 
randomly selects the rank k of a cube Q(୩)(x), k ≥ 1, with P{k = r} = a୰ and jumps inside of 
Q(୩)(x) with the new position xᇱ ∈ Q(୩)(x) being uniformly distributed. 
It is clear that ∆୦= ∆୦∗ ,∆୦≤ 0, Sp(∆୦) ∈ ⌈−1,0]. The following decomposition will play an essential 
role. Denote byI୏(x) the indicator function of a set K ∈ X, i. e., I୏ = 1 on K, I୏ = 0 outside of K. 
Then, for each y ∈ X, 

δ୷(x) = ෍ቆ
I୕(ౡషభ)(୷)(x)

v୩ିଵ −
I୕(ౡ)(୷)(x)

v୩ ቇ
ஶ

୩ୀଵ

.                                                                                 (88) 

The validity of (4) is obvious. It is important that each term on the right is an eigenfunction of ∆h 
and the kth term belongs to the eigenspace L୩ defined in the following proposition. 
Proposition (6.2.1) [209]:(a) The spectrum of ∆୦ consists of isolated eigenvalues λ୩ = −p୩ିଵ, k =
1,2, .., each of infinite multiplicity, and their limiting point λ = 0. 
(b) The corresponding eigenspaces L୩ ⊂ lଶ(X) have the following structure: For k = 1, 

Lଵ = ൞ψ ∈ lଶ(X): ෍ ψ(x) = 0 for each Q୧
(ଵ) ∈ Πଵ

୶∈୕౟
(భ)

ൢ. 

For k > 1, the space L୩ consists of all ψ ∈ lଶ(x) which are constant on each cube Q୧
(୩ିଵ), and have 

the property that ∑ ψ(x) = 0  for each Q୧
(୩) ∈ Π୩୶∈୕౟

(భ) . 

(c) The following decomposition holds: lଶ(X) =⊕୰ୀଵ
ஶ L୰. 

Indeed, one can easily check that the space L୩, defined above, consists of eigenfunctions with the 
eigenvalue λ୩ = −p୩ିଵ, and for each y ∈ X, the kth term in (4) belongs to L୩. Thus (4) immediately 
implies (c) which justifies (a). 
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Let us note that each eigenspace L୩ has an orthogonal basis of compactly supported eigenfunctions. 
Such a basis in Lଵ consists of functions which are zero outside of a fixed cube Q୧

(ଵ) and such that 
∑ ψ(x) = 0୶∈୕౟

(భ) . There are ν − 1 orthogonal functions with the latter property for each cube Q୧
(ଵ). 

The orthogonal complement of Lଵ consists of the functions ψ ∈ lଶ(X) which are constant on each 
cube of rank one. The basis in Lଶ is formed by functions supported by individual cubes of rank two 
such that ψ(x) = c୧ on sub-cubes Q୧

(ଵ) of rank one, and ∑ c୧ = 0 . One needs to specifyc୧ to 
guarantee the orthogonality of the elements of the basis. The basis in L୩, k > 1, is formed by 
functions which are supported by individual cubes of rank k and which are constant on sub-cubes of 
rank k − 1 with the sum of those constants being zero. 
Let’s find the density of states for ∆୦ and the spectral dimension s୦. We fix x଴ ∈ X (the origin) and 
a positive integer N. Consider the spectral problem 

−∆୦ψ = λψ;       ψ ≡ 0  on X ∖ Q(୒)(x଴). 
(Now it is more convenient to work with −∆୦ instead of ∆୦.) It is easy to see (compare to 
Proposition 6.2.1) that the problem has the following eigenvalues: 

λ଴,୒ = 1 with multiplicity  v୒ିଵ(v − 1), 
λଵ,୒ = 1 with multiplicity  v୒ିଶ(v − 1), 

⋮ 
λ୒ିଵ,୒ = p୒ିଵ with multiplicity  (v− 1) 

λ୒,୒ = p୒ with multiplicity 1. 
This implies the following relation for 

୒ࣨ(λ) =
1

v୒ ≠
൛λ୧,୨ <  .ൟߣ

Proposition (6.2.2) [209]: As N → ∞, 

୒ࣨ(λ) → N(λ) = ෍
1

v୩ ൬1 −
1
v൰ =

1
v୩బ(஛)

୩ஹ଴:୮ౡழఒ

, 

where k଴(λ) = min{k ≥ 0: p୩ <   ,Furthermore .{ߣ

n(λ) =
dN(λ)

dλ = ൬1−
1
v൰
ቈδଵ(λ) +

δ୮(λ)
v +

δ୮మ(λ)
vଶ + ⋯቉ 

Proposition (6.2.3) [209]:As λ ↓ 0, 

N(λ) ≍ λୱ୦/ଶ, s୦ =
2 ln v

ln(1/p), 

or, more precisely 

N(λ)~λୱ୦/ଶh ൬
lnλ
ln p൰ 

for a positive, periodic function h(z) = vିଵି{୸} ≡ h(z + 1). Here, {z} is the fractional part of a 
numberz ∈ ℝ. The latter proposition is a consequence of the following simple calculation. If [z] is 
the integer part of z ∈ R, then  

N(λ) = eି୩బ(஛) ୪୬ ୴ = eି[ౢ౤ ಓౢ౤౦ାଵ]୪୬v = eି
ౢ౤ ಓ
ౢ౤౦୪୬୴e(ି{ౢ౤ ಓౢ౤౦}ିଵ)୪୬୴ = λୱ౞/ଶh ൬

lnλ
ln p൰. 

We will call the constant s୦ = ଶ ୪୬ ୴
୪୬ ଵ/୮

 the spectral dimension of the triple (X, d୬(. , . ),∆୦). 
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Let p(t, x, y) = P୶{x(t) = y} be the transition function of the hierarchical random walk x(t), i.e.,  
∂p
∂t = ∆p,    p(0, x, y) = δ୷(x), 

and let 

R஛(x, y) = න eି஛୲p(t, x, y)dt, λ > 0.
ஶ

଴

 

The functions p and R஛ define the bounded integral operators 

(P୲f)(x) = ෍p(t, x, y)f(y),
୷∈ଡ଼

 

(R஛f)(x) = ෍R஛(t, x, y)f(y),
୷∈ଡ଼

 

acting in lஶ(X) and lଶ(X), respectively. 
Formula (4) (where each term on the rights is an eigenfunction of ∆୦) and the Fourier method lead 
to the following statement: 
Proposition (6.2.4) [209]: The transition kernel p(t, x, y) has the form: 

p(t, x, x) = ൬1−
1
v൰
൥eି୲ +

eି୮୲

v + ⋯+
eି୮ౡ୲

v୩ + ⋯൩ for each x ∈ X, 

p(t, x, y) = −
e୮౨షభ୲

v୰ + ൬1 −
1
v൰ ቆ

eି୮౨షభ୲

v୰ +
eି୮౨శభ୲

v୰ାଵ + ⋯ቇ , x ≠ y.    (89) 

Here, r = d୦(x, y) is the minimal rank of the cube Q(∙)(x), containing the point y (see (1)). 
Similar formulas for R஛(x, y) can be obtained from (88) or (easier) from the proposition above (by 
integration in t): 
Proposition (6.2.5) [209]:For anys୦ > 0, ߣ > 0, 

R஛(x଴, x) = −
1

(λ + p୰ିଵ)v୰ + ൬1−
1
v൰ ൬

1
(λ + p୰)v୰ +

1
(λ + p୰ାଵ)v୰ାଵ + ⋯൰, 

when r = d୦(x଴, x) > 0. If x଴ = x, then (independent of x ∈ X), 

R஛(x, x) = ൬1 −
1
v൰ ൤

1
λ + 1 +

1
(λ + p)v + ⋯+

1
(λ + pୱ)vୱ + ⋯൨ . (90) 

Corollary (6.2.6) [209]: (a) If pv > 1(s୦ = ଶ ୪୬ ୴
୪୬ ଵ/୮

> 2), then for each x ∈ X. 

R଴(x, x) = න p(t, x, x)dt = ൬1 −
1
v൰ ൬1 +

1
pv +

1
(pv)ଶ + ⋯൰

ஶ

଴

=
p(v − 1)
pv − 1 < ∞. 

If pv ≤ 1 (i.e., s୦ = ଶ ୪୬ ୴
୪୬(ଵ/୮)

≤ 2), then lim
஛→ା଴

R஛(x, x) = ∞. Thus the random walk x(t) with the 

generator ∆୦ is transient for s୦ > 2 and recurrent for s୦ ≤ 2. 
(b) If s୦ > 2 and ρ(x଴, x) → ∞ (see (2)), then  

R଴(x଴, x) = ൬
1

p୰v୰ −
1

p୰ିଵv୰൰ + ൬
1

p୰ାଵv୰ାଵ −
1

p୰v୰ାଵ൰+ ⋯ =
1− p

(pr)୰ିଵ(pv − 1) ~
c

ρs౞ିଶ(x଴, x) ,

c =
pv(1 − p)

pv − 1 . 

This is one more indication of a similarity between ∆୦ and the lattice ℤୢ Laplacian. 
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Now let’s find the asymptotic of p(t, x, x) as t → ∞. The asymptotics will play an essential role in 
the spectral theory of the Schrödinger operator H = −∆୦ + V(x). 
Proposition (6.2.7) [209]:For arbitrary spectral dimension s୦. 

p(t, x, x) ≍
1

tୱ౞/ଶ ,        t → ∞, 

and there exists a positive periodic function hଵ(z) ≡ hଵ(z + 1) such that 

p(t, x, x) =
hଵ( ୪୬ ୲

୪୬ቀభ౦ቁ
)

t
౩౞
మ

൫1 + o(1)൯   as t → ∞.                                                          (91) 

Proof. The index of the maximal terms in the series p(t, x, x) = (1 − ଵ
୴
)∑ ୣష౦

౩౪

୴౩
ஶ
ୱୀ଴  has order s =

O( ୪୬ ୲
୪୬ ଵ/୮

) when t → ∞. We put k = [ ୪୬ ୲
୪୬(ଵ/୮)

] and change the order of terms in the series 

representation of p, first taking the sum over s ≥ k and then taking the sum over s < ݇: 

p(t, x, x) = ൬1−
1
v൰
൭

eି୮ౡ୲

v୩ +
eି୮(ౡశభ)୲

v୩ାଵ + ⋯+
eି୮(ౡషభ)୲

v୩ିଵ + ⋯൱

= ൬1 −
1
v൰

eି୮ౡ୲

v୩ ቎1 +
e୮ౡ୲(ଵି୮)

v +
e୮ౡ୲൫ଵି୮మ൯

vଶ + ⋯+
e୮

ౡ୲ቀଵିభ౦ቁ

vିଵ +
e୮

ౡ୲(ଵି భ
౦మ

)

vିଶ

+ ⋯቏ .        (92) 

The relation ୪୬ ୲
୪୬(ଵ/୮)

= k + { ୪୬ ୲
୪୬(ଵ/୮)

} implies that  

p୩t = pି{ ౢ౤ ౪
ౢ౤(భ/౦)} and 

1
v୩ = eି

ౢ౤ ౪
ౢ౤(భ/౦) ୪୬ ୴vି{ ౢ౤ ౪

ౢ౤(భ/౦)} =
1

tୱ౞/2 vି{ ౢ౤ ౪
ౢ౤(భ/౦)}. 

We substitute the latter relations into (8) and note that {x} is a periodic function of x with period 
one. 
This and (8) would lead to (7) with zero reminder term if both series in square brackets in (8) had 
infinitely many terms. Since the second part in the square brackets has onlyk terms we obtain (7) 
with an exponentially small reminder.  
The next statement provides the asymptotic expansion of R஛(x, x) as λ → +0. We restrict ourselves 
to the more difficult and important case where s୦ < 2. As in the previous proposition, the main 
term of the expansion contains a periodic function. We will use an alternative approach to show 
that: 
Proposition (6.2.8) [209]: If s୦ < 2, then  

R஛(x, x) = λି஑u ൬
lnλ
ln p൰+ c଴ + O(λ), λ → +0,α = 1 −

ln v
ln 1/p = −

s୦
2 , 

where c଴ = ୮(୴ିଵ)
୮୴ିଵ

 is a constant and u(z + 1) = u(z) is a positive periodic function with period one. 

Proof. From series representation (6) it follows that  

R୮ಓ −
1

pv R஛ =
v − 1

v(pλ + 1). 

We put R஛ = c଴ + f(λ). Then  
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f(pλ)−
1

pv f(λ) =
p(1 − v)

v(pλ + 1) λ. 

After the substitution f(λ) = λି஑g(λ) we arrive at 

g(pλ) − g(λ) = ζ(λ) =
pଶ(1 − v)

pλ + 1 λଵା஑ .    (93) 

The estimate |ζ(λ)| < ,|λଵା஑|ܥ λ > 0, is valid for the function ζ (this estimate was the goal of the 
subtraction of the constant c଴ from R஛ made above). Hence the series g୮ୟ୰ = ∑ ζ(pλ), λ > 0ஶ

଴ , 
converges, has order O(λଵା஑) as λ → +0 and is a partial solution of Eq. (9). Any solution of the 

homogeneous equation (9) is a periodic function of ln୮ λ = ୪୬ ஛
୪୬ ୮

 with period one. This completes the 

proof.  
Rmark (6.2.9) [209]:The statement of the proposition and its proof remain valid if λ → 0 in the 
complex plane, and |arg λ| ≤ 3π/4. 
We conclude this section by defining two functions, θ(t) and ς(z), which are the analogues of the 
corresponding classical 1-D functions: 

θ(t) = න eି஛୲dN(λ) = ൬1−
1
v൰
ቈeି୲ +

eି୮୲

v +
eି୮మ୲

vଶ + ⋯቉ ,
ஶ

଴

 

ς(z) =
1
Γ(z)න t୸ିଵθ(t)dt = ൬1 −

1
v൰෍

1
p୰୸v୰ = ൬1 −

1
v൰

p୸v
p୸v − 1 .

ஶ

୰ୀ଴

ஶ

଴

 

The formula for ς(z) is obtained for Re z ∈ (0,δ) with a small enough δ > 0 (pୖୣ୸ν > 1) and 
understood in the sense of the analytic continuation for other z. The function ς has no complex 
zeros, but (compare to [203]) has infinitely many poles at z = z୬ = ୱ౞

ଶ
+ ୧஠୬

୪୬ ଵ/୮
. 

The functions p(t, x, y) and R஛(x, y) play a central role in the analysis of the positive spectrum of 
the hierarchical Schrödinger operator 

H = ∆୦ + V(x),   V ≥ 0.                                       (94) 
With only weak assumptions on V, the positive spectrum λ୬ = λ୬(H) ≥ 0 of H is discrete (possibly, 
with accumulation at λ = 0). Our goals are to find upper bounds on N଴(V) =  #{λ୬  ≥ 0} and on 
the Lieb–Thirring sums Sஓ(V) = ∑ (λ୬)ஓ, γ > 0୬ . Below, we will provide several estimates on N଴ 
and Sஓ which are valid [202, 208] for general discrete operators and for the operator (10) in 
particular (the case of operators on the Euclidian lattice Zୢ can be found in [200]).  
Let X be an arbitrary countable set and let H଴ be a bounded self-adjoint operator on lଶ(X) given by 

H଴ψ(x) = ෍ h(x, y)൫ψ(y) −ψ(x)൯,
୷:୷ஷ୶

 

h(x, y) = h(y, x) ≥ 0  for x ≠ y,   ෍ h(x, y) ≤ C଴ < ∞.
୷:୷ஷ୶

 

It is clear that H଴ = H଴
∗ , H଴ ≤ 0,‖H଴‖ ≤ 2C଴. 

Let p(t, x, y) = P୶(x(t) = y) be the transition kernel of the continuous time Markov chain x(t) 
generated byH଴. Of course, 

∂p
∂t = H଴p,    p(0, x, y) = δ୷(x). 
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We assume that x(t) is connected which means, since its time is continuous, that p(t, x, y) > 0 for 
arbitraryx, y ∈ X and t > 0. 
The bounds for the eigenvalues of H଴ depend essentially on whether the process x(t) is transient or 
recurrent. If ∫ p(t, x, x)dt < ∞ஶ

଴  for everyx ∈ X, then x(t) is transient, i.e., P-a.s., x(t) → ∞ as t →

∞. If ∫ p(t, x, x)dt = ∞ஶ
଴  for everyx ∈ X, then x(t) visits each state x ∈ X infinitely many times P-

a.s. and the process is called recurrent. It is a well-known fact that, if the chain is connected, the 
convergence or divergence of ∫ p(t, x, x)dtஶ

଴  is independent of x, y. 

Theorem (6.2.10) [209]: (General CLR estimate for discrete operators). If ∫ p(t, x, x)dt < ∞ஶ
଴ , then 

for anya, σ > 0 and some cଵ(σ), 

N଴(V) ≤ #{x ∈ X: V(x) > ܽ} + cଵ(σ) ෍ V(x) න p(t, x, x)dt.
ஶ

ಚ
౒(౮)

୶:୚(୶)ஸୟ

 

Theorem (6.2.11) [209]: (LT estimate). If ∫ p(t, x, x)dt < ∞ஶ
଴   then 

Sஓ(V) ≤
1

c(σ)෍Vଵାஓ(x)
୶∈ଡ଼

න p(t, x, x)dt.
ஶ

ಚ
౒(౮)

 

Theorem (6.2.12) [209]: If ∫ tିஓp(t, x, x)dt < ∞ஶ
ଵ  for some γ > 0, then 

Sஓ(V) ≤
2γΓ(γ)

c(σ) ෍V(x)
୶∈ଡ଼

න tିஓp(t, x, x)dt.
ஶ

ಚ
౒(౮)

 

(Note that here, the process x(t) may not be transient.) 
The following two results are valid in both transient and recurrent cases. These results are based on 
the method of partial annihilation, proposed in [202, 208]. In the discrete situation it is equivalent to 
the rank-one perturbation technique. 
Consider, for a fixed x଴ ∈ X, the process x(t) with the condition of annihilation at x଴. The 
corresponding transition probabilitypଵ(t, x, y) is given by 

∂pଵ
∂t = H଴pଵ, x, y ≠ x଴pଵ(t, x଴, y) ≡ 0;   pଵ(0, x, y) = δ୷(x). (95) 

As easy to see, ∫ pଵ(t, x, x)dt < ∞ஶ
଴ . 

Theorem (6.2.13) [209]: (CLR estimate, the general case). For anya,σ > 0 and some cଵ(σ), 

N଴(V) ≤ 1 + #{x: V(x) > ܽ} + cଵ(σ) ෍ V(x) න pଵ(t, x, x)dt
ஶ

ಚ
౒(౮)

.
୶:୚(୶)ஸୟ

 

Theorem (6.2.14) [209]: (LT estimates, the general case). The following two estimates hold for 
each σ ≥ 0 and some c(σ) > 0: 

Sஓ(V) ≤ Λஓ +
1

c(σ)෍Vଵାஓ(x) න pଵ(t, x, x)dt,      (96)
ஶ

ಚ
౒(౮)

ଡ଼
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Sஓ(V) ≤ Λஓ +
2γΓ(γ)

c(σ) ෍V(x) න tିஓpଵ(t, x, x)dt,      (97)
ஶ

ಚ
౒(౮)

ଡ଼

 

Here Λis the largest eigenvalue of H. 
Remark (6.2.15) [209]:(6.2.13) and (6.2.14) are valid without any assumptions on p଴, i.e., in both 
transient and recurrent cases. 
Note that Theorem (6.2.13) not only covers the recurrent case, but also provides a better results than 
Theorems (6.2.10), (6.2.11) in the transient case when the operator H = H஑ depends on a parameter 
α which approaches a threshold α = α଴, where the process becomes recurrent. In Theorem (6.2.10), 
(6.2.11) the integrals in t blow up when α approaches α଴ whereas they remain bounded in theorem 
(6.2.13). A similar remark is valid for Theorem (6.2.14)where the threshold depends on the values 
of α and γ. 
In the case where σ = 0, [11] contains a more detailed description of the results obtained in 
Theorem (6.2.10), (6.2.14) 
Theorems (6.2.10), (6.2.12) and Proposition (6.2.8), when applied to the operator (10), lead to the 
same bound on N଴(V) and Sஓ(V) as in the case of the standard Schrödinger operator in ℝୢ with the 
dimension d replaced by the spectral dimension S୦. and essential difference is that, while ݀ must be 
an integer, the spectral dimension S୦ can be an arbitrary positive number. The corresponding bound 
hold if s > 2, where s = S୦ in the estimate on N଴(V) and s = γ + ୱ౞

ଶ
 in the estimates on Sஓ(V). The 

right-hand sides in these estimates blow up when s ↓ 2 (the integrals in t diverge when s = 2). For 
example, Theorem (6.3.10) with σ = 0 and Proposition (6.2.8) imply a usual estimate: 

N଴(V) ≤ #{x ∈ X: V(x) > ܽ} +
C(A)

S୦ − 2 ෍ Vୗ౞/ଶ

୶:୚(୶)ஸୟ

(x),    2 < S୦ <  .ܣ

The case s ≤ 2 is covered by Theorems (6.2.13), (6.2.14). In fact, these theorem are valid for 
anys > 0 and the estimate proven there are (locally) uniform in s. Hence they provide a better result 
in the transient case s > 2 than do Theorems (6.2.10), (6.2.12) when s ↓ 2, see [208]. 
In order to apply Theorems (6.2.13), (6.2.14), one needs to know an estimate on pଵ as t → ∞ and 
both the annihilation point x଴ and x are arbitrary. If σ = 0, then only the integral ∫ pଵ

ஶ
଴ dt is needed, 

not pଵ itself. The corresponding results can be found in [208] (we concentrated on N଴(V) in [208], 
but Sஓ(V) can be studied similarly). Theorem (6.2.13) with σ = 0 implies [208] the following 
Bargmann type result: 

N଴(V) ≤ 1 + #{x: V(x) ≥ 1} + Cଵ(S୦) ෍ V
୶:୚(୶)ழଵ

(x)ρ(x଴, x)ଶିୗ౞S୦ < 2,              (98) 

with Cଵ(S୦) → ∞ as S୦ → 2. A more accurate estimate of ∫ pଵdtஶ
଴  leads [208] to estimates on 

N଴(V) for all S୦ and with a uniformly bounded constant: 
Theorem (6.2.16) [209]: If ε < S୦ < εିଵ, S୦ ≠ 2, then  

N଴(V) ≤ 1 + #{x: V(x) ≥ 1} + Cଶ(ε) ෍ V(x)
[1 + ρ(x଴, x)]ଶିୗ౞ − 1

( ଵ
ඥ୮

)ଶିୗ౞ − 1୶:୚(୶)ழଵ

.  (99) 

If S୦ = 2, then  
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N଴(V) ≤ 1 + #{x: V(x) ≥ 1} + Cଶ ෍ V(x)
ln[1 + ρ(x଴, x)]

ln ଵ
ඥ୮୶:୚(୶)ழଵ

. 

We will obtain an estimate for pଵ as t → ∞, which allows one to use Theorems (6.2.13), (6.2.14) 
with arbitraryσ > 0. We will restrict ourselves to the case where S୦ < 2 and provide an estimate 
only on N଴(V). The following refined Bargmann type estimate is an immediate consequence of 
Theorem (6.2.13) and Proposition (6.2.19) which will be proven below. 
Theorem (6.2.17) [209]:If S୦ < 2, then  

N଴(V) ≤ 1 + #{x: V(x) ≥ 1} + Cଵ(S୦) ෍ Vଶି
౏౞
మ

୶:୚(୶)ழଵ

(x)[1 + ρଶ(x଴, x)]ଶିୗ౞ . 

We will conclude with a proof of the estimate on pଵ as t → ∞. This estimate is needed to justify the 
refined Bargmann estimate stated above and to prove similar estimates for Sஓ. 
Remark (6.3.18) [209]:We expect that, in the case of fractal lattices similar to the Sierpincki lattice, 
the same estimate will be valid for a random walk with annihilation at a point.  
Proposition (6.2.19) [209]:The following estimate is valid. 

pଵ(t, x, x) ≤ C
(ρଶ + 1)ଶ஑

tଵା஑ , t ≥ 1,ρ = ρ(x଴, x),α = 1 −
S୦
2 . 

Proof.Consider the function  

R஛
(ଵ)(x, y) = න eି஛୲pଵ(t, x, y)dt.                       (100)

ஶ

଴

 

It is well defined when Reλ > 0 and understood in the sense of analytic continuation for complex 
λ ∈ Cା = {λ ∈ ℂ: |argλ| < From (95) it follows that R஛ .{4/ߨ3

(ଵ) satisfies 
(∆୦ − λ)R஛

(ଵ)(x, y) = −δ୷(x), x, y ≠ x଴, R஛
(ଵ)(x଴, y) = 0. 

Hence R஛
(ଵ)(x, y) = R஛(x, y) + cR஛(x, x଴), which together with the second relation in the formula 

above implies that 

R஛
(ଵ)(x, y) = R஛(x, y) −

R஛(x଴, y)
R஛(x଴, x଴) R஛(x, x଴). 

We put here y = x and R஛(x଴, x) = R஛(x଴, x଴) + R෩஛(x଴, x) where (see Proposition (6.2.5)) 

R෩஛(x଴, x) = −
1

(λ + p୰ିଵ)v୰ − ൬1 −
1
v൰෍

1
(λ + pୱ) , r = d୦(x଴, x)(101)

୰ିଵ

ୱୀ଴

 

Taking also into account that R஛(x, x଴) = R஛(x଴, x) and R஛(x, x) does not depend on x, we obtain 
that 

R஛
(ଵ)(x, x) = −2R෩஛(x଴, x) −

R෩஛ଶ(x଴, x)
R஛(x଴, x଴).                    (102) 

We not that (101) immediately implies the following two estimates: 

หR෩஛(x଴, x)ห ≤
c

(pv)୰ ,   หR෩஛(x଴, x) − R෩଴(x଴, x)ห ≤
c|λ|

(pv)୰   for all λ ∈ Cା, r ≥ 0, 

which together with (18) and the Remark after Proposition (6.2.8) lead to 

R஛
(ଵ)(x, x) = a(r) + g(λ, r), a(r) = −R෩஛(x଴, x), |g| ≤

2c|λ|
(pv)୰ +

cଵ|λ|஑

(pv)ଶ୰ .                                    (103) 
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The last estimate is valid for all λ ∈ Cା with |λ| < 1 and all r ≥ 0. 
Applying the inverse Laplace transform to (100) we obtain  

pଵ(t, x, x) =
1
2π

න e஛୲R஛
(ଵ)

ୠା୧ஶ

ୠି୧ஶ

(x, x)dλ, b ≫ 1. 

Since R஛
(ଵ) is analytic in λ ∈ Cା, and ቚR஛

(ଵ)ቚ ≤ ଵ
|୍୫ ஛|

 (the resovlent does not exceed the inverse 

distance from the spectrum), the last integral can be rewritten as  

pଵ(t, x, x) =
1
2π

න e஛୲R஛
(ଵ)(x, x)dλ,

୻

 

where Γ = ∂Cା with the direction on Γ such that Imλ increase along Γ. We now use (103), the 

decay of R஛
(ଵ) on Γ at infinity, and the fact that ∫ e஛୲dλ = 0, t > 0୻ . This leads to 

pଵ(t, x, x) ≤
1
2π

หe஛୲ห ቆ
2c|λ|
(pv)୰ +

cଵ|λ|஑

(pv)ଶ୰ቇ |dλ| =
aଵ

tଶ(pv)୰ +
aଶ

tଵା஑(pv)ଶ୰. 

It remains to recall that α = 1 − ୪୬ ୴
୪୬ ଵ/୮

 (see Proposition (6.2.8). Thus pv = p஑, and ଵ
(୮୴)౨

= ଵ
୮ಉ౨

=

(ρଶ + 1)஑.  
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List of Symbols 
Symbol   Page  
Sup Supremum  1 
 ௌ Sobolev space  1ܪ
 ௤ Dual Lebasgue space 1ܮ
ܹఈ,௤ Sobolev space  1 
max Maximum   2 
 ଶ Helbert space 5ܮ
inf Infimum  5 
௣ܮ  Lebasgue space 8 
min Minimum 14 
Sup Supremum  15 
a.e. Almost every where 22 
 ஶ Essential Lebasgue space 24ܮ
Loc Local 25 
ker Kernel 37 
van Vange 37 
ess Essential 38 
ac  Absolutely  38 
Sc Singular continuous  38 
Au Auxiliary 40 
⊕ Orthogonal sum 43 
TPSG Two- point self- similar fractal 44 
deg Degree 46 
int Interior 50 
݈ଶ Helbert space 56 
 ଵ Lebasgue space on real line  59ܮ
⊗ Tensor produil 59 
Cont Conditionally  64 
dist Distance  69 
݈ஶ Lebasgue space 70 
ఈ,௤ܨ
௣  Triebal- lizorkin-spaces 85 
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Re Real 85 
meas Measene  85 
det Determinant  97 
dom Domain  97 
comp complete 99 
Gr Gram 100 
gr Graph 100 
 ௣ Point spectrum  100ߪ
 ௦ Single Spectrum 105ߪ
Const Constant 111 
 Direct difference  117 ߠ
ext Extension 118 
mul Multi  118 
op Operator  120 
Im Imaginary  137 
tr Trace 145 
p.a.s Probably almost sure  145 
r.v Random variable 153 
aff Affine 162 
Par Parametrize 164 
CLR Cwikel – lieb rozenblum 164 
LT Lieb- Thirring  164 
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