


ABSTRACT

In this thesis we study the spectral quasi-linearisation method (SQLM) and its ap-

plications on different types of nonlinear systems of ordinary differential equations. In

chapter1 and chapter2 we present a literature review and details of the method of solu-

tion respectively. In chapter 3, we present a study of the convective heat transfer over

inverted cone. The system of equations which governed the flow has been converted

into a one equation then, we solve it using the spectral quasi-linearisation method.

Also the effects of the power-law index parameter on the velocity, temperature profiles

are determined. In chapter 4, we investigate the problem of nano-fluid flow over a wavy

surface with non-controllable nanoparticle flux at the boundary. We solve the govern-

ing differential equations numerically by using the SQLM. The results presented in this

study were shown graphically and in tabular form. The effects of the governing pa-

rameters namely the Local Rayleigh number, the buoyancy ratio, the Brownian motion

parameter, the thermophoresis parameter and the local Lewis number are determined.

The analysis of residual error and accuracy of the method are carried out.
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Chapter 1

Introduction

Differential equations arise in a number of physical problems, such as fluid flow, heat

transfer, and biological processes. Finding solutions of the differential equations plays

a crucial role in understanding the behavior of these problems. Mostly, the differen-

tial equations modeling real-life problems are nonlinear and complex to solve exactly

and hence various analytical and numerical methods have been employed to approxi-

mate the solutions of these problems. One of the recent these methods is the spectral

quasi-linearisation method which has been extended by Motsa [18] from the QLM. The

classical method of quasi-linearization offers an approach for obtaining approximate

solutions to nonlinear equations, the general properties of the QLM, particulary it’s

fast convergence, monotonicity and numerical stability are analyzed and illustrated on

different physical problems. In a series of papers,[16] and [12] the possibility of apply-

ing a very powerful approximation technique called the quasi-linearization method to

physical problems has been discussed. The QLM is designed to confront the nonlinear

aspects of physical processes, the reason for the sparse use of the QLM in physics is

that the convergence of the method has been proven only under rather restrictive con-

ditions, which generally are not fulfilled physical applications. The quasi-linearization

approach was introduced by Kalaba [13] and Bellman [2] as a generalization of the

Newton-Raphson method [3, 21] to solve individual or systems of nonlinear ordinary

and partial differential equations, and rearrangement of the governing nonlinear equa-
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CHAPTER 1. INTRODUCTION 2

tions in a Gauss-Seidel manner. Modern developments and application of QLM to

different fields are given in [14], the spectral collocation method to integrate the decou-

pled system. Using the steps described for a general case by Motsa [18], the resulting

sequence of equations is integrated using the Chebyshev spectral collocation method.

On the other hand, in the SQLM, the governing nonlinear equations are linearized

using the Newton-Raphson based quasi-linearization method QLM, developed by Bell-

man and Kalaba [2], and are then integrated using Chebyshev spectral collocation

method. A sizeable body of literature now exists on the use of various finite differ-

ence based QLM schemes in boundary layer flows described by both nonlinear ODEs

and PDEs. Spectral method based quasi-linearisation schemes have been successfully

applied to a range of fluid mechanics based ODEs model problems to be considerably

more accurate than other traditional numerical methods such as finite difference and

finite elements etc.

The structure of this research as follows: in Chapter 2, we gave the idea of the

spectral quasi-linearization method SQLM, in Chapter 3 and 4, the governing ordi-

nary differential equations are transformed into ordinary differential equations and

then solved the main problem numerically by using SQLM. Then we have discussed

the convergence of the SQLM and the effects of some physical parameters have been

presented graphically and in tabular form.



Chapter 2

Spectral quasi-linearisation method

( SQLM)

2.1 General governing equation system

Consider a system of m nonlinear ordinary differential equations in m unknowns func-

tions zi(η) i = 1, 2, 3, .....,m where η is the independent variable. The system can be

written as a sum of it’s linear L and nonlinear components N as

L [z1 (η) , z2 (η) , ...., zm (η)] + N [z1(η), z2 (η) , ...., zm(η)] = H (η) , (η) ∈ (a, b), (2.1)

subject to the boundary conditions

Ai [z1 (a) , z1 (a) , ...., zm (a)] = Ka,i, Bi [z1 (b) , z2 (b) , ...., zm(b)] = Kb,i, (2.2)

where Ai and Bi are linear operators and Ka,i and Kb,i are constants for i = 1, 2, ....,m.

Define the vector Zi to be the vector of the derivatives of the variable zi with respect

to the dependent variable η, that is

Zi =
[
z
(0)
i , z

(1)
i , ..., z

(ni)
i ,

]
, (2.3)

where z
(0)
i = zi, z

(p)
i is the pth derivative of zi with respect to η and ni (i = 1, 2, ..,m)

is the highest derivative order of the variable zi appearing in the system of equations.

3



CHAPTER 2. SPECTRAL QUASI-LINEARISATION METHOD ( SQLM) 4

In addition, we define Li and Ni to be the linear and nonlinear operators, respectively,

that operate on the Zi for i = 1, 2, ..,m, with these definitions,equation (2.1) and (2.2)

can be written as

Li [Z1, Z2, ...Zm] + Ni [Z1, Z2, ...Zm] =
m∑
j=1

ni∑
p=0

α
[p]
i,jz

(p)
j + Ni [Z1, Z2, ....Zm] = Hi, (2.4)

where α
[p]
i,j are the constant coefficient of z

(p)
j , the derivative of zj (j = 1, 2, ...m) that

appears in the ith equation for i = 1, 2, ...,m. Noting that, for each variable zi in

the derivatives in the boundary conditions can at most be one less than the highest

derivative of zi in the governing system (2.1) we define the vector Z̃i to be the vector

of the derivatives of the variable zi with respect to the dependent variable η from 0 up

to ni − 1, that is

Z̃i =
[
z
(0)
i , z

(1)
i , ..., z

(ni−1)
i

]
, (2.5)

The boundary conditions(2.2) can be written as

Aν

[
Z̃1(a), Z̃2(a), ..., Z̃m(a)

]
=

m∑
j=1

nj−1∑
p=0

β
[p]
ν,jz

(p)
j (a) = Ka, ν, ν = 1, 2, ...,ma, (2.6)

Bσ

[
Z̃1(b), Z̃2(b), ..., Z̃m(b)

]
=

m∑
j=1

nj−1∑
p=0

γ
[p]
σ,jz

(p)
j (b) = Kb, σ, σ = 1, 2, ...,mb, (2.7)

where β
[p]
ν,j and γ

[p]
σ,j are the constants of z

(p)
j in the boundary conditions,and ma, mb, are

the total number of prescribed boundary condition, at x = a and x = b respectively.

We remark that the sum ma + mb is equal to the sum of the highest orders of the

derivatives corresponding to the dependent variable zi,that is

ma +mb =
m∑
i=1

ni, (2.8)

2.2 Spectral Quasi-linearisation Method(SQLM)

Assume that the solution zi(η) of (2.4) at the (r+1)th iteration is zi,r+1. If the solution

at the previous iteration zi,r(η) is sufficiently close to zi,r+1, the nonlinear component
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Ni of the equation (2.4) can be linearised using one term Taylor series for multiple

variable so that equation (2.4) can be approximated as.

Li [Z1,r+1, ..., Zm,r+1] + Ni [...] +
m∑
j=1

nj∑
p=0

(
z
(p)
j,r+1 − z

(p)
j,r

) ∂Ni

∂z
(p)
j

[...] = Hi(η), (2.9)

subject to
m∑
j=1

nj−1∑
p=0

β
[p]
ν,jz

[p]
j,r+1(a) = 0, ν = 1, 2, ..,ma, (2.10)

m∑
j=1

nj−1∑
p=0

γ
[p]
σ,jz

[p]
j,r+1(b) = 0, ν = 1, 2, ..,mb, (2.11)

where

[...] = [Z1,r, Z2,r, ..., Zm,r] , (2.12)

Equation (2.9) can be rewritten as

Li [Z1,r+1, ...Zm,r+1] +
m∑
j=1

nj∑
p=0

z
(p)
j,r+1

∂Ni

∂z
(p)
j

[..] = Hi(η) +
m∑
j=1

nj∑
p=0

z
(p)
j,r

∂Ni

∂z
(p)
j

[..]−Ni [..] ,

(2.13)

The iterative scheme (2.13) is called the spectral quasi-linearisation method (SQLM).

The initial approximation zj,0(η), required to start the iteration scheme (2.13) is chosen

to be a function that satisfies the boundary condition (2.2). As guide, the initial guess

can be obtained as a solution of the linear part of (2.1) subject to the boundary

condition (2.2) that is,we solve

m∑
j=1

nj∑
p=0

α
[p]
i,jz

(p)
j,0 = Hi(η), (2.14)

subject to
m∑
j=1

nj−1∑
p=0

β
[p]
ν,jz

(p)
j,0 (a) = Ka,ν , ν = 1, 2, ...,ma, (2.15)

m∑
j=1

nj−1∑
p=0

γ
[p]
σ,jz

(p)
j,0 (b) = Kb,σ, σ = 1, 2, ...,mb, (2.16)
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2.3 Solution Method

To solve the iteration scheme (2.13) it is convenient to use the Chebyshev spectral

collocation method. For brevity, we omit the details of the spectral methods, and refer

interested readers to ([4, 24]). Before applying the spectral methods, it is convenient

to transform the domain on which the governing equation is defined to the interval

[−1, 1] on which the spectral method can be implemented. We use the transformation

x = (b− a) (τ + 1) /2 to map the interval [a, b] to [−1, 1]. The basic idea behind the

spectral collocation method is the introduction of a differentiation matrix D which is

used to approximate the derivatives of the unknown variables zi(η) at the collocation

points the matrix vector product.

dzi
dη

=
N∑
k=0

Dlkzi(τk) = DZi, l = 0, 1, ....N, (2.17)

where N + 1 is the number of collocation points (grid points), D = 2D/ (b− a) and

Z = [z(τ0), z(τ1), ...., z(τN)]T is a vector function at the collocation points Higher order

derivatives are obtained as powers of D, that is

z
(p)
j = DpZj, (2.18)

The solution process is applied in two stages. First we determine the initial approx-

imation Zi,o (i = 1, 2, ....,m) then using the solution of the initial approximation, we

solve the recursive iteration scheme (2.9). Applying the chebyshev spectral method on

the initial approximation equations (2.14− 2.16) we obtain,

m∑
j=1

nj∑
p=0

α
[p]
i,jD

pZj,0 = Hi(η), (2.19)

subject to
m∑
j=1

nj−1∑
p=0

β
[p]
ν,j

N∑
k=0

Dp
Nkzj,0(τk) = Ka,ν ν = 1, 2, ...,ma, (2.20)

m∑
j=1

nj−1∑
p=0

γ
[p]
σ,j

N∑
k=0

Dp
0kzj,0(τk) = Kb,σ σ = 1, 2, ...,mb, (2.21)
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Equations (2.19) can be written in matrix form as
A1,1 A1,2 .... A1,m

A2,1 A2,2 . . . A2,m

...
...

...

Am,1 Am,2 .... Am,m




Z1,0

Z2,0

...

Zm,0

 =


H1

H2

...

Hm

 , (2.22)

where Zi,0 are the vectors of size (N + 1)× 1 and Ai,j are (N + 1)× (N + 1) matrices

which are respectively, define as

Zi,0 = [zi,0(τ0), zi,0(τ1), ..., zi,0(τN)] (2.23)

Thus, the size of the coefficient matrix is m(N + 1)× m(N + 1) and the column vector

on the right hand side has dimension m (N + 1)× 1. Applying the chebyshev spectral

collocation on the recursive iteration scheme (2.13) gives

m∑
j=1

[Ai,j + Πi,j] Zj,r+1 = Φi,r i, j = 1, 2, 3, ...,m, (2.24)

where Zi,r+1 = [zi,r+1(τ0), zi,r+1(τ1), ....., zi,r+1(τN)]T , Ai,j is as defined in (2.13) and Πi,j

and Φi,r are given by

Πi,j =

nj∑
p=0

daig

[
∂Ni

∂z
(p)
j

]
Dp, (2.25)

Φi,r = Hi(η) +
m∑
j=1

nj∑
p=0

z
(p)
j,r

∂Ni

∂z
(p)
j

[....]−Ni [Z1,r, Z2,r, ..., Zm,r] , (2.26)

respectively, where diag[...] means denote diagonal matrix. Defining ∆ = A + Π, we

can write equation (2.24) in matrix form as
∆1,1 ∆1,2 .... ∆1,m

∆2,1 ∆2,2 . . . ∆2,m

...
...

...

∆m,1 ∆m,2 .... ∆m,m




Z1,r+1

Z2,r+1

...

Zm,r+1

 =


Φ1,r

Φ2,r

...

Φm,r

 , (2.27)

where Zi,r,Φi,r are vectors of size (N + 1)× 1 and ∆i,j are (N + 1)× (N + 1) matrices.

starting from Zi,0, the recursive sequence (2.27) is solved iteratively for r = 0, 1, 2, 3, ....



Chapter 3

Convective heat transfer over

inverted Cone

3.1 Mathematical Formulation

Consider an inverted cone with semi-angle γ. We take the origin of the coordinate

system to be at the vertex of the cone, the x-axis is the coordinate along the surface of

the cone and y is the coordinate normal to the surface of the cone. The boundary layer

develops over the heated frustum x = x0. In terms of the stream function ψ defined

by:

u =
1

r

∂ψ

∂y
, v = −1

r

∂ψ

∂x
, (3.1)

the boundary layer equations are :

1

r

∂2ψ

∂2y
=
gβk

ν

∂T

∂y
, (3.2)

1

r

(
∂ψ

∂y

∂T

∂x
− ∂ψ

∂x

∂T

∂y

)
= α

∂2T

∂2y
. (3.3)

For a thin boundary layer we have approximately r = x sin(γ). We suppose that

either a power law of temperature of a power law of heat flux is prescribed on the

frustum,where u and v are velocity vectors along x and y axes, x0 distant of start point

of cone from the vertex, ψ is stream function, β is expantion coefficient of the fluid, ν is

8



CHAPTER 3. CONVECTIVE HEAT TRANSFER OVER INVERTED CONE 9

the Kinematic viscosity of the fluid, K is the permeability of the fluid-saturated porous

medium, α is thermal diffusivity of the fluid-saturated porous medium, Accordingly,

the boundary condition are:

y −→∞ : u = 0, T = T∞,

y = 0 , x0 ≤ x <∞ : u = 0 and either T = Tw = T∞ + (x− x0)λ , (3.4)

or q′′ = −k∂T
∂y
|y=0 = A (x− x0)λ , y = 0, x0 ≤ x <∞.

For the case of a full cone (x0 = 0) a similarity solution exists. In the case of prescribe

wall temperature, we let:

ψ = αrRa1/3x f(η), T − T∞ =
q′′x

k
Ra−1/3x θ(η), η =

y

x
Ra1/3x , (3.5)

where the Rayleigh number is based on heat flux ,

Rax =
gβk cos(γ)q′′x2

ναk
, Tw − T∞ =

q′′x

k
Ra−1/3x . (3.6)

The governing equations become

f ′ = θ, (3.7)

θ′′ +

(
λ+ 5

2

)
fθ′ − 2λ+ 1

3
f ′θ = 0, (3.8)

subject to

f(0) = 0, θ′(0) = −1, θ(∞) = 0, (3.9)

finally from (3.7) and (3.9) we have

f ′′′ +

(
λ+ 5

2

)
ff ′′ −

(
2λ+ 1

3

)
f ′2 = 0, (3.10)

f(0) = 0, f ′′(0) = −1, f ′(∞) = 0. (3.11)

The parameter of engineering interest in heat transport problems is the local Nusselt

number which is defined as:

Nux =
qwx

k(Tw − T∞)
, (3.12)

From Equation (3.12), (3.5) and (3.6) the local Nusselt number is given by :

Nux = Ra1/3x [−θ(0)] , (3.13)
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3.2 Solution Method (SQLM)

The equation is expressed in terms of the similarity variable η ∈ [0,∞) and function

f(η) as

f ′′′ +

(
λ+ 5

2

)
ff ′′ −

(
2λ+ 1

3

)
f ′2 = 0, (3.14)

where the primes denote differentiation with respect to η. The nonlinear component

N1 = ff ′′, N2 = f ′2, (3.15)

can be linearised using one term Taylor series for multiple variables so the approxima-

tion gives the following form

ff ′′ = frf
′′
r+1 + f ′′r fr+1 − frf ′′r , (3.16)

f ′2 = 2frf
′
r+1 − f ′2r (3.17)

hence, we can rewrite equation (3.10) to give the following iteration scheme:

f ′′′r+1 +

(
λ+ 5

2

)(
f ′′r fr+1 + frf

′′
r+1

)
−
(

2

3

)
(2λ+ 1)

(
f ′rf

′
r+1

)
=

(
λ+ 5

2

)
frf

′′
r −(

2λ+ 1

3

)
f ′2r , (3.18)

In the framework of the SQLM, (3.18) can be presented in the following form:

[A] [fr+1] = [Rr] , (3.19)

where Rr is a vector of size (N + 1)× 1 and A is (N + 1)× (N + 1) matrix defined as

A = D3 +
1

2
(λ+ 5) diag [fr] D

2 − 2

3
(2λ+ 1) diag [f ′r] D +

1

2
(λ+ 5) diag[f ′′r ], (3.20)

Rr =
1

2
(λ+ 5) frf

′′
r −

1

3
(2λ+ 1) f ′r

2
. (3.21)

To impose the boundary conditions (3.9) in A and R it is better to use the matrix and

vector forms as follows
D0,0 D0,1 . . . D0,N−1 D0,N

A

D2
N,0 D2

N,1 . . . D2
N,N−1 D2

N,N

0 0 . . . 0 1




f0
...

fN−1

fN

 =


0

R1

...

0

 , (3.22)
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Finally, the approximation solution of the original differential equations is obtained by

solving the equation (3.19) as:

fr+1 = Ã
−1

R̃, (3.23)

where Ã and R̃ are the modified matrices of A and R We define the following relative

error formula using the infinity norm

Er,N,η∞ =
‖∆r −∆r−1‖∞
‖∆r−1‖∞

× 100. (3.24)

The relative error depends on the iteration r, number of grid points (which is a value

chosen to be large enough to numerically approximate infinity.

3.3 Results and discusition

The governing equations (3.2) and (3.3) are transformed into nonlinear ordinary dif-

ferential equation (3.7) with the boundary conditions (3.11) and the resulting equation

solved numerically using the SQLM. In order to verify the accuracy of our solution,

Table 3.1: Comparation between SQLM solution, HAM solution and numerical solution

for θ(0) for various amount of λ.

λ SQLM Sohouli et al.[23] Numerical

ord 4 ord 5 ord 6 ord 7 ord 8

0 0.94705 0.94751 0.94759 0.94760 0.94760 0.94783 0.94760

1
4

0.91080 0.91120 0.91127 0.91128 0.91128 0.91119 0.91130

1
3

0.89984 0.90023 0.90029 0.90030 0.90031 0.90103 0.90030

1
2

0.85178 0.87973 0.87979 0.87980 0.87980 0.87964 0.87980

3
4

0.85178 0.85209 0.85214 0.85215 0.85215 0.85242 0.85220

1 0.82727 0.82755 0.82755 0.82760 0.82761 0.82726 0.82760

the comparison of surface temperature obtained by the SQLM with those reported by

Sohouli et al.[23] is shown in Table 3.1. It is clear that the SQLM results in a good
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Figure 3.1: Logarithm of the SQLM error for different values of λ

agreement in order of accuracy and convergence. However the snap shot of the surface

temperature values to demonstrate the effect of increasing the power law parameter

λ. On the convergence rate of the SQLM, in general, with few iterations of the SQLM

are sufficient to give a match with the numerical results up to five decimal places. In

order to determine the evolution of the boundary layer flow properties and the con-

vergence analysis, numerical solution determined with η∞ = 20, N = 100. Fig. 3.1

shows the variation of the error against the iterations of the SQLM scheme. It can

be seen that the iteration scheme takes about six or seven iterations to converge fully.

Beyond the point where full convergence is reached, error norm levels off and does not

improve with an increase in the number of iterations. Fig. 3.2 shows the effects of the

power-law index parameter λ on the velocity profile. It is evident the dimensionless

velocity decreases with increasing in the power-law index parameter. Fig. 3.3 illus-

trates the variation of the dimensionless temperature profile θ(η) for selected values of

λ. Increasing λ contributes to reducing the temperature profile.
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Chapter 4

Nano-fluid flow over a wavy surface

with non-controllable nanoparticle

flux at the boundary

4.1 Introduction

Most common fluids such as water, ethylene, glycol, toluene or oil generally have poor

heat transfer characteristics owing to their low thermal conductivity. A recent tech-

nique to improve the thermal conductivity of these fluids is to suspend nano-sized

metallic particles such as aluminum, titanium, gold, copper, iron or their oxides in the

fluid to enhance its thermal properties, Choi [7]. The enhancement of thermal conduc-

tivity in nanofluids has been studied by, among others, Kakac and Pramuanjaroenkij

[11], Choi et al. [8], Masuda et al. [17], Eapen et al. [9] and Fan and Wang [10].

Nield and Kuznetsov [19] analyzed the behaviour of boundary layer flow on the Chen-

Minkowycz problem in a porous layer saturated with a nanofluid. Nield and Kuznetsov

[20] investigated thermal instability in a porous medium saturated with nanofluid us-

ing the Brinkman model. The model incorporated the effects of Brownian motion

and thermophoresis of nanoparticles. They found that the critical thermal Rayleigh

14
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number can be reduced or increased by a substantial amount depending on whether

the nanoparticle distribution is top-heavy or bottom-heavy. Aziz et al. [1] studied

steady boundary layer flow past a horizontal flat plate embedded in a porous medium

filled with a water-based nanofluid containing gyrotactic microorganisms. Cheng [6]

investigated the behaviour of boundary layer flow over a horizontal cylinder of elliptic

cross section in a porous medium saturated with a nanofluid. Chamkha et al. [5]

investigated the non-similar solutions for natural convective boundary layer flow over

a sphere embedded in a porous medium saturated with a nanofluid.

4.2 Mathematical Formulation

We consider a laminar flow of a nanofluid along a vertical sinusoidally wavy surface

embedded in a porous medium governed by ŷ = â sin(x̂/l) (see Rees and Pop) with

constant wall temperature and nanoparticle concentration Tw and φ̂w which are higher

than ambient values T∞ and φ̂∞ respectively. Using two-dimensional cartesian coordi-

nates (x̂, ŷ), define the characteristic length scale associated with the sinusoidal waves

to be l and the amplitude of the surface wave is â, the governing equations are

∂u

∂x̂
+
∂v

∂ŷ
= 0, (4.1)

µ

K

∂u

∂ŷ
=
∂p

∂x̂
+
[
(1− φ̂)ρf∞β(T − T∞)− (ρp − ρf∞)(φ̂− φ̂∞)

]
g, (4.2)

µ

K

∂v

∂x̂
=
∂p

∂ŷ
, (4.3)

u
∂T

∂x̂
+ v

∂T

∂ŷ
= αm

(
∂2T

∂x̂2
+
∂2T

∂ŷ2

)
+ τ

[
DB

(
∂φ̂

∂x̂

∂T

∂x̂
+
∂φ̂

∂ŷ

∂T

∂ŷ

)
+

DT

T∞

((
∂T

∂x̂

)2

+

(
∂T

∂ŷ

)2
)]

,(4.4)

u
∂φ̂

∂x̂
+ v

∂φ̂

∂ŷ
= DB

(
∂2φ̂

∂x̂2
+
∂2φ̂

∂ŷ2

)
+

DT

T∞

(
∂2T

∂x̂2
+
∂2T

∂ŷ2

)
, (4.5)

subject to the boundary conditions

v = 0, T = Tw, DB
∂φ̂

∂ŷ
+
DT

T∞

∂T

∂ŷ
= 0 on ŷ = a sin x̂, (4.6)

u→ 0, T → T∞, φ̂ = φ̂∞ on ŷ →∞, (4.7)
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where u and v are the velocity components along the x̂ and ŷ directions, respectively,

g is the acceleration due to gravity, K is the permeability of the porous medium, ρf is

the base fluid density, ρp is the nanoparticle density, µ is the absolute viscosity of the

base fluid, αm is the thermal diffusivity of the porous medium, T the fluid temperature

of the fluid, φ̂ is the nanoparticle volume fraction, p is the pressure of the fluid, DB

is the Brownian diffusion coefficient, DT is thermophoresis diffusion coefficient, (ρc)f

and (ρc)p are the heat capacity of the fluid and the effective heat capacity of the

nanoparticle material respectively, τ =
(ρc)f
(ρc)p

is the ratio between the effective heat

capacity of the nanoparticle material and heat capacity of the fluid.

We introduce the following similarity transformations

x = x̂/l, y = ŷ/l, ψ = ψ̂/αm, θ = (T − T∞)/(Tw − T∞),

Φ = (φ̂− φ̂∞)/φ̂∞, (4.8)

where ψ̂ can be define by u = ∂ψ
∂ŷ

and v = −∂ψ
∂x̂

. Substituting (4.8) into (4.2)-(4.5)

yields

∂2ψ

∂x2
+
∂2ψ

∂y2
= Ra

[
∂Θ

∂y
− Nr

∂Φ

∂y

]
, (4.9)

∂ψ

∂y

∂Θ

∂x
− ∂ψ

∂x

∂Θ

∂y
=

(
∂2Θ

∂x2
+
∂2Θ

∂y2

)
+ Nb

(
∂Φ

∂x

∂Θ

∂x
+
∂Φ

∂y

∂Θ

∂y

)
+ Nt

[(
∂Θ

∂x

)2

+

(
∂Θ

∂y

)2
]
,(4.10)

Le

[
∂ψ

∂y

∂Φ

∂x
− ∂ψ

∂x

∂Φ

∂y

]
=

(
∂2Φ

∂x2
+
∂2Φ

∂y2

)
+

Nt

Nb

(
∂2Θ

∂x2
+
∂2Θ

∂y2

)
, (4.11)

with the boundary conditions

∂ψ

∂x
= 0, Θ = 1, Nb

∂Φ

∂y
+Nt

∂Θ

∂y
= 0, on y = a sinx, (4.12)

∂ψ

∂y
→ 0, θ → 0, Φ→ 0 when y →∞. (4.13)

The parameters of primary interest are the Local Rayleigh number Ra, the buoyancy

ratio Nr, the Brownian motion parameter Nb, the thermophoresis parameter Nt, the
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local Lewis number Le. These parameters are defined as

Ra =
(1− φ̂∞)ρfgKβ∆TH

αmµ
, Nr =

(ρp − ρf )K∆φ̂

ρfβ(1− φ̂∞)∆T
, Nb =

τDB∆C

αmTc
,

Nt =
τDT∆T

αm
, Le =

αm
DB

.

The heat and nanoparticle volume fraction transfer coefficients are described by the

Nusselt number Nu and the Sherwood number Sh are defined as

Nu =
−xqw

αm(Tw − T∞)
, Sh =

−xqm
DB(φ̂w − φ̂∞)

where the heat flux qw and the nanoparticle flux, qm are given by.

qw = −αm
∂T

∂y

∣∣∣∣
y=0

and qm = −DB
∂φ̂

∂y

∣∣∣∣∣
y=0

.

The non-dimensional form of the Nusselt number and Sherwood number are

Nux/Re
1
2 = −Θ′(0), Shwx/Re

1
2 = −Φ′(0),

where Rex = Ux
ν

is the local Reynolds number. following Rees and Pop [22], and

Narayana and Sibanda [15], we assume that Rayleigh number is large, so that our

model can define the free convection within a narrow region whose cross-stream width

is substantially smaller than the O(1) amplitude of the surface waves. Using the non-

dimensional variables,

x = ξ, y = ξ1/2Ra−1/2η + a sin(x), Ψ = Ra1/2ψ, (4.14)

for the largest values of Rayleigh number Ra → ∞, we can write the system (4.9) -

(4.11),

(
1 + a2 cos2(ξ)

) ∂2ψ
∂η2

= ξ1/2
(
∂Θ

∂η
− Nr

∂Φ

∂η

)
, (4.15)

(1 + a2 cos2(ξ))

[
∂2Θ

∂η2
+ Nb

∂θ

∂η

∂Φ

∂η
+ Nt

(
∂Θ

∂η

)2
]

= ξ1/2
(
∂ψ

∂η

∂Θ

∂η
− ∂ψ

∂ξ

∂Θ

∂η

)
,(4.16)

(1 + a2 cos2(ξ))

[
∂2Φ

∂η2
+

Nt

Nb

∂2Θ

∂η2

]
= Leξ1/2

(
∂ψ

∂η

∂Φ

∂ξ
− ∂ψ

∂ξ

∂Φ

∂η

)
. (4.17)
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Following Narayana and Sibanda [15] we assume the transformations below

η̂ =
η

1 + a2 cos2(ξ)
, ψ = ξ1/2f(η̂), Θ(η̂), Φ(η̂), ϕ = θ(η̂). (4.18)

Substituting (4.18) into (4.15) - (4.17), we will end up by the system,

f ′′ = Θ′ − NrΦ′, (4.19)

Θ′′ +
1

2
fΘ′ + NbΘ′Φ′ + NtΘ′2 = 0, (4.20)

Φ′′ +
1

2
LefΦ′ +

Nb

Nt
Θ′′ = 0, (4.21)

subject to the boundary conditions,

f = 0, Θ = 1, NbΦ
′ +NtΘ

′ = 0 on η̂ = 0,

f ′ → 0, Θ→ 0, Φ→ 0, ω = 0 as η̂ →∞. (4.22)

By using the boundary conditions (4.22) one can integrate equation (4.19) to reduce

its order from the second order to the first order, hence the momentum, energy and

concentration equations become

f ′ = Θ− NrΦ, (4.23)

Θ′′ +
1

2
fΘ′ + NbΘ′Φ′ + NtΘ′2 = 0, (4.24)

Φ′′ +
1

2
LefΦ′ +

Nb

Nt
Θ′′ = 0, (4.25)

subject to the boundary conditions,

f = 0, Θ = 1, NbΦ
′ +NtΘ

′ = 0 on η̂ = 0,

Θ→ 0, Φ→ 0. as η̂ →∞. (4.26)

.

4.3 Solution Method

In this section we will apply the spectral quasi-linearisation method to solve the govern-

ing equations (4.19)-(4.21). Before applying the SQLM, it is convenient to transform
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the domain from [0,∞) into [0, L] and then [0, L] → [−1, 1]. In the framework of the

SQLM we obtain the following iteration scheme:

f ′r+1 −Θr+1 + NrΦr+1 = 0, (4.27)

Θ′′r+1 +
1

2
PrΘ′fr+1 +

(
1

2
Prfr + NbΦ′ + 2NtΘ′r

)
Θ′r+1 + NbΘ′rΦ

′
r+1 =

1

2
PrfrΘ

′
r

+NbΦ′rΘ
′
r + NtΘ′2r , (4.28)

1

2
LeΦ′rfr+1 +

Nt

Nb
Θ′′r+1 + Φ′′r+1 +

1

2
LefrΦ

′
r+1 =

1

2
Lefrφ

′
r, , (4.29)

Applying the Chebyshev pseudo-spectral method on (4.27) -(4.29) the SQLM scheme

in matrix form is given by
A1,1 A1,2 A1,3

A2,1 A2,2 A2,3

A3,1 A3,2 A3,3



fr+1

Θr+1

Φr+1

 =


R1,r

R2,r

R3,r

 , (4.30)

where fr+1, Θr+1, Φr+1, R1,r, R2,r and R3,r are vectors of size (N + 1)× 1 and Ai,j are

(N + 1)× (N + 1) matrices,

A1,1 = D, A1,2 = −I, A1,3 = NrI,

A2,1 = diag

[
1

2
PrΘ′r

]
, A2,2 = D2 + diag

[
1

2
Prfr + NbΦ′r + 2NtΘ′r

]
D,

A2,3 = diag [NbΘ′r] D,

A3,1 = diag

[
1

2
LeΦ

]
, A3,2 =

Nt

Nb
D2, A3,3 = D2 + diag

[
1

2
Lefr

]
D,

with I being an identity matrix of size (N+1)×(N+1), fr+1, Θr+1 and Φr+1 are the val-

ues of functions f, Θ and Φ at the current iteration, where fr, Θr and Φr, are the values

of functions f, Θ and Φ at the previous iteration. The initial approximation required

to start the iteration process is f(η) = 1− e−η, Θ(η) = e−η,Φ(η) = −Nt
Nb
e−η,which is a

convenient random function that satisfies all the boundary conditions. To simplify the

form (4.30), one can write

AYr+1 = Rr , (4.31)
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where

A =


A1,1 A1,2 A1,3

A2,1 A2,2 A2,3

A3,1 A3,2 A3,3

 , Yr+1 =


fr+1

Θr+1

Φr+1

 , Rr =


R1,r

R2,r

R3,r

 , (4.32)

where A is 3 (N + 1)×3 (N + 1) square matrix while Y and R are 3 (N + 1)×1. Finally

the approximate solution of the system above is obtained by solving equation (4.31)

as:

Yr+1 = Ã
−1

R̃, (4.33)

Ã is the transformed matrix of A and R̃ is the transformed vector of R after imposed

the boundary conditions. The initial conditions are imposed on the first, and (N + 1)th

rows of Ai,j and Ri,r. The error of the solution at each iteration r can be calculated

by comparing the solutions fr, Θr, Φr at the current iteration to the the solutions

fr−1, Θr−1, Φr−1 at the previous iteration. We define the following relative error

formula using the infinity norm

Er,N,η∞ =
‖∆r −∆r−1‖∞
‖∆r−1‖∞

× 100. (4.34)

The relative error depends on the iteration r, number of grid points (which is a value

chosen to be large enough to numerically approximate infinity.

4.4 Results and Discussions

The problem of laminar flow of a nano-fluid due to a wavy surface has been analyzed.

We used spectral quasi-linearisation scheme to solve the governing equations. The

accuracy of the method and the effects of some physical parameters shown in tab-

ular and graphically. Fig. 4.1 shows the effects of buoyancy parameter Nr on the

velocity profile. With an increase in fluid buoyancy the velocity decreases. Fig. 4.2

illustrates effects of thermophoresis and Brownian motion parameters on the velocity

profile respectively. It is clear that increasing Brownian motion tends to enhancement
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Figure 4.1: Effect of the buoyancy ratio parameter Nr on the velocity of the fluid for

Nb = 0.6, Nt = 0.3, and Le = 1.
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(b) The Velocity profile

Figure 4.2: Effect of the Nb and Nt on f ′(η)for Nr = 0.5, Nb = 0.6, Le = 1 and

Nt = 0.3.
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in the velocity profile. On the other hand the opposite result will be obtained by in-

creasing the thermophoresis. The temperature and the volume fraction are plotted in

Fig. 4.2(a) and (b) for different values of the buoyancy parameter Nr. Fig. 4.3(a)
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(a) Temperature profile
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(b) Concentration profile

Figure 4.3: Effect of Nr on θ(η) and φ(η) respectively for a = 0.8, Nb = 0.6, Le = 1

and Nt = 0.3.

and (b) display the variations of the dimensionless temperature θ(η) and mass volume

fraction for different values of Nr. It is clear that the temperature profile increases

with increasing values of Nr. On the other hand, the mass volume fraction profile in

boundary layer decreases with an increase in Nr. Effect of the thermophoresis param-

eter Nt on both temperature mass volume fraction profiles has been plotted in Fig.

4.4. The thermophoresis force generated by the temperature gradient creates a fast

flow away from the stretching surface. In this way more fluid is heated away from

the surface, and consequently, as Nt increases, the temperature within the boundary

layer increases. The fast flow from the stretching sheet carries with it nanoparticles

leading to an increase in the mass volume fraction boundary layer thickness. The effect

of the random motion of the nanoparticles suspended in the fluid on the temperature

and nanoparticle volume fraction is shown in Fig. 4.5(a) and (b). As expected, the

increased Brownian motion of the nanoparticles carries with it heat and the thickness

of the thermal boundary layer increases. The Brownian motion of the nanoparticles
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Figure 4.4: Effect of the amplitude of Nt on θ(η) and φ(η) respectively for Nr =

0.5, Nb = 0.6, Le = 1 and a = 0.8.
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Figure 4.5: Effect of Nb on θ(η) and φ(η) respectively for Nr = 0.5, a = 0.8, Le = 1

and Nt = 0.3.
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increases thermal transport which is an important mechanism for the enhancement of

thermal conductivity of nanofluids. However, we note that increasing the Brownian

motion parameter leads to a clustering of the nanoparticles near the stretching sheet.

An increase in the Brownian motion of the nanoparticles leads to a decrease in the

mass volume fraction profiles. The axial distribution of the heat and mass volume
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(a) The rate of heat transfer

−10 −5 0 5 10
0.325

0.33

0.335

0.34

0.345

0.35

0.355

a

Φ
′ (
0)

 

 
a =    0
a = 0.15
a =  0.2
a = 0.25

(b) The rate of Nano-mass transfer

Figure 4.6: Effect of the amplitude of the surface wave a on −Θ′(0) and −Φ′(0) re-

spectively for Nr = 0.5, Nb = 0.6, Le = 1 and Nt = 0.3.

fraction transfer coefficients for several values of a are shown in Fig. 4.6 respectively.

We observed that, increasing a decreased both the heat and volume fraction transfer

coefficients. Fig. 4.7 shows effect of the thermophoresis parameter on both the rate

of heat and mass volume fraction transfer coefficients respectively. We observe that an

increase in Nt leads to decrease of the rate of heat transfer coefficient, while the mass

transfer coefficient is relatively sensitive and strongly influenced by the changes in the

thermophoresis parameter.

Fig. 4.8 gives the details of the variation of both the rate of heat and mass volume

fraction transfer coefficients, respectively, for different values of the Brownian motion

Nb. It is clear that an increase in Nb leads to a considerable thinning of the thermal

boundary layer, and thus a reduction in rate of heat transfer. From the same figure

it is evident that as Nb increases, the mass volume fraction boundary layer thickness
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Figure 4.7: Effect of the thermophoresis parameter Nt on −Θ′(0) and −Φ′(0) respec-

tively for Nr = 0.5, Nb = 0.6, Le = 1 and a = 0.8.

−10 −5 0 5 10
0.24

0.26

0.28

0.3

0.32

0.34

0.36

0.38

0.4

0.42

t

Θ
′ (
0)

 

 

Nb = 0.4
Nb = 0.6
Nb = 0.8
Nb =   1

(a) The rate of heat transfer

−10 −5 0 5 10

0.2

0.25

0.3

0.35

0.4

0.45

0.5

0.55

0.6

0.65

t

Φ
′ (
0)

 

 
Nb = 0.4
Nb = 0.6
Nb = 0.8
Nb =   1

(b) The rate of Nano-mass transfer

Figure 4.8: Effect of the Brownian motion parameter Nb on −Θ′(0) and −Φ′(0) re-

spectively for Nr = 0.5, Nt = 0.6, Le = 1 and a = 0.8.
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increases causing a enchantment in the Sherwood number.



Chapter 5

conclusions

We outline the main findings in each chapter and highlight some of the general results

that were found and the conclusions that have been drawn from this work. To solve

the nonlinear equations governed the Convective heat transfer over inverted Cone we

used spectral quasi-linearisation method. The solution obtained through the use of the

SQLM compared with those in the literature review to determine the accuracy and

computational efficiency. We also determined the effect of the power-law index param-

eter on the fluid properties graphically. Also we studied the nano-fluid flow over a wavy

surface with non-controllable nanoparticle flux at the boundary. The governing equa-

tions were solved using the SQLM. The effects of the governing parameters have been

presented graphically. We found that increase in the thermophoresis parameter leads

to decrease of the rate of heat transfer coefficient, while the mass transfer coefficient is

relatively sensitive and strongly influenced by the changes in the thermophoresis pa-

rameter. Increase in the Brownian motion parameter leads to a considerable thinning

of the thermal boundary layer, and thus a reduction in rate of heat transfer. From the

previous mentioned it is evident that as the Brownian motion parameter increases, the

mass volume fraction boundary layer thickness increases causing a enchantment in the

Sherwood number.
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