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Abstract: 

          Discrimination between observations is considered as one of the common methods 

used, because of the large number of applied phenomenon which can be analyzed by way 

of discrimination between observations. There are many methods that can be used to 

discriminate between observations such as the Linear Discriminant Function, The 

Quadratic Discriminant Function or the Binary Logistic Model. There is a modern 

method used for discrimination between observations, it is the Artificial Neural 

Networks. 

          In this study, a comparison between three methods of discrimination has been 

conducted, which are, the Artificial Neural Networks, the Logistic Model and the 

Discriminant Function, and that is for classifying observations into the group belonged 

to, in the manner when some variables don’t follow the normal distribution. That 

comparison is made for the preference between the three methods. The criterion of 

misclassified observations ratio (misclassification ratio), has been used as a comparison 

criterion. 

The problem with research in the comparison between the traditional statistical methods 

that deal with the dependent variables of quality private methods of classification and 

discrimination, such as discriminatory analysis and models logistic regression model and 

comparing the results of the method of artificial neural networks, which is the talk of 

separation between Views method, ie, how to build a statistical model for the rating if the 

variables independent does not follow a normal distribution, or whether a combination of 

quantitative and qualitative variables, The study aimed at identifying the approaches that 

processing models of categorical dependent variables, and making the preference 

between them. Also, the study aims at highlighting on using the Artificial Neural 

Networks in the statistical applications, especially for classification and forecasting, also 

to identify the most important factors that affecting the sufficiency of the family income. 

          The main results of the study; that the suggested models gave similar results 

concerning significance of the impact and importance of the independent variables 

involved in the analysis. The variable “family size” is the most important factor for 

differentiating and discriminating between families’ income concerning the sufficiency, 

where the variable “existence of university students in the family” has no significant 

impact on the sufficiency of family income, also the Artificial Neural Networks method 



 ز

 

obtained the best classification ratio than the Logistic Model and the Discriminant 

Function method. 

          The most prominent recommendation of the study is to making use of the advanced 

statistical methods (Multi-variate analysis method) such as the discriminant function, also 

the modern classification models such as neural networks models for the differentiation 

and discrimination between two groups or more, and that is for all the fields of 

knowledge. 
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