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Abstract 
We study the Toeplitz and asymptotic Toeplitz operators on Hardy 

space of the multidisk. The commuting and products of Toeplitz operators 

on the polydisk are determined. The Coburn-Simonenko theorem for 

Toeplitz operators acting between Hardy type subspaces of different Banach 

function spaces with Toeplitness of composition operators in several 

variables and Toeplitz projections with essential commutants are explained. 

The operator theory, the Berger-Shaw theorem and a Coburn type theorem 

in the Hardy space and module over the bidisk are given. The pointwise 

multipliers of Orlicz function spaces and factorization are introduced. The 

Toeplitz operators with the density of analytic polynomials and Brown-

Holmos theorem for a pair of abstract Hardy spaces are dealt with.   
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 الخلاصة
 

قمنا بدراسة مؤثرات تبولیتز ومؤثرات تبولیتز المقاربة على فضاء ھاردي للقرص 

المتعدد. تم تحدید مؤثرات تبولیتز التبدیلیة والضربیة على القرص المتعدد. قمنا بشرح مبرھنة 

سیمونینكو لمؤثرات تبولیتز الممثلة بین الفضاءات الجزئیة نوع ھاردي لفضاءات  –كوبیرن 

دالة باناخ المختلفة مع مؤثرات تبولیتز ومؤثرت التركیب في المتغیرات المتعددة ومساقط 

المبرھنة شو و –تبولیتز مع المبدلات الأساسیة. قمنا بإعطاء نظریة المؤثر ومبرھنة بیرجیر 

ضاء ھاردي والمقیاس فوق القرص الثنائي. تم إدخال المضاریب النقطیة نوع كوبیرن في ف

لفضاءات دالة أورلیش والتحلیل الى عوامل. تعاملنا مع مؤثرات تبولیتز مع الكثافة لكثیرات 

  ھالموس لأجل زوج من فضاءات ھاردي المجردة. –الحدود التحلیلیة ومبرھنة بروین 
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Introduction 
An asymptotic Toeplitz is an operator ܶ such the sequence {ܷ∗௡ܷܶ௡} is 

strongly convergent, where ܷ is the unilateral shift. Every element of the norm-
closed algebra generated by all Toeplitz and Hankel opertors together is an 
asymptotic Toeplitz operator. We obtain characterizations of (essentially) 
commuting Toeplitz operators with pluriharmonic symbols on the Bergman space 
of the polydisk. We study products of Toeplitz operators on the Hardy space of 
the polydisk. We show that ௙ܶ ௚ܶ = 0 if and only if ௙ܶ ௚ܶ is a finite rank if and 
only if ௙ܶ or ௚ܶ is zero.  

We identify the vector valued Hardy space with the Hardy space over the 
Bidisk and construct a universal model for the contractive analytic functions. It 
is well known that the Hardy space over the bidisk ॰ଶ is an ܣ(॰ଶ) module and 
that ܣ(॰ଶ) is contained in ܪଶ(॰ଶ). Suppose (ℎ) ⊂  is the principal ideal (॰ଶ)ܣ
generated by a polynomial ℎ, then its closure [ℎ]൫⊂  ଶ(॰ଶ)൯ and the quotientܪ
ଶ(॰ଶ)ܪ ⊝ [ℎ] are both ܣ(॰ଶ) modules. We let ܴ௭ , ܴ௪ be the actions of the 
coordinate functions ݖ and ݓ on [ℎ], and let ܵ௭ , ܵ௪ be the actions of ݖ and ݓ on 
ଶ(॰ଶ)ܪ ⊝ [ℎ].  

For ܺ be a Banach function space over the unit circle ॻ and let [ܺ] be the 
abstract Hardy space built upon ܺ. If the Riesz projection ܲ is bounded on ܺ and 
ܽ ∈ ஶ, then the Toeplitz operator ௔݂ܶܮ = (݂ܽ) is bounded on [ܺ]. We extend 
well-known results by Brown and Halmos for ܺ =  be a rectifiable ߁ ଶ.  Forܮ
Jordan curve, let ܺ and ܻ be two reflexive Banach function spaces over ߁ such 
that the Cauchy singular integral operator ܵ is bounded on each of them, and let 
,ܺ)ܯ ܻ) denote the space of pointwise multipliers from ܺ to ܻ. Consider the 
Riesz projection ܲ = ܫ) + ܵ)/2, the corresponding Hardy type subspaces ܲ ܺ and 
ܻܲ, and the Toeplitz operator ܶ(ܽ) ∶ ܲܺ → ܻܲ defined by ܶ(ܽ)݂ = ܲ(݂ܽ) for a 
symbol ܽ ∈ ,ܺ)ܯ ܻ). We show that if ܺ ↪ ܻ and ܽ ∈ ,ܺ)ܯ ܻ)\{0}, then ܶ(ܽ) ∈
ℒ(ܲܺ, ܻܲ) has a trivial kernel in ܲܺ or a dense image in ܻܲ. 

Motivated by the work of Nazarov and Shapiro on the unit disk, we study 
asymptotic Toeplitzness of composition operators on the Hardy space of the unit 
sphere in ℂ௡.  We construct a Toeplitz projection for every regular ܣ-isometry 
ܶ ∈  ௡ on a complex Hilbert space Hand use it to determine the essential(ℋ)ܤ
commutant of the set of all analytic Toeplitz operators formed with respect to an 
essentially normal regular ܣ-isometry. We show that the Toeplitz projection 
annihilates the compact operators if and only if ܶ possesses no joint eigenvalues. 
We initiate a study of Toeplitz operators and asymptotic Toeplitz operators on 
the Hardy space ܪଶ(॰௡) (over the unit polydisc ॰௡  in ℂ௡). Our main results on 
Toeplitz and asymptotic Toeplitz operators can be stated as follows: Let ௭ܶ೔ 
denote the multiplication operator on ܪଶ(॰௡) by the ݅௧௛  coordinate function 
,௜ݖ ݅ = 1, . . . , ݊, and let ܶ be a bounded linear operator on ܪଶ(॰௡).  

We show a continuation of a project of developing a systematic operator 
theory in ܪଶ(ܦଶ). A large part of it is devoted to a study of evaluation operator 
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which is a very useful tool in the theory. A number of elementary properties of 
the evaluation operator are exhibited, and these properties are used to derive 
results in other topics such as interpretation of characteristic operator function in 
 .spectral equivalence, compactness and compressions of shift operators ,(ଶܦ)ଶܪ
A famous theorem of Coburn says that a nonzero Toeplitz operator on the Hardy 
space of the unit disk is injective or its adjoint operator is injective. We study the 
corresponding problem on the Hardy space of the bidisk.  

We show that the space of pointwise multipliers between two distinct 
Musielak–Orlicz spaces is another Musielak–Orlicz space and the function 
defining it is given by an appropriately generalized Legendre transform.  Let {ܨ௡} 
be the sequence of the Fejér kernels on the unit circle ॻ. It was proved that if ܺ 
is a separable Banach function space on ॻ such that the Hardy-Littlewood 
maximal operator ܯ is bounded on its associate space ܺᇱ, then ‖݂ ∗ ௡ܨ − ݂‖௑ →
0 for every ݂ ∈ ܺ as ݊ → ∞. This implies that the set of analytic polynomials ஺࣪ 
is dense in the abstract Hardy space ܪ[ܺ] built upon a separable Banach function 
space ܺ such that ܯ is bounded on ܺᇱ.  Let ܪ[ܺ] and ܪ[ܻ] be abstract Hardy 
spaces built upon Banach function spaces Xand Yover the unit circle ॻ. We prove 
an analogue of the Brown–Halmos theorem for Toeplitz operators ௔ܶ acting from 
 under the only assumption that the space ܺ is separable and the [ܻ]ܪ to [ܺ]ܪ
Riesz projection ܲ is bounded on the space ܻ.  
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Chapter 1 
Asymptotic with Commuting and Products of Toeplitz Operators on the Polydisk 

We study the relations among Hankel algebra, the classical Toeplitz algebra, the 
set of all asymptotic Toeplitz operators, and the essential commutant of the unilateral 
shift. They offer several examples of operators in some of these classes but not in others. 
We show that commuting and essential commuting properties are the same for 
dimensions bigger than 2, while they are not for dimensions less than or equal to 2. Also, 
the corresponding results for semi-commutators are obtained. We show that the product 

௙ܶ ௚ܶ is still a Toeplitz operator if and only if there is a ℎ ∈ ஶ(ܶ௡) such that ௙ܶܮ ௚ܶ − ௛ܶ 
is a finite rank operator. We also show that there are no compact semi-commutators with 
symbols pluriharmonic on the polydisk. 

 

Section (1.1): Asymptotic Toeplitz Operators:  
What is the essential commutant of the unilateral shift? The experts are convinced 

that, whatever it is, it is huge. The purpose of this paper is to call attention to an 
asymptotic property of some operators, use that property to show that certain concrete 
operators that do not belong to the Toeplitz algebra do belong to the essential commutant 
of the shift, discuss some related examples, and pose a few unsolved problems. 

The underlying Hilbert space is ࡴଶ  of the unit circle. The unilateral shift ܷ is 
defined on ࡴଶ by ܷ݂(ݖ) =  The essential commutant of ܷ is, by definition, the .(ݖ)݂ݖ
set ࡱ of all those operators ܶ on ࡴଶ for which ܷܶ − ܷܶ ∈  is the ideal of ࡷ where) ࡷ
all compact operators on ࡴଶ). 

Since ܷ is essentially unitary (i.e., both ܷ ∗ܷ and ܷ ܷ∗ are congruent to 1 mod ࡷ), 
it follows that ܶ ∈ ܷܶ∗ܷ if and only if ࡱ − ܶ ∈  This reformulation of the definition .ࡷ
of ࡱ is convenient in matrix calculations. (For operators on ࡴଶ, all matrices in the sequel 
will be formed with respect to the basis {݁଴, ݁ଵ, ݁ଶ , . . . } defined by ݁௡(ݖ) = ௡ݖ , ݊ =
0,1,2, … ) Since, in terms of the Kronecker delta, the matrix of ܷ is ൫ߜ௜,௝ାଵ൯, the matrix 
of a product ܷܶ is obtained from the matrix of ܶ by erasing the first column, and the 
matrix of ܷ∗ܶ is obtained from that of ܶ by erasing the first row. (Caution: "erase" 
means literally what it says; it does not mean "replace by 0'ݏ".) The matrix of ܷ∗ܷܶ, 
therefore, is obtained from that of ܶ by "moving one step to the southeast"; to say that 
ܶ ∈  .the matrix is not changed by the move ,ࡷ is the same as to say that, mod ࡱ

The essential commutant of every operator is a norm-closed algebra. Since ࡱ 
contains every Toeplitz operator (recall a possible definition: ܷ ∗ܷܶ = ܶ), it follows that 
the Toeplitz algebra (the norm-closed algebra ࢀ generated by the set of all Toeplitz 
operators) is included in ࡱ. Question, with a not immediately obvious answer: is ࡱ equal 
to ࢀ? The experts' conviction (ࡱ is huge) means, among other things, that the answer is 
no; some concrete examples of operators in ࡱ but not in ࢀ will become visible presently. 
(The most important earlier work on a closely related problem is [3].) 

In view of the role that ࡷ plays in the definition of essential commutativity, the 
relation ࡷ ⊂ ࢀ is even more obvious than the relation ࡱ ⊂  It is not only obvious: it .ࡱ
contains no new information. Reason: ࡷ ⊂  This inclusion can be inferred from a .ࢀ
sophisticated fact about irreducible ܥ∗-algebras [4, p. 141], or can be proved directly. 
[Note that since ܷ is essentially unitary, it follows that ࡱ is closed under the formation 
of adjoints and is therefore a ܥ∗-algebra. Since ܷ is irreducible and ܷ ∈  it follows ,ࡱ
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that ࡱ is irreducible.] Here is an elementary direct proof. Since ܷ ∈ ܧ therefore ,ࢀ =
1 − ܷܷ∗ ∈ is, in fact, the projection ݁଴ ܧ the operator ;ࢀ ⊗ ݁଴ of rank 1. For arbitrary 
operators ܵ and ܶ, the product ܵ(݁଴ ⊗ ݁଴)ܶ is equal to (ܵ݁଴) ⊗ (ܶ∗݁଴); it follows that 
if ܵ and ܶ are in ࢀ, then so is (ܵ݁଴) ⊗ (ܶ∗݁଴). If, in particular, ݌ and ݍ are arbitrary 
polynomials, and if ܵ = ܶ and (ܷ)݌ = (଴݁(ܷ)݌) then ,∗(ܷ)ݍ ⊗ (଴݁(ܷ)ݍ) ∈  Since .ࢀ
the set of all vectors obtained by applying a polynomial in ܷ to ݁଴  is dense in ࡴଶ , it 
follows that every operator of rank 1 is in ࢀ, and so therefore is every compact operator. 

If ߮ ∈  ఝ for the multiplication operator defined onܯ ஶ of the unit circle, writeܮ
ఝ݂ܯ ଶ byܮ = ݂߮, and ఝܶ for the compression defined on ࡴଶ by ఝ݂ܶ =  ఝ݂ (whereܯܲ
ܲ is the projection from ࡸଶ  onto ࡴଶ). The compression ఝܶ is a Toephtz operator, and 
every Toeplitz operator is obtained this way. If ܯఝ is expressed as an operator matrix 
with respect to the decomposition ࡸଶ = ଶ఼ܪ ⊕  ଶ, the result is of the formࡴ

ఝܯ = ൬ ఝܶ෥ ఝܪ
ఝ෥ܪ ఝܶ

൰, 

where ෤߮(ݖ) =  the diagonal entries are Toeplitz operators, and the others are ,(∗ݖ)߮
Hankel operators. (The latter can be defined by this remark; alternatively a Hankel 
operator ܪ is one for which ܷ∗ܪ = ఝటܯ ஶ, thenܮ If ߮ and ߰ are in (.ܷܪ = ఝܯ +  ,టܯ
and therefore (mulitply matrices and compare lower right corners) 

ఝܶట = ఝܶ టܶ + ఝ෥ܪ  ట.                                                  (1)ܪ
What is most important about this equation is that the product of two Toeplitz 

operators differs from a Toeplitz operator by the product of the two Hankel operators, 
and every product of two Hankel operators arises in this way. A related formula with a 
related proof (compare upper right corners) can also be useful: 

ఝటܪ = ܶఝ෥ టܪ +  ఝܶట.                                               (2)ܪ
 Hankel operators are an essential part of Toeplitz theory. An effective way to welcome 
them is to consider the Hankel algebra (the norm-closed algebra ࢀା generated by all 
Toeplitz operators and all Hankel operators together). 

It is natural to define an asymptotic Toeplitz operator as an operator ܶ such that 
the sequence {ܷ∗௡ܷܶ௡} is strongly convergent. The limit is clearly a Toeplitz operator, 
and hence of the form ఝܶ for some ߮ in ܮஶ . The function ߮ will be called the symbol 
of ܶ  and will be denoted by ߪ(ܶ). The simplest examples are the Toeplitz operators; the 
next simplest the Hankel operators. 
Lemma (1.1.1)[1]: If ܪ is a Hankel operator, then ܷܪ௡ → 0 (strong). 
Proof. From the matrix point of view the statement is almost obvious: the matrix of 
௡ܷܪ  is obtained from that of ܪ by erasing the first ݊ columns. [Note that each entry 
occurs in a Hankel matrix only a finite number of times.] Alternatively, ܷܪ௡ = ܷ∗௡ܪ, 
and ܷ∗௡ → 0 (strong). 
Theorem (1.1.2)[1]: Every element of the Hankel algebra is an asymptotic Toeplitz 
operator. 
Proof. The main step is to show that if ߮ଵ, … , ߮௞  are in ࡸஶ, if ܶ = ఝܶభ , … , ఝܶೖ , and if 
߮ = ߮ଵ, … , ߮௞ , then ܷ∗௡ܷܶ௡ → ఝܶ (strong). The argument is based on a telescoping 
sum: 

ఝܶభ , … , ఝܶೖ − ఝܶభ ,…,ఝೖ = ఝܶభ ఝܶమ ,…,ఝೖ − ఝܶభ(ఝమ ,…,ఝೖ)                
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                                                   + ఝܶభ൫ ఝܶమ ఝܶయ ,…,ఝೖ − ܶఝమ(ఝయ ,…,ఝೖ)൯ 
                                                          + ఝܶభ ఝܶమ ൫ ఝܶయ ఝܶర ,…,ఝೖ − ఝܶయ(ఝర ,…,ఝೖ )൯ 

+ ⋯  
+ ఝܶభ ఝܶమ … ఝܶೖషమ൫ ఝܶೖషభ ఝܶೖ − ఝܶೖషభఝೖ ൯.            

In view of this, equation (1) implies that  
ܶ − ఝܶ = ܪܪ + + ܪܪܶ  + ܪܪܶܶ  ⋯ +  ܶܶ …  ,ܪܪ ܶ

Where each ܶ on the right side indicates a Toeplitz operator and each ܪ a Hankel 
operator; since the actual subscripts are useless, they are omitted. Multiply by ܷ∗௡ on 
the left and ܷ௡ on the right; since ఝܶ is invariant under that operation, and since (by 
Lemma (1.1.1)) the right side converges strongly to 0 as ݊ → ∞, the main step is 
complete. 

Consider next a finite product all whose factors are either Toeplitz or Hankel 
operators, with at least one Hankel factor present. If the rightmost factor is a Hankel 
operator, the asserted strong convergence (to 0) follows from Lemma (1.1.1). In the 
remaining cases, the first Hankel factor from the right occurs in a context ܶܪ, where, as 
before, the symbols ܪ and ܶ indicate generic Hankel and Toeplitz operators 
respectively. In such a case, use (2) to replace ܶܪ by ܪ −  ,(subscripts still omitted) ܪܶ
and thus replace the given operator by two others, in each of which the rightmost Hankel 
factor is one step nearer to the right end; the desired convergence now follows by 
induction. 

The rest is easy. Let ࢀ଴
ା be the (unclosed) algebra consisting of all finite sums of 

finite products of Toephtz and Hankel operators. If ܶ ∈ ଴ࢀ
ା, convergence follows from 

the strong continuity of operator addition. For norm limits of operators in ࢀ଴
ା, 

convergence follows from the standard techniques of "ఌ
ଷ
" analysis. 

Corollary (1.1.3)[1]: The restriction of the symbol map a to the Hankel algebra is a 
contractive *-homomorphism from ࢀା onto ࡸஶ . 
Proof. That a is a contraction is immediate from the strong lower semicontinuity of 
norm: if ܷ∗௡ܷܶ௡ → ఝܶ (strong), then 

ஶ‖(ܶ)ߪ‖ = ‖߮‖ஶ = ฮ ఝܶฮ ⩽ lim
௡

inf‖ܷ∗௡ܷܶ௡‖ ⩽ ‖ܶ‖. 
That ߪ preserves sums and products in ܂଴

ା follows from the main step in the 
preceding proof; that it preserves sums and products for all operators in the Hankel 
algebra follows from the (norm) continuity of operator addition and multiphcation and 
the (just proved) continuity of ߪ. As for adjoints, there seems to be a difficulty; 
adjunction is not strongly continuous. Suppose, however, that ܶ ∈ ା and ܷ∗௡ܷܶ௡ࢀ →

ఝܶ (strong); the weak continuity of adjunction imphes that ܷ∗௡ܶ∗ܷ௡ → ఝܶ
∗ = ܶఝ∗ . 

(weak). Since ܶ∗ ∈  ା, the sequence {ܷ∗௡ܶ∗ܷ௡} converges strongly to something, sayࢀ
టܶ. Conclusion: ܶట = ఝܶ∗ , and therefore ߪ(ܶ∗) =  .∗(ܶ)ߪ

The symbol map was originally defined for Toeplitz operators only; the existence 
of a homomorphic extension to the entire Hankel algebra yields a slight improvement 
of a curious result of Douglas [5, p. 9]. 
Corollary (1.1.4)[1]: If a finite sum of finite products of Toeplitz or Hankel operators 
is compact, then the corresponding finite sum of finite products of their symbols is zero 
almost everywhere. 
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Proof. If ܭ is compact, then ܷܭ௡
௝݁ = ܭ ௝݁ା௡ → 0 as ݊ → ∞ and therefore (ܭ)ߪ = 0; 

in other words ࡷ ⊂ ker  .ߪ
An important part of Toephtz theory concerns the commutator ideal ࡽ of the 

algebra ࢀ (see [4, p. 181]); the following characterization of ࡽ might be useful. 
Theorem (1.1.5)[1]: An operator ܶ  in the Toeplitz algebra ࢀ belongs to the commutator 
ideal ࡽ of ࢀ if and only if ܷ∗௡ܷܶ௡ → 0 (strong); equivalently ࡽ = ker  .ߪ
Proof. Suppose first that ߮ଵ, … , ߮௞ are in ࡸஶ, ܶ = ఝܶభ , … , ఝܶೖ , and ߰ = ߮ଵ, … , ߮௞. 

Assertion: ܶ − టܶ ∈ ݇ The proof is induction on ݇. For .ࡽ = 1, the assertion is 
trivial. To pass from ݇ − 1 to k assume, temporarily, that ߮௞ =  are ߚ where a and ߚ∗ߙ
in ࡴஶ; then 
ܶ − టܶ = ఝܶభ , … , ఝܶೖషభ ఈܶ∗ఉ − ఝܶభ ,…,ఝೖషభఈ∗ఉ 
        = ఝܶభ , … , ఝܶೖషభ ఈܶ∗ ఉܶ − ఈܶ∗ ఝܶభ ,…,ఝೖషభ ఉܶ 
       = ൫ ఝܶభ , … , ఝܶೖషభ ఈܶ∗ − ఈܶ∗ ఝܶభ,…,ఝೖషభ൯ ఉܶ 

= ൫ൣ ఝܶభ , … , ఝܶೖషభ ఈܶ∗ − ఈܶ∗ ఝܶభ , … , ఝܶೖషభ൧ + ൣ ఈܶ∗ ఝܶభ , … , ఝܶೖషభ − ఈܶ∗ ఝܶభ ,…,ఝೖషభ൧൯ ఉܶ. 
The first square bracket is a commutator, and therefore belongs to ࡽ. The second square 
bracket is ఈܶ∗. times an operator of the same form as ܶ − టܶ except with ݇ − 1 instead 
of ݇, and, consequently, (by the induction hypothesis) it too belongs to ࡽ. At this point 
it seems necessary to use a relatively deep tool, namely the approximation theorem [4, 
p. 163] according to which functions of the form ߚ∗ߙ are dense in ࡸஶ. With the use of 
that theorem the proof of the assertion is obviously complete; if ܶ − టܶ ∈  whenever ࡽ
߮௞ = ܶ then ,ߚ∗ߙ − టܶ ∈  .for all ߮௞ ࡽ

The preceding paragraph implies that if ܶ belongs to the (unclosed) algebra ࢀ଴ 
consisting of all finite sums of finite products of Toeplitz operators, and if ߰ =  ,(ܶ)ߪ
then ܶ − టܶ ∈ ܶ Indeed, suppose that .ࡽ = ଵܶ + ⋯ + ௠ܶ, where each ௝ܶ is a finite 
product of Toeplitz operators. It follows that ߰ = ߰ଵ + ⋯ + ߰௠, where ߰௝ =
൫ߪ ௝ܶ൯, ݆ = 1, . . . , ݉, and hence that ܶ − టܶ = ൫ ଵܶ − ܶటభ൯ + ⋯ + ൫ ௠ܶ − టܶ೘ ൯ ∈  .ࡽ

Suppose now that ܶ is an arbitrary operator in ࢀ with ߪ(ܶ) = 0. Let { ௡ܶ} be a 
sequence, each term of which is an operator in ࢀ଴, such that ௡ܶ → ܶ (norm). If ߰௡ =
)ߪ ௡ܶ), then ߰௡ → 0 in ࡸஶ (because ߪ(ܶ) = 0), and therefore ௡ܶ − టܶ೙ → ܶ (norm). 
Since ௡ܶ − ܶట೙ ∈ ܶ for each ݊ (by the preceding paragraph), it follows that ࡽ ∈  .ࡽ

What was proved so far was that ker ߪ ⊂ /ܶ Since .ࡽ ker  is commutative, the ߪ
reverse inclusion is trivial. 

The condition ܷ∗ܷܶ − ܶ ∈ ܶ is (necessary and) sufficient for ࡷ ∈  the ;ࡱ
condtion that the sequence {ܷ∗௡ܷܶ௡} be strongly convergent is necessary for ܶ ∈  .ࢀ
Are these conditions sharp enough to distinguish between ࡱ and ࢀ? 
Example (1.1.6)[1]: The Hankel operator ܪ whose matrix is (1/(݅ + ݆ + ,((ܫ ݅, ݆ =
0,1,2, . . ., (usually known as the Hilbert matrix) is a famous one; it is quite easy to see 
that it belongs to ࡱ. Indeed, the matrix of ܷ∗ܷܪ is (1/(݅ + ݆ + 3)); the difference 
ܷܪ∗ܷ −  has matrix ܪ

൬
−2

(݅ + ݆ + 1)(݅ + ݆ + 3)൰. 
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Elementary analysis shows that the sum of the squares of all the entries in this difference 
is finite; in other words, ܷ∗ܷܪ −  .is a Hilbert-Schmidt operator ܪ

Conclusion: ܷ∗ܷܪ − ܪ ∈ ܪ so that ,ࡷ ∈  .ࡱ
Is ܪ an asymptotic Toeplitz operator? The answer is yes, and the proof is easy. 
The necessary convergence condition is satisfied, and, for all that is visible at this 

stage, it could be that ܪ ∈  .ࢀ
The fact is that ܪ does belong to the Toeplitz algebra; the proof goes as follows. 
Since 1/(݅ + ݆ + 1) = ∫ ௝ݔ௜ݔ ଵݔ݀

଴ , the matrix of ܪ is a Gramian and therefore 
positive. The operator ܪଶ, being the product of two Hankel operators, belongs to ࢀ (by 
(1)). Since ࢀ is a ܥ∗-algebra, it contains the unique positive square root of each of its 
positive elements, and therefore, in particular, ࢀ contains the positive square root ܪ of 
 .ଶܪ

The Hilbert matrix is an illuminating example, but in an attempt to get new 
information about ࡱ and ࢀ, it turned out to be a failure. It is, however, not a trivial 
failure. It belongs to ࢀ, to be sure (and hence to ࡱ), but not for the trivial reason; it 
doesn't belong to ࡷ.  
Proof. if ௞݂  is the vector in ࡴଶ whose first ݇ coordinates are 1/√݇ and all other 
coordinates are 0 (݇ = 1,2,3, . . . ), then ௞݂  is a unit vector and ௞݂ → 0 (weak). Since 
elementary estimates show that (ܪ ௞݂ , ௞݂) ⩾ ଵ

ଶ
, be compact. the operator ܪ cannot 

Example (1.1.7)[1]: There are some near relatives of the Hilbert matrix that deserve 
examination. For each complex number a of absolute value 1, let ܪఈ  be the operator 
with 

ቆ
௜ା௝ߙ

݅ + ݆ + 1ቇ. 

If ௞݂ is the vector whose initial coordinates are 1/(ߙ௝√݇) (݆ = 0, . . . , ݇ − 1) and all 
other coordinates are 0 (݇ =  1,2,3, . . . ) then, as before, ௞݂  tends to 0 weakly but ܪఈ ௞݂  
does not tend to 0 strongly; the operator ܪఈ is not compact. Does it belong to ࡱ? The 
answer depends on ߙ. If ߙ = ±1, then ܪఈ ∈  .ࡱ ఈ doesn't even belong toܪ otherwise ;ࢀ
Reason: straightforward computation shows that ܷ∗ܪఈܷ −  ఈ is a scalar multiple ofܪ
ఈܷܪ∗ܷ :ఈ plus a compact operator. Consequenceܪ − ఈܪ  is just as non-compact as ܪఈ . 
Example (1.1.8)[1]: The classically important Cesàro operator ܥ is defined by the 
matrix 

⎝

⎜⎜
⎛

1 0 0
1
2

1
2 0

1
3

1
3

1
3

 

 ⋱⎠

⎟⎟
⎞

 

Is ܥ in ࡱ? Yes, it is. Proof (straightforward computation): ܷ∗ܷܥ −  -is a Hilbert ܥ
Schmidt operator. 

Since ܥ is known to be hyponormal [2] and, in fact, subnormal [7], it follows that 
ܶ ଴? Answer: no. Reason: ifࢀ in ܥ is not compact. Question: is ܥ ∈ ܷܶ∗ܷ ଴, thenࢀ − ܶ 
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has finite rank, but ܷ∗ܷܥ −  has a triangular matrix with all diagonal entries different ܥ
from 0, and therefore has infinite rank. 

The preceding two comments are evidence, however weak, that ܥ does not belong 
to ࢀ. There is a bit of evidence that ܥ does not belong to ࢀ, namely that ܥ is an 
asymptotic Toeplitz operator. (In fact (ܥ)ߪ = 0, which shows incidentally that ker ߪ ≠
  .ࡷ
Example (1.1.9)[1]: Which diagonal operators are in ࡱ? Which ones are in ࢀ? (In this 
context a diagonal operator is not just one that can be diagonalized, but one whose 
matrix with respect to the standard basis is diagonal.) 

The answers are easy. If ܶ = diag(ߙ଴, ,ଵߙ ,ଶߙ . . . ), then 
ܷ∗ܷܶ − ܶ = diag(ߙ, ,଴ߙ− ଶߙ − ,ଵߙ ଷߙ − ,ଶߙ . . . ), 

and therefore a necessary and sufficient condition that ܶ ∈ ௡ାଵߙ is that ࡱ − ௡ߙ → 0. 
Since ܷ∗௡ܷܶ௡ = diag(ߙ௡ , ,௡ାଵߙ ,௡ାଶߙ … ), it follows that ܶ is an asymptotic 

Toeplitz operator if and only if the sequence {ߙ௡} is convergent. Note: if {ߙ௡} is 
convergent, then ܶ ∈ ௡ߙ Proof: if an .ࢀ →  then ,ߙ

ܶ = ߙ + diag(ߙ଴ − ,ߙ ଵߙ − ,ߙ ଶߙ − ,ߙ . . . ), 
 and the diagonal summand is compact. Consequence: a diagonal operator is an 
asymptotic Toeplitz operator if and only if it belongs to the Toeplitz algebra. 

Conclusion: ܶ ∈  .is convergent {௡ߙ} if and only if ࢀ
Here at last is a source of decisive examples: to get an operator that is in ࡱ but 

not in ࢀ, just construct a sequence that does not converge but whose first differences 
tend to 0. That is easy, of course; form a sequence that oscillates between 0 and 1 more 
and more slowly. Concrete example: 

0,
1
2

, 0,
1
3

,
2
3

 ,1,
2
3

, 0,
1
4

,
2
4

,
3
4

, 1,
3
4

,
2
4

,
1
4

, 0, … 
Example (1.1.10)[1]: Is the adjoint of an asymptotic Toeplitz operator another one? No, 
not necessarily. 

Consider an isometry ܵ  defined on ࡴଶ by ܵ ݁௡ = ݁ଶ௡ , ݊ = 0,1,2, . . ., and write ܶ =
ܵ∗. It follows that ܶ݁ଶ௡ = ݁௡ and ܶ݁ଶ௡ାଵ = 0, ݊ = 0,1,2, … Consequence: for each ݇, 
the result of applying the "far southeast corner" ܷ∗௡ܷܶ௡ to ݁௞  results in the zero vector. 
Precisely, ܷ∗௡ܷܶ௡݁௞ = 0 as soon as ݊ > ݇. Conclusion: ܷ∗௡ܷܶ௡ → 0 (strong), so that 
ܶ is an asymptotic Toeplitz operator. The adjoint ܶ∗(= ܵ) is not. 

Reason: ܷ∗௡ܷܵ௡݁଴ = ܷ∗௡ܵ݁௡ = ܷ∗௡݁ଶ௡ = ݁௡ , and the sequence {݁௡} is not 
strongly convergent. 
Example (1.1.11)[1]: Is the product of two asymptotic Toephtz operators another one? 
No, not necessarily. An example can be obtained by modifying Example (1.1.9); the 
first such modification was suggested by C. Foiaş. 

Let ܵ௞  be the square matrix of size 2݇ defined as follows: all entries are 0 except 
the first ݇ in the last row, and they are equal to 1/√݇(݇ = 1,2,3, . . . ). Let ܵ be the 
operator whose matrix is the direct sum of all the ௞ܵ’s, and let ܶ be the adjoint of ܵ. 

Since ܵ ݁௡ → 0 as ݊ → 0, it follows that ‖ܷܵ௡݁௞‖ = ‖ܵ݁௡ା௞‖ → 0 as ݊ → ∞, and 
hence that ‖ܷ∗௡ܷܵ௡݁௞‖ → 0 as ݊ → ∞ (for each ݇). This in turn implies that ܵ is an 
asymptotic Toeplitz operator (with ߪ(ܵ) = 0). So far the exact sizes of the boxes ܵ ௞  are 
irrelevant. 
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Consider next the matrix of the operator ܶ. Since the only non-zero entry of ଵܵ
∗ is 

in the first row of ଵܵ
∗, it follows that both ܶ and ܷ∗ܷܶ begin with a column of 0’s, and, 

in fact, so does ܷ∗௡ܷܶ௡ whenever ݊ ⩾ 0. Since the only non-zero entries of ܵଶ
∗ are in 

the first two rows of ܵଶ
∗ it follows that ܷ∗ଶܷܶଶ begins with two columns of 0’s, and so 

does ܷ∗௡ܷܶ௡ whenever ݊ ⩾ 2. Inductively: ܷ∗௡ܷܶ௡ begins with ݇ columns of 0’s 
whenever ݊ ⩾ ݇(݇ + 1). Consequence: ܷ∗௡ܷܶ௡݁௞ = 0 as soon as ݊ ⩾ ݇(݇ + 1) 
(usually sooner—the estimates are generous), so that ܶ is an asymptotic Toeplitz 
operator. 

The product ܵܶ is not an asymptotic Toeplitz operator. Reason: the diagonal 
entries of ܵܶ are 0 most of the time, but 1 infinitely often. This implies that 
ܷ∗௡(ܵܶ)ܷ௡݁଴ = 0 most of the time but ݁଴ infinitely often, and, consequently, that the 
sequence {ܷ∗௡(ܵܶ)ܷ௡} is not strongly convergent. 
Example (1.1.12)[1]: Typically a projection has a diagonal matrix with diagonal entries 
equal to 0 or 1. Such a matrix can correspond to an asymptotic Toeplitz operator only if 
its rank is finite or cofinite. Are there any other asymptotic Toeplitz projections? 

Yes, there are. If ࡹ is a subspace of ࡴଶ  invariant under ܷ, then the projection 
from ࡴଶ onto ࡹ is in the Toeplitz algebra. Reason: by Beurhng's theorem [6, Problem 
125] there exists an inner function ߮  such that ࡹ = ran ఝܶ, it follows that the projection 
in question is the product ఝܶ ఝܶ

∗. (This observation is due to Sheldon Axler.) 
There are asymptotic Toeplitz projections that do not seem to arise in the natural 

ways described in the preceding two paragraphs. Here is one. Let ௞ܶ be the matrix of 
size ݇ all whose entries are equal to ଵ

௞
, and form the matrix 

⎣
⎢
⎢
⎢
⎢
⎡ ଵܶ   

 0  
  ଶܶ

 

 
0   
 ଷܶ  
  ⋱⎦

⎥
⎥
⎥
⎥
⎤

 

that is the direct sum of the sequence obtained by interlacing a sequence of 0's (of size 
1) with the ௞ܶ’s. Clearly the operator ܶ with that matrix is a projection. 

Assertion: it is an asymptotic Toeplitz projection, with ߪ(ܶ) = 0. Reason: if the 
integer ݊ is such that the ݊th column of ܶ  contains the first column of ܶ ௞, then ‖ܶ݁௡‖ =
ඥ݇/݇ଶ = 1√݇; for all larger ݊, the norm ‖ܶ݁௡‖ is even smaller. 

The reason the 0's were inserted into ܶ  was to make it easier to compute ܷ∗ܷܶ −
ܶ. The computation has no virtues other than being easy to carry out. The result is that 
ܷ∗ܷܶ − ܶ is block diagonal, and that the Hilbert-Schmidt norm of the nth block is of 
the order 1/√݊. Conclusion: ܷ∗ܷܶ − ܶ is not a Hilbert-Schmidt operator, but it is at 
least compact, and therefore ܶ ∈  .ା ? Nobody knowsࢀ or to ࢀ Does ܶ belong to .ࡱ
Questions (1.1.13)[1]: Two unsolved test problems have been posed already (see 
Examples (1.1.9) and (1.1.2)); each of them asks whether a certain operator belongs to 
 That seems to be the crux of the matter in much of this subject. The important .ࢀ
question is not "what is ࡱ?" but "what is ࢀ?". There is, after all, a way to decide whether 
or not an operator ܶ belongs to ࡱ; just form ܷ∗ܷܶ − ܶ and see whether it is compact. 
It's debatable whether this should be called an algorithm, but not even anything as good 
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as that is known for ࢀ. The Hilbert matrix yields essentially the only non-trivial known 
example of an operator in ࢀ; all others are either in ࢀ଴, or compact, or both. 

Other non-trivial examples are easy enough to construct (e.g. non-trivial 
continuous functions of operators in ࢀ଴), but the experts seem to agree that the algebra 
 is far from well understood. The four questions below are special cases or ࢀ
reformulations of the general problem of characterizing the Toeplitz algebra. 

The important classes discussed above are: the essential commutant ࡱ, the 
Toeplitz algebra ࢀ, the Hankel algebra ࢀା, and the set ࢀஶ of all asymptotic Toeplitz 
operators. The inclusion relations among them can be summarized by the Venn diagram 
blow. 

 
Operators corresponding to four of the indicated regions are known to exist; 

namely, (a) Example (1.1.9), (b) Example (1.1.7), (c) Example (1.1.10), and, for (d), 
any Toeplitz operator. Till now, however, no operators have been proved to belong to 
the classes (e) and (f). 
Questions (1.1.14)[1]:Is there an operator in ࡱ ∩  ?ࢀ ା that is not inࢀ
Questions (1.1.15)[1]:Is there an operator in ࡱ ∩  ? ାࢀ ஶ that is not inࢀ
For each operator ܶ in the Toeplitz algebra, consider the difference ܷ∗ܷܶ − ܶ, and let 
ࢀ be the set of all such differences. Since ࡰ ⊂ ࡰ it follows that ,ࡱ ⊂  .ࡷ
Questions (1.1.16)[1]:Which compact operators belong to ࡰ? 

The reason the question is interesting is that it is a reformulation of the question 
"which operators belong to ࢀ?". That is, the set ࡰ characterizes ࢀ. More clearly said, an 
operator ܵ belongs to ࢀ if and only if ܷ∗ܷܵ − ܵ belongs to ࡰ. Indeed, if ܵ ∈  then ,ࢀ
ܷ∗ܷܵ − ܵ ∈ ܷܵ∗ܷ ,by definition. If, conversely ࡰ − ܵ ∈  then, by definition, there ,ࡰ
exists an operator ܶ in ࢀ such that ܷ∗ܷܵ − ܵ = ܷ∗ܷܶ − ܶ. It follows that 
ܷ∗(ܵ − ܶ)ܷ = ܵ − ܶ, hence that ܵ − ܶ is a Toephtz operator, and hence that ܵ − ܶ ∈
ܵ :Conclusion .ࢀ ∈  .ࢀ

Example (1.1.12) describes a projection in ࢀஶ, and asks if it is in ࢀ. It would be 
good to know the facts in the general case. 
Questions (1.1.17)[1]:Which projections belong to ࢀ? 

Problems frequently become more manageable, not less, if they are embedded in 
a suitable enlarged context. The last question to be raised here is vague; it isn't easy to 
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formulate a crisp, yes-or-no subquestion, but it might give a hint to a suitably general 
context in which Toeplitz theory can be embedded. 

Begin with the observation that Toephtz operators are the solutions of the 
equation ܷ∗ܷܺ = ܺ. This suggests consideration of the mapping Γ from operators to 
operators defined by 

Γ(ܺ) = ܷ∗ܷܺ 
Toeplitz operators are the "Eigen operators" of Γ corresponding to the eigenvalue 1. 

Vague question: what is the spectral theory of Γ? What, in particular, can be said 
about eigenoperators ܶ (generalized Toeplitz operators), ܷ∗ܷܶ =  corresponding to ,ܶߣ
eigenvalues ߣ other than 1? What algebraic properties do they have, and what can be 
said about algebras generated by such operators? 
Section (1.2): Commuting Toeplitz Operators: 

For ܦ be the unit disk in the complex plane ℂ. For a fixed positive integer ݊, the 
unit polydisk ܦ௡ is the cartesian product of ݊ copies of ܦ. Let ܮ௣ =  denote the (௡ܦ)௣ܮ
usual Lebesgue space with respect to the volume measure ܸ on ܦ௡ normalized to have 
total mass 1. The Bergman space ܣଶ is then the closed subspace of ܮଶ consisting of all 
holomorphic functions on ܦ௡ . Let ܲ be the Bergman projection from ܮଶ onto ܣଶ. For a 
function ݑ ∈ ஶܮ , the Toeplitz operator ௨ܶ with symbol ݑ is defined by 

௨݂ܶ =  (݂ݑ)ܲ
for ݂ ∈ :ଶ. It is clear that ௨ܶܣ ଶܣ →  .ଶ is a bounded linear operatorܣ

We consider the problem of when two Toeplitz operators with pluriharmonic 
symbols commute or essentially commute. Recall that a complexvalued function ݑ ∈
 is said to be pluriharmonic if its restriction to an arbitrary complex line that (௡ܦ)ଶܥ
intersects ܦ௡ is harmonic as a function of single complex variable. So, the notions of 
harmonicity and pluriharmonicity coincide on ܦ. It turns out that every pluriharmonic 
function on ܦ௡ can be expressed, uniquely up to an additive constant, as the sum of a 
holomorphic function and an antiholomorphic function. See Chapter 2 of [15] for 
details. Also, recall that two bounded linear operators ଵܵ, ܵଶ on a Hilbert space ܺ are 
said to be essentially commuting on ܺ if the commutator ଵܵ ଶܵ − ܵଶ ଵܵ is compact on ܺ. 
 The problem of characterizing commuting Topelitz operators has been studied on 
various settings. Axler and Cuckovic [9] first obtained a complete description of 
harmonic symbols of commuting Toeplitz operators on ܦ: If two Toeplitz operators 
with harmonic symbols commute, then either both symbols are holomorphic, or both 
symbols are antiholomorphic, or a nontrivial linear combination of the symbols is 
constant (the converse implication is also true and trivial). Later, some extensions of 
this characterization were obtained on higher-dimensional balls as in [11], [17] or [25]. 
Also, the same problem was considered on the annulus [14] and for more general 
symbols [10]. For related results on the (pluri)harmonic Bergman space, see [13] and 
[18]. 

For essentially commuting Toeplitz operators, Stroetho [21] obtained 
characterizations of harmonic symbols on ܦ. Choe and Lee [12] extended the result of 
Stroetho to pluriharmonic symbols on the ball. On the other hand, the polydisk case was 
studied by Sun and Zheng [22]. However, Sun and Zheng considered holomorphic or 
antiholomorphic symbols only. They proved that given ݂, ݃ ∈  ஶ, the following threeܪ
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conditions are equivalent for ݊ > 1: (i) ௙ܶ and ௚ܶത are commuting, (ii) ௙ܶ and ௚ܶത are 
essentially commuting, (iii) for each ݆ , either ௝߲݂ = 0 or ߲ ௝݃ = 0. Here, ܪஶ denotes the 
class of bounded holomorphic functions on ܦ௡ and ௝߲  denotes the partial differential 
operator with respect to the ݆-th variable. 

Our results obtained characterizations of general pluriharmonic symbols of 
commuting or essentially commuting Toeplitz operators. For ݊ ≥ 3, as in the result of 
Sun and Zheng mentioned above, our results show that the commuting property and the 
essential commuting property are the same for Toeplitz operators with pluriharmonic 
symbols. However, they are different for ݊ = 2. Our method, whose main idea is 
adapted from [12], is entirely different from that of Sun and Zheng. 

Following [19], we say that a complex-valued function ݑ ∈  is (௡ܦ)ଶܥ
݊ −harmonic if ݑ is harmonic in each variable separately. More explicitly, ݑ is 
݊ −harmonic if 

௝߲߲̅௝ݑ = 0,       ݆ = 1,2, … , ݊. 
For a characterization of pluriharmonic symbols of commuting Toeplitz operators, we 
have the following. In what follows ܪ(ܦ௡) denotes the class of all holomorphic 
functions on ܦ௡. 

In addition, we obtain characterizations of functions ݂ , ݃, ℎ, ݇ ∈  for which (௡ܦ)ܪ
݂ ത݇ − ℎ݃̅ is ݊ −harmonic. Before stating our result. 

Let ܫ = {1,2, … , ݊}. For ܬ ⊂  for the set of all holomorphic (ܬ)ܪ we write ,ܫ
functions independent of variables ݖ௝ with ݆ ∈ ଵܬ Also, for .ܬ\ܫ ⊂ ଶܬ ⊂  we write ,ܫ
(ଶܬ)ܪ =  whose power series (at (ଶܬ)ܪ for the set of all holomorphic functions in (ଵܬ)ܪ
the origin) do not contain any nonzero terms in ܪ(ܬଵ). 

Our next result is the essential version of Theorem (1.2.14). To state it, we need 
some more notation. First, we let 

Δ෩௝(ݖ)ݑ = ቀ1 − หݖ௝ห
ଶ

ቁ ௝߲߲̅௝(ݖ)ݑ 
for ݆ = 1, … , ݊ and ݑ ∈ ݆ ௝ denotes theݖ ,Here and elsewhere .(௡ܦ)ଶܥ −th component 
of ݖ ∈ ௡ܦ . Note that ݑ is ݊ −harmonic if and only if ݑ is annihilated by all Δ෩௝ . 
Thus, we will say that ݑ is boundary ݊ −harmonic if lim

௔→డ஽೙
Δ෩௝ݑ(ܽ) = 0 for all ݆. 

Here, ߲ܦ௡ denotes the topological boundary of ܦ௡ . Also, we let Φ denote a class 
of functions related to the maximal ideal space of ܪஶ.  
Theorem (1.2.1)[8]: Let ݑ, ߭ ∈ ݑ ஶ be pluriharmonic symbols and assumeܮ = ݂ +
݃̅, ߭ = ℎ + ത݇ for some ݂, ݃, ℎ, ݇ ∈  Then the following statements are .(௡ܦ)ܪ
equivalent: 

(a) ܶ ௨ and జܶ are essentially commuting on ܣଶ. 
(b) ܶ ௨∘ఝ జܶ∘ఝ = జܶ∘ఝ ௨ܶ∘ఝ on ܣଶ for every ߮ ∈ Φ. 
(c) ݂ ത݇ − ℎ݃̅ is boundary ݊ −harmonic. 

Finally, only for ݊ ≥ 3, we show that the commuting property and the essential 
commuting property of Toeplitz operators with pluriharmonic symbols are equivalent. 
This will follow from Theorem (1.2.11) which asserts that the ݊ −harmonicity and the 
boundary ݊ −harmonicity are equivalent for functions of the form ݂ ത݇ − ℎ݃̅ under 
consideration. 
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Theorem (1.2.2)[8]: (݊ ≥ 3). Let ݑ, ߭ ∈  ஶ be pluriharmonic symbols. Then theܮ
following statements are equivalent: 

(a) ܶ ௨ జܶ = జܶ ௨ܶ on ܣଶ. 
(b) ܶ ௨ and జܶ are essentially commuting on ܣଶ. 

We arranged as follows. We collect basic materials which we need. We prove 
Theorem (1.2.8). Also, we show that the ݊ −harmonicity and the boundary 
݊ −harmonicity of functions of certain forms are equivalent for ݊ ≥ 3. We prove 
Theorem (1.2.14). As an application we obtain a characterization of normal Toeplitz 
operators with pluriharmonic symbols. 

We prove Theorem (1.2.1). As a consequence we obtain Theorem (1.2.2). As an 
application we obtain a characterization of essentially normal Toeplitz operators with 
pluriharmonic symbols. As another application we recover the result of Sun and Zheng 
[22] mentioned above. We modify our arguments used in previous to obtain (essentially) 
semi-commuting Toeplitz operators with pluriharmonic symbols. It turns out that the 
semi-commuting property and the essential semi-commuting property are equivalent for 
݊ ≥ 2. 

We collect several basic facts which we need. 
 Since every point evaluation is a bounded linear functional on ܣଶ, there 

corresponds to every ܽ ∈ ௡ܦ  a unique function ܭ௔ ∈  ଶ which has the followingܣ
reproducing property: 

݂(ܽ) = 〈݂, ݂    ,〈௔ܭ ∈  ଶ,                                               (3)ܣ
where the notation 〈, 〉 denotes the inner product in ܮଶ with respect to the measure ܸ. 
The function ܭ௔  is the well-known Bergman kernel and its explicit formula is given by 

(ݖ)௔ܭ = ෑ
1

൫1 − തܽ௝ݖ௝൯ଶ ,
௡

௝ୀଵ

,ݖ     ܽ ∈  .௡ܦ

The Bergman projection ܲ is the orthogonal projection from ܮଶ onto ܣଶ. Thus, by the 
reproducing property (3), the projection ܲ can be represented by 

ܲ߰(ܽ) = න ഥ௔ܭ߰

 

஽೙

ܸ݀,     ܽ ∈ ௡ܦ , 

for functions ߰ ∈  ଶ. It follows that ܲ naturally extends via the above formula to anܮ
integral operator from ܮଵ into ܪ(ܦ௡). Moreover, we have ݂ܲ =  ݂ for functions ݂ ∈
௣ܣ ,ଵ. Hereܣ = ௣ܮ ∩ :ܲ Also, it is well known that .(௡ܦ)ܪ ௣ܮ → ݌ ௣ is bounded forܣ >
1. See, for example, Theorem 4.2.3 of [26] for details on the disk. 

The same proof works on ܦ௡ . 
 For each ܽ = (ܽଵ, … , ܽ௡) ∈ (ݖ)௡, we let ߮௔ܦ = ቀ߮௔భ

,(ଵݖ) … , ߮௔೙
 ቁ, where(௡ݖ)

each ߮௔೔ is the usual Mobius map on ܦ given by 

߮௔೔
(௜ݖ) =

ܽ௜ − ௜ݖ

1 − തܽ௜ݖ௜
௜ݖ      , ∈  .ܦ

Then ߮௔ ∈ ௡. Moreover, ߮௔ܦ the set of all automorphisms of ,(௠ܦ)ݐݑܣ ∘ ߮௔is the 
identity on ܦ௡. Now, it is clear that if ݑ is ݊ −harmonic, then so is ݑ ∘ ߮௔ for each ܽ ∈
݊ ௡. Therefore, everyܦ −harmonic function ݑ ∈ ଵܮ  satisfies the invariant mean value 
property  
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න(ݑ ∘ ߮௔)ܸ݀
 

஽೙

= ܽ      ,(ܽ)ݑ ∈  .௡ܦ

However, the converse of the invariant mean value property is known to hold only for 
݊ = 1. See [16]. The converse turns out to be true in general with a certain additional 
hypothesis. To state it, we associate with each ݑ ∈  ݑଵ its so-called radialization ℛܮ
defined by 

ℛ(ݖ)ݑ = න ,ଵߞଵݖ)ݑ … , ,ଵߞ)ߪ݀(௡ߞ௡ݖ … , (௡ߞ
 

்೙

 

for ݖ = ,ଵݖ) … , (௡ݖ ∈  ݊ ௡. Here and elsewhere, ܶ௡ denotes the cartesian product ofܦ
copies of the unit circle ܶ and ߪ =  .௡ is the normalized Haar measure on ܶ௡ߪ

The following is taken from Corollary 3.7 of [16]. 
Proposition (1.2.3)[8]: Let ݑ ∈ ݊ is ݑ ଵ. Thenܮ −harmonic on ܦ௡ if and only if 

න(ݑ ∘ ߮௔) ܸ݀
 

஽೙

=   (ܽ)ݑ

and ℛ(ݑ ∘ ߮௔) ∈ ܽ ஶ for everyܮ ∈ ௡ܦ . 
We let ݇௔ denote the normalized kernel, namely, 

݇௔ = ௔ܭ ෑ ቀ1 − ห ௝ܽห
ଶ

ቁ
௡

௝ୀଵ

. 

First, we mention that the set {݇௔: ܽ ∈  ଶ, because itsܣ ௡} spans a dense subset ofܦ
orthogonal complement is {0} by (3). Next, since the real Jacobian of ߮௔ is given by 
|݇௔|ଶ, we have a change-of-variable formula, 

න(ℎ ∘ ߮௔)ܸ݀
 

஽೙

= න ℎ|݇௔|ଶܸ݀
 

஽೙

, ܽ ∈ ௡ܦ ,                                       (4) 

whenever the integrals make sense. In particular, we have by the mean value property 

න ݂|݇௔|ଶܸ݀
 

஽೙

= ݂(ܽ),      ܽ ∈ ௡ܦ ,                                             (5) 

for functions ݂ ∈  .ଵܣ
Given ݌ > 0, the Hardy space ܪ௣ = ݂ is the space of all (௡ܦ)௣ܪ ∈  for (௡ܦ)ܪ

which 

‖݂‖ு೛
௣ = sup

଴ஸ௥ழଵ
න|݂(ߞݎ)|௣

 

்೙

(ߞ)ߪ݀ < ∞. 

By an integration in polar coordinates using ݊ −subharmonicity, we have ܪ௣ ⊂  .௣ܣ
It is well known that if ݂ ∈ (ߞ)݂ ௣, thenܪ = lim

௥→ଵ
 exists at almost all points (ߞݎ)݂

ߞ ∈ ܶ௡ . Moreover, we have log|݂| ∈ ݂ ଵ(ܶ௡) for any nontrivialܮ ∈  ௣. In particular, ifܪ
the boundary function of ݂ ∈  ௣ vanishes on a set of positive measure in ܶ௡, then fܪ
itself must be identically 0 on ܦ௡ . See Theorem 3.4.2 of [19]. 

From the above definition, one can easily verify 
ℛ(݂݃̅) ∈ ஶܮ ,         ݂, ݃ ∈  ଶ.                                            (6)ܪ
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Also, by using the ܮ௣ −boundedness of the Cauchy projection, one can easily verify the 
following. 
Proposition (1.2.4)[8]: Let ݂, ݃ ∈ ݂ and assume (௡ܦ)ܪ + ݃̅ ∈  ஶ. Then we haveܮ
݂, ݃ ∈ ݌ ௣ for allܪ > 0. 

Let ܯ be the maximal ideal space of ܪஶ which is defined to be the set of all 
multiplicative linear functionals on ܪஶ. As is well known, the space ܯ becomes a 
compact Hausdor space as a subset of the dual of ܪஶ with weak-star topology. See 
Theorem 11.9 of [20] for details. Identifying ݖ ∈  ௡ with the multiplicative evaluationܦ
functional ݂ ⟼  .ܯ ௡ as a subset ofܦ we can regard ,(ݖ)݂

Given ݖ ∈  ௡ܦ we can think of ߮௭ as a map from ,ܯ ௡ is a subset ofܦ ௡, sinceܦ
to ܯ. In other words, ߮௭ ∈ ஽೙ܯ . Equipped with product topology, the function space 
஽೙ܯ  is compact by Tychono's theorem. Hence, for any net ൛߮௭ഀൟ of automorphisms, 
there is a subnet ቄ߮௭ഁቅ of ൛߮௭ഀ ൟ such that ߮௭ഁ  converges (pointwise) to a map ߮: ௡ܦ →
   Now, we let .ܯ

Φ = closure{߮௭: ݖ ∈ :௡}\{߮௭ܦ ݖ ∈  {௡ܦ
where the closure is taken in ܯ஽೙ . 

We will use a couple of basic facts concerning the maximal ideal space ܯ and 
the class Φ. First, note that ܪஶ ⊂  via the Gelfand transform. For bounded (ܯ)ܥ
pluriharmonic functions, we have the following. 
Proposition (1.2.5)[8]: Each bounded pluriharmonic function on ܦ௡ extends to a 
continuous function on ܯ. 

We will use the same notation for a bounded pluriharmonic function and its 
continuous extension on ܯ. 
Proposition (1.2.6)[8]: If a net ൛߮௭ഀൟ of automorphisms converges to some ߮ ∈ Φ, then 
for any pluriharmonic function ݑ ∈ ஶܮ , the function ݑ ∘ ߮௭ഀ converges to ݑ ∘ ߮ 
uniformly on every compact subset of ܦ௡. So, ݑ ∘ ߮ ∈  .௡ܦ ஶ is also pluriharmonic onܮ

The above two prsopositions are proved in [24] on the ball. The same proofs work 
on the poly disk and thus proofs are omitted. 

We prove Theorem (1.2.8), which will play an essential role in the proof of 
Theorem (1.2.14). We begin with a simple lemma. 
Lemma (1.2.7)[8]: Suppose ܬ଴, ,ଵܬ ௝݌ Let .ܫ ଶ are pairwise disjoint subsets ofܬ ∈
଴ܬ൫ܪ ∪ ݆ for (଴ܬ)ܪ/௝൯ܬ = 1,2 and assume ݌ଵ + ଶ݌ = 0. Then ݌ଵ = ଶ݌ = 0. 
Proof. Let ݖ௝ = ௥∈௃ೕ(௥ݖ)  for ݆ = 0,1,2. Changing the coordinate system if necessary, 
we may write ݌௝ = ,଴ݖ௝൫݌ ݆ ௝൯ forݖ = 1,2. Now, taking ݖଶ = 0, we have ݌ଵ(ݖ଴, (ଵݖ =

,଴ݖ)ଶ݌ 0) and thus ݌ଵ ∈
ு൫௃బ∪௃ೕ൯

ு(௃బ) ∩ (଴ܬ)ܪ = {0}. So, we have ݌ଵ = ଶ݌ = 0. The proof is 
complete.  

We are now ready to prove Theorem (1.2.8). 
Theorem (1.2.8)[8]: Let ݂, ݃, ℎ, ݇ ∈  Then the following statements are .(௡ܦ)ܪ
equivalent: 

(a) ݂ ത݇ − ℎ݃̅ is ݊ −harmonic. 
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(b) There are pairwise disjoint sets ܫ଴, … , ⋃ ௠ withܫ ௝ܫ
௠
௝ୀ଴ =  for some nonnegative ܫ

integer ݉ ≤ ݊, functions ଴݂, ℎ଴, ݃଴, ݇଴, ,ଵ݌ … , ,௠݌ ,ଵݍ … ,  ,௡ܦ ௠ holomorphic onݍ
and constants ߙଵ, … ,  :௠ with the following propertiesߙ
(b1) ଴݂, ℎ଴, ݃଴, ݇଴ ∈ ௝݌ and (଴ܫ)ܪ , ௝ݍ ∈ ଴ܫ൫ܪ ∪  .݆ for each (଴ܫ)ܪ/௝൯ܫ
(b2) We have 

݂ = ଴݂ + ෍ ௝݌

௠

௝ୀଵ

,    ℎ = ℎ଴ + ෍ ௝݌௝ߙ

௠

௝ୀଵ

, 

݃ = ݃଴ + ෍ ௝ݍ

௠

௝ୀଵ

,    ݇ = ݇଴ + ෍ ௝ݍത௝ߙ

௠

௝ୀଵ

, 

 (b3) For each ݎ ∈  :଴, one of the following four cases holdsܫ
(i) ௥߲ ଴݂ = ௥߲ℎ଴ = 0 and ௥߲݌௝ = 0 for all ݆. 
(ii) ௥߲݇଴ = ௥߲݃଴ = 0 and ߲௥ݍ௝ = 0 for all ݆. 
(iii) ௥߲ ଴݂ = ௥߲݃଴ = 0 and ௥߲݌௝ = ௥߲ݍ௝ = 0 for all ݆. 
(iv) ௥߲݇଴ = ௥߲ℎ଴ = 0 and ߲௥݌௝ = ߲௥ݍ௝ = 0 for all ݆. 

(c) There are subsets ܬଵ, … , for some integer ℓ ܫ ℓ ofܬ ≥ 1, and holomorphic functions 
,ଵܣ … , ,ℓܣ ,ଵܤ … , ௜ܣ ℓ withܤ ∈ ௜ܤ and (௜ܬ)ܪ ∈  for each ݅ such that (௜ܬ\ܫ)ܪ

݂ ത݇ − ℎ݃̅ = ෍ ത௜ܤ௜ܣ

ℓ

௜ୀଵ

 

Proof. First suppose (a) and show (b). So, assume that the function ݂ ത݇ − ℎ݃̅ is 
݊ −harmonic. Then, for each ݎ ∈ we have ௥߲߲௥ഥ ,ܫ ൫݂ ത݇൯ − ௥߲߲௥ഥ (ℎ݃̅) and thus 

(߲௥݂)൫ ௥߲݇തതതതത൯ = ( ௥߲ℎ)൫ ௥߲݃തതതതത൯.                                              (7) 
Let ܫ଴ be the set of all ݎ ∈ )with (߲௥݂) ܫ ௥߲ℎ)( ௥߲݃)( ௥߲݇) = 0. Then, for each ݎ ∉  ଴, weܫ
have 

௥߲ℎ
௥߲݂

= ൬
߲௥݇
߲௥݃

൰ 

and therefore there exists a constant ߚ௥ ≠ 0 such that 
߲௥ℎ = ௥ߚ ௥߲݂,      ௥߲݇ = ௥ߚ ௥߲݃. 

Now, define an equivalence relation on ܫ\ܫ଴ by ݏ~ݎ if and only if ߚ௥ =  ௦ and letߚ
,ଵܫ … ,  ௠ be the equivalence classes induced by ~. It follows that there are nonzeroܫ
constants 1, … , ݉ such that 

௥߲ℎ = ௝ߙ ௥߲݂,     ௥߲݇ = ௝ߙ ௥߲݃,    ݎ ∈  ௝,                                   (8)ܫ
for each ݆ ≥ 1. 

Note that, for ݎ ∈ ,௜ܫ ݏ ∈ ,݅ ௝ withܫ ݆ ≥ 1 and ݅ ≠ ݆, we have 
൫ߙ௜ − ௝൯ߙ ௥߲ ௦߲݂ = ௜ߙ ௥߲ ௦߲݂ − ௝ߙ ௥߲ ௦߲݂ = ௦߲ ௥߲ℎ − ߲௥ ௦߲ℎ = 0 

and thus ߲௥ ௦߲݂ = 0. This means that the power series of ݂ cannot contain any terms 
involving both ݖ௥ and ݖ௦ with ݎ ∈ ,௜ܫ ݏ ∈ ,݅ ௝ wheneverܫ ݆ ≥ 1 and ݅ ≠ ݆. 

Similarly, the same is true for ݃. Also, since ߙ௝ 's are nonzero, the same holds for 
ℎ and ݇. Therefore, we may decompose functions ݂, ݃, ℎ and ݇ as 
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݂ = ෍ ௝݂

௠

௝ୀ଴

,    ݃ = ෍ ݃௝

௠

௝ୀ଴

,    ℎ = ෍ ℎ௝

௠

௝ୀ଴

,     ݇ = ෍ ௝݇

௠

௝ୀ଴

, 

where ଴݂, ݃଴, ℎ଴, ݇଴ ∈ and ௝݂ (଴ܫ)ܪ , ݃௝ , ℎ௝ , ௝݇ ∈ ଴ܫ൫ܪ ∪ ݆ ௝൯ forܫ ≥ 1. Since we have 
଴݂, ݃଴, ℎ଴, ݇଴ ∈ we may further assume ௝݂ ,(଴ܫ)ܪ , ݃௝ , ℎ௝ , ௝݇ ∈ ଴ܫ൫ܪ ∪ ݆ for (଴ܫ)ܪ/௝൯ܫ ≥

1. 
Now, we prove (b1) and (b2). Fix ݆ ≥ 1. Note that we have by(8) 

௥߲൫ℎ௝ − ௝ߙ ௝݂ ൯ = ௥߲൫ℎ − ௝݂൯ߙ = 0 
for all ݎ ∈ ௝. It follows that ℎ௝ܫ − ௝ߙ ௝݂ ∈ ଴ܫ൫ܪ ∪ ௝൯ܫ = (଴ܫ)ܪ ∩ (଴ܫ)ܪ = {0} and thus 
ℎ௝ = ௝ߙ ௝݂ . Similarly, we have ݇ ௝ = ௝݃௝ߙ . Thus, (b1) and (b2) hold with ݌௝ = ௝݂  and ݍ௝ =
݃௝ for ݆ ≥ 1. 

Finally, we prove (b3). Let ݎ ∈  ଴. Then by(7), one of the following four casesܫ
should occur: 

(i)ᇱ  ௥߲݂ = ௥߲ℎ = 0,                  (ii)ᇱ  ௥߲݇ = ௥߲݃ = 0, 
(iii)ᇱ  ௥߲݂ = ߲௥݃ = 0,                (iv)ᇱ  ௥߲݇ = ௥߲ℎ = 0. 

In the case (i)ᇱ, we have by (b2) 

௥߲ ଴݂ + ෍ ௥߲݌௝

௠

௝ୀଵ

= ௥߲ℎ଴ + ෍ ௝݌௝߲௥ߙ

௠

௝ୀଵ

= 0. 

Note that, for each ݆, we have ௥߲݌௝ ∈ ଴ܫ൫ܪ ∪ ௝݌ because ,(଴ܫ)ܪ/௝൯ܫ ∈ ଴ܫ൫ܪ ∪ /௝൯ܫ
Also, we have ௥߲ .(଴ܫ)ܪ ଴݂, ߲௥ℎ଴ ∈  Thus, by repeated applications of Lemma .(଴ܫ)ܪ
(1.2.7), we conclude ߲௥ ଴݂ = ௥߲ℎ଴ = 0 and ௥߲݌௝ = 0 for each ݆, which is just the case 
(i). Similarly, the remaining cases (ii)′ , (iii)′ and (iv)′ correspond to the cases (ii), (iii), 
and (iv), respectively. Therefore, we have (b). 

Now, suppose (b) and show (c). By (b3), given ݎ ∈ ଴, we have either ௥߲ܫ ଴݂ =
௥߲݌௝ = 0 for all ݆ or ߲ ௥݇଴ = ௥߲ݍ௝ = 0 for all ݆. This means that we can decompose ܫ଴ =

ଵܬ ∪ ଵܬ ଶ whereܬ ∩ ଶܬ = ∅ such that ଴݂ ∈ ,(ଵܬ)ܪ ݇଴ ∈ ,(ଶܬ)ܪ ௝݌ ∈ ଵܬ൫ܪ ∪ ,௝൯ܫ ௝ݍ ∈
ଶܬ൫ܪ ∪  ௝൯ for all ݆. Sinceܫ

݂݇ − ෍ ത௝ݍ௝݌௝ߙ

௠

௝ୀଵ

= ௞݂ ത݇଴ + ෍ ௝ߙ ଴݂ݍത௝

௠

௝ୀଵ

+ ෍ ௝݌ ത݇଴

௠

௝ୀଵ

+ ෍ ത௝ݍ௝݌௝ߙ

௠

௜ஷ௝

 

by (b2), we see the function ݂ ത݇ − ∑  ത௝ can be written as a finite sum of functionsݍ௝݌௝ߙ
of desired form. Also, a similar argument shows that the same is true for ℎ݃̅ − ∑  .ത௝ݍ௝݌௝ߙ
Hence, we conclude (c). 

Finally, it is trivial that (c) implies (a). The proof is complete.  
As a special case of Theorem (1.2.8), we have the following consequence. 

Corollary (1.2.8)[8]: Let ݂, ݃ ∈  :Then the following statements are equivalent .(௡ܦ)ܪ
(a) |݂|ଶ − |݃|ଶ is ݊ −harmonic. 
(b) There are pairwise disjoint sets ܫଵ, … , ⋃ ௠ withܫ ௝௠ܫ

௝ୀଵ =  for some positive ܫ
integer ݉ ≤ ݊, functions ݌ଵ, … , ௝݌ ௠ with݌ ∈  ௝൯ for each ݆, and unimodularܫ൫ܪ
constants ߙଵ, … ,  ௠ such thatߙ
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݂ = ෍ ௝݌

௠

௝ୀଵ

,      ݃ = ෍ ௝݌௝ߙ

௠

௝ୀଵ

+  ߣ

 for some constant ߣ. 
Proof. By Theorem (1.2.8) with ℎ = ݃ and ݇ = ݂, we see that |݂|ଶ − |݃|ଶ is 
݊ −harmonic if and only if there are pairwise disjoint sets ܫଵ, … , ⋃ ௠ withܫ ௝௠ܫ

௝ୀଵ =  for ܫ
some nonnegative integer ݉ ≤ ݊, functions ଴݂, ݃଴ ∈ ,ଵߙ constants ,(଴ܫ)ܪ … ,  ௠, andߙ
,ଵ݌ … , ௝݌ ௠ with݌ ∈ ଴ܫ൫ܪ ∪  for each ݆, such that (଴ܫ)ܪ/௝൯ܫ

݂ = ଴݂ + ෍ ௝݌

௠

௝ୀଵ

,      ݃ = ݃଴ + ෍ ௝݌௝ߙ

௠

௝ୀଵ

 

and 
หߙ௝หଶ݌௝ = ௝,    ߲௥݌ ଴݂ = ௥߲݃଴ = ௥߲݌௝ = 0 

for all ݎ ∈ ݆ ଴ andܫ ≥ 1. By the first equation of the above, we may take  
หߙ௝ห = 1.  

By the second equation, we see that functions ଴݂, ݃଴ are constant. Thus, we may 
take ଴݂ = 0, ଴ܫ = ∅ and ݌௝ ∈ ݆ ௝൯ for allܫ൫ܪ ≥ 1. The proof is complete.  

For functions of the form ݂ ത݇ − ℎ݃̅ with a certain regularity, the ݊ −harmonicity 
and the boundary ݊ −harmonicity turn out to be equivalent in the case ݊ ≥ 3, while they 
are different for ݊ = 2. In order to see this, we need the following lemma which might 
be known. A proof is included here for completeness. 
Lemma (1.2.9)[8]: Let ݉, ℓ be integers with 1 ≤ ݉, ℓ ≥ 0 and assume ݂ ∈  .ଶܪ
Then, ߲ଵ

ℓ݂(ݖ,∙) ∈ ݖ for each (௡ି௠ܦ)ଶܪ ∈ ܧ ௠. Furthermore, there exists a setܦ ⊂
ܶ௡ି௠ with ߪ௡ି௠(ܧ) = 1 with the following properties: 

(a) ߲ ଵ
ℓ݂(ݖ, (ߟ = lim

௥→ଵ
߲ଵ

ℓ݂(ݖ, ݖ exists for each (ߟݎ ∈ ߟ ௠ andܦ ∈  .ܧ
(b) The function ߲ଵ

ℓ݂(∙, ߟ ௠ for eachܦ is holomorphic on (ߟ ∈  .ܧ
In the proof below we will use well-known facts about maximal functions. For a 

measurable function ߰ on ܦ௠, let ܰ߰ be the nontangential maximal function of with 
respect to nontangential approach region of a fixed aperture. Also, given ݑ ∈  ,ଵ(ܶ௡ି௠)ܮ
let ݑܯ be the Hardy-Littlewood maximal function of ݑ. As is well-known, the operator 
 ଶ(ܶ௡ି௠). Also, it is well known that if is the Poisson integral of someܮ is bounded on ܯ
ݑ ∈ ߰ܰ ଵ(ܶ௡ି௠), thenܮ ≤  .ݑ independent of ܥ for some constant ݑܯܥ
Proof. Let ݖ = ,ଵݖ) … , (௠ݖ ∈ ߟ ௠ andܦ ∈ ܶ௡ି௠. Let max

ଵஸ௝ஸ௠
หݖ௝ห < ݐ < 1.. 

Then, for arbitrary 0 < > ݎ   1, we have by the Cauchy integral formula 

߲ଵ
ℓ݂(ݖ, (ߟݎ = ℓ! න

,ߞݐ)݂ (ߟݎ
(1 − ଵ̅)ℓߞଵݖଵିݐ ∏ ൫1 − ௝̅൯௠ߞ௝ݖଵିݐ

௝ୀଵ

 

்೘

 (ߞ)௠ߪℓ݀(ଵ̅ߞଵିݐ)

And therefore 

    න ห߲ଵ
ℓ݂(ݖ, ห(ߟݎ

ଶ
(ߟ)௡ି௠ߪ݀

 

்೙ష೘
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≤
ℓܥ

ݐ) − ଵ|)ଶℓݖ| ∏ ൫ݐ − หݖ௝ห൯
ଶ௠

௝ୀଵ

න න|݂(ߞݐ, (ߟ)௡ି௠ߪ݀(ߞ)௠ߪଶ݀|(ߟݎ
 

்೘

 

்೙ష೘

 

                               ≤
ℓܥ

ݐ) − ଵ|)ଶℓݖ| ∏ ൫ݐ − หݖ௝ห൯
ଶ௠

௝ୀଵ

‖݂‖ுమ
ଶ . 

Hence, ߲ଵ
ℓ݂(ݖ,∙) ∈  .(௡ି௠ܦ)ଶܪ

Now, pick a sequence of positive numbers ൛ݐ௝ൟ increasing to 1 and let ܭ௝ =
൛ݐ௝ݖ: ݖ ∈ ݆ ഥ௠ൟ forܦ ≥ 1. Fix ݆ and ݐ௝ < ݐ < 1. Then the above estimate shows 

ห߲ଵ
ℓ݂(ݖ, ห(ݓݎ

ଶ
≤ ௝ܥ න|݂(ߞݐ, (ߞ)௠ߪଶ݀|(ݓݎ

 

்೘

                               (9) 

for all ݖ ∈ ௝ܭ , 0 < ݎ ≤ 1 and ݓ ∈ ௝ܥ ௡ି௠. Here and in what follows, the letterܦ =  (ݐ)௝ܥ
denotes various constants independent of ݂, ,ݖ ݖ Let .ݓ and ݎ ∈ ௠ and 0ܦ < ݎ < 1. 
Then, it follows from(9) that 

ቆsup
௭∈௄ೕ

߲ࣨଵ
ℓ

௭݂,௥(ߟ)ቇ
ଶ

≤ ௝ܥ න ࣨ ௧݂఍,௥(ߟ)ଶ݀ߪ௠(ߞ)
 

்೘

ߟ   , ∈ ܶ௡ି௠ , 

where we use the notation ℎ௭,௥(ݓ) =  ℎ(ݖ,  .௡ܦ for holomorphic functions ℎ on (ݓݎ
Integrating both sides of the above on ܶ௡ି௠, we have 

න ቆsup
௭∈௄ೕ

߲ࣨଵ
ℓ

௭݂,௥(ߟ)ቇ
ଶ 

்೙ష೘

                           (ߟ)௡ି௠ߪ݀

                          ≤ ௝ܥ න න ܰ ௧݂఍,௥(ߟ)ଶ݀ߪ௡ି௠(ߟ)݀ߪ௠(ߞ)
 

்೙ష೘

 

்೘

 

                          ≤ ௝ܥ න න ܯ ௧݂఍,௥(ߟ)ଶ݀ߪ௡ି௠(ߟ)݀ߪ௠(ߞ)
 

்೙ష೘

 

்೘

 

                        ≤ ௝ܥ න න ห ௧݂఍,௥(ߟ)หଶ݀ߪ௡ି௠(ߟ)݀ߪ௠(ߞ)
 

்೙ష೘

 

்೘

 

                           = ௝ܥ න න ,ߞݐ)݂| (ߞ)௠ߪ݀(ߟ)௡ି௠ߪଶ݀|(ߟݎ
 

்೙ష೘

 

்೘

 

≤ ௝‖݂‖ுమܥ
ଶ .                               

Thus, by Fatou's lemma, we have 

න ቆsup
௭∈௄ೕ

߲ࣨଵ
ℓ

௭݂,ଵ(ߟ)ቇ
ଶ 

்೙ష೘

(ߟ)௡ି௠ߪ݀ ≤ ௝‖݂‖ுమܥ
ଶ                           (10) 

Having the above inequality, one may now follow the well-known proof of Fatou's 
theorem to conclude that there exists a set ܧ௝ ⊂ ܶ௡ି௠ with ߪ௡ି௠൫ܧ௝൯ = 1 such that 
nontangential limits of ߲ ଵ

ℓ݂(ݖ,⋅) exist at all points in ܧ௝  for each ݖ ∈ ௝ܭ . Let ܧ = ⋂ ௝ܧ
ஶ
௝ୀଵ . 

Then we still have ߪ௡ି௠(ܧ) = 1 and nontangential limits of ߲ଵ
ℓ݂(ݖ,⋅) exist at all points 

in ܧ for each ݖ ∈  .௠. This proves (a)ܦ
Note that (10) yields 
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sup
௭∈௄ೕ

߲ࣨଵ
ℓ

௭݂,ଵ(ߟ) < ∞ 

for almost all points ߟ in ܶ ௡ି௠. We may assume the above holds for ߟ ∈ ௝ܧ . Thus, given 
a compact set ܭ ⊂  ௠, we haveܦ

sup
௭∈௄

߲ࣨଵ
ℓ

௭݂,ଵ(ߟ) < ∞ 

for each ߟ ∈ ߟ In particular, given .ܧ ∈ we see that functions ߲ଵ ,ܧ
ℓ݂(∙,  form a (ߟݎ

normal family and thus (b) holds. The proof is complete.  
The following is taken from Lemma 9 of [11]. 

Lemma (1.2.10)[8]: Let Ω be a given connected open subset of ℂ௡. If ܣ௜ and 
௜(1ܤ ≤ ݅ ≤ ℓ) are holomorphic functions such that ∑ ௜ܤ௜ܣ

ℓ
௜ୀଵ = 0 on Ω, then 

∑ ℓ(ݓ)௜ܤ(ݖ)௜ܣ
௜ୀଵ = 0 for all ݖ, ݓ ∈ Ω. 

Now, we prove the following theorem, which does not extend to ݊ ≤ 2. For ݊ =
1, it is not hard to find counterexamples. For ݊ = 2, we have a counterexample: 

݂ = −݃ = (1 − ଵ)(1ݖ − ଶ),    ℎݖ = ݇ = (1 + ଵ)(1ݖ +  ଶ).                  (11)ݖ
Theorem (1.2.11)[8]: (݊ ≥ 3). Let ݂, ℎ, ݇, ݃ ∈  ଶ. Then the following statements areܪ
equivalent: 

(a) ݂ ݇ − ℎ݃ is ݊ −harmonic. 
(b) ݂ ݇ − ℎ݃ is boundary ݊ −harmonic. 

Proof. The implication (a) ⟹ (b) is trivial. We prove (b) ⟹ (a). So, assume (b). 
By symmetry we only need to prove 

(߲ଵ݂)൫߲ଵ݇൯ = (߲ଵℎ)൫߲ଵ݃൯.                                             (12) 
First, let us introduce some notation. For simplicity, put ܨ = ߲ଵ݂, ܩ = ߲ଵ݃, ܪ =

߲ଵℎ and ܭ = ߲ଵ݇. Then, by Lemma (1.2.9), there exists a set ܧ ⊂ ܶ with ߪଵ(ܧ) = 1 
such that, given ߟ ∈ ,⋅)ܨ the functions ,ܧ ,(ߟ ,⋅)ܩ ,(ߟ ,⋅)ܪ ,⋅)ܭ and (ߟ  are holomorphic (ߟ
on ܦ௡ିଵ. Also, we may assume that, given ߞ ∈ .)ܨ the functions ,ܧ , ,(⋅,ߞ ,⋅)ܩ ,(⋅,ߞ ⋅)ܪ
, ,⋅)ܭ and (⋅,ߞ ௡ିଵܦ are holomorphic on (⋅,ߞ = ௡ିଶܦ ×  .ܦ

Now, since we have 
lim

௔→డ஽೙
Δ෩ଵ൫݂ത݇ − ℎ݃̅൯ (ܽ) = 0 

by assumption, it follows that 
lim
௧→ଵ

ഥܭܨ) − ,ݖ)(ܩ̅ܪ (ߟݐ = 0 
for all ݖ ∈ ߟ ௡ିଵ andܦ ∈ ܶ. In particular, we obtain 

ഥܭܨ) − ,ݖ)(ܩ̅ܪ (ߟ = 0 
for all ݖ ∈ ߟ ௡ିଵ andܦ ∈  Thus, we have by Lemma (1.2.10) .ܧ

,ݖ)ܨ ,ݓ)ܭ(ߟ (ߟ = ,ݖ)ܪ ,ݓ)ܩ(ߟ  (13)                                        (ߟ
for all ݖ, ݓ ∈ ߟ ௡ିଵ andܦ ∈  .ܧ

Let ܧ௙ be the set of all ߟ ∈ ,⋅)ܨ such that ܧ (ߟ = 0. Define the sets ܧ௚, ௞ܧ ௛ andܧ  
in a similar way. First, consider the case where one of the sets ܧ௙, ,௚ܧ  ௞ is ofܧ ௛ andܧ
positive ߪଵ −measure. Without loss of generality, assume ߪଵ൫ܧ௙൯ > 0. Let ݖ ∈  .௡ିଵܦ
Note that (⋅,ݖ)ܨ ∈  (⋅,ݖ)ܨ by Lemma (1.2.9). Since the boundary function of (ܦ)ଶܪ
vanishes on a set of positive ߪଵ −measure, we have (⋅,ݖ)ܨ = 0 on ܦ. It follows that ܨ =
0 on ܦ௡. Thus, we see from (13) that 
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,ݖ)ܪ ,ݖ)ܩ(ߟ (ߟ = 0 
for all ݖ ∈ ߟ ௡ିଵ andܦ ∈ ݖ This means that, for each .ܧ ∈  ௡ିଵ, the boundary functionܦ
of (⋅,ݖ)ܩ(⋅,ݖ)ܪ ∈ ܩܪ ,Hence .ܧ vanishes on (ܦ)ଵܪ = 0 on ܦ௡ . So, we have (12). 

Now, assume that all the sets ܧ௙, ,௚ܧ ଵߪ ௞ are ofܧ ௛ andܧ −measure 0. We may 
further assume that, for each ߟ ∈ ,⋅)ܨ all the functions ,ܧ ,(ߟ ,⋅)ܩ ,(ߟ ,⋅)ܪ ,⋅)ܭ and (ߟ  (ߟ
are not identically 0 on ܦ௡ିଵ. Thus, we see from (13) that, for each ߟ ∈  there exists ,ܧ
a constant (ߟ)ߙ such that 

,ܾ)ܨ ,ߣ (ߟ = ,ܾ)ܪ(ߟ)ߙ ,ߣ  (14)                                         (ߟ
for all ܾ ∈ ߣ ௡ିଶ andܦ ∈  .ܦ

Repeating exactly the same argument as above, we may assume that, given ߞ ∈
,⋅)ܨ the functions ,ܧ ,(⋅,ߞ ,⋅)ܪ  ௡ିଵ and there is a constantܦ are not identically 0 on (⋅,ߞ
 such that (ߞ)ߚ

,ܾ)ܨ ,ߞ (ߣ = ,ܾ)ܪ(ߞ)ߚ ,ߞ  (15)                                          (ߣ
for all ܾ ∈ ߣ ௡ିଶ andܦ ∈  .ܦ

Now, choose ܾ଴ ∈  are not identically 0. By (⋅,଴ܾ)ܪ and (⋅,଴ܾ)ܨ ௡ିଶ for whichܦ
Lemma (1.2.9), we have ܨ(ܾ଴,⋅),  it is in this step where we use the) (ଶܦ)ଶܪ(⋅,଴ܾ)ܪ
hypothesis ݊ ≥ 3). Hence, ܨ(ܾ଴,⋅) and ܪ(ܾ଴,⋅) have nonzero boundary values at almost 
all points of ܶଶ. Therefore, we may further assume that ܨ(ܾ଴,⋅) and ܪ(ܾ଴,⋅) have 
nonzero boundary values on ܧ × ,ߟ Thus, given .ܧ ߞ ∈ (ߟ)ߙ we obtain ,ܧ =  by (ߞ)ߚ
(14) and (15). It follows that (ߟ)ߙ =  .ߟ is also independent of ߙ

We now have 
,ݖ)ܨ (ߟ = ,ݖ)ܪߙ  (ߟ

for all ݖ ∈ ߟ ௡ିଵ andܦ ∈ ܨ This yields .ܧ =  ௡ as before. Similarly, we haveܦ on ܪߙ
ܩ =   .So, (12) holds. The proof is complete .ܭതߙ

Now, Theorem (1.2.2) follows from Theorem (1.2.14), Theorem (1.2.1) and 
Theorem (1.2.11). 

Also, as a corollary of the proof of Theorem (1.2.11), we have the following. 
Corollary (1.2.12)[8]: (݊ ≥ 2). Let ݂, ݃ ∈  ଶ. Then the following statements areܪ
equivalent: 

(a) ݂ ݃̅ is ݊ −harmonic. 
(b) ݂ ݃̅ is boundary ݊ −harmonic. 

We prove Theorem (1.2.14). The following fact is very useful for our purpose. 
Proposition (1.2.13)[8]: Let ݂, ݃ ∈ ଶ. If ௝߲݂ܣ = 0 or ௝߲݃ = 0 for each ݆, then we have 

(௔ܭ݂̅݃)ܲ = ݂݃(ܽ)തതതതതതܭ௔                                                  (16) 
for ܽ ∈ ௡ܦ . The converse also holds for ݂, ݃ ∈  .ଶܪ
Proof. Suppose ௝߲݂ = 0 or ௝߲݃ = 0 for each ݆. Then there are disjoint sets ܬଵ,  ଶ withܬ
ଵܬ ∪ ଶܬ = ݂ such that ܫ ∈ ݃ and (ଵܬ)ܪ ∈ ௝ݖ Write .(ଶܬ)ܪ = ௥∈௃ೕ(௥ݖ)  for ݆ = 1,2. By 
changing the coordinate system if needed, we may write ݖ = ,ଵݖ) ݖ ଶ) forݖ ∈  ௡. Byܦ
assumption, we may regard ݂ and ݃ as functions holomorphic on lower-dimensional 
polydisks. That is, we may write ݂(ݖ) = (ݖ)݃ and (ଵݖ)݂ = ݖ for (ଶݖ)݃ ∈  ,௡. Alsoܦ
note ܭ௔(ݖ) = ,ݖ for (ଶݖ)௔మܭ(ଵݖ)௔భܭ ܽ ∈ ௡ܦ . Here, we abuse the notation ܭ௔భ  and ܭ௔మ  
for the kernel functions on the corresponding lower dimensional polydisks. Thus, for 
every ܽ, ݖ ∈  ௡, we haveܦ
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,௔ܭ݂〉 〈௭ܭ݃ = ௔మܭ௔భܭ݂〉 , ௭మܭ௭భܭ݃ 〉 
                         = ௔మܭ〉〈௭భܭ௔భܭ݂〉 ,  〈௭మܭ݃
                         = ௭మܭ݃〉〈௭భܭ௔భܭ݂〉 ,  〈௔మܭ

                                      =  ௭మ(ܽଶ)ܭ (ଶܽ)݃(ଵݖ)௔భܭ(ଵݖ)݂
              =  (ݖ)௔ܭ(ܽ)݃(ݖ)݂

and therefore 
(ݖ)(௔ܭ݂̅݃)ܲ = ,௔ܭ݂̅݃〉 〈௭ܭ = ௔ܭ݂〉  , 〈௭ܭ݃ =  (ݖ)௔ܭതതതതതത(ܽ)݃(ݖ)݂

for every ܽ, ݖ ∈ ௡ܦ . 
Now, let ݂, ݃ ∈ ܽ ଶ and assume (16) holds. Letܪ ∈  .௡ be an arbitrary pointܦ
Then, by (5) we have 

,(௔ܭ݂̅݃)ܲ〉 ݇௔〉 = 〈݂݃(ܽ)തതതതതത݇௔ , ݇௔〉 = ݂(ܽ)݃(ܽ)തതതതതത. 
On the other hand, we have 

,(௔ܭ݂̅݃)ܲ〉 ݇௔〉 = ,௔ܭ݂̅݃〉 ݇௔〉 = න(݂݃̅) ∘ ߮௔

 

஽೙

ܸ݀ 

by (4). It follows that 

න(݂݃̅) ∘ ߮௔

 

஽೙

ܸ݀ = ݂(ܽ)݃(ܽ)തതതതതത. 

Note ℛ൫݂ത݇൯ ∈  ஶ by (6). Now, by Proposition (1.2.3), we conclude that ݂݃̅ isܮ
݊ −harmonic and therefore ௝߲݂ = 0 or ௝߲݃ = 0 for each ݆. This completes the proof.  

We now turn to the proof of Theorem (1.2.14). 
Theorem (1.2.14)[8]: Let ݑ, ߭ ∈ ݑ ஶ be pluriharmonic symbols and assumeܮ = ݂ +
݃, ߭ = ℎ + ത݇ for some ݂, ݃, ℎ, ݇ ∈  Then the following statements are .(௡ܦ)ܪ
equivalent: 

(a) ܶ ௨ జܶ = జܶ ௨ܶ on ܣଶ. 
(b) ݂ ത݇ − ℎ݃̅ is ݊ −harmonic. 

Proof. We first prove (a)⟹ (b). So, assume ௨ܶ జܶ = జܶ ௨ܶ on ܣଶ. 
Since ݑ and ߭ are bounded, the functions ݂, ݃, ℎ and ݇ are all in ܪଶ and hence in ܣଶ by 
Proposition (1.2.4). Fix a point ܽ ∈ ௡ܦ . By Proposition (1.2.13), we have ܲ(݃̅݇௔) =
݃(ܽ)തതതതതത݇௔  and hence 

௙ܶା௚ത݇௔ = ܲ[(݂ + ݃̅)݇௔] = ൣ݂ + ݃(ܽ)തതതതതത൧݇௔ . 
Therefore, we have 

ܶ௛ା௞ത ௙ܶା௚ത݇௔ =  ܲൣ൫ℎ + ത݇൯൫݂ + ݃(ܽ)തതതതതത൯݇௔൧ 
= ݂ℎ݇௔ + ℎ݃(ܽ)തതതതതത݇௔ + ݃(ܽ)തതതതതത ݇(ܽ)തതതതതത݇௔ + ܲ൫݂ ത݇݇௔൯.    

Similarly, we also have 
௙ܶା௚തܶ௛ା௞ത ݇௔ = ݂ℎ݇௔ + ݂݇(ܽ)തതതതതത݇௔ + ݃(ܽ)തതതതതത ݇(ܽ)തതതതതത݇௔ +  ܲ(ℎ݃̅݇௔). 

It follows that 
ൣ ௙ܶା௚തܶ௛ା௞ത − ܶ௛ା௞ത ௙ܶା௚ത൧݇௔ =  ൣ݂݇(ܽ)തതതതതത − ℎ݃(ܽ)തതതതതത൧݇௔ − ܲൣ൫݂ത݇ − ℎ݃̅൯݇௔൧.      (17) 

Since ௙ܶା௚തܶ௛ା௞ത − ܶ௛ା௞ത ௙ܶା௚ത by assumption, we get 
ܲൣ൫݂ ത݇ − ℎ݃̅൯݇௔൧ = ൣ݂݇(ܽ)തതതതതത − ℎ݃(ܽ)തതതതതത൧݇௔. 
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Now, as in the proof of the second part of Proposition (1.2.13), the above leads to the 
݊ −harmonicity of ݂ ത݇ − ℎ݃̅. 

Next, we prove (b)⟹(a). So, assume ݂ ത݇ − ℎ݃̅ is ݊ −harmonic. Note that the set 
{݇௔: ܽ ∈ ଶ. Thus, in order to prove ௨ܶܣ ௡} spans a dense subset ofܦ జܶ = జܶ ௨ܶ, it is 
sufficient to show 

ܲൣ൫݂ത݇ − ℎ݃̅൯݇௔൧ = ൣ݂݇(ܽ)തതതതതത − ℎ݃(ܽ)തതതതതത൧݇௔ ,   ܽ ∈  ௡,                 (18)ܦ
by (17). 

Now, write ݂ ത݇ − ℎ݃̅ = ∑ ത௜ܤ௜ܣ  where ܣ௜, ௜ܤ  are functions as in (c) of Theorem 
(1.2.8). Let ݖ, ܽ ∈  ௡. Then, by Lemma (1.2.10) we haveܦ

തതതതതത(ܽ)݇(ݖ)݂ − ℎ(ݖ)݃(ܽ)തതതതതത = ෍  .ప(ܽ)തതതതതതതܤ(ݖ)௜ܣ
We may assume ܣ௜, ௜ܤ ∈  ଶ. It follows from Proposition (1.2.13) thatܣ

ܲൣ൫݂ത݇ − ℎ݃̅൯݇௔൧(ݖ) = ෍  (ݖ)(ത௜݇௔ܤ௜ܣ)ܲ

                                             = ෍ ప(ܽ)തതതതതതതܤ(ݖ)௜ܣ ݇௔(ݖ) 

                                                              = തതതതതത(ܽ)݇(ݖ)݂ൣ − ℎ(ݖ)݃(ܽ)തതതതതത൧݇௔(ݖ). 
So, we conclude (18), as desired. The proof is complete.  

Note that the adjoint of ௨ܶ is ௨ܶഥ. It follows that ௨ܶ is normal if and only if ܶ ௨ ௨ܶഥ =
௨ܶഥ ௨ܶ . Thus, by Theorem (1.2.14) and Corollary (1.2.8), we have the following. 

Corollary (1.2.15)[8]: Let ݑ ∈  ஶ be a pluriharmonic symbol. Then the followingܮ
statements are equivalent: 

(a) ܶ ௨ is normal on ܣଶ. 
(b) There are pairwise disjoint sets ܫଵ, … , ⋃ ௠ withܫ ௝௠ܫ

௝ୀଵ =  for some positive ܫ
integer ݉ ≤ ݊, functions ݌ଵ, … , ௝݌ ௠ with݌ ∈  ௝൯ for each ݆, and unimodularܫ൫ܪ
constants ߙଵ, … ,  ௠ such thatߙ

ݑ = ෍ ௝݌௝൫ߙ + ௝൯̅݌
௠

௝ୀଵ

+  (19)                                       ߣ

for some constant ߣ. 
We prove Theorem (1.2.1). The proof will be completed by proving the following 

sequence of implications: 
(a) ⟹ (b) ⟹ (c) ⟹ (b) ⟹ (a). 

Since proofs are somewhat long, we will prove each implication separately. 
For the proof of the implication (a) ⟹ (b), we introduce some notation. For each 

ܽ ∈ ଶܮ ௡, we define a linear operator ܷ௔ onܦ  by 
ܷ௔߰ = (߰ ∘ ߮௔)݇௔ 

for ߰ ∈ ଶ. One can readily see that ௔ܷܮ  is an isometry taking ܣଶ onto itself. Also, since 
߮௔ ∘ ߮௔ is the identity on ܦ௡ , one can see that ௔ܷ ௔ܷ  is the identity. Moreover, for ݑ ∈
 ஶ, we haveܮ

௨ܶ∘ఝೌ = ܷ௔ ௨ܷܶ௔,    ܽ ∈  ௡.                                            (20)ܦ
This is proved in [9] on ܦ and the same proof works on ܦ௡ . 
Proof of (a) ⟹ (b). Let ߮ ∈ Φ. Since the set {݇௔: ܽ ∈  ,ଶܣ ௡} spans a dense subset ofܦ
it is sufficient to show that 
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൫ ௨ܶ∘ఝ జܶ∘ఝ − జܶ∘ఝ ௨ܶ∘ఝ൯݇௔ = 0,    ܽ ∈  ௡.                                (21)ܦ
Choose a net {ݓఈ} in ܦ௡ such that ߮௪ഀ → ߮. First, note ݑ ∘ ߮௪ഀ → ݑ ∘ ߮ and ߭ ∘

߮௪ഀ → ߭ ∘ ߮ uniformly on every compact subset of ܦ௡ by Proposition (1.2.6). 
Moreover, since ݑ and ߭ are bounded, we have 

ݑ ∘ ߮௪ഀ → ݑ ∘ ߮,    ߭ ∘ ߮௪ഀ → ߭ ∘ ߮    in ܮଶ . 
Fix ܽ ∈ ௡ܦ . Then it follows from the above that ൫߭ ∘ ߮௪ഀ൯݇௔ → (߭ ∘ ߮)݇௔  in ܮଶ. 

So, ܲൣ൫߭ ∘ ߮௪ഀ൯݇௔൧ → ܲ[(߭ ∘ ߮)݇௔] in ܮଶ. Since ݑ ∘ ߮௪ഀ  is bounded and 
converges point wise to ݑ ∘ ߮, it is not hard to see 

ݑൣܲ ∘ ߮௪ഀܲ൫߭ ∘ ߮௪ഀ݇௔ ൯൧ → ݑ]ܲ ∘ ߮ܲ(߭ ∘ ߮݇௔)]   in  ܮଶ. 
In other words, 

௨ܶ∘ఝೢഀ జܶ∘ఝೢഀ
݇௔ → ௨ܶ∘ఝ జܶ∘ఝ݇௔     in ܮଶ. 

Similarly, we have 
జܶ∘ఝೢഀ ௨ܶ∘ఝೢഀ

݇௔ → జܶ∘ఝ ௨ܶ∘ఝ݇௔     in ܮଶ. 
It follows from (20) that 

ฮ൫ ௨ܶ∘ఝ జܶ∘ఝ − జܶ∘ఝ ௨ܶ∘ఝ൯݇௔ฮ
ଶ

= lim
ఈ

ቛቀ ௨ܶ∘ఝೢഀ జܶ∘ఝೢഀ
− జܶ∘ఝೢഀ ௨ܶ∘ఝೢഀ

ቁ ݇௔ቛ
ଶ
 

                                   = lim
ఈ

ฮܷ௪ഀ
( ௨ܶ జܶ − జܶ ௨ܶ)ܷ௪ഀ ݇௔ฮ

ଶ
 

                            = lim
ఈ

ฮ( ௨ܶ జܶ − జܶ ௨ܶ)ܷ௪ഀ݇௔ฮ
ଶ
 

where ‖ ‖ଶ denotes the ܮଶ −norm. It is easy to see that ܷ௪ഀ݇௔ converges to 0 weakly in 
ଶ. Hence, the compactness of ௨ܶܣ జܶ − జܶ ௨ܶ yields (21). This completes the proof.  

For the proof of equivalence (b) ⟺ (c), we first prove the following lemma. In 
the proof below, we will use the well-known fact that 

 Δ෩௝(ݑ ∘ ߮) = ൫Δ෩௝ݑ൯ ∘ ߮,      ݆ = 1, … , ݊,                                    (22) 
for all ߮ ∈ ݑ and (௡ܦ)ݐݑܣ ∈  .(௡ܦ)ଶܥ
Lemma (1.2.16)[8]: Let ݑ = ݂ + ݃̅, ߭ = ℎ + ത݇  be as in the hypothesis of Theorem 
(1.2.1). 

Suppose ൛߮௪ഀൟ is a net such that ߮௪ഀ → ߮ ∈ Φ. If ݑ ∘ ߮ = ܨ + ,ܩ̅ ߭ ∘ ߮ = ܪ +
,ܨ ഥ whereܭ ,ܩ ,ܪ ܭ ∈  then ,(௡ܦ)ܪ

Δ෩௝൫݂ ത݇ − ℎ݃̅൯ ∘ ߮௪ഀ → Δ෩௝(ܭܨഥ −  (ܩ̅ܪ
for each ݆. 
Proof. Fix ݆. Put ఈ݂ = ݂ ∘ ߮௪ഀ − and ݇ఈ (ఈݓ)݂ = ݇ ∘ ߮௪ഀ −  .for simplicity (ఈݓ)݇

First, by (22), we have 
Δ෩௝൫ ఈ݂ ത݇ఈ − ℎఈ݃̅ఈ൯ = Δ෩௝ൣ൫݂ ത݇ − ℎ݃̅൯ ∘ ߮௪ഀ൧ = Δ෩௝൫݂ ത݇ − ℎ݃̅൯ ∘ ߮௪ഀ  

Thus, it remains to show 
Δ෩௝൫ ఈ݂ ത݇ఈ − ℎఈ݃̅ఈ൯ → Δ෩௝(ܭܨഥ −  (23)                                     (ܩ̅ܪ

Note that 
ݑ ∘ ߮௪ഀ − (ఈݓ)ݑ → ݑ ∘ ߮ − ݑ ∘ ߮(0) 

uniformly on every compact subset of ܦ௡. In particular, since ݑ and ߭ are bounded, 
ݑ ∘ ߮௪ഀ − (ఈݓ)ݑ → ݑ ∘ ߮ − ݑ ∘ ߮(0) in ܮଶ. 

Now, using the ܮଶ −boundedness of the Bergman projection ܲ, we have 
ݑൣܲ ∘ ߮௪ഀ − ൧(ఈݓ)ݑ → ݑ]ܲ ∘ ߮ − ݑ ∘ ߮(0)] in ܮଶ . 
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Note that an application of Proposition (1.2.13) yields 
ݑൣܲ ∘ ߮௪ഀ − ൧(ఈݓ)ݑ = ఈ݂ ݑ]ܲ     , ∘ ߮ − ݑ ∘ ߮(0)] = ܨ −   .(0)ܨ

Hence, ఈ݂ → ܨ − ଶ. It follows that ఈ݂ܮ in (0)ܨ → ܨ −  uniformly on every (0)ܨ
compact subset of ܦ௡ and therefore ௝߲ ఈ݂ → ௝߲ܨ. Applying the same reasoning to ߭̅, we 
have ௝߲݇ఈ → ௝߲ܭ. Since 

Δ෩௝൫ ఈ݂ ത݇ఈ൯(ݖ) = ቀ1 − หݖ௝หଶቁ
ଶ

௝߲ ఈ݂ ௝߲݇ఈ , 
it follows that 

Δ෩௝൫ ఈ݂ ത݇ఈ൯ → ቀ1 − หݖ௝ห
ଶ

ቁ
ଶ

௝߲ܨ ௝߲ܭఈ = Δ෩௝൫ܭܨ൯. 
Similarly, we have Δ෩௝(ℎఈ݃̅ఈ) → Δ෩௝൫ܩܪ൯ Hence, (23) holds. This completes the proof.  

We now prove that (b) implies (c) and vice versa. 
Proof of (b) ⟹ (c). It is sufficient to show that, for a given net {ݓఈ} such that ߮௪ഀ → ߮ 
for some ߮ ∈ Φ, 

Δ෩௝൫݂ത݇ − ℎ݃̅൯(ݓఈ) → 0                                               (24) 
holds for each ݆ . So, fix a net {ݓఈ} such that ߮௪ഀ → ߮ for some ߮ ∈ Φ and let ܨ, ,ܩ ,ܪ  ܭ
be as in Lemma (1.1.16). Since ௨ܶ∘ఝ and జܶ∘ఝ commute by assumption, Theorem 
(1.2.14) shows the function ܭܨഥ − ݊ is ܩ̅ܪ −harmonic. Hence Δ෩௝(ܭܨഥ − (ܩ̅ܪ = 0 for 
each ݆. Consequently, by Lemma (1.1.16) with evaluation at the origin, we have (24) as 
desired. The proof is complete.  
Proof of (c) ⟹ (b). Let ߮ ∈ Φ and assume ߮௪ഀ → ߮. Let ݑ ∘ ߮ = ܨ + ߭ and ܩ̅ = ܪ +
ܽ ഥ as before. Fix an arbitrary pointܭ ∈ ఈݖ ௡ and putܦ = ߮௪ഀ

(ܽ). 
Since ߮௔ ∘ ߮௪ഀ ∘ ߮௭ഀ  fixes the origin, it is a unitary transformation, say (݊ܦ)ݐݑܣ

௔ܷ,ఈ. Thus we have 
߮௭ഀ = ߮௪ഀ ∘ ߮௔ ∘ ܷ௔,ఈ.                                            (25) 

Since the set of all unitary transformations is compact, we may assume ܷ௔,ఈ converges 
to some unitary transformation ܷ ௔ . Now, for a given function ߰ ∈ ஶܪ , since ߰ ∘ ߮௪ഀ →
߰ ∘ ߮ uniformly on every compact subset of ܦ௡ and ߮௔ ∘ ܷ௔,ఈ → ߮௔ ∘ ܷ௔, we see that  
߰ ∘ ߮௪ഀ ∘ ߮௔ ∘ ܷ௔,ఈ → ߰ ∘ ߮ ∘ ߮௔ ∘ ܷ௔. This, together with (25), shows ߮ ௭ഀ → ෤߮ where 
෤߮ = ߮ ∘ ߮௔ ∘ ܷ௔. By the same argument, we have ݑ ∘ ߮௭ഀ → ݑ ∘ ෤߮  and ߭ ∘ ߮௭ഀ → ߭ ∘ ෤߮  
uniformly on every compact subset of ܦ௡. Note that ߮ ∈ Φ implies ݓఈ →  ௡ and thusܦ߲
ఈݖ → ௡ܦ߲ . So, ෤߮ ∈ Φ. 

Now, since ݑ ∘ ෤߮ = ܨ ∘ ߮௔ ∘ ܷ௔ + ܩ ∘ ߮௔ ∘ ௔ܷ  and ߭ ∘ ෤߮ = ܪ ∘ ߮௔ ∘ ܷ௔ +
ܭ ∘ ߮௔ ∘ ܷ௔, it follows from Lemma (1.1.16) and (22) that 

0 = lim
ఈ

Δ෩௝ ൣ݂ ത݇ − ℎ݃̅൧(ݖ) 
                    = Δ෩௝[(ܭܨഥ − (ܩ̅ܪ ∘ ߮௔ ∘ ܷ௔](0) 

                 = Δ෩௝[ܭܨഥ − ൫߮௔[ܩ̅ܪ ∘ ܷ௔(0)൯ 
= Δ෩௝[ܭܨഥ −   (ܽ)[ܩ̅ܪ

for all ݆. So, the function ܭܨഥ − ݊ is ܩ̅ܪ −harmonic. Thus, ௨ܶ∘ఝ and జܶ∘ఝ commute by 
Theorem (1.2.14). The proof is complete.  
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For the proof of the implication (b) ⟹ (a), we introduce some notation. Given a 
pair of bounded pluriharmonic symbols ݑ = ݂ + ݃̅ and ߭ = ℎ + ത݇ where ݂, ݃, ℎ, ݇ ∈
 we let ,(௡ܦ)ܪ

ܴ௨,జ(ݖ, ܽ) = ൫݂(ݖ) − ݂(ܽ)൯൫݇(ݖ)തതതതതത − ݇(ܽ)തതതതതത൯ − ൫ℎ(ݖ) − ℎ(ܽ)൯൫݃(ݖ)തതതതതത − ݃(ܽ)തതതതതത൯  
for ݖ, ܽ ∈  ௡. The significance of the function ܴ௨,జ lies in the fact that the commutatorܦ

௨ܶ జܶ − జܶ ௨ܶ can be expressed as an integral operator given by 

( ௨ܶ జܶ − జܶ ௨ܶ)(ܽ) = න ܴ௨,జ(ݖ, ܽ)݇(ܽ)തതതതതത߰(ݖ) ܸ݀(ݖ)
 

஽೙

                       (26) 

for ߰ ∈ ܽ ଶ andܣ ∈ ௡ܦ . Recall that the functions ݂, ݃, ℎ and ݇ are all in ܪ௣ and hence 
in ܣ௣ for all ݌ > 0 by Proposition (1.2.4). In particular, we have ܴ(∙, ܽ) ∈  ଶ for eachܮ
fixed ܽ ∈  ௡. Thus, the above integral is well defined. The above representation is wellܦ
known. See, for example, [12] for details on the ball. The same proof works on ܦ௡. 

Finally, we prove that (b) implies (a). 
Proof of (b) ⟹ (a). Put ܴ = ܴ௨,జ and ܴఝ = ܴ௨∘ఝ,జ∘ఝ for ߮ ∈ Φ. First, we claim the 
following: 

lim
௔→డ஽೙

inf
ఝ∈஍

නหܴ(߮௔(ݖ), ܽ) − ܴఝ(ݖ, ܽ)ห
ଵସ

 

஽೙

(ݖ)ܸ݀ = 0.                       (27) 

Suppose not. Then there exists a net {ݓఈ} such that ݓఈ →  ௡ andܦ߲

 inf
ఝ∈஍

නหܴ൫߮௪ഀ
,(ݖ) ఈ൯ݓ − ܴఝ(ݖ, ܽ)หଵସ

 

஽೙

(ݖ)ܸ݀ > 0                         (28) 

for all ݓఈ . Now, by taking a subnet if necessary, we may assume ߮௪ഀ → ߮ for some 
߮ ∈ Φ. Note that 

ݑ ∘ ߮௪ഀ − (ఈݓ)ݑ → ݑ ∘ ߮ − ݑ ∘ ߮(0) 
uniformly on every compact subset of ܦ௡. In particular, since ݑ and ߭ are bounded, 

ݑ ∘ ߮௪ഀ − (ఈݓ)ݑ → ݑ ∘ ߮ − ݑ ∘ ߮(0) in  ܮଶ଼. 
Now, using the ܮ௣ −boundedness of the Bergman projection ܲ for ݌ > 1, we have in 
particular 

ݑൣܲ ∘ ߮௪ഀ − ൧(ఈݓ)ݑ → ݑ]ܲ ∘ ߮ − ݑ ∘ ߮(0)] in   ܮଶ଼. 
On the other hand, letting ݑ ∘ ߮ = ܨ + ߭ and ܩ̅ ∘ ߮ = ܪ +  ഥ, we see that an applicationܭ
of Proposition (1.2.13) yields 

ݑൣܲ ∘ ߮௪ഀ − ൧(ఈݓ)ݑ = ݂ ∘ ߮௪ഀ − ݑ]ܲ     ,(ఈݓ)݂ ∘ ߮ − ݑ ∘ ߮(0)] = ܨ −  .(0)ܨ
Hence, ݂ ∘ ߮௪ഀ − (ఈݓ)݂ → ܨ − ݇ ଶ଼. Similarly, we haveܮ in (0)ܨ ∘ ߮௪ഀ − (ఈݓ)݇ →
ܭ −  ଶ଼. It follows thatܮ in (0)ܭ

ൣ݂ ∘ ߮௪ഀ − ൧ൣ݇(ఈݓ)݂ ∘ ߮௪ഀ − തതതതതതതതതതതതതതതതതതതതത൧(ఈݓ)݇ → ܨ] − ܭൣ[(0)ܨ − ଵସܮ തതതതതതതതതതതത൧    in(0)ܭ . 
Also, the same is true for functions ℎ, ݃. Hence, we have 

ܴ൫߮௪ഀ
(⋅), ఈ൯ݓ − ܴఝ(⋅ ,0) in ܮଵସ, 

which is a contradiction to (28). Thus, we have (27). 
Fix ߮ ∈ Φ and ߰ ∈  .ଶ. Then ௨ܶ∘ఝ and జܶ∘ఝ are commuting by assumptionܣ

Hence, a simple application of (20) yields ௨ܶ∘ఝ∘ఝೌ జܶ∘ఝ∘ఝೌ = జܶ∘ఝ∘ఝೌ ௨ܶ∘ఝ∘ఝೌ  for ܽ ∈
  ௡. In particular, we haveܦ
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൫ ௨ܶ∘ఝ∘ఝೌ జܶ∘ఝ∘ఝೌ − జܶ∘ఝ∘ఝೌ ௨ܶ∘ఝ∘ఝೌ൯߰(ܽ) = 0,    ܽ ∈ ௡ܦ . 
Note that 

ܴ௨∘ఝ∘ఝೌ ,జ∘ఝ∘ఝೌ
,ݖ) ܽ) = ܴ௨∘ఝ,జ∘ఝ൫߮௔(ݖ), ߮௔(ܽ)൯ = ܴ௨∘ఝ,జ∘ఝ(߮௔(ݖ), 0) 

Thus, (26) shows 

න
ܴఝ(߮௔(ݖ), 0)

∏ ൫1 − ௝ܽݖ௝̅൯ଶ௡
௝ୀଵ

 

஽೙

(ݖ)ܸ݀(ݖ)߰ = 0. 

It follows from (26) again that 

( ௨ܶ జܶ − జܶ ௨ܶ)߰(ܽ) = න
,ݖ)ܴ ܽ) − ܴఝ(߮௔(ݖ), 0)

∏ ൫1 − ௝ܽݖ௝̅൯
ଶ௡

௝ୀଵ

 

஽೙

 (29)              (ݖ)ܸ݀(ݖ)߰

for ܽ ∈ ௡ܦ . 
For each ߩ ∈ (0,1), let ܯఘ: ଶܮ →  ଶ be the multiplication operator by theܮ

characteristic function of ܦߩ௡ . Here, ܦߩ௡ = :ݖߩ} ݖ ∈  ఘ is compact whenܯ ௡}. Thenܦ
restricted to ܣଶ. Thus, the operator ܯఘ( ௨ܶ జܶ − జܶ ௨ܶ) is also compact. Put 

ఘܵ = ൫1 − )ఘ൯ܯ ௨ܶ జܶ − జܶ ௨ܶ) 
for simplicity. We note from (29) that 

ఘܵ߰(ܽ) = ߯ఘ(ܽ) න
,ݖ)ܴ ܽ) − ܴఝ(߮௔(ݖ), 0)

∏ ൫1 − ௝ܽݖ௝̅൯ଶ௡
௝ୀଵ

 

஽೙

,(ݖ)ܸ݀(ݖ)߰ ܽ ∈  ,௡ܦ

Where ߯ఘ = ߯஽೙\ఘ஽೙ . 
By (4) and simple manipulations, one obtains 

න
หܴ(ݖ, ܽ) − ܴఝ(߮௔(ݖ), 0)ห

ଶ

∏ ห1 − ௝ܽݖ௝̅ห
ଶට1 − หݖ௝ห

ଶ௡
௝ୀଵ

 

஽೙

                                                                 (ݖ)ܸ݀

                         = න
หܴ(߮௔(ݖ), ܽ) − ܴఝ(ݖ, 0)ห

ଶ|݇௔(ݖ)|ଶ

∏ ቚ1 − ௝ܽ߮௔ണ൫ݖఫ൯തതതതതതതതതቚ
ଶ

ට1 − ቚ߮௔ೕ൫ݖ௝൯ቚ
ଶ

௡
௝ୀଵ

 

஽೙

 (ݖ)ܸ݀

                               =
1

∏ ට1 − ห ௝ܽหଶ௡
௝ୀଵ

න
หܴ(߮௔(ݖ), ܽ) − ܴఝ(ݖ, 0)หଶ

∏ ห1 − ௝ܽݖ௝̅หට1 − หݖ௝หଶ௡
௝ୀଵ

 

஽೙

 (ݖ)ܸ݀

≤
1

∏ ට1 − ห ௝ܽห
ଶ௡

௝ୀଵ

ቌ නหܴ(߮௔(ݖ), ܽ) − ܴఝ(ݖ, 0)ห
ଵସ

 

஽೙

ቍ(ݖ)ܸ݀

ଵ/଻

 

                    × ൮ න
(ݖ)ܸ݀

∏ ห1 − ௝ܽݖ௝̅ห
଻/଺

ቀ1 − หݖ௝ห
ଶ

ቁ
଻/ଵଶ

௡
௝ୀଵ

 

஽೙

൲

଺/଻

, 

where the inequality holds by Hölder's inequality with the conjugate exponents 7=6 and 
7. On the other hand, by an application of Lemma 4.2 of [26], we can see 
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න ෑ
1

ห1 − ௝ܽݖ௝̅ห଻/଺ ቀ1 − หݖ௝หଶቁ
଻/ଵଶ

௡

௝ୀଵ

 

஽೙

(ݖ)ܸ݀ ≤  ܥ

for some constants ܥ. Here and in the rest of the proof, we use the same letter ܥ for 
various constants depending only on ݊. It follows that 

            න
หܴ(ݖ, ܽ) − ܴఝ(߮௔(ݖ), 0)ห

ଶ

∏ ห1 − ௝ܽݖ௝̅ห
ଶට1 − หݖ௝ห

ଶ௡
௝ୀଵ

 

஽೙

 (ݖ)ܸ݀

≤
ܥ

∏ ට1 − ห ௝ܽห
ଶ௡

௝ୀଵ

ቌ නหܴ(߮௔(ݖ), ܽ) − ܴఝ(ݖ, 0)หଵସ
 

஽೙

ቍ(ݖ)ܸ݀

ଵ/଻

 

Now, the Cauchy-Schwarz inequality yields 

     ห ఘܵ߰(ܽ)ห
ଶ

≤ ൮߯ఘ(ܽ) න
หܴ(ݖ, ܽ) − ܴఝ(߮௔(ݖ), 0)ห

ଶ

∏ ห1 − ௝ܽݖ௝̅หଶ௡
௝ୀଵ

 

஽೙

൲(ݖ)ܸ݀|(ݖ)߰|

ଶ

 

          ≤

⎝

⎜
⎛

න
߯ఘ(ܽ)หܴ(ݖ, ܽ) − ܴఝ(߮௔(ݖ), 0)ห

ଶ

∏ ห1 − ௝ܽݖ௝̅ห
ଶ௡

௝ୀଵ ට1 − หݖ௝ห
ଶ

 

஽೙

(ݖ)ܸ݀

⎠

⎟
⎞

 

           ×

⎝

⎜
⎛

න ෑ
ටቀ1 − หݖ௝หଶቁ

ห1 − ௝ܽݖ௝̅ห
ଶ

௡

௝ୀଵ

 

஽೙

(ݖ)ଶܸ݀|(ݖ)߰|

⎠

⎟
⎞

 

≤ ܥ
߯ఘ(ܽ)

∏ ට1 − ห ௝ܽห
ଶ௡

௝ୀଵ

ቌ නหܴ(߮௔(ݖ), ܽ) − ܴఝ(ݖ, 0)หଵସ
 

஽೙

ቍ(ݖ)ܸ݀

ଵ/଻

 

            ×

⎝

⎜
⎛

න ෑ
ටቀ1 − หݖ௝ห

ଶ
ቁ

ห1 − ௝ܽݖ௝̅ห
ଶ

௡

௝ୀଵ

 

஽೙

(ݖ)ଶܸ݀|(ݖ)߰|

⎠

⎟
⎞

, 

It follows from Fubini's theorem that 

     නห ఘܵ߰ห
ଶ

ܸ݀ ≤
 

஽೙

ܥ sup
௔∈஽೙\ఘ஽೙

ቌ නหܴ(߮௔(ݖ), ܽ) − ܴఝ(ݖ, 0)ห
ଵସ

 

஽೙

ቍ(ݖ)ܸ݀

ଵ/଻

 

× න ෑ ට1 − หݖ௝หଶ
௡

௝ୀଵ

 

஽೙

ଶ|(ݖ)߰| න
ܸ݀(ܽ)

∏ ห1 − ௝ܽݖ௝̅ห
ଶට1 − ห ௝ܽห

ଶ௡
௝ୀଵ

 

஽೙

 .(ݖ)ܸ݀
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Moreover, by an application of Lemma 4.2.2 of [26], we have 

න
ܸ݀(ܽ)

∏ ห1 − ௝ܽݖ௝̅หଶට1 − ห ௝ܽหଶ௡
௝ୀଵ

 

஽೙

≤
ܥ

∏ ට1 − หݖ௝หଶ௡
௝ୀଵ

, ݖ ∈ ௡ܦ , 

and therefore, we have 

නห ఘܵ߰ห
ଶ

ܸ݀ ≤
 

஽೙

ܥ sup
௔∈஽೙\ఘ஽೙

ቌ නหܴ(߮௔(ݖ), ܽ) − ܴఝ(ݖ, 0)ห
ଵସ

 

஽೙

ቍ(ݖ)ܸ݀

ଵ/଻

න|߮|ଶܸ݀
 

஽೙

. 

Note that the above holds for all ߮ ∈ Φ and ߰ ∈  ଶ. So, we finally haveܣ

ฮ ఘܵฮ ≤ ܥ sup
௔∈஽೙\ఘ஽೙

൭sup
ఝ∈஍

නหܴ(߮௔(ݖ), ܽ) − ܴఝ(ݖ, 0)ห
ଵସ

 

஽೙

൱(ݖ)ܸ݀
ଵ/ଵସ

. 

Now, taking the limit ߩ → 1, we conclude ఘܵ → 0 in the operator norm by (27). 
Hence, ௨ܶ జܶ − జܶ ௨ܶ can be approximated by compact operators, so it is compact, 

as desired. The proof is complete.  
We say that a bounded linear operator ܮ on a Hilbert space is essentially normal 

if ܮ and its adjoint operator are essentially commuting. As a consequence of Theorem 
(1.2.1) and Corollary (1.2.15), we have the following. 
Corollary (1.2.17)[8]: Let ݑ ∈ ݑ ஶ be a pluriharmonic symbol and assumeܮ = ݂ + ݃̅ 
for some ݂, ݃ ∈  :Then, the following statements are equivalent .(௡ܦ)ܪ

(a) ܶ ௨ is essentially normal on ܣଶ. 
(b) |݂|ଶ − |݃|ଶ is boundary ݊ −harmonic. 
(c) For each ߮ ∈ Φ, there are pairwise disjoint sets ܫଵ, … ,  ௠ withܫ

⋃ ௝௠ܫ
௝ୀଵ = ݉ for some positive integer ܫ ≤ ݊, functions ݌ଵ, … , ௝݌ ௠ with݌ ∈  ௝൯ forܫ൫ܪ

each ݆, and unimodular constants ߙଵ, … ,  ௠ such thatߙ

ݑ ∘ ߮ = ෍ ௝ߙ

௠

௝ୀଵ

൫݌௝ + ௝൯̅݌ +  ߣ

for some constant ߣ. 
As a consequence of Theorem (1.2.2), Corollary (1.2.15) and Corollary (1.1.17), 

we obtain the following. 
Corollary (1.2.18)[8]: (݊ ≥ 3). Let ݑ ∈ ݑ ஶ be a pluriharmonic symbol and assumeܮ =
݂ + ݃̅ for some ݂, ݃ ∈  :Then, the following statements are equivalent .(௡ܦ)ܪ

(a) ܶ ௨ is normal on ܣଶ. 
(b) ܶ ௨ is essentially normal on ܣଶ. 
(c) |݂|ଶ − |݃|ଶ is ݊ −harmonic. 
(d) |݂|ଶ − |݃|ଶ is boundary ݊ −harmonic. 

 Also, as an immediate consequence of Theorem (1.2.14), Theorem (1.2.1) and 
Corollary (1.2.12), we recover the result of Sun and Zheng [22] mentioned in the 
Introduction. 
Corollary (1.2.19)[8]: (݊ ≥ 2). Let ݂, ݃ ∈  ஶ. Then, the following statements areܪ
equivalent: 

(a) ܶ ௙ ௚ܶത = ௚ܶത ௙ܶ on ܣଶ. 
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(b) For each ݆, we have either ௝߲݂ = 0 or ௝߲݃ = 0. 
(c) ܶ ௙ and ௚ܶത are essentially commuting on ܣଶ. 

Example (1.2.20)[8]: Corollary (1.1.18) does not extend to ݊ = 2, either. To see an 
example, let 

(ݖ)݂ = ෍ ܽℓ

ஶ

ℓୀ଴

ቌ ෍ ଵݖ
௜ ଶݖ

௝

௜ା௝ୀℓ

ቍ ݖ   , = ,ଵݖ)  ,(ଶݖ

where coefficients ܽℓ ≠ 0 are chosen so that the series converges on all of ℂଶ. Then, a 
little manipulation yields 

(ݖ)ଵ݂ݖ = ෍ ܽℓାଵ

ஶ

ℓୀ଴

ቌ ෍ ଵݖ
௜ାଵݖଶ

௝ାଵ

௜ା௝ୀℓ

ቍ +  ,(ଵݖ)߰

Where ߰(ߣ) = ∑ ܽℓߣℓାଵஶ
ℓୀ଴ . Define ݃(ݖ) = (ݖ)ଵ݂ݖ −  By symmetry, we have .(ଵݖ)߰

(ݖ)݃ = (ݖ)ଶ݂ݖ − (ݖ)Hence, we have ߲ଵ݃ .(ଶݖ)߰ = ,(ݖ)ଶ߲ଵ݂ݖ ߲ଶ݃(ݖ) =  and (ݖ)ଵ߲ଶ݂ݖ
thus  

Δ෩௝(|݂|ଶ − |݃|ଶ)(ݖ) = ቀ1 − หݖ௝หଶቁ (1 − ଵ|ଶ)(1ݖ| − ଶ|ଶ)หݖ| ௝߲݂(ݖ)หଶ 
for ݆ = 1, 2. Consequently, |݂|ଶ − |݃|ଶ is boundary 2-harmonic, but not 2-harmonic. 

For Toeplitz operators ௨ܶ and జܶ, we call ௨ܶ జܶ − ௨ܶజ the semi-commutator. For 
Toeplitz operators with pluriharmonic symbols, the commuting property is very closely 
related to the semi-commuting property. 

To see what is going on, let us begin with functions ݂ , ݃, ℎ, ݇ ∈ ݑ ஶ. Putܪ =  ݂ +
݃̅ and ߭ = ℎ + ത݇. Then, one can easily verify that 

௨ܶ జܶ − ௨ܶజ = ௙ܶܶ௞ത − ܶ௞ത ௙ܶ. 
Hence, the semi-commuting problem of ௨ܶ and జܶ simply reduces to the commuting 
problem of ௙ܶ and ܶ௞ത . Thus, for ݊ ≥ 2, the essentially semi-commuting property is the 
same as the semi-commuting property by Corollary (1.1.19). 

For general pluriharmonic symbols, our arguments used can be easily modified 
to conclude the same. Lemma (1.2.21) and Lemma (1.2.22) below are valid even for 
݊ = 1. For other characterizations on the disk and ball, see [23] and [24]. 
Lemma (1.2.21)[8]: Let ݑ, ߭ ∈ ݑ ஶ be pluriharmonic symbols and assumeܮ = ݂ +
݃̅, ߭ = ℎ + ത݇ for some ݂, ݃, ℎ, ݇ ∈  Then, the following statements are .(௡ܦ)ܪ
equivalent: 

(a) ܶ ௨ జܶ = ௨ܶజ on ܣଶ. 
(b) For each ݆, we have either ௝߲݂ = 0 or ௝߲݇ = 0. 

Proof. As in the proof Theorem (1.2.14), one obtains 
( ௨ܶ జܶ − ௨ܶజ)݇௔ = ݂݇(ܽ)തതതതതതതത݇௔ − ܲ൫݂ ത݇݇௔൯. 

Thus, ௨ܶ జܶ = ௨ܶజ  if and only if 
ܲ൫݂ ത݇݇௔ ൯ = ݂݇(ܽ)തതതതതതതത݇௔ , 

which is in turn equivalent to the fact that ߲ ௝݂ = 0 or ௝߲݇ = 0 for each ݆ by Proposition 
(1.2.13), because ݂, ݇ ∈   .ଶ by Proposition (1.2.4). The proof is completeܪ

For essentially semi-commuting Toeplitz operators, we also have the following. 
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Lemma (1.2.22)[8]: Let ݑ, ߭ ∈ ݑ ஶ be pluriharmonic symbols and assumeܮ = ݂ +
݃̅, ߭ = ℎ + ത݇ for some ݂, ݃, ℎ, ݇ ∈  Then, the following statements are .(௡ܦ)ܪ
equivalent: 

(a) ܶ ௨ జܶ − ௨ܶజ is compact on ܣଶ. 
(b) ܶ ௨∘ఝ జܶ∘ఝ − (ܶ௨జ)∘ఝ on ܣଶ for every ߮ ∈ Φ. 
(c) ݂ ത݇ is boundary ݊ −harmonic. 

Proof. As in (26), we have the following representation: 

( ௨ܶ జܶ − ௨ܶజ)߰(ܽ) = න൫݂(ݖ) − ݂(ܽ)൯൫݇(ݖ)തതതതതത − ݇(ܽ)തതതതതത ൯݇௔(ݖ)തതതതതതത߰(ݖ)ܸ݀(ݖ)
 

஽೙

 

for ܽ ∈ ߰ ௡ andܦ ∈  ଶ. Hence, one can easily modify the proof of Theorem (1.2.1) toܣ
conclude the theorem. The proof is complete.  

Now, combining Corollary (1.2.12), Lemma (1.2.21) and Lemma (1.2.22), we 
see that the essentially semi-commuting property is the same as the semi-commuting 
property for ݊ ≥ 2. 
Theorem (1.2.23)[8]: (݊ ≥ 2). Let ݑ, ߭ ∈  ஶ be pluriharmonic symbols and assumeܮ
ݑ = ݂ + ݃̅, ߭ = ℎ + ത݇  for some ݂, ݃, ℎ, ݇ ∈  Then, the following statements are .(௡ܦ)ܪ
equivalent: 

(a) ܶ ௨ జܶ = ௨ܶజ on ܣଶ. 
(b) For each ݆, we have either ௝߲݂ = 0 or ௝߲݇ = 0. 
(c) ܶ ௨ జܶ − ௨ܶజ is compact on ܣଶ. 
(d) ܶ ௨∘ఝ జܶ∘ఝ − (ܶ௨జ)∘ఝ on ܣଶ for every ߮ ∈ Φ. 
(e) ݂ ത݇ is boundary ݊ −harmonic. 

Section (1.3): Products of Toeplitz Operators: 
For ܦ be the open unit disk in the complex plane ܥ. Its boundary is the unit circle 

ܶ. The polydisk ܦ௡ and the torus ܶ௡ are the subsets of ܥ௡ which are Cartesian products 
of ݊ copies ܦ and ܶ, respectively. Let ݀(ݖ)ߪ be the normalized Haar measure on ܶ௡. 
The Hardy space ܪଶ(ܦ௡) is the closure of the polynomials in ܮଶ(ܶ௡,  .ଶ(ܶ௡)൯ܮ ൫or(ߪ݀
Let ܲ be the orthogonal projection from ܮଶ(ܶ௡) onto ܪଶ(ܦ௡). The Toeplitz operator 
with symbol ݂ in ܮஶ is defined by ௙ܶℎ = ܲ(݂ℎ), for all ℎ ∈  and the Hankel (௡ܦ)ଶܪ
operator with symbol ݂ is defined by ܪ௙ℎ = ܫ) − ܲ)݂ℎ, for all ℎ ∈  We .(௡ܦ)ଶܪ
consider the problem when the product ܶ ௙ ௚ܶ of two Toeplitz operators ܶ ௙ and ௚ܶ is zero 
on the Hardy space. Also we will characterize when the product ௙ܶ ௚ܶ of two Toeplitz 
operators ௙ܶ and ܶ ௚ on the Hardy space ܪଶ(ܦ௡) is still a Toeplitz operator. Furthermore 
we will see that there are no compact semi-commutator ௙ܶ ௚ܶ − ௙ܶ௚ of two Toeplitz 
operators with bounded pluriharmonic symbols. As is well known, for ݂ and ݃ in ܮஶ, 
Brown and Halmos [29] have shown that ܶ ௙ ௚ܶ is a Toeplitz operator if and only if either 
݂̅ ∈ ݃ ஶ orܪ ∈ ஶܪ . In other words, either ܪ௙̅ or ܪ௚ is zero. It was shown in [31] that 
for Toeplitz operator ܶ ௙ and ܶ ௚ on ܪଶ(ܦ), ௙ܶ ௚ܶ − ௙ܶ௚ is a finite rank if and only if either 
݂̅ or ݃ is an analytic function plus a rational function. 

Since the function theory on the polydisk ܦ௡ is quite different from the function 
theory on the unit disk [32], there exist some differences in Toeplitz operator theory 
between on the polydisk and on the disk ([33], [30]). 
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Now we give some preliminaries for our main results. 
௭భܭ

(ଵݓ) = ଵ
(ଵି௭̅భ௪భ)  is called the reproducing kernel of at the point ݖଵ in ܦ and 

௭భܭ
(ଵݓ) = (ଵି|௭భ|మ)భ/మ

(ଵି௭̅భ௪భ)  the normalized reproducing kernel of ܪଶ(ܦ) at the point ݖଵ in ܦ. 
It is easy to check that the reproducing kernel of ܪଶ(ܦ௡) at the point ݖ in ܦ௡ is the 
product ܭ௭(ݓ) = ∏ ௭೔ܭ

௡(௜ݓ)
ଵ . So the normalized reproducing kernel ݇௭  of ܪଶ(ܦ௡) at 

the point ݖ in ܦ௡ is an also the product ݇ ௭(ݓ) = ∏ ௭೔ܭ
௡(௜ݓ)

ଵ . We observe that ݇ ௭  weakly 
converges to zero in ܪଶ(ܦ௡) as ݖ tends to the boundary of ܦ௡. 

We denote by ݐݑܣ(ܦ௡) the group of all biholomorphic automorphisms of ܦ௡. 
The automorphisms of ܦ௡ for ݊ ≥  2 are generated by the following three subgroups: 
rotations in each variable separately ܴఏ(ݖ) = ൫݁௜ఏభݖଵ, . . . . . . , ݁௜ఏ೙  ௡൯, where Mobiusݖ
transformations are in each variable separately ߖ௪(ݖ) = ቀߖ௪భ

,(ଵݖ) . . . , ௪೙ߖ
 ቁ, and(௡ݖ)

the coordinate permutations. Here ߠ ∈ [0, ݓ ௡ and[ߨ2 ∈  ௡ are fixed. Mobiusܦ
transformations are in the form ߖ௪(ݖ) = ௪ି௭

ଵି௪ഥ௭
ݓ)  ∈ ,ܦ ݖ ∈ ߖ Thus an arbitrary .(ܦ ∈

 can be written in the form (௡ܦ)ݐݑܣ
(ݖ)ߖ = ቀ݁௜ఏభߖ௪భ൫ݖఙ(ଵ)൯, . . . , ݁௜ఏ೙  ఙ(௡)൯ቁݖ௪೙൫ߖ

for some ݓ = ,ଵݓ) . . . , (௡ݓ ∈ ,௡ܦ ߠ = ,ଵߠ) . . . , (௡ߠ ∈ [0,  is a coordinate ߪ ௡, and[ߨ2
permutations. The Poisson integral of ݂ ∈  ଵ(ܶ௡) isܮ

(ݖ)[݂]ܲ = න (ߞ)݂ ෑ
1 − หݖ௝ห

ଶ

ห1 − ఫഥหଶߞ௝ݖ (ߞ)ߪ݀
௡

ଵ

 

்೙

= න (ߞ)ߪଶ݀|(ߞ)௭݇|(ߞ)݂
 

்೙

. 

Lemma (1.3.1)[27]: Let ݂ ∈ ,ଵ(ܶ௡)ܮ ߖ ∈  then ,(௡ܦ)ݐݑܣ
ܲ[݂ ∘ (ݖ)[ߖ = ܲ[݂] ∘  ,(ݖ)ߖ

Where ߖ௭(ݓ) = ቀߖ௭భ
,(ଵݓ) . . . , ௭೙ߖ

ቁ(௡ݓ) , ௭೔ߖ
(௜ݓ) ∈  .(see [4]) (ܦ)ݐݑܣ

Corollary (1.3.2)[27]: For any ݖ = ,ଵݖ) ,ଶݖ . . . , (௡ݖ ∈ ௡ܦ , we have 

න (ߞ)ߪଶ݀|(ߞ)௭݇|(ߞ)݂
 

்೙

= න ݂ ∘ (ߞ)ߪ݀(ߞ)௭ߖ
 

்೙

. 

Proof. In fact, by Lemma (1.3.1), ܲ[݂ ∘ ௭](0)ߖ = ܲ[݂] ∘ ௭(0)ߖ ௭(0) andߖ =  it ,ݖ
follows that 

න (ߞ)ߪଶ݀|(ߞ)௭݇|(ߞ)݂
 

்೙

= න ݂ ∘ (ߞ)ߪ݀(ߞ)௭ߖ
 

்೙

. 

Let ܼ denote the set of all integers, ܼା denote the set of all nonnegative integers and ܼି 
denote the set of all negative integers. We recall that by using multiple Fourier series, 

ଶ(ܶ௡)ܮ = ൝݂: ݂ = ෍ መ݂(ߙ)ߞఈ

ఈ∈௓೙

, ෍ ห መ݂(ߙ)หଶ

ఈ∈௓೙

< ∞ൡ. 

We note that for every ߞ = ,ଵߞ) . . . , (௡ߞ ∈ ܶ௡, ߙ = ,ଵߙ) . . . , (௡ߙ ∈ ܼ௡ , ఈߞ =఍ఈభ· · ·
ఈ೙ߞ , ௝ߞ

ିఈೕ = ௝̅ߞ
ఈೕ , ௝̅ߞ௝ߞ = หߞ௝ห

ଶ
= 1. So we can write also ݂ as  

݂ = ,ߞ)݂ ̅(ߞ = ෍ መ݂(ߙ)ߞሚఈ

ఈ∈௓శ
೙

, 
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Where ߞሚ௝ = ௝ߞ  or ߞሚ௝ = ௝̅ߞ . 
Theorem (1.3.3)[27]: Let 

݂ = ,ߞ)݂ ̅(ߞ = ෍ መ݂(ߙ)ߞሚఈ ∈ ଶ(ܶ௡)ܮ
ఈ∈௓శ

೙

, 

Then  
(ݓ)௭ܭ݂ܲ = ,ݓ)݂ (ݓ)௭ܭ(̅ݖ ∈  (௡ܦ)ଶܪ

for every ݖ ∈  .௡ܦ
Proof. 

(ݓ)௭ܭ݂ܲ = ௭ܭ݂〉 , 〈௪ܭ = න ,ߞ)݂ (ߞ)ߪ݀(ߞ)ഥ௪ܭ(ߞ)௭ܭ̅(ߞ
 

்೙

          

= න න ,ߞ)݂ ௭భܭ̅(ߞ
ഥ௪భܭ(ଵߞ)

௭ᇲܭ(ଵߞ)ߪ݀(ଵߞ) ഥ௪ᇲܭ(ᇱߞ) (ᇱߞ)ߪ݀(ᇱߞ)
 

்

 

்೙షభ

, 

where ݖᇱ = ,ଶݖ)  . . . , (௡ݖ ∈  ଵ, we can write ݂ asߞ ௡ିଵ. Since ݂ is harmonic in variableܦ
݂ = ,ߞ)݂ ̅(ߞ = ෍ መ݂ଵ(݆, ,ᇱߞ ᇱഥߞ ଵߞ(

௝

௝ஹ଴

+ ෍ መ݂ଶ(݈, ,ᇱߞ ᇱഥߞ ଵߞ(
௟

௟ஹ଴

 

Hence 

න න ,ߞ)݂ ௭భܭ̅(ߞ
ഥ௪భܭ(ଵߞ)

(ᇱߞ)ߪ݀(ᇱߞ)௪ᇲതതതതതܭ(ᇱߞ)௭ᇲܭ(ଵߞ)ߪ݀(ଵߞ)
 

்

 

்೙షభ

  

= න ቎= ෍ መ݂ଵ(݆, ,ᇱߞ ᇱഥߞ ଵݓ(
௝

௝ஹ଴

+ ෍ መ݂ଶ(݈, ,ᇱߞ ᇱഥߞ ଵ̅ݖ(
௟

௟ஹ଴

቏ ௭భܭ
௭ᇲܭ(ଵݓ) ഥ௪ᇲܭ(ᇱߞ) (ᇱߞ)ߪ݀(ᇱߞ)

 

்೙షభ

 

          = න ,ଵݓ)݂ ᇱߞ , ,ଵ̅ݖ ᇱഥߞ ௭ᇲܭ( ഥ௪ᇲܭ(ᇱߞ) ௭భܭ(ᇱߞ)ߪ݀(ᇱߞ)
(ଵݓ)

 

்೙షభ

 

Furthermore ݂(ݓଵ, ,ᇱߞ ,ଵ̅ݖ ᇱഥߞ ) is harmonic in the variables ߞଶ, ,ଷߞ . . . , ௡ߞ , respectively. 
In the same way as above, we can obtain that 

(ݓ)௭ܭ݂ܲ = , · · ·,ଵݓ)݂ ,௡ݓ , · · ·,ଵ̅ݖ ௭భܭ(௡̅ݖ
(ଵݓ) · · · ௭೙ܭ

 .(௡ݓ)
This completes the proof of the theorem. 

Note that if ݂ ∈  ଶ(ܶ௡), then the Toeplitz operator ௙ܶ is densely defined onܮ
 .ଶ(ܶ௡)ܮ Next we consider Toeplitz operators with symbol in .(௡ܦ)ଶܪ
Theorem (1.3.4)[27]: Let ݂ and ݃ be in ܮଶ(ܶ௡), then for any ݖଵ ∈ ,ܦ ଵߤ ∈ ܶ, we 
have 

lim
௭భ→ఓభ

න〈 ௙ܶ ௚ܶ݇௭భ௘೔ഇ ݇௭ᇲ , ݇௭భ௘೔ഇ ݇௭ᇲ〉݁௜௠ఏ݀ߠ
 

்

 

= න 〈ܶ௙൫ఓభ௘೔ഇ∙൯ܶ௚൫ఓభ௘೔ഇ∙൯݇௭ᇲ , ݇௭ᇲ 〉 ݁௜௠ఏ݀ߠ
 

்

, 

Where ߠ ∈  [0, ݉ for all ,[ߨ2 ∈ ܼ and ݖᇱ ∈  .௡ିଵ are fixedܦ
Proof. We write ݂ and ݃ as 

݂ = ଵ݂(ߞଵ, ᇱߞ , ᇱഥߞ ) + ଶ݂(ߞଵ̅, ,ᇱߞ ᇱഥߞ ) 
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                        = ෍ መ݂ଵ(݆, ,ᇱߞ ᇱഥߞ ଵߞ(
௝

௝ஹ଴

+ ෍ መ݂ଶ(݆, ,ᇱߞ ᇱഥߞ ଵ̅ߞ(
௝

௝ஹ଴

, 

݃ = ݃ଵ(ߞଵ, ,ᇱߞ ᇱഥߞ ) + ݃ଶ(ߞଵഥ , ᇱߞ , ᇱഥߞ ) 
                       = ෍ ො݃ଵ(݆, ᇱߞ , ᇱഥߞ ଵߞ(

௝

௝ஹ଴

+ ෍ ො݃ଶ(݆, ,ᇱߞ ᇱഥߞ ଵ̅ߞ(
௝

௝ஹ଴

, 

By Theorem (1.3.3), 
〈 ௙ܶ ௚ܶ݇௭, ݇௭〉 = 〈 ௚ܶ݇௭ , ܶ௙̅݇௭〉 = ,ߞ)݃〉 ௭݇(̅ݖ , ,ݖ)݂̅   〈௭݇̅(ߞ

                     = න න[݃ଵ(ߞଵ, ,ᇱߞ ᇱഥݖ ) + ݃ଶ(ݖଵഥ , ᇱߞ , ᇱഥݖ )]
 

்

 

்೙షభ

 

[ ଵ݂(ݖଵ, ,ᇱݖ ᇱഥߞ ) + ଶ݂(ߞଵ̅, ,ᇱߞ ᇱഥߞ )]ห݇௭భ
௭ᇲ݇|(ଵߞ)ߪหଶ݀(ଵߞ)  (ᇱߞ)ߪଶ݀|(ߞ)

= න න[݃ଵ(ݖଵ, ᇱߞ , ᇱഥݖ ) ଵ݂(ݖଵ, ,ᇱݖ ᇱഥߞ ) + ݃ଶ(ݖଵഥ , ,ᇱߞ ᇱഥݖ ) ଵ݂(ݖଵ, ,ᇱݖ ᇱഥߞ )
 

்

 

்೙షభ

+ ݃ଶ(ݖଵഥ , ,ᇱߞ ᇱഥݖ ) ଶ݂(ߞଵ̅, ,ᇱߞ ᇱഥߞ )]|݇௭ᇲ(ߞᇱ)|ଶ݀ߪ(ߞᇱ) . 

+ න ݃ଵ(ߞଵ, ,ᇱߞ ᇱഥݖ ) ଶ݂(ߞଵ̅, ,ᇱݖ ᇱഥߞ )|݇௭(ߞ)|ଶ݀(ߞ)ߪ
 

்೙

                             

Replacing ݖଵ by ݖଵ݁௜ఏ  in above equation yields 
     〈 ௙ܶ ௚ܶ݇௭ᇲ௭భ௘೔ഇ , ݇௭ᇲ௭భ௘೔ഇ〉 

= න [݃ଵ൫ݖଵ݁௜ఏ , ,ᇱߞ ᇱഥݖ ൯ ଵ݂൫ݖଵ݁௜ఏ , ,ᇱݖ ᇱഥߞ ൯ + ݃ଶ൫ݖଵ̅݁ି௜ఏ , ,ᇱߞ ᇱഥݖ ൯ ଵ݂൫ݖଵ݁௜ఏ , ,ᇱݖ ᇱഥߞ ൯
 

்೙షభ

 

+݃ଶ൫ݖଵ̅݁ି௜ఏ , ,ᇱߞ ᇱഥݖ ൯ ଵ݂൫ݖଵ̅݁ି௜ఏ , ,ᇱݖ ᇱഥߞ ൯] |݇௭ᇲ(ߞᇱ)|݀ߪ(ߞᇱ) 

+ න ݃ଵ(ߞଵ, ,ᇱߞ (ᇱ̅ݖ ଶ݂(ߞଵ̅, ,ᇱݖ ᇱഥߞ )ห݇௭ᇲ௭భ௘೔ഇ ห(ߞ)
ଶ

(ߞ)ߪ݀
 

்೙

.     

Multiplying by ݁௜௠ఏ  in above equation and then integrating with respect to ߠ imply 

න 〈 ௙ܶ ௚ܶ݇௭భ௘೔ഇ݇௭ᇲ , ݇௭భ௘೔ഇ݇௭ᇲ 〉݁௜௠ఏ݀ߠ
ଶగ

଴

= 

න න ൣ݃ଵ൫ݖଵ݁௜ఏ , ,ᇱߞ ᇱ൯̅ݖ ଵ݂൫ݖଵ݁௜ఏ , ,ᇱݖ ߞ ̅ᇱ൯
 

்೙షభ

ଶగ

଴
+ ݃ଶ൫ݖଵ݁ି௜ఏ , ,ᇱߞ ᇱ൯̅ݖ ଶ݂൫ݖଵ݁ି௜ఏ , ,ᇱݖ ᇱ̅൯൧ߞ |݇௭ᇲ  ߠ௜௠ఏ݀݁(ᇱߞ)ߪଶ݀|(ᇱߞ)

+ න න ݃ଶ൫ݖଵ݁ି௜ఏ , ᇱߞ , ᇱ൯̅ݖ ଵ݂൫ݖଵ݁௜ఏ , ,ᇱݖ ߠ௜௠ఏ݀݁(ߞ)ߪଶ݀|(ᇱߞ)ᇱ̅൯|݇௭ᇲߞ
 

்೙షభ

ଶగ

଴

 

+ න න ݃ଵ(ߞଵ, ,ᇱߞ (ᇱ̅ݖ ଶ݂(ߞଵ̅, ,ᇱݖ ௭ᇲ݇(ଵߞ)ᇱ̅)ห݇௭భ௘೔ഇߞ ห(ᇱߞ)
ଶ

ߠ௜௠ఏ݀݁(ߞ)ߪ݀
 

்೙

ଶగ

଴

. 

Note that the measure is a rotation-invariant positive Borel measure on ܶ௡. 
Interchanging the order of the above integration, we have 
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න 〈 ௙ܶ ௚ܶ݇௭భ௘೔ഇ ݇௭ᇲ , ݇௭భ௘೔ഇ ݇௭ᇲ〉݁௜௠ఏ݀ߠ
ଶగ

଴

 

= න න ൣ݃ଵ൫ݖଵ݁௜ఏ , ,ᇱߞ ᇱ൯̅ݖ ଵ݂൫ݖଵ݁௜ఏ , ,ᇱݖ ᇱ̅൯ߞ
ଶగ

଴

 

்೙షభ

+ ݃ଶ൫ݖଵ̅݁ି௜ఏ , ,ᇱߞ ᇱ൯̅ݖ ଶ݂൫ݖଵ̅݁ି௜ఏ , ,ᇱݖ ᇱ̅൯൧ߞ ݁௜௠ఏ݀ߠ|݇௭ᇲ  (ᇱߞ)ߪଶ݀|(ᇱߞ)

+ න න ݃ଶ൫ݖଵ̅݁ି௜ఏ, ,ᇱߞ ᇱ൯̅ݖ ଵ݂൫ݖଵ݁௜ఏ , ,ᇱݖ ௭ᇲ݇|ߠᇱ̅൯݁௜௠ఏ݀ߞ (ᇱߞ)ߪଶ݀|(ᇱߞ)
ଶగ

଴

 

்೙షభ

  

+ න න ݃ଵ൫ߞଵ݁௜ఏ , ,ᇱߞ ᇱ൯̅ݖ ଶ݂൫ߞଵ̅݁ି௜ఏ , ,ᇱݖ (ߞ)ߪଶ݀|(ߞ)௭݇|ߠᇱ̅൯݁௜௠ఏ݀ߞ
ଶగ

଴

 

்೙

.        

Also write 
݃ଵ൫ݖଵ݁௜ఏ , ,ᇱߞ ᇱ൯̅ݖ = ෍ ො݃ଵ(݆, ,ᇱߞ ଵݖ(ᇱ̅ݖ

௝݁௜௝ఏ

௝ஹ଴

, 

݃ଶ൫ݖଵ̅݁ି௜ఏ , ,ᇱߞ ᇱ൯̅ݖ = ෍ ො݃ଶ(݆, ᇱߞ , ଵ̅ݖ(ᇱ̅ݖ
௝݁ି௜௝ఏ

௝ஹ଴

, 

ଵ݂൫ݖଵ݁௜ఏ , ,ᇱߞ ᇱ൯̅ݖ = ෍ መ݂ଵ(݆, ,ᇱݖ ߞ ᇱ̅)ݖଵ
௝݁௜௝ఏ

௝ஹ଴

, 

ଶ݂൫ݖଵ̅݁ି௜ఏ , ,ᇱߞ ᇱ൯̅ݖ = ෍ መ݂ଶ(݆, ,ᇱݖ ଵ̅ݖ(ᇱ̅ߞ
௝݁ି௜௝ఏ

௝ஹ଴

. 

We let 

(ଵݖ)௠ଵܪ = න ൣ݃ଵ൫ݖଵ݁௜ఏ , ,ᇱߞ ᇱ൯̅ݖ ଵ݂൫ݖଵ݁௜ఏ , ,ᇱݖ ᇱ̅൯ߞ
ଶగ

଴
+ ݃ଶ൫ݖଵ̅݁ି௜ఏ, ,ᇱߞ ᇱ൯̅ݖ ଶ݂൫ݖଵ̅݁ି௜ఏ, ,ᇱݖ  .ߠᇱ̅൯൧݁௜௠ఏ݀ߞ

If ݉ > 0, then 
௠ଵܪ = ෍ ො݃ଶ(݆, ,ᇱߞ (ᇱ̅ݖ መ݂ଶ(݈, ,ᇱݖ ଵ̅ݖ(ᇱ̅ߞ

௠

௝ା௟ୀ௠

; 

If ݉ = 0, then 
௠ଵܪ = ݃ଵ(0, ᇱߞ , (ᇱ̅ݖ ଵ݂(0, ,ᇱݖ (ᇱߞ + ݃ଶ(0, ,ᇱߞ (ᇱ̅ݖ ଶ݂(0, ,ᇱݖ  ;(ᇱ̅ߞ

If ݉ < 0, then 
௠ଵܪ = ෍ ො݃ଵ(݆, ,ᇱߞ ᇱഥݖ ) መ݂ଵ(݈, ,ᇱݖ ଵ̅ݖ(ᇱ̅ߞ

ି௠

௝ା௟ୀି௠

. 

Since 
ො݃ଶ(݆, ,ᇱߞ ᇱഥߞ ) ∈  ,ଶ(ܶ௡ିଵ)ܮ

ܲ ො݃ଶ(݆, ,ᇱߞ ᇱഥߞ ௭ᇲܭ( (ᇱߞ) = ො݃ଶ(݆, ,ᇱߞ (ᇱߞ)௭ᇲܭ(ᇱ̅ݖ ∈  .ଶ(ܶ௡ିଵ)ܪ
For any fixed ݖᇱ ∈ ௭ᇲܭ௡ିଵ, we have ൫ܦ ൯ିଵ(ᇱߞ) ∈ ,݆)ஶ(ܶ௡), hence ො݃ଶܪ ,ᇱߞ (ᇱ̅ݖ ∈

 ଶ(ܶ௡ିଵ). Similarlyܪ
መ݂ଶ̅(݈, ,ᇱݖ ,(ᇱ̅ߞ ො݃ଵ(݆, ,ᇱߞ ,(ᇱ̅ݖ and መ݂ଵ̅(݈, ,ᇱݖ (ᇱ̅ߞ ∈  .ଶ(ܶ௡ିଵ)ܪ
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Thus 
෍ ห ො݃ଶ(݆, ᇱߞ , (ᇱ̅ݖ መ݂ଶ(݈, ,ᇱݖ ߞ ᇱ̅)ห

௝ା௟ୀ௠

, and ෍ ห ො݃ଵ(݆, ,ᇱߞ (ᇱ̅ݖ መ݂ଵ(݈, ,ᇱݖ ᇱ̅)หߞ
௝ା௟ୀି௠

∈  .ଵ(ܶ௡ିଵ)ܮ

This implies that ܪ௠ଵ(ݖଵ) is continuous in variable ݖଵ on the closure ܦഥ. We take a net 
{ଵఈݖ} ⊆ ଵఈೕݖଵ. For every subsequence ቄߤ converging to ܦ ቅ of the net {ݖଵఈ}, by the 
dominated convergence theorem, we thus have 

lim
௭భഀೕ→ఓభ

න ௠ଵܪ ቀݖଵఈೕቁ |݇௭ᇲ (ᇱߞ)ߪଶ݀|(ᇱߞ)
 

்೙షభ

 

         = න (ᇱߞ)ߪଶ݀|(ᇱߞ)௭ᇲ݇|(ଵߤ)௠ଵܪ
 

்೙షభ

 

= න න ൣ݃ଵ൫ߤଵ݁௜ఏ , ,ᇱߞ ᇱ൯̅ݖ ଵ݂൫ߤଵ݁௜ఏ , ,ᇱݖ ߞ ᇱ̅൯
ଶగ

଴

 

்೙షభ

+ ݃ଶ൫̅ߤଵ݁ି௜ఏ , ,ᇱߞ ᇱ൯̅ݖ ଶ݂൫̅ߤଵ݁ି௜ఏ , ,ᇱݖ ᇱ̅൯൧ߞ ݁௜௠ఏ݀ߠ|݇௭ᇲ  (ᇱߞ)ߪଶ݀|(ᇱߞ)

= න න ൣ݃ଵ൫ߤଵ݁௜ఏ , ,ᇱߞ ᇱ൯̅ݖ ଵ݂൫ߤଵ݁௜ఏ , ,ᇱݖ ᇱ̅൯ߞ
 

்೙షభ

ଶగ

଴
+ ݃ଶ൫̅ߤଵ݁ି௜ఏ , ,ᇱߞ ᇱ൯̅ݖ ଶ݂൫̅ߤଵ݁ି௜ఏ , ,ᇱݖ ߞ ᇱ̅൯൧ |݇௭ᇲ  .ߠ௜௠ఏ݀݁(ᇱߞ)ߪଶ݀|(ᇱߞ)

Let 

(ଵݖ)௠ଶܪ = න ݃ଶ൫ݖଵ̅݁ି௜ఏ , ,ᇱߞ ᇱ൯̅ݖ ଵ݂൫ݖଵ݁௜ఏ , ,ᇱݖ ߠᇱ̅൯݁௜௠ఏ݀ߞ
ଶగ

଴

 

    = ෍ ො݃ଶ(݆, ᇱߞ , (ᇱ̅ݖ መ݂ଵ(݈, ,ᇱݖ ߞ ᇱ̅)
ି௝ା௟ୀି௠

ଵ̅ݖ
௝ݖଵ

௟ , 

Then  
|(ଵݖ)௠ଶܪ| ≤ ෍ ห ො݃ଶ(݆, ,ᇱߞ (ᇱ̅ݖ መ݂ଵ(݈, ,ᇱݖ ᇱ̅)หߞ

ି௝ା௟ୀି௠

 

≤ ቌ෍| ො݃ଶ(݆, ,ᇱߞ ᇱ)|ଶ̅ݖ

௝ஹ଴

ቍ

ଵ
ଶ

ቌ෍ห መ݂ଵ(݈, ,ᇱݖ ᇱ̅)หߞ
௝ஹ଴

ଶ
ቍ

ଵ
ଶ

.                

By using the orthogonality of ൛ߞଵ
௝ ൟ௝ , we have 

‖݃ଶ‖ଶ = න න ቮ෍ ො݃ଶ(݆, ᇱߞ , ଵ̅ߞ(ᇱ̅ߞ
௝

௝ஹ଴

ቮ

ଶ

(ᇱߞ)ߪ݀(ଵߞ)ߪ݀
 

்

 

்೙షభ

 

= න ෍| ො݃ଶ(݆, ,ᇱߞ ᇱ̅)|ଶߞ

௝ஹ଴

(ᇱߞ)ߪ݀
 

்೙షభ

.        

Because 
ܲ ො݃ଶ(݆, ,ᇱߞ ᇱ̅)݇௭ᇲߞ (ᇱߞ) = ො݃ଶ(݆, ,ᇱߞ ᇱ)݇௭ᇲ̅ݖ  ,(ᇱߞ)
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ො݃ଶ(݆, ,ᇱߞ (ᇱ̅ݖ =
1

݇௭ᇲ(ߞᇱ) ܲ ො݃ଶ(݆, ᇱߞ , ᇱ̅)݇௭ᇲߞ  (ᇱߞ)

= ෑ
൫1 − ௝൯ߞ௝̅ݖ

ቀ1 − หݖ௝ห
ଶ

ቁ

௡

௝ୀଶ

ܲ ො݃ଶ(݆, ᇱߞ , ߞ ᇱ̅)݇௭ᇲ(ߞᇱ).                         

For fixed ݖᇱ ∈  ,௡ିଵܦ

| ො݃ଶ(݆, ,ᇱߞ |(ᇱ̅ߞ ≤ ෑ ቆ
1 + หݖ௝ห
1 − หݖ௝ห

ቇ

ଵ
ଶ

 |ܲ ො݃ଶ(݆, ,ᇱߞ |(ᇱߞ)ᇱ̅)݇௭ᇲߞ
௡

௝ୀଶ

. 

Thus we have 

‖ ො݃ଶ(݆, ᇱߞ , ᇱ)‖ଶ̅ݖ ≤ ෑ ቆ
1 + หݖ௝ห
1 − หݖ௝ห

ቇ ‖ܲ ො݃ଶ(݆, ,ᇱߞ ଶ‖(ᇱߞ)ᇱ̅)݇௭ᇲߞ
௡

௝ୀଶ

         

                   ≤ ෑ ቆ
1 + หݖ௝ห
1 − หݖ௝ห

ቇ ‖ ො݃ଶ(݆, ,ᇱߞ ᇱ̅)݇௭ᇲߞ ଶ‖(ᇱߞ)
௡

௝ୀଶ

 

= ෑ ቆ
1 + หݖ௝ห
1 − หݖ௝ห

ቇ
௡

௝ୀଶ

න ተተ ො݃ଶ(݆, ᇱߞ , ߞ ̅ᇱ) ෑ
ቀ1 − หݖ௝ห

ଶ
ቁ

ଵ
ଶ

൫1 − ௝൯ߞ௝̅ݖ

௡

௝ୀଶ
ተተ

ଶ
 

்೙

 (ߞ)ߪ݀

                      ≤ ෑ ቆ
1 + หݖ௝ห
1 − หݖ௝ห

ቇ
௡

௝ୀଶ

න | ො݃ଶ(݆, ,ᇱߞ ᇱ̅)|ଶߞ

 

்೙షభ

 (ᇱߞ)ߪ݀

This implies that 

ቯ෍| ො݃ଶ(݆, ,ᇱߞ ᇱ)|ଶ̅ݖ

௝ஹ଴

ቯ ≤ ෍‖ ො݃ଶ(݆, ,ᇱߞ ᇱ)‖ଶ̅ݖ

௝ஹ଴

                        

≤ ෑ ቆ
1 + หݖ௝ห
1 − หݖ௝ห

ቇ
௡

௝ୀଶ

න ෍| ො݃ଶ(݆, ,ᇱߞ ᇱ̅)|ଶߞ

௝ஹ଴

 

்೙షభ

    .(ᇱߞ)ߪ݀

That is, for any ݖᇱ ∈ ,௡ିଵܦ ∑ | ො݃ଶ(݆, ᇱߞ , ᇱ)|ଶ̅ݖ
௝ஹ଴ ∈  .ଵ(ܶ௡ିଵ)ܮ

Also ܲ መ݂ଵഥ (݆, ᇱߞ , ᇱഥߞ )݇௭ᇲ (ᇱߞ) = መ݂ଵഥ (݆, ,ᇱݖ ᇱഥߞ )݇௭ᇲ  and similarly we have (ᇱߞ)
∑ ห መ݂ଵ(݆, ,ᇱݖ ᇱ̅)หߞ

ଶ
௝ஹ଴  is in ܮଵ(ܶ௡ିଵ). 

Therefore 

ቌ෍| ො݃ଶ(݆, ,ᇱߞ ᇱ)|ଶ̅ݖ

௝ஹ଴

ቍ

ଵ/ଶ

ቌ෍ห መ݂ଵ(݆, ,ᇱݖ ᇱ̅)หߞ
ଶ

௝ஹ଴

ቍ

ଵ/ଶ

∈  .ଵ(ܶ௡ିଵ)ܮ

Thus we conclude that ܪ௠ଶ(ݖଵ) is continuous in variable ݖଵ on the closure ܦഥ. For 
every subsequence ቄݖଵఈೕ ቅ of the net {ݖଵఈ}, by the dominated convergence theorem 
again, we thus have 
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lim
௭భഀೕ→ఓభ

න ௠ଶܪ ቀݖଵఈೕቁ |݇௭ᇲ (ᇱߞ)ߪଶ݀|(ᇱߞ)
 

்೙షభ

                                                          

= න (ᇱߞ)ߪଶ݀|(ᇱߞ)௭ᇲ݇|(ଵߤ)௠ଶܪ
 

்೙షభ

                                   

= න න ݃ଶ൫̅ߤଵ݁ି௜ఏ , ,ᇱߞ ᇱ൯̅ݖ ଵ݂൫ߤଵ݁௜ఏ , ,ᇱݖ ᇱ̅൯|݇௭ᇲߞ ߠ௜௠ఏ݀݁(ᇱߞ)ߪଶ݀|(ᇱߞ)
 

்೙షభ

ଶగ

଴

. 

Also let 

(ଵߞ)௠ଷܪ = න ݃ଵ൫ߞଵ݁௜ఏ , ,ᇱߞ ᇱഥݖ ൯ ଶ݂൫ߞଵഥ ݁ି௜ఏ, ,ᇱݖ ߠᇱ̅൯݁௜௠ఏ݀ߞ
ଶగ

଴

 

 = ෍ ො݃ଵ(݆, ,ᇱߞ (ᇱ̅ݖ መ݂ଶ(݈, ,ᇱݖ ଵߞ(ᇱ̅ߞ
௝ߞଵ̅

௟

௝ି௟ୀି௠

, 

Then  
|(ଵߞ)௠ଷܪ|             ≤ ෍ ห ො݃ଵ(݆, ,ᇱߞ (ᇱ̅ݖ መ݂ଶ(݈, ,ᇱݖ ᇱ̅)หߞ

௝ି௟ୀି௠

 

≤ ቌ෍| ො݃ଵ(݆, ,ᇱߞ ᇱ)|ଶ̅ݖ

௝ஹ଴

ቍ

ଵ/ଶ

ቌ෍ห መ݂ଶ(݆, ,ᇱݖ ᇱ̅)หଶߞ

௝ஹ଴

ቍ

ଵ/ଶ

. 

Using the same argument as the proof of ܪ௠ଶ(ݖଵ), we have 

ቌ෍| ො݃ଵ(݆, ,ᇱߞ ᇱ)|ଶ̅ݖ

௝ஹ଴

ቍ

ଵ/ଶ

ቌ෍ห መ݂ଶ(݈, ,ᇱݖ ᇱ̅)หߞ
ଶ

௝ஹ଴

ቍ

ଵ/ଶ

∈  .ଵ(ܶ௡)ܮ

It follows that ܪ௠ଷ(ߞଵ) is continuous in variable ݖଵ on the closure ܦഥ. For every 
subsequence ቄݖଵఈೕ ቅ of the net {ݖଵఈ}, by the dominated convergence theorem again and 
Corollary (1.3.2), we have 

         lim
௭భഀೕ →ఓభ

න (ଵߞ)௠ଷܪ ቚ݇௭భഀೕ
ቚ(ߞ)ᇱݖ

ଶ
 

்೙

 (ߞ)ߪ݀

= lim
௭భഀೕ→ఓభ

න ௠ଷܪ ቆΦ௭భഀೕ
ቇ(ଵߞ) |݇௭ᇲ (ߞ)ߪଶ݀|(ᇱߞ)

 

்೙

          

= න ௭ᇲ݇|(ଵߤ)௠ଷܪ (ᇱߞ)ߪଶ݀|(ᇱߞ)
 

்೙షభ

                                    

= න න ݃ଵ൫ߤଵ݁௜ఏ , ᇱߞ , ᇱ൯̅ݖ ଶ݂൫̅ߤଵ݁ି௜ఏ , ,ᇱݖ ௭ᇲ݇|ߠᇱ̅ ൯݁௜௠ఏ݀ߞ (ᇱߞ)ߪଶ݀|(ᇱߞ)
ଶగ

଴

 

்೙షభ

  

= න න ݃ଵ൫ߤଵ݁௜ఏ , ᇱߞ , ᇱ൯̅ݖ ଶ݂൫̅ߤଵ݁ି௜ఏ , ,ᇱݖ (ᇱߞ)ߪଶ݀|(ᇱߞ)ᇱ̅ ൯|݇௭ᇲߞ
 

்೙షభ

݁௜௠ఏ݀ߠ
ଶగ

଴

. 



37 

Summarizing the statement above, we obtain 

 lim
௭భഀೕ→ఓభ

න 〈 ௙ܶ ௚ܶ݇௭భഀೕ௘೔ഇ݇௭ᇲ , ݇௭భഀೕ௘೔ഇ ݇௭ᇲ 〉 ݁௜௠ఏ݀ߠ
ଶగ

଴

 

= න න ൣ݃ଵ൫ߤଵ݁௜ఏ , ,ᇱߞ ᇱ൯̅ݖ ଵ݂൫ߤଵ݁௜ఏ , ,ᇱݖ ߞ ᇱ̅൯
 

்೙షభ

ଶగ

଴
+ ݃ଶ൫̅ߤଵ݁ି௜ఏ , ,ᇱߞ ᇱ൯̅ݖ ଶ݂൫̅ߤଵ݁ି௜ఏ , ,ᇱݖ ᇱ̅൯൧ߞ |݇௭ᇲ  ߠ௜௠ఏ݀݁(ᇱߞ)ߪଶ݀|(ᇱߞ)

+ න න ݃ଶ൫̅ߤଵ݁ି௜ఏ , ,ᇱߞ ᇱ൯̅ݖ ଵ݂൫ߤଵ݁௜ఏ , ,ᇱݖ ᇱ̅൯|݇௭ᇲߞ ߠ௜௠ఏ݀݁(ᇱߞ)ߪଶ݀|(ᇱߞ)
 

்೙షభ

ଶగ

଴

  

+ න න ݃ଵ൫ߤଵ݁௜ఏ , ,ᇱߞ ᇱ൯̅ݖ ଶ݂൫̅ߤଵ݁ି௜ఏ, ,ᇱݖ ᇱ̅൯|݇௭ᇲߞ ߠ௜௠ఏ݀݁(ᇱߞ)ߪଶ݀|(ᇱߞ)
 

்೙షభ

ଶగ

଴

  

        = න 〈 ௙ܶ൫ఓభ௘೔ഇ ,·൯ܶ௚൫ఓభ௘೔ഇ,·൯݇௭ᇲ , ݇௭ᇲ〉 ݁௜௠ఏ݀ߠ
ଶగ

଴

. 

Because ∫ 〈 ௙ܶ ௚ܶ݇௭భഀೕ௘೔ഇ ݇௭ᇲ , ݇௭భഀೕ ௘೔ഇ݇௭ᇲ〉 ݁௜௠ఏ݀ߠଶగ
଴  converges to the same number 

න 〈 ௙ܶ൫ఓభ௘೔ഇ ,·൯ܶ௚൫ఓభ௘೔ഇ,·൯݇௭ᇲ , ݇௭ᇲ〉 ݁௜௠ఏ݀ߠ
ଶగ

଴

 

for every subsequence of the net {ݖଵఈ}. Hence 

lim
௭భ→ఓభ

න 〈 ௙ܶ ௚ܶ݇௭భ௘೔ഇ ݇௭ᇲ , ݇௭భ௘೔ഇ ݇௭ᇲ 〉݁௜௠ఏ݀ߠ
ଶగ

଴

                  

                  = න 〈ܶ௙൫ఓభ௘೔ഇ ,·൯ܶ௚൫ఓభ௘೔ഇ ,·൯݇௭ᇲ , ݇௭ᇲ 〉 ݁௜௠ఏ݀ߠ
ଶగ

଴

. 

 This completes the proof of the theorem. 
Corollary (1.3.5)[27]: Let ݂, ݃ ∈ ஶ(ܶ௡), if ௙ܶܮ ௚ܶ is compact, then ݂(ߤ)݃(ߤ) = 0, for 
almost ߤ ∈ ܶ௡. 
Proof. Since ௙ܶ ௚ܶ is compact, so for any ݖଵ ∈ ,ܦ ߤ ∈ ܶ, 

lim
௭భ→ఓభ

〈 ௙ܶ ௚ܶ݇௭భ௘೔ഇ݇௭ᇲ , ݇௭భ௘೔ഇ݇௭ᇲ 〉 = 0 

and 
ห〈 ௙ܶ ௚ܶ݇௭ , ݇௭〉ห ≤ ฮ ௙ܶ ௚ܶฮ. 

Thus we have 

lim
௭భഀೕ →ఓభ

න 〈 ௙ܶ ௚ܶ݇௭భഀೕ௘೔ഇ ݇௭ᇲ , ݇௭భഀೕ ௘೔ഇ݇௭ᇲ 〉 ݁௜௠ఏ݀ߠ
ଶగ

଴

= 0, 

by dominated convergence theorem for every converges sequence. By Theorem (1.3.4), 
we have 
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න 〈 ௙ܶ൫ఓభ௘೔ഇ ,·൯ܶ௚൫ఓభ௘೔ഇ ,·൯݇௭ᇲ , ݇௭ᇲ 〉 ݁௜௠ఏ݀ߠ
ଶగ

଴

= 0, ݉ ݕ݊ܽ ݎ݋݂ ∈ ܼ. 

The injection of the Fourier transformation implies that 
〈 ௙ܶ൫ఓభ௘೔ഇ ,·൯ܶ௚൫ఓభ௘೔ഇ ,·൯݇௭ᇲ , ݇௭ᇲ〉 = 0, for almost ߠ ∈ [0,  .[ߨ2

Hence 
〈 ௙ܶ(ఓభ,·) ௚ܶ(ఓభ ,·)݇௭ᇲ , ݇௭ᇲ 〉 = 0, for almost ߤଵ ∈ ܶ. 

Using Theorem (1.3.4) ݊ − 1 times, we obtain 
〈 ௙ܶ(ఓభ ,ఓమ ,··· ,ఓ೙షభ,·) ௚ܶ(ఓభ ,ఓమ,··· ,ఓ೙షభ,·)݇௭೙, ݇௭೙

〉 = 0, 
for almost ߤଵ ∈ ܶ, ଶߤ ∈ ܶ,· · · , ௡ିଵߤ ∈ ܶ. 

By well-known fact of Toeplitz operators on ܪଶ(ܦ), we immediately see that 
(ߤ)݃(ߤ)݂ = 0 for almost ߤ ∈ ܶ௡. This completes the proof. 
Theorem (1.3.6)[27]: Let ݂, ݃ ∈ ଶ(ܶ௡). Then ௙ܶܮ ௚ܶ is a finite rank operator if and only 
if either ݂ or ݃ is zero. 
Proof. Only we need to prove that “only if” part. Since ݂ and ݃ are functions in ݊ 
variables, we will show that “only if” part by methods of mathematical induction for 
variables number. 

(a) When ݊ = 1, if ௙ܶ ௚ܶ is a finite rank operator on ܪଶ(ܦ), then by a result in [29], 
we have that either ݂ = 0 or ݃ = 0. 

(b) Assume ݊ > 1 and the result is truth for ݊ − 1, we will prove that the result must 
be true for ݊. 
Assume ݂, ݃ ∈ ଶ(ܶ௡) and ௙ܶܮ ௚ܶ is a finite rank operator on ܪଶ(ܦ௡). Thus we 

know that ௙ܶ ௚ܶ is a bounded operator on ܪଶ(ܦ௡). It follows that ห〈 ௙ܶ ௚ܶ݇௭ , ݇௭〉ห ≤ ௙ܶ ௚ܶ. 
Using Theorem (1.3.4), we easily obtain that, ݂݃ = 0. This implies that ܪ௙̅

௚ܪ∗ = ௙ܶ௚ −
௙ܶ ௚ܶ is also a finite rank operator on ܪଶ(ܦ௡). We write ݂, ݃ as 

݂̅ = ෍ ௜݂(ݖᇱ)ݖଵ
௜

ஶ

௜ୀିஶ

, ݃ ෍ ݃௜(ݖᇱ)ݖଵ
௜

ஶ

௜ୀିஶ

. 

Let ݇, ݈ ∈ ܼା, ,ߙ ߚ ∈ ܼା
௡ିଵ. Using the similar methods as in [3], we have 

௙̅ܪ〉
ଵݖ௚ܪ∗

௞ݖᇱఈ , ଵݖ
௟ݖᇱఉ〉 = ଵݖ௚ܪ〉

௞ݖᇱఈ , ଵݖ௙̅ܪ
௟  〈ᇱఉݖ

= ෍ 〈݃௜(ݖᇱ)ݖଵ
௜ା௞ݖᇱఈ, ଵݖ௙̅ܪ

௟ 〈ᇱఉݖ
௜ஸି(௞ାଵ)

+ ෍ ܫ)〉 − ܲ)݃௜(ݖᇱ)ݖଵ
௜ା௞ݖᇱఈ , ଵݖ௙̅ܪ

௟ 〈ᇱఉݖ
௜ஹି௞

      

= ෍ 〈݃௜(ݖᇱ)ݖଵ
௜ା௞ݖᇱఈ, ଵݖ݂̅

௟ 〈ᇱఉݖ
௜ஸି(௞ାଵ)

+ ෍ ଶܫ)〉 − ଶܲ)݃௜(ݖᇱ)ݖᇱఈݖଵ
௜ା௞, ଵݖ݂̅

௟ݖᇱఉ〉
௜ஹି௞

        

= ෍ 〈݃௜(ݖᇱ)ݖᇱఈ , (݂௜ା௞ି௟)(ݖᇱ)ݖᇱఉ〉
௜ஸି(௞ାଵ)

+ ෍ ଶܫ)〉 − ଶܲ)݃௜(ݖᇱ)ݖᇱఈ, (݂௜ା௞ି௟)(ݖᇱ)ݖᇱఉ〉
௜ஹି௞

, 

Where ܫଶ is the identity on ܮଶ(ܶ௡ିଵ) and ଶܲ is the projection from ܮଶ(ܶ௡ିଵ) onto 
 Therefore .(௡ିଵܦ)ଶܪ

ଵݖ௚ܪ〉
௞ݖᇱఈ, ଵݖ ௙̅ܪ

௟ 〈ᇱఉݖ − ଵݖ௚ܪ〉
௞ାଵݖᇱఈ, ଵݖ௙̅ܪ

௟ାଵݖᇱఉ〉                    
= 〈 ݃ି(௞ାଵ)(ݖᇱ)ݖᇱఈ, ݂ି (௟ାଵ)(ݖᇱ)ݖᇱఉ〉  

  = 〈 ଶܲ݃ି(௞ାଵ)(ݖᇱ)ݖᇱఈ, ݂ି (௟ାଵ)(ݖᇱ)ݖᇱఉ〉 
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= 〈ܶ௙̅ି(௟ାଵ) ௚ܶି(௞ାଵ)ݖᇱఈ ,              .〈ᇱఉݖ
Let ଵܵ  denote the multiplication by ݖଵ on ܪଶ(ܦ௡), i.e., ଵܵℎ = ଵℎ for ℎݖ ∈  .(௡ܦ)ଶܪ
The above relation implies that 

ቀ ଵܵ
∗௟ܪ௙̅

௚ܪ∗ ଵܵ
௞ − ଵܵ

∗(௟ାଵ)ܪ௙̅
௚ܪ∗ ଵܵ

௞ାଵቁ ℎ(ݖᇱ) = ܶ௙̅ି(௟ାଵ) ௚ܶି(௞ାଵ)ℎ(ݖᇱ) 
for all ℎ ∈  .(௡ିଵܦ)ଶܪ

Therefore ܶ௙̅ି(௟ାଵ) ௚ܶି(௞ାଵ) is a finite rank operator on ܪଶ(ܦ௡ିଵ). Assume, as 
induction hypothesis of ݊ − 1, that either ݂ି (௟ାଵ) = 0 or ݃ି(௞ାଵ) = 0 for all ݈, ݇ ∈ ܼା. 

Hence either ݂ି (௟ାଵ) = 0 for any ݈ ≥ 0 or ݃ି(௞ାଵ) = 0 for any ݇ ≥ 0. This 
implies that either ݂̅ or ݃ is analytic in variable ݖଵ. Similarly either ݂̅ or ݃ is analytic in 
variable ݖ௝(2 ≤ ݆ ≤ ݊). Without loss of generality, suppose that ݂̅ is analytic in 
variables ݖଵ, . . . , ,௝ାଵݖ ௝ and ݃ is analytic in variablesݖ . . . , ௡ݖ . Since ݂(ߤ)݃(ߤ) =  0 for 
almost ߤ ∈ ܶ௡, so let ܧ × ܨ ⊆ ܶ௝ × ܶ௡ି௝ be zero set of ݂ and ܧ have positive measure 
in ܶ௝ . By the assumption, ݂ is analytic in variables ݖଵ, . . . , ݂ ௝ andݖ ∈  ଶ(ܶ௡), hence forܮ
each fixed ൫ݖ௝ାଵ, . . . , ௡൯ݖ ∈ ܶ௡ି௝ , we have ݂ ∈  .ଶ൫ܶ௝൯ܪ

Thus ݂ = 0 for almost ൫ݖଵ, . . . , ௝൯ݖ ∈ ܶ௝  and ൫ݖ௝ାଵ, . . . , ௡൯ݖ ∈ ܧ ,.i.e ,ܨ = ܶ௝ . ݂ is 
zero on ܶ௝ × ݂ in ܶ௡ି௝ is 1, then ܨ If the measure of .ܨ = 0 on ܶ௡ . Assume that the 
measure of ܨ in ܶ௡ି௝ is less than 1, then ݃ is zero on ܶ௡ − ܶ௝ × ܨ = ܶ௝ × ൫ܶ௡ି௝ −  ൯ܨ
and the measure of ܶ௡ି௝ − ,௝ାଵݖ is positive. But ݃ is analytic in ܨ . . . ,  ௡ and for everyݖ
fixed ൫ݖଵ, . . . , ௝൯ݖ ∈ ܶ௝ , we have ݃ ∈ ݃ ଶ൫ܶ௡ି௝൯. This implies thatܪ = 0 for almost 
൫ݖ௝ାଵ, . . . , ௡൯ݖ ∈ ܶ௡ି௝. Thus we have ܶ ௡ି௝ − ܨ = ܶ௡ି௝ , i.e., ݃ = 0 on ܶ ௡ = ܶ௝ × ܶ௡ି௝. 
Thus we shown that “only if” part holds for ݊. By the principle of mathematical 
induction, it follows that “only if” part is true for all ݊ ≥ 1. This completes the proof of 
the theorem. 
Corollary (1.3.7)[27]: Let ݂, ݃ ∈  :ଶ(ܶ௡). The following are equivalentܮ

(a) ܶ ௙ ௚ܶ = 0. 
(b) ܶ ௙ ௚ܶ is a finite rank operator. 
(c) Either ݂ or ݃ is zero. 

Theorem (1.3.8)[27]: Let ݂ and ݃ be two bounded pluriharmonic function on ܦ௡ 
for ݊ > 1. Then ௙ܶ ௚ܶ is compact if and only if ݂ or ݃ is zero. 
Proof. First we write 

݂ = ଵ݂ + ݂ଶ̅ = ෍ ଵ݂(݆, ௡ݖ(ᇱݖ
௝

௝ஹ଴

+ ෍ ଶ݂(݆, ௡ݖ(ᇱݖ
௝

௝ஹ଴

, 

݃ = ݃ଵ + ݃̅ଶ = ෍ ݃ଵ(݆, ௡ݖ(ᇱݖ
௝

௝ஹ଴

+ ෍ ݃ଶ(݆, ௡ݖ(ᇱݖ
௝

௝ஹ଴

, 

Where ௜݂ , ݃௜ all in ܪଶ(ܦ௡), ௜݂(݆, (ᇱݖ ∈ ,݆)and ݃௜ (௡ିଵܦ)ଶܪ (ᇱݖ ∈ ݅ for (௡ିଵܦ)ଶܪ =
1, 2, ᇱݖ = ,ଵݖ) . . . ,  ௡ିଵ). It is only to prove that “only if” part. In fact, using Theoremݖ
(1.3.3), we know 

න 〈ܶ௙൫ఓభ௘೔ഇ,·൯ܶ௚൫ఓభ௘೔ഇ ,·൯݇௭ᇲ , ݇௭ᇲ 〉 ݁௜௠ఏ݀ߠ
ଶగ

଴

= 
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lim
௭భ→ఓభ

න 〈 ௙ܶ ௚ܶ݇௭భ௘೔ഇ݇௭ᇲ , ݇௭భ௘೔ഇ ݇௭ᇲ〉
ଶగ

଴

 ݁௜௠ఏ݀ߠ = 0. 

It is follows that 〈 ௙ܶ(ఓభ·) ௚ܶ(ఓభ·)݇௭ᇲ , ݇௭ᇲ 〉 = 0, for almost ߤଵ ∈ ܶ. The limits can now 
proceed. Last we obtain 〈ܶ௙(ఓᇲ ,·)ܶ௚(ఓᇲ ,·)݇௭೙ , ݇௭೙

〉 = 0, for almost ߤᇱ = ଵߤ) , . . . , (௡ିଵߤ ∈
ܶ௡ିଵ and all ݖ௡ ∈  That is .ܦ

ଵ݂(ߤᇱ, ,ᇱߤ)௡)݃ଵݖ (௡ݖ + ݂ଶ̅(ߤᇱ, ,ᇱߤ)௡)݃̅ଶݖ  (௡ݖ
+ܲൣ݃ଵ݂ଶ̅൧(ݖ௡) + ݃̅ଶ(ߤᇱ, (௡ݖ ଵ݂(ߤᇱ, (௡ݖ = 0 

for all ݖ௡ ∈  .ܦ
Since ଵ݂(ߤᇱ, ,ᇱߤ)௡)݃ଵݖ (௡ݖ + ݂ଶ̅(ߤᇱ, ,ߤ)௡)݃̅ଶݖ (௡ݖ + ܲൣ݃ଵ݂ଶ̅൧(ݖ௡) is harmonic in 

,ᇱߤ)௡, we have ൫݃̅ଶݖ (௡ݖ − ݃̅ଶ(ߤᇱ, 0)൯൫ ଵ݂(ߤᇱ, (௡ݖ − ଵ݂(ߤᇱ, 0)൯ = 0. In addition 
(ߤ)݃(ߤ)݂ =  0 by Theorem (1.3.3), we can see that either ݂(ߤᇱ, (௡ݖ = 0 or ݃(ߤᇱ, (௡ݖ =
0 for all ݖ௡ ∈ ܧ Hence there is set .ܦ ⊆ ܶ௡ିଵ which have positive measure, such that 
either ݂(ߤ) or ݃(ߤ) is zero on ܧ × ܶ. For explicit, let 

݃ = ෍ ݃ଵ(݆, ௡ߤ(ᇱߤ
௝

௝ஹ଴

+ ෍ ݃ଶ(݆, ௡ߤ(ᇱߤ
௝

௝ஹ଴

 

be zero on ܧ × ܶ. This implies that all ݃ଵ(݆, ,݆)ᇱ) and ݃ଶߤ  have ܧ But .ܧ ᇱ) are zero onߤ
positive measure in ܶ௡ିଵ, ݃ଵ(݆, ,݆)ᇱ) and ݃ଶߤ ,݆)ଶ(ܶ௡ିଵ), hence all ݃ଵܪ ᇱ) all inߤ  (ᇱߤ
and ݃ଶ(݆, ݃ ᇱ) are zero on ܶ௡ିଵ. This implies thatߤ = 0 on ܦ௡ . This completes the proof 
of the theorem. 

Note that when ݊ = 1, the pluriharmonic function on ܦ is harmonic. Any ݂ ∈
 It is well-known that there are two .ܦ ஶ(ܶ) can be extended as harmonic function onܮ
Toeplitz operators such that their product is compact but none of them is compact. So 
Theorem (1.3.8) is false when ݊ = 1. 
Theorem (1.3.9)[27]: let ݂ and ݃ be in ܮஶ(ܶ௡). If there is a ℎ ∈  ஶ(ܶ௡), such thatܮ

௙ܶ ௚ܶ − ௛ܶ is a compact operator, then ݂(ߤ)݃(ߤ)  =  ℎ(ߤ) for almost ߤ ∈ ܶ௡ .  
Proof. Since ௛ܶ = ଵܶ ௛ܶ, using Theorem (1.3.3), we have 

lim
௭భ→ఓభ

න 〈൫ ௙ܶ ௚ܶ − ௛ܶ൯݇௭భ௘೔ഇ ݇௭ᇲ , ݇௭భ௘೔ഇ ݇௭ᇲ 〉݁௜௠ఏ݀ߠ
ଶగ

଴

 

= න 〈ቀ ௙ܶ൫ఓభ௘೔ഇ ·൯ܶ௚൫ఓభ௘೔ഇ·൯ − ܶ௛൫ఓభ௘೔ഇ·൯ቁ ݇௭ᇲ , ݇௭ᇲ 〉 ݁௜௠ఏ݀ߠ
ଶగ

଴

. 

As ௙ܶ ௚ܶ − ௛ܶ is compact, so 

lim
௭భ→ఓభ

න 〈൫ ௙ܶ ௚ܶ − ௛ܶ൯݇௭భ௘೔ഇ݇௭ᇲ , ݇௭భ௘೔ഇ݇௭ᇲ 〉݁௜௠ఏ݀ߠ
ଶగ

଴

= 0. 

It is follows that 

න 〈ቀܶ௙൫ఓభ௘೔ഇ·൯ܶ௚൫ఓభ௘೔ഇ·൯ − ܶ௛൫ఓభ௘೔ഇ·൯ቁ ݇௭ᇲ, ݇௭ᇲ 〉 ݁௜௠ఏ݀ߠ
ଶగ

଴

= 0. 

The injection of the Fourier transformation implies that 
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〈ቀ ௙ܶ൫ఓభ௘೔ഇ·൯ܶ௚൫ఓభ௘೔ഇ·൯ − ܶ௛൫ఓభ௘೔ഇ ·൯ቁ ݇௭ᇲ , ݇௭ᇲ〉 = 0. 
Also we have 

0 = lim
௭మ→ఓమ

න 〈൫ ௙ܶ(ఓభ ·) ௚ܶ(ఓభ·) − ௛ܶ(ఓభ ·)൯݇௭మ௘೔ഇ ݇௭ᇲᇲ , ݇௭మ௘೔ഇ ݇௭ᇲᇲ〉݁௜௠ఏ݀ߠ
ଶగ

଴

 

     = න 〈ቀܶ௙൫ఓభ ,ఓమ௘೔ഇ ·൯ܶ௚൫ఓభ ,ఓమ௘೔ഇ·൯ − ܶ௛൫ఓభ ,ఓమ௘೔ഇ·൯ቁ ݇௭ᇲᇲ , ݇௭ᇲᇲ 〉 ݁௜௠ఏ݀ߠ
ଶగ

଴

. 

Hence 
〈ቀ ௙ܶ൫ఓభ ,ఓమ௘೔ഇ ·൯ܶ௚൫ఓభ ,ఓమ௘೔ഇ ·൯ − ܶ௛൫ఓభ ,ఓమ௘೔ഇ·൯ቁ ݇௭ᇲᇲ , ݇௭ᇲᇲ〉 ݁௜௠ఏ݀ߠ = 0 

for almost (ߤଵ, (ଶߤ ∈ ܶଶ. Using the above argument, we can obtain 
〈൫ ௙ܶ(ఓభ ,ఓమ,...,ఓ೙షభ·) ௚ܶ(ఓభ ,ఓమ,...,ఓ೙షభ·) − ௛ܶ(ఓభ ,ఓమ,...,ఓ೙షభ·)൯݇௭೙ , ݇௭೙

〉 = 0 
for almost (ߤଵ, . . . , (௡ିଵߤ ∈ ܶ௡ିଵ. 

It implies that ݂(ߤ)݃(ߤ) = ℎ(ߤ) for almost ߤ ∈ ܶ௡. This completes the proof of 
the theorem. 
Theorem (1.3.10)[27]: Let ݂ and ݃ be in ܮஶ(ܶ௡). The following are equivalent: 

(a) There is a ℎ ∈ ஶܮ  such that ௙ܶ ௚ܶ = ௛ܶ . 
(b) There is a ℎ ∈ ஶܮ  such that ௙ܶ ௚ܶ = ௛ܶ is finte operator. 
(c) The Hankel product ܪ௙̅

 .௚ is a finte rank operatorܪ∗
(d) For every ݅(1 ≤ ݅ ≤ ݊), either ݂̅ or ݃ is analytic in variable ݖ௜. 

Proof. We first show that (d) implies (a). Without loss of generality, assume that ݂̅ is 
analytic in ݖଵ, . . . , ௝ݖ , ݃ is analytic in ݖ௝ାଵ, . . . ,  ,௡. Then by a straightforward computationݖ
for every ℎଵ, ℎଶ ∈  we have ,(௡ܦ)ଶܪ

ܫ) − ܲ)(݃ℎଵ) = ෍ ܽ௠ݖ௠

௠ୀ(௠భ ,௠మ)∈௓ೕ×௓శ
೙షೕ

, 

ܫ) − ܲ)൫݂ℎ̅ଶ൯ = ෍ ܾ௠ݖ௠

௠ୀ(௠భ ,௠మ)∈௓శ
ೕ ×௓೙షೕ

. 

Thus 
,௚ℎଵܪ〉 ௙̅ܪ

∗ℎଶ〉 = 0. 
It follows that ܪ௙̅

௚ܪ∗ = 0, i.e., ௙ܶ ௚ܶ − ௙ܶ௚ = ௙̅ܪ−
௚ܪ∗ = 0. Thus we put ℎ = ݂݃, it 

follows that (a) holds. 
Using Theorem (1.3.9), if ܶ ௙ ௚ܶ − ௛ܶ is finte rank operator, then ℎ = ݂݃, it is easy 

to see that (b) implies (c). It is obvious that (a) implies (b). 
Now we prove that (c) implies (4). We write ݂ and ݃ as 

݂̅ = ෍ ௜݂(ݖᇱ)ݖଵ
௜

ஶ

௜ୀିஶ

, and ݃ = ෍ ݃௜(ݖᇱ)ݖଵ
௜

ஶ

௜ୀିஶ

. 

Let ଵܵℎ =  Using the same argument as . (௡ܦ)ଶܪ ଵℎ be multiplication operator onݖ
Theorem (1.3.6), we have 

ቀ ଵܵ
∗௟ܪ௙̅

௚ܪ∗ ଵܵ
௞ − ଵܵ

∗(௟ାଵ)ܪ௙̅
௚ܪ∗ ଵܵ

௞ାଵቁ ℎ(ݖᇱ) = ܶ௙̅ି(௟ାଵ) ௚ܶି(௞ାଵ)ℎ(ݖᇱ) 
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 for ℎ ∈ Thus ܶ௙̅ି(௟ାଵ) .(௡ିଵܦ)ଶܪ ௚ܶି(௞ାଵ) is a finte rank operator on ܪଶ(ܦ௡ିଵ). 
Using Theorem (1.3.6), either ݂ି (௟ାଵ)(ݖᇱ) = 0 or ݃ି(௞ାଵ)(ݖᇱ) = 0, for any ݈ ≥

0, ݇ ≥ 0. Therefore either ݂ ି(௟ାଵ)(ݖᇱ) = 0 for any ݈ ≥ 0 or ݃ ି(௞ାଵ)(ݖᇱ) = 0 for any ݇ ≥
0. 

That is either ݂̅ or ݃ is analytic in ݖଵ. This finishes the proof of the theorem. 
In [30], Caixing Gu and Dechao Zheng give an example that ௙ܶ ௚ܶ − ௙ܶ௚ is 

compact but is not zero. But if ݂  and ݃  are two bounded pluriharmonic functions on ܦ௡, 
this case does not take place. 
Theorem (1.3.11)[27]: Let ݂ and ݃ be two bounded pluriharmonic functions on ܦ௡. 

The following are equivalent: 
(a) ܶ ௙ ௚ܶ − ௙ܶ௚ = 0. 
(b) ܶ ௙ ௚ܶ − ௙ܶ௚ is compact. 
(c) ܪ௙̅

 .௚ is compactܪ∗
(d) ฮܪ௙̅

௚݇௭ฮܪ∗ → 0 (as ݖ →  .(௡ܦ߲ 
(e) lim

௭→డ஽೙
௙̅ܪ〉

,௚݇௭ܪ∗ ݇௭〉 = 0. 
(f) For every ݖ௜(1 ≤ ݅ ≤ ݊), either ݂ or ݃ is analytic in ݖ௜. 

Proof. We only prove that (e) implies (f). Suppose the condition (e) holds, then using 
Corollary (1.3.2), we have 〈൫ ௙ܶ(ఓᇲ ,·)ܶ௚(ఓᇲ ,·) − ܶ௙(ఓᇲ ,·)݃ఓᇲ ,·൯݇௭೙ , ݇௭೙

〉 = 0 for almost ߤᇱ ∈
ܶ௡ିଵ and every ݖ௡ ∈ ᇱ, both ௙ܶ(ఓᇲߤ For fixed .ܦ ,·) and ܶ௚(ఓᇲ ,·) are Toeplitz operators on 
It is easy to prove that ܶ௙(ఓᇲ .(ܦ)ଶܪ ,·)ܶ௚(ఓᇲ ,·) = ௙ܶ(ఓᇲ,·)௚(ఓᇲ ,·). 

By a result in [29], we have that either ݂(ߤᇱ, ,ᇱߤ)݃ ௡) orݖ  .௡ݖ ௡) is analytic inݖ
This implies that there is positive measure set ܧ ⊆ ܶ௡ିଵ, such that for every ߤᇱ ∈  ,ܧ 
either ݂ ,ᇱߤ) ݃ ௡) orݖ ,ᇱߤ) ݂ ௡. Sinceݖ ௡) is analytic inݖ  is bounded pluriharmonic function, 
we can write 

݂ = ෍ ௜݂ଵ(ݖᇱ)ݖଵ
௜

௝ஹ଴

+ ෍ ௜݂ଶ(̅ݖᇱ)ݖଵ̅
௜

௝ஹ଴

, 

where ௜݂ଵ(ݖᇱ) and ௜݂ଶ(̅ݖᇱ) are all in ܪଶ(ܦ௡ିଵ). Thus ௜݂ଵ(ݖᇱ) is zero on ܧ. It follows that 
௜݂ଵ(ݖᇱ) is zero on ܶ௡ିଵ. Hence for almost ߤ ∈  ܶ௡ିଵ, ݂̅ is analytic in ݖ௡. This finishes 

the proof of the theorem. 
Note that when ݊ = 1, Theorem (1.3.11) is false. In fact, when ݊ = 1, if ݂ or ݃ 

is in ܪஶ + ௙̅ܪ then ,ܥ
 .௚ is compactܪ∗
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Chapter 2 
The Hardy Space and Module over the Bidisk 

 

We study some elementary properties of the submodules and show, in some 
cases, how the operator theoretical properties are related to the module theoretical 
properties. The last part focus on the study of double commutativity of compression 
operators. We will show that ܴ௭  and ܴ௪, as well as ௭ܵ  and ܵ௪, essentially doubly 
commute. Moreover, both [ܴ௪

∗ , ܴ௭] and [ܵ௪
∗ , ௭ܵ] are actually Hilbert-Schmidt. 

 

Section (2.1): Operator Theory: 
In operator model theory the vector-valued Hardy space ܪଶ(ܧ) is used to 

construct models for contractions (of. [38], [47]). Without loss of generality we can let 
 with the Hardy space over (ܧ)ଶܪ be the Hardy space over the unit disk and identify ܧ
the bidisk ܪଶ(ܦଶ). This identification, on the one hand, can give us a better 
understanding of some elements in model theory, while, on the other hand, it brings new 
techniques into the study of ܪଶ(ܦଶ). We will construct a universal model for contractive 
analytic functions and give an application to a submodule problem in ܪଶ(ܦଶ). We study 
some elementary properties of submodules in ܪଶ(ܦଶ). We focuses on the almost donble 
commutativity of compression operators on a quotient module ܪଶ(ܦଶ) ⊝   .ܯ

We let ࡯ denote the complex plane and ࡯ଶ be the cartesian product of two copies 
of ࡯.  

Thus the points of ࡯ଶ are the ordered pairs (ݖ,  We let ܼା denote the set of .(ݓ
nonnegative integers. 

The ring of polynomials of ݖ and ݓ will be denoted by ℛ, though sometimes the 
standard notation ݖ]࡯,  is also used to avoid possible confusion. The ideal generated [ݓ
by polynomials ݌ଵ, ,ଶ݌ … , ,ଵ݌) ௡ is denoted by݌ ,ଶ݌ … ,  .(௡݌

The unit bidisk in ࡯ଶ is denoted by ܦଶ with distinguished boundary ܶଶ, where ܦ 
is the unit disk and ܶ is the unit circle. The closure of the polynomials over ܦଶ under 
the supremum norm will be denoted by ܣ(ܦଶ) and is said to be the bidisk algebra. We 
let |݀ݖ| denote the normalized Lebesgue measure on the unit circle ܶ and |݀ݓ݀||ݖ| =
݀݉ be the product measure on the torus ܶଶ. 

The Hardy space ܪଶ(ܦଶ) is the Hilbert space of holomorphic functions over ܦଶ 
which satisfy the inequality 

sup
଴ஸ௥ழଵ

න|݂(ݖݎ, ଶ݀݉|(ݓݎ
 

்మ

< ∞. 

The norm ‖݂‖ of a function ݂ ∈  is defined by (ଶܦ)ଶܪ

‖݂‖ଶ ≔ sup
଴ஸ௥ழଵ

න|݂(ݖݎ, ଶ݀݉|(ݓݎ
 

்మ

. 

The inner product induced by this norm will be denoted by 〈⋅,⋅〉. 
By Fatou's theorem, every function in ܪଶ(ܦଶ) has nontangential limits at almost 

every point of ܶଶ. If we let መ݂ denote the boundary function of ݂ ∈  then ,(ଶܦ)ଶܪ
መ݂ ∈ ,ଶ(ܶଶܪ ݀݉) ≔ spanതതതതതത൛ݖ௜ݓ௝ : ,ݖ ݓ ∈ ܶ, ݅, ݆ ∈ ܼାൟ, 

where the closure is taken in ܮଶ(ܶଶ, ݀݉). And it is also well known that each function 
in ܪଶ(ܶଶ, ݀݉) has a unique analytic extension to ܦଶ which belongs in ܪଶ(ܦ). For 
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convenience, we identify ܪଶ(ܦଶ) with ܪଶ(ܶଶ, ݀݉) and will use ݂ to denote its 
boundary value መ݂ as well. 

For any bounded function ߶ in ܣ(ܦଶ), we define the Toeplitz operator థܶ 
mapping ܪଶ(ܦଶ) to itself such that 

ܶథ(݂) = ܲ(߶݂), 
where ܲ is the orthogonal projection from ܮଶ(ܶଶ, ݀݉) to ܪଶ(ܦଶ). 

We let ܪஶ(ܦଶ) be the space of all bounded holomorphic functions in ܦଶ  with 
‖݂‖ஶ = sup{|݂(ݖ, ,|(ݓ ,ݖ) (ݓ ∈  .{ଶܦ

It is easily seen that ܪஶ(ܦଶ) is a Banach algebra with pointwise multiplication and 
addition. The collection of invertible elements in the algebra ܪஶ(ܦଶ) is denoted by 
൫ܪஶ(ܦଶ)൯ିଵ. 

It is well known that the space ܪଶ(ܦଶ) is an ܣ(ܦଶ) −module with action defined 
by point wise multiplication by ܣ(ܦଶ) functions. A closed subspace ܯ ⊂  is (ଶܦ)ଶܪ
said to be ݓ invariant if it is invariant under multiplication by ݓ.  is said to be a ܯ
submodule if it is invariant under the module action, or equivalently, ܯ is invariant 
under multiphcation by both ݖ and ݓ. 

Restrictions of ௭ܶ and ௪ܶ to a submodule ܯ will be denoted by ܴ௭ and ܴ௪ 
respectively. 

For any subset ܺ ⊂  we let ,(ଶܦ)ଶܪ
[ܺ]: = spanതതതതതത{ܣ(ܦଶ)ܺ} 

denote the submodule generated by ܺ. 
If ܯ is a proper submodule of ܪଶ(ܦଶ) and 

:݌ (ଶܦ)ଶܪ → :ݍ   ,ܯ (ଶܦ)ଶܪ → (ଶܦ)ଶܪ ⊖  ܯ
are the orthogonal projections, then one checks that the map ܵ: (ଶܦ)ܣ →
(ଶܦ)ଶܪ)ܤ ⊖  defined by (ܯ

௙ܵ௚ ≔ ௚݂௤
  

for ݂ ∈ ݃ and (ଶܦ)ܣ ∈ (ଶܦ)ଶܪ ⊖ (ଶܦ)ଶܪ is a homomorphism which tnrrts ܯ ⊖  ܯ
into a quotient ܣ(ܦଶ) −module. One sees that the operators ௭ܵ , ܵ௪ are compressions of 
the Toeplitz operators ௭ܶ , ௪ܶ to ܪଶ(ܦଶ) ⊖  .ܯ

 If ܧ is a separable complex gilbert space with an orthonormal bases ൛ߟ௝ൟ, we can 
identify the ܧ −valued Hardy space ܪଶ(ܧ) with ܪଶ(ܦଶ) in the following way: 

Let ݑ be the unitary map from ܧ to ܪଶ(ܦ) defined by 
௝ߟݓ = ௝ݖ , ݆ ≥ 0. 

Then ܷ = ܫ ⊗ (ܦ)ଶܪ is a unitary from ݑ ⊗ (ܦ)ଶܪ to ܧ ⊗  such that (ܦ)ଶܪ
ܷ൫ݓ௜ߟ௝൯ = ௝ݓ௜ݖ , ݅, ݆ ≥ 0. 

We will take a look at some facts in model theory in the context of ܪଶ(ܦଶ) in 
Section 1. 

 The following family of evaluation operators is very important in our study and 
will be used often. 
Definition (2.1.1)[34]: For ߣ ∈ ܰ we define the evaluation operator ,ܦ  (ଶܦ)ଶܪ from (ߣ)
to ܪଶ(ܦ) by 

(ݖ)݂(ߣ)ܰ = ,ݖ)݂ ,(ߣ ݂ ∈  .(ଶܦ)ଶܪ
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It is easy to see using the Cauchy integral formula that ܰ(ߣ) has an integral 
representation from which we get ‖ܰ(ߣ)‖ = (1 −  .ଶ)ିଵ/ଶ|ߣ|

We will be mainly interested in the restrictions of ܰ(ߣ) to certain subspaces and 
will use the same notation to denote these restrictions. 

The evaluation operator was studied in [48] but later we found that it can be 
viewed as a universal model for contractive analytic functions.  

For any function ݂(ݖ, (ݓ = ∑ ௝ݖ
௝݂ ஶ(ݓ)

௝ୀ଴  in ܪଶ(ܦଶ), we define 

Φ௙(ݓ) ≔ න|݂(ݖ, |ݖ݀|ଶ|(ݓ
 

்

= ෍ห ௝݂(ݓ)หଶ
ஶ

௝ୀ଴

, ݓ ∈  .ܦ

It is easy to check that Φ௙ is subharmonie on ܦ, and by the Fubini theorem we have 

න Φ௙(ݓ)|݀ݓ|
 

்

= ‖݂‖ଶ. 

Definition (2.1.2)[34]: A function ݂ ∈ ܴ will be said to be (ଶܦ)ଶܪ −inner if Φ௙(ݓ) =
1 almost everywhere on ܶ. 

One sees that if ݂  is ܴ −inner, then by the subharmonicity, Φ௙(ߣ) ≤ 1 for all ߣ ∈
(ߣ)and Φ௙ ,ܦ = 1 for some ߣ ∈  .if and only if Φ௙ is a constant ܦ

If Φ௙ is a constant, then 

0 =
߲ଶΦ௙

ഥݓ߲ݓ߲
෍ห ௝݂

ᇱ(ݓ)หଶ
ஶ

௝ୀ଴

, ݓ ∈  ,ܦ

which implies that the ௝݂ 's are all constants and hence ݂ is a function ill ݖ only. 
If ܯ is ݓ −invariant, then for every ݂ ∈ ܯ ⊝  ,ܯݓ

න Φ௙(ݓ)ݓ௜|݀ݓ|
 

்

= න ൭න|݂(ݖ, |ݖ݀|ଶ|(ݓ
 

்

൱ |ݓ݀|௜ݓ
 

்

 

                                 = න ݓ ௜݂(ݖ, ,ݖ)݂(ݓ തതതതതതതതത(ݓ
 

்మ

 |ݓ݀||ݖ݀|

                  = ,௜݂ݓ〉 ݂〉 = 0,    ݅ ≥ 1. 
This implies 

Φ௙(ݓ) = ‖݂‖ଶ 
almost everywhere on ܶ since Φ௙ is real. The computation above yields the following  
Proposition (2.1.3)[34]: If ܯ ⊂  then every ,ݓ is an invariant subspace for (ଶܦ)ଶܪ
function in ܯ ⊝ ܴ with norm 1 is ܯݓ −inner. 
Definition (2.1.4)[34]: A ܧ)ܤᇱ, -is called left ܦ on (ݓ)ߠ valued analytic function-(ܧ
inner(inner)if its boundary values on the unit circle ܶ are almost everywhere isometries 
(unitaries) from ܧᇱ into ܧ. 

If ܯ is w-invariant in ܪଶ(ܦଶ) = (ܦ)ଶܪ ⊗  then the Lax-Halmos theorem ,(ܦ)ଶܪ
asserts that 

ܯ =  (ܧ)ଶܪ(ݓ)ߠ
for some Hilbert space ܧ and a ܤ൫ܧ, ൯(ܦ)ଶܪ −valued left inner function 0. Proposition 
(2.1.3) enables us to restate the Lax-Halmos theorem in ܪଶ(ܦଶ). 
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Corollary (2.1.5)[34]: (Lax-Halmos) If ܯ is any w-invariant subspace of ܪଶ(ܦଶ), then 
the evaluation operator ܰ is left inner from ܯ ⊖  and (ܦ)ଶܪ to ܯݓ

ܯ =  ,(ܧ)ଶܪ(ݓ)ܰ
where ܧ = ܯ ⊖  .ܯݓ
Proof. If ݂ ∈ ܯ ⊖  then ,ܯݓ

ଶ‖(݂)(ߣ)ܰ‖ = න|݂(ݖ, |ݖ݀|ଶ|(ߣ
 

்

= Φ௙(ߣ) 

and the corollary follows from the remarks preceeding Proposition (2.1.3) and the fact 
that 

ܯ =⊕௜ୀ଴
ஶ ܯ)௜ݓ ⊖  .(ܯݓ

If ܵ௪ is the compression of multiplication by ݓ to ܪଶ(ܦଶ) ⊖  then it is well ,ܯ
known in model theory that the ܰ in Corollary (2.1.5) is equivalent to either the 
characteristic operator function for ܵ௪  or its direct sum with a constant untary. This 
observation and the spectral relation between a contraction and its characteristic 
function give us the following 
Corollary (2.1.6)[34]: If ܯ is a ݓ −invariant subspaee of ܪଶ(ܦଶ) and ܵ௪  is the 
compression of multiplication by w to ܪଶ(ܦଶ) ⊖   then ,ܯ

(௪ܵ)ߪ =  ,(ܰ)ߪ
where ߪ(ܰ) is the set of points ߣ ∈  is not boundedly (ߣ)ܰ for which the operator ܦ
invertible from ܯ ⊖ ߣ together with those ,(ܦ)ଶܪ to ܯݓ ∈ ܶ not lying on any of the 
open arcs of ܶ on which ܰ(ߣ) is a unitary operator valued analytic function of ߣ. 

If ܯ is ݓ −invariant, then the evaluation operator ܰ is left-inner when restricted 
to ܯ ⊖  by Corollary (2.1.5). It turns out that every left-inner function is of this ܯݓ
form for some ݓ −lnvariant subspace ܯ ⊂  Actually a general statement holds .(ଶܦ)ଶܪ
which provides a universal model for contractive analytic functions. 
Proposition (2.1.7)[34]: If ൫ܧ, ,(ܦ)ଶܪ  ൯ is a contractive analytic function, then(ݓ)ߠ
there is a subspace ܪ ⊂  ܵ such that ܪ to ܧ and a constant contraction ܵ from (ଶܦ)ଶܪ
has dense range and 

(ߣ)ߠ = ,ܵ(ߣ)ܰ ∀ ⊖∈  .ܦ
When ߠ is left-inner, ܵ  is a unitary and ܪ is of the form ܯ ⊖ ݓ for some ܯݓ −invariant 
subspace ܯ. 
Proof. We define ܵ: ܧ →  by (ଶܦ)ଶܪ

ݔܵ = ,ݔ(ݓ)ߠ ݔ∀ ∈  ܧ
and let ܪ be the closure of the range of ܵ. Then 

(ݔܵ)(ߣ)ܰ = (ݔߠ)(ߣ)ܰ = ݔ∀    ,ݔ(ߣ)ߠ ∈  ,ܧ
i.e., (ߣ)ߠ = ܵ and ܵ(ߣ)ܰ  is a contraction follows from the fact that (ݓ)ߠ is contractive. 

When ߠ is left-inner, we let ܯ be the ݓ −invariant subspace generated by ܪ and 
one checks that 

ܯ ⊖ ܯݓ =  .ܧߠ
If ‖ܰ(0)݂‖ < ‖݂‖ for an ݂ ∈ ܯ ⊖ ,ܯݓ ݂ ≠ 0, then ܰ is said to be purely 

contractive and it is well known that in this case ܰ is equivalent to the characteristic 
operator function for ܵ௪ . 

For any ݂ ∈  we can write ,(ଶܦ)ଶܪ
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,ݖ)݂ (ݓ = ,ݖ)݂ 0) + ,ݖ)݃ݓ  (ݓ
for some ݃ ∈ ‖݂So ‖ܰ(0) .(ଶܦ)ଶܪ = ‖݂‖ if and only if ݃ =  0, e.g. ݂ is independent 
of variable ݓ. 

Corollary (2.1.6) has an interesting application which reveals how a module 
theoretical invariant is related to the operator theoretical properties of the compression 
operators ௭ܵ  and ܵ௪ . 

The proof requires a lemma from [48]. 
Lemma (2.1.8)[34]: ([48]) If ܯ ⊂ ݖ is (ଶܦ)ଶܪ −invariant, then ܰ ܯ restricted to (ߣ) ⊖
ߣ is HiIbert-Schmidt for every ܯݖ ∈  .ܦ

Let us first have an intuitive look at this lemma. If ܯ is ݖ −invariant, then the 
functions in ܯ ⊖  depend largely on the variable w and hence they don't vary much ܯݖ
if the ݓ variable is fixed. Let us consider an example. 

If ܯ =  for some inner function ߶, then (ଶܦ)ଶܪ߶
ܯ ⊖ ܯݖ = ,ݖ)߶} :(ݓ)݃(ݓ ݃ ∈  {(ܦ)ଶܪ

and ܰ(ߣ)(ܯ ⊖ (ܯݖ = ,ݖ)థܥ  .(ߣ
We now go to the application which we state as 

Theorem (2.1.9)[34]: If ܯ is a submoduIe of ܪଶ(ܦଶ) with ܯ ⊖ ܯݖ) +  infinite (ܯݓ
dimensional, then 

)ߪ ௭ܵ) = (௪ܵ)ߪ =  .ഥܦ
Proof. If {݃௡: ݊ ≥ 0} ⊂ ܯ ⊖ ܯݖ) + (ܯݓ = ܯ) ⊖ (ܯݖ ∩ ܯ) ⊖  is anortho (ܯݓ
normal basis, then for every ߣ ∈  ,ܦ

෍‖ܰ(ߣ)݃௡‖ଶ
ஶ

௝ୀ଴

< ∞ 

by Lemma (2.1.8). In particular, this implies that  
lim

௡→ஶ
‖௡݃(ߣ)ܰ‖ = 0 

and hence ߣ ∈  .by Corollary (2.1.6) ߪ(௪ݏ)ߪ
On the other hand ܵ௪ , is clearly a contraction, so in conclusion 

(௪ܵ)ߪ =  .ഥܦ
The proof for ௭ܵ  is similar.  

In the one variable case, if ܯ is an (ܦ)ܣ submodule of ܪଶ(ܦ) or the Bergman 
space ܮ௔

ଶ ܯ respectively, then ,(ܦ) ⊖  by Beurling's ܯ is a generating set for ܯݓ
theorem or by the results of Aleman, Richter and Sunderberg in [35]. In ܪଶ(ܦଶ), ܯ ⊖
ܯݖ) + ܯ' is a natural analogue of (ܯݓ ⊖ ܯ ,in the one variable case. However 'ܯݓ ⊖
ܯݖ) +  We will give one simple example .ܯ is not, in general, a generating set for (ܯݓ
at the end. Here we show the existence of a submodule in ܪଶ(ܦଶ) which has infinite 
rank but for which ܯ ⊖ ܯݖ) +  .is finite dimensional (ܯݓ

This submodule is constructed by Rudin in [46]. 
Corollary (2.1.10)[34]: There is a submodule ܯ ⊂  of infinite rank with (ଶܦ)ଶܪ

dim ܯ ⊖ ܯݖ) + (ܯݓ < ∞. 
Proof. If ܯ is the collection of all the functions in ܪଶ(ܦଶ) that have a zero of order 
greater than or equal to ݊ at (0, (௡ߙ = (0,1 − ݊ିଷ) for ݊ =  1, 2, 3, . . ., then ܯ is a 
submodule of ܪଶ(ܦଶ) of infinite rank by Rudin ([46, pp 71-72]). We now prove that 
dim൫ܯ ⊖ ܯݖ) + ൯(ܯݓ < ∞ by showing  
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(௪ܵ)ߪ = {1} ∪ :௡ߙ} ݊ ≥ 1}. 
For the study of the spectra for compression operators on more general quotient spaces, 
see [37] and [40]. 

First of all, for each ݊ every function in ܰఈ೙
ݖ vanishes at (ܯ) = 0 and hence 

ఈܰ೙
 Therefore .(ܦ)ଶܪ is a proper subset of (ܯ)

(௪ܵ)ߪ ⊃ {1} ∪ :௡ߙ} ݊ ≥ 1} 
by Corollary (2.1.5). 

If we let 

(ݓ)ܤ = ෑ ൬
ݓ − ௡ߙ

1 − ݓ௡തതതതߙ
൰

௡ஶ

௡ୀଵ

, 

then (ݓ)ܤ is a Blaschke product and ܤ ∈ ߣ If .ܯ from the construction of ܯ ∈  and ܦ
(ߣ)ܤ ≠ 0, then 

(ݓ)ܤ − (ߣ)ܤ = ݓ) −  (ݓ)ܾ(ߣ
for some bounded analytic function b and therefore for every ݂ ∈ ܯ ⊖  ܯݓ

(ܵ௪ − (ߣ ௕݂ܵ = ݓ)൫ݍ −  ൯݂ܾ(ߣ
                            = ݂ܤ)ݍ −  (݂(ߣ)ܤ

                                      = ݂ݍ(ߣ)ܤ− =  .݂(ߣ)ܤ−
Thus we have ߣ ∈  .(௪ܵ)ߩ

If |ߣ| = 1 and ߣ ≠ 1, then (ݓ)ܤ extends analytically into a neighborhood of ߣ 
and the same argument carries over. In conclusion, we have 

(௪ܵ)ߪ = {1} ∪ :௡ߙ} ݊ ≥ 1}. 
This implies that dim൫ܯ ⊖ ܯݖ) + ൯(ܯݓ < ∞ by Theorem (2.1.9) and hence 

ܯ] ⊖ ܯݖ) +   .ܯ is a proper submodule of [(ܯݓ
We showed in Corollary (2.1.10) that for Rudin's submodule ܯ ܯ ⊖

ܯݖ) +  is finite dimensional. Here is a question that may have an interesting (ܯݓ
answer. 
Question (2.1.11)[34]: If ܯ is Kudin's submodule as in the proof of Corollary (2.1.10), 
then what is dim൫ܯ ⊖ ܯݖ) + ൯(ܯݓ ? 

Another way to look at the spectrum of ܵ௪ in the proof of Corollary (2.1.10) is 
through the theory of ܥ଴ class operators. Let us give the definition first. 
Definition (2.1.12)[34]: A completely non-unitary contraction a is said to be in the class 
߶ ଴ if there is a non-zeroܥ ∈ (ܽ)߶ such that (ܦ)ஶܪ = 0. 

See [47] and [36] for a detailed treatment of ܥ଴ operators. 
From the construction of ܯ, ܵ௪ is an operator in the class ܥ଴ with ܤ as its minimal 

function. Proposition 4.2 in [38] then implies that 
(௪ܵ)ߪ = {1} ∪ ݊ :௡ߙ} ≥ 1}. 

We finish with a proposition on ܥ଴ operators. It should be a known fact. 
Proposition (2.1.13)[34]: If ܯ is a submodule in ܪଶ(ܦଶ), then ܵ௪  on ܪଶ(ܦଶ) ⊖  is ܯ
in ܥ଴ if and only if there is bounded function ߶(ݓ) ∈  .ܯ
Proof. If ߶(ݓ) is a bounded function in ܯ, then it is easy to check that 

߶(ܵ௪) = ܵథ = 0. 
Conversely, if there is a ߶ ∈ such that ߶(ܵ௪) (ܦ)ஶܪ = 0, then 

(߶)ݍ = (1ݍ)߶ݍ = ߶(ܵ௪)(1ݍ) = 0 
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and hence ߶(ݓ) ∈  .ܯ
Proposition (2.1.13) will be needed to give a necessary condition for [ܵ௭ , ܵ௪

∗ ] =
0. 

We study some elemexttary properties of submodules of ܪଶ(ܦଶ). We first give 
an estimate of the dimension of the quotient ܯ ⊖  is any submodule of ܯ where ,ܯܫ
ܫ and (ଶܦ)ଶܪ ⊂ ܴ is any ideal. Then we will give some applications. 

If ܯ is a submodule, then ܯݖ + ܫ More generally, if .ܯ is proper in ܯݓ ⊂ ܴ is 
an ideal whose zero variety ܸ(ܫ) intersects ܦଶ nontrivially, then ܫ ⋅  is a proper ܯ
subspace of ܯ. 

The following theorem gives an estimate of the dimension of ܯ ⊖  .ܯܫ
Theorem (2.1.14)[34]: If ܫ ⊂ ܴ is an ideal and ܯ ⊂  is a submodule, then (ଶܦ)ଶܪ

dim(ܯ ⊖ (ܯܫ ≤ dim(ܴ/ܫ) rank(ܯ). 
Proof. We assume dim(ܴ/ܫ) = ݉ଵ < ∞ with a basis ൛߭ଵ, ߭ଶ, … , ߭௠భൟ for ܴ/ܫ and 
rank(ܯ) = ݉ଶ < ∞ with a generating set ൛ ଵ݁ , ݁ଶ, . . . , ݁௠మൟ for ܯ. 

If ߶ ∈ ܯ ⊖ then thereis a sequence of polynomials ൛ ,ܯܫ ௝݂
௡: ݊ ≥ 0, ݆ =

1,2,3, … , ݉ଶൟ such that 

lim
௡→ஶ

෍ ௝݂
௡

௝݁

௠మ

௝ୀଵ

= ߶ 

in ܪଶ(ܦଶ). For each ௝݂
௡ , we write 

௝݂
௡ = ௝݂,ூ

௡ + ௝ݎ
௡ 

With ௝݂,ூ
௡ ∈ ௝ݎ and ܫ

௡ ∈ :ܲ If we Iet .ܫ/ܴ ܯ → ܯ ⊖  ,be the orthogonal projection ܯܫ
then 

߶ = ܲ߶ = ܲ ቌ lim
௡→ஶ

෍ ௝݂
௡

௝݁

௠మ

௝ୀଵ

ቍ 

                            = lim
௡→ஶ

෍ ܲ൫ ௝݂,ூ
௡

௝݁ + ௝ݎ
௡

௝݁൯
௠మ

௝ୀଵ

 

                 = lim
௡→ஶ

෍ ܲ൫ݎ௝
௡

௝݁൯
௠మ

௝ୀଵ

. 

Since ൛߭ଵ, ߭ଶ, … , ߭௠భൟ is a basis for ܴ/ܫ we can write 

௝ݎ
௡ = ෍ ௝ܿ,௜

௡ ߭௜

௠భ

௜ୀଵ

, 

Where ௝ܿ,௜
௡ , ݊ ≥ 0,1 ≤ ݅ ≤ ݉ଵ, 1 ≤ ݆ ≤ ݉ଶ are constants. Then, 

߶ = lim
௡→ஶ

෍ ෍ ௝ܿ,௜
௡ ܲ൫߭௜ ௝݁൯

௠భ

௜ୀଵ

௠మ

௝ୀଵ

. 

and hence ߶ ∈ ൛ܲ൫߭௜݊ܽ݌ݏ ௝݁൯, 1 ≤ ݅ ≤ ݉ଵ, 1 ≤ ݆ ≤ ݉ଶൟ. Therefore, 
dim(ܯ ⊖ (ܯܫ ≤ ݉ଵ݉ଶ = dim(ܴ/ܫ)  .(ܯ)݇݊ܽݎ
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Corollary (2.1.15)[34]: If ܯ ⊂  is a submodule, then (ଶܦ)ଶܪ
dim൫ܯ ⊖ ܯݖ) + ൯(ܯݓ ≤ rank(ܯ). 

Proof. Let ܫ = ,ݖ) (ݓ ⊂ ܴ, then dim(ܴ/ܫ) = 1 and ܯܫ = ܯݖ +  The corollary then .ܯݓ
follows directly from Theorem (2.1.16).  
Corollary (2.1.16)[34]: If ܫଵ, ,ଶܫ … ,  ௞ are ideals in ܴ and we setܫ

መ௝ܫ = ଶܫଵܫ … ௝ାଵܫ௝ିଵܫ … ܬ    ,௞ܫ = መଵܫ + መଶܫ + ⋯ +  ,መ௞ܫ
Then  

dim ቌሩൣܫ௝൧
௞

௝ୀଵ

⊖ ቎ෑ ௝ܫ

௞

௝ୀଵ

቏ቍ ≤ dim(ܴ/ܫ) rank ቌሩൣܫ௝൧
௞

௝ୀଵ

ቍ. 

Proof. We denote ⋂ ௝൧௞ܫൣ
௝ୀଵ  by ܰ. For any ߶ ∈ ܰ, there is a sequence of polynomials 

൛݌௝
௡: 1 ≤ ݆ ≤ ݇, ݊ ≥ 0ൟ such that ൛݌௝

௡: ݊ ≥ 0ൟ ⊂  ௝ andܫ
lim

௡→ஶ
௝݌

௡ = ߶ 
for each 1 ≤ ݆ ≤ ݇. If ௝݂ ∈ መ௝ܫ , ݆ =  1, 2, . . . , ݇, then 

ቌ෍ ௝݂

௞

௝ୀଵ

ቍ ߶ = ෍ lim
௡→ஶ ௝݂݌௝

௡
௞

௝ୀଵ

. 

But for each ݆, ௝݂݌௝
௡ ∈ ௝ܫመ௝ܫ = ,ଵܫ ଶܫ …  ௞, soܫ

ቌ෍ ௝݂

௞

௝ୀଵ

ቍ ߶ ∈ ቎ෑ ௝ܫ

௞

௝ୀଵ

቏. 

This shows ܰܬ ⊂ ൣ∏ ௝௞ܫ
௝ୀଵ ൧ and hencs 

dim ቌܰ ⊖ ቎ෑ ௝ܫ

௞

௝ୀଵ

቏ቍ ≤ dim(ܰ ⊖  .(തതതതܰܬ

The corollary then follows from Theorem (2.1.14).  
The equality in Corollary (2.1.6) holds in some cases. 

Example (2.1.17)[34]: If ܫଵ = ଶܫ = ,ݖ) ܵ then ,(ݓ = ,ݖ) (ܬ/ܴ)and hence dim (ݓ = 1. 
It is also easy to see that [ܫଵܫଶ] = ,ଶݖ)] ,ݓݖ  ଶ)] and one checks thatݓ

,ݖ)] [(ݓ ⊖ ,ଶݖ)]) ,ݓݖ ([(ଶݓ = span{ݖ,  .{ݓ
Therefore, 

dim[(ݖ, [(ݓ ⊖ ,ଶݖ)]) ,ݓݖ ([(ଶݓ = 2 = dim(ܴ/ܬ) ,ݖ)])݇݊ܽݎ  .([(ݓ
By Corollary (2.1.6), if ܬ = ܴ, then ⋂ ௝൧௞ܫൣ

௝ୀଵ = ൣ∏ ௝௞ܫ
௝ୀଵ ൧ and we can improve this 

result a little bit. For simplicity we state the improved result for ݇ = 2. 
Corollary (2.1.18)[34]: If ܫଵ, ଵܫ) ଶ are ideals of ܴ such thatܫ + (ଶܫ ∩ ൫ܪஶ(ܦଶ)൯

ିଵ
≠ ∅, 

then 
[ଵܫ] ∩ [ଶܫ] =  .[ଶܫଵܫ]

Proof. In the proof of Corollary (2.1.6), we see that (ܫଵ + [ଵܫ])(ଶܫ ∩ ([ଶܫ] ⊂  If .[ଶܫଵܫ]
ଵܫ) + (ଶܫ ∩ ൫ܪஶ(ܦଶ)൯

ିଵ
≠ ∅ then 

[ଵܫ] ∩ [ଶܫ] = ଵܫ) + [ଵܫ])(ଶܫ ∩ ([ଶܫ] ⊂ [ଶܫଵܫ] ⊂ [ଵܫ] ∩  .[ଶܫ]
Hence,  
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[ଵܫ] ∩ [ଶܫ] =  .[ଶܫଵܫ]
 We now use Corollary (2.1.18) to give a simple example to show that ܯ ⊝
ܯݖ) +  .ܯ is in general not a generating set for (ܯݓ
  If ߙ = ,ଵߙ) (ଶߙ ∈ ,ଶ is not equal to (0ܦ 0) and ܪఈ is the collection of all functions 
in ܪଶ(ܦଶ) which vanish at ߙ, then ܪఈ = ݖ)] − ,ଵߙ ݓ −  ଶ)] andߙ

ఈܪݖ + ఈܪݓ = ,ݖ)] ݖ)(ݓ − ,ଵߙ ݓ −  .[(ଶߙ
Since (ݖ, ݖ) and (ݓ − ,ଵߙ ݓ −  ଶ) have no common zero, by the Nullstellensatzߙ
,ݖ) (ݓ + ݖ) − ,ଵߙ ݓ − (ଶߙ = ,ݖ]࡯  and hence [ݓ

,ݖ)] ݖ)(ݓ − ,ଵߙ ݓ − [(ଶߙ = ,ݖ)]  [(ݓ ∩ ݖ)] − ,ଵߙ ݓ −  [(ଶߙ
by Corollary (2.1.18). This means that ܪݖఈ +  ఈ is the collection of all the functionsܪݓ
in ܪଶ(ܦଶ) which vanish at both 0 and a and therefore its codimension in ܪଶ(ܦଶ) is 2. 
But the codimension of ܪఈ is 1, so ܪఈ ⊖ ఈܪݖ) +  ఈ) is one dimensional andܪݓ
therefore it can not be a generating set for ܪఈ . 

It is not clear to us whether ܯ ⊖ ܯݖ) +  ܯ when ܯ is a generating set for (ܯݓ
has rank 1. This question is raised by T. Nakazi in [44]. 

The condition (ܫଵ + (ଶܫ ∩ ൫ܪஶ(ܦଶ)൯
ିଵ

≠ ∅ in Corollary (2.1.18) means in 
particular that the two ideals ܫଵ and ܫଶ have no common zero in ܦଶ. What happens if 
they have only a finite number of common zeros? 
Question (2.1.19)[34]: If ܸ(ܫଵ) ∩ [ଵܫ] is a finite set, then is (ଶܫ)ܸ ∩ [ଶܫ] ⊖  finite [ଶܫଵܫ]
dimensional? 

We recall that for any submodule ܯ, ܴ௭  and ܴ௪ are the restrictions of ௭ܶ and ௪ܶ 
to ܯ respectively. In [43] it was shown that if ܯ is a submodule in ܪଶ(ܦଶ), then ܴ௭  
doubly commutes with ܴ௭  on ܯ if and only if ܯ is of the form 

ܯ =  (ଶܦ)ଶܪ߶
for some inner function ߶, we will study the conditions on ܯ under which ௭ܵ  doubly 
commutes with ܵ௪ on ܪଶ(ܦଶ) ⊖  .ܯ

In view of the decomposition 
(ଶܦ)ଶܪ = (ଶܦ)ଶܪ) ⊖ (ܯ ⊕  ,ܯ

we can decompose the Toeplitz operators on ܪଶ(ܦଶ) correspondingly. 
If we regard ݓ as a multiplication operator on ܪଶ(ܦଶ), then 

௪ܶ = ൬ݍݓݍ 0
ݍݓ݌  ,൰݌ݓ݌

௭ܶ = ൬ݍݖݍ 0
ݍݖ݌  ൰݌ݖ݌

Where ݌ and ݍ are the orthogonal projections onto ܯ and ܪଶ(ܦଶ) ⊖  .respectively ܯ
Therefore 

௪ܶ
∗

௭ܶ − ௭ܶ ௪ܶ
∗ = ൬ݓݍഥݍݖݍ + ݍݖ݌ഥݓݍ − ݍഥݓݍݖݍ ݌ݖ݌ഥݓݍ − ݌ഥݓݍݖݍ

ݍݖ݌ഥݓ݌ − ݍഥݓݍݖ݌ ݌ݖ݌ഥݓ݌ − ݌ഥݓݍݖ݌ −  .൰݌ഥݓݖ݌

It is well known that ௪ܶ
∗

௭ܶ − ௭ܶ ௪ܶ
∗ = 0 on ܪଶ(ܦଶ), so we have that 

ݍݖݍഥݓݍ + ݍݖ݌ഥݓݍ − ݍഥݓݍݖݍ = 0, 
or equivalently, 

ܵ௪
∗

௭ܵ − ܵ௭ܵ௪
∗ =  .ݍݖ݌ഥݓݍ−

We can now state and prove the following 
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Proposition (2.1.20)[34]: If ܯ is a submodule such that [ܵ௭ܵ௪
∗ ] = 0 on ܭ = (ଶܦ)ଶܪ ⊖

then either ܵ௭ ,ܯ  or ܵ௪ is in the class ܥ଴. 
Proof. By the identity preceding the statement of Proposition (2.1.20), 

[ܵ௭ܵ௪
∗ ] = (1 −  .ݖ݌ഥݓ(݌

So for ݂, ݃ in ܭ, 
0 =< [ܵ௭ܵ௪

∗ ]݂, ݃ ≥< (1 − ,݂ݖ݌ഥݓ(݌ ݃ > 
=< ,݂ݖ݌ ݃ݓ݌ >. 

One also checks that for every ℎ ∈  ,ܯ
< ,݂ݖ݌ ℎݖ >=< ,݂ݖ ℎݖ >=< ݂, ℎ >= 0, 

i.e. ݖ݌ maps ܭ into ܯ ⊖ ܯ into ܭ maps ݓ݌ and similarly ܯݖ ⊖  Since .ܯݓ
ܯ) ⊖ (ܯݖ ∩ ܯ) ⊖ (ܯݓ = ܯ ⊖ ܯݖ) + (ܯݓ ≠ {0}, 

either (ܭ)ݖ݌ is not dense in ܯ ⊖ ܯ is not dense in (ܭ)ݓ݌ or ܯݖ ⊖  We assume .ܯݓ
ܯ is not dense in (ܭ)ݖ݌ ⊖ ߶ and then there is a ,ܯݖ ∈ ܯ ⊖  such that ܯݖ

< ,݂ݖ ߶ >=< ,݂ݖ݌ ߶ >= 0, 
for all ݂ ∈  and hence is orthogonal to ܭݖ and ܯݖ Therefore ߶ is orthogonal to both .ܭ
ܯݖ ⊕ ܭݖ = ܯ)ݖ ⊕ (ܭ =  is invariant ܯ only. Since ݓ So ߶ is a function in .(ଶܦ)ଶܪݖ
for ݓ, the inner factor of ߶ is also in ܯ and hence the corollary follows from Proposition 
(2.1.13).  
Corollary (2.1.21)[34]: ܯ is a submodule such that ܭ = (ଶܦ)ଶܪ ⊖  is invariant for ܯ
multiplication by ݖ if and only if 

ܯ =  (ଶܦ)ଶܪ߶
for some inner function ߶ depending on ݓ only. 
Proof. If ܭ is invariant for ݖ, then by the proof of Proposition (2.1.20) every function 
in ܯ ⊖ ܯ and hence ,ݓ depends only on ܯݖ ⊖  is invariant for multiplication by ܯݖ
 ,By Beurling's Theorem .ݓ

ܯ ⊖ ܯݖ =  (ܦ)ଶܪ߶
for some inner function ߶ depending on ݓ only. Hence, 

ܯ =⊕௜ୀ଴
ஶ ܯ)௜ݖ ⊖ (ܯݖ = ߶ ⊕௜ୀ଴

ஶ (ܦ)ଶܪ௜ݖ =  .(ଶܦ)ଶܪ߶
Conversely, if ܯ =  ݓ for some inner function ߶ depending only on (ଶܦ)ଶܪ߶

and ݂ is any function in ܭ = (ଶܦ)ଶܪ ⊖  then obviously ,ܯ
< ,݂ݖ ௝ݓ߶ >= 0 

for ݆ ≥ 0. For any ݅ ≥ 1 and ݆ ≥ 0, 
,݂ݖ〉 〈௝ݓ௜ݖ߶ = 〈݂, 〈௝ݓ௜ିଵݖ߶ = 0. 

In conclusion, ݂ݖ ∈ ܭ and hence ܭ = (ଶܦ)ଶܪ ⊖  is invari~nt under multiplication ܯ
by ݖ. 

If ܯ is generated by a polynomial, then Proposition (2.1.20) gives a 
characterization of ܯ in the case ௭ܵ  doubly commutes with ܵ௪ . 
Corollary (2.1.22)[34]: If ℎ is a polynomial in ܴ, then [ ௭ܵ , ܵ௪

∗ ] = 0 on ܪଶ(ܦଶ) ⊖ [ℎ] 
if and only if 

[ℎ] =  (ଶܦ)ଶܪܩ
with ܩ a finite Blaschke product depending only on one variable. 
Proof. We let ܼ(ℎ) denote the zero set of ℎ. 

First of all if ܼ(ℎ) ∩ ଶܦ = ∅ then ℎ is outer(e.g. [ℎ] =  by [40]. So we ((ଶܦ)ଶܪ
assume ܼ(ℎ) ∩ ଶܦ ≠ ∅. 
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If [ ௭ܵ , ܵ௪
∗ ] = 0 on ܪଶ(ܦଶ) = [ℎ], then by Proposition (2.1.20) either ௭ܵ  or ܵ௪ , is 

Co. We now assume ܵ௪  is ܥ଴ and therefore by Proposition (2.1.13) there is a non-zero 
bounded function ߶(ݓ) ∈  .ܯ

If ൛ݓ௝: 1 ≤ ݆ ≤ ܰ ≤ ∞ൟ are the distinct zeros of ߶ in ܦ, then 

ܼ(ℎ) ∩ ଶܦ ⊂ ራ ܦ × ൛ݓ௝ൟ
ே

௝ୀ଴

. 

We assume ൛ݓ௝ : 1 ≤ ݆ ≤ ݇ൟ is the set of all the zeros of ߶ such that 
ܼ(ℎ) ∩ ܦ × ൛ݓ௝ൟ ≠ ∅. 

Since ℎ can't have isolated zeros, we have 
ℎ൫߶ݖ, ௝൯ݓ = ݖ∀   ,0 ∈ ,ܦ 1 ≤ ݆ ≤ ݇. 

But since ℎ is a polynomial, ݓ − ௝ݓ  must be a factor of ℎ which we write as 
൫ݓ − ௝൯ݓ = 0|ℎ(ݖ, ,(ݓ 1 ≤ ݆ ≤ ݇, 

and now it is clear that ݇ must be finite. If for each ݆, we let 

௝݊ ≔ maxቄ݊: ൫ݓ − ௝൯ݓ
௡

|ℎ(ݖ,  ,ቅ(ݓ
Then  

ℎ(ݖ, (ݓ = ෑ൫ݓ − ௝൯௡ೕݓ ,ݖ)݌ (ݓ
௞

௝ୀଵ

, 

For some polynomial ݌. From the construction above, 
(݌)ܼ ∩ ଶܦ = ∅ 

Which means ݌ is outer. If we let 

(ݓ)ܩ ≔ ෑ ቆ
ݓ − ௝ݓ

1 − ቇݓఫതതതݓ
௡ೕ௞

௝ୀଵ

, 

Then  

[ℎ] = ቌෑ൫ݓ − ௝൯ݓ
௡ೕܪଶ(ܦଶ)

௞

௝ୀଵ

ቍ =  .(ଶܦ)ଶܪܩ

Conversely, if [ℎ] =  ,ݓ an inner function depending only on ܩ with (ଶܦ)ଶܪܩ
then ܪଶ(ܦଶ) ⊖ [ℎ] is invariant under multiplication by ݖ by Corollary (2.1.15) and 
hence 

[ ௭ܵ , ܵ௪
∗ ] = −(1 − ݖ݌ഥݓ(݌ = 0. 

Corollary (2.1.15) actually implies that ௭ܶ and ௪ܶ cannot have a common 
reducing subspace which, in the module language, can be stated as 
Corollary (2.1.23)[34]: ܪଶ(ܦଶ) can not be decomposed as a direct sum of two proper 
submodules. 
Proof. If ܯ and ܭ = (ଶܦ)ଶܪ ⊖  ,are both submodules then by Corollary (2.1.15) ܯ

ܯ = (ଶܦ)ଶܪ߶ = ߶ଶܪଶ(ܦଶ), 
for some inner functions ߶ଵ in ݖ and ߶ଶ in ݓ. But this is possible only if ߶ଵ and ߶ଶ are 
both scalars, hence ܯ =   .(ଶܦ)ଶܪ
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Corollary (2.1.18) is actually true for every submodule of ܪଶ(ܦଶ), not just 
 itself, and if we use a result in [42] we can prove more. In fact, no two (ଶܦ)ଶܪ
submodules can even have positive angle. It is an easy consequence of the following 
Lemma (2.1.24)[34]: If ܯ ⊂  is a nontrivial submoduIe, then the joint minimal (ଶܦ)ଶܪ
unitary dilation of ݖ and ݓ on ܯ are the multiplications by ݖ and ݓ respectively on 
,ଶ(ܶଶܮ ݀݉), where dm is the normalized Lebesgue measure on the torus ܶଶ. 
Proof. If we let  

෡ܯ ≔ spanതതതതതത൛ݖ௜ݓ௝݂: ݂ ∈ ,ܯ ݅, ݆: intergersൟ, 
where the closure is taken in ܮଶ(ܶଶ, ݀݉), then ݖ and ݓ on ܯ෡ are the joint minimal 
unitary dilation of ݖ and ݓ respectively on ܯ. Since ܯ෡ ⊂ ,ଶ(ܶଶܮ ݀݉) and ܯ෡  is jointly 
invariant for the multiplications by ݖ, ,̅ݖ and ݓ  ,ഥ, by Lemma 3 in [42]ݓ

෡ܯ = 1ாܮଶ, 
for some measurable subset ܧ ⊂ ܶଶ. But ܯ෡  contains ܯ and it is well known that nonzero 
functions in ܪଶ(ܦଶ) cannot vanish on a subset of ܶଶ with positive measure. So 
݉(ܶଶ\ܧ) = 0 and therefore ܯ෡ =  .ଶܮ
Corollary (2.1.25)[34]: No two submoduIes of ܪଶ(ܦଶ) can have positive angle. 
Proof. Since two submodules ܯ, ܰ are said to have positive angle if 

sup{|〈݂, ݃〉|: ݂ ∈ ,ܯ ݃ ∈ ܰ, ‖݂‖ = ‖݃‖ = 1} < 1, 
we need to show that 

sup{|〈݂, ݃〉|: ݂ ∈ ,ܯ ݃ ∈ ܰ, ‖݂‖ = ‖݃‖ = 1} = 1. 
If ݂ ∈ ,ܯ ݃ ∈ ܰ are any two nonzero functions, then by Lemma (2.1.24), 

ൣ መ݂൧ = [ ො݃] =  .ଶܮ
So for any small positive number e we can find polynomials ݌ଵ and ݌ଶ in four variables 
,ݖ ,ݓ ,̅ݖ ഥݓ  such that 

‖ଵ݂݌‖ = ‖ଶ݃݌‖ = 1 
and 

‖1 − ‖ଵ݂݌ ≤ ߳,   ‖1 − ‖ଶ݃݌ ≤ ߳. 
Then, 

,ଵ݂݌〉| |〈ଶ݃݌ = |〈1 + ଵ݂݌ − 1,1 + ଶ݃݌ − 1〉|               
≥ 1 − ଵ݂݌‖ − 1‖ − ଶ݃݌‖ − 1‖ − ଵ݂݌‖ − ଶ݃݌‖‖1 − 1‖ 
≥ 1 − 2߳ − ߳ଶ                     

We now choose a sufficiently large integer ݊ such that ݖ௡ݓ௡݌ଵ,  ଶ are݌௡ݓ௡ݖ
polynomials in ݖ, ̅ݖݖ only taking ݓ = 1 and ݓݓഥ = 1. Then ݖ௡ݓ௡݌ଵ݂ ∈  and ܯ
ଶ݃݌௡ݓ௡ݖ ∈ ܰ and 

,ଵ݂݌௡ݓ௡ݖ〉| |〈ଶ݃݌௡ݓ௡ݖ = ,ଵ݂݌〉| |〈ଶ݃݌ ≥ 1 − 2߳ − ߳ଶ. 
This implies 

sup{|〈݂, ݃〉|: ݂ ∈ ,ܯ ݃ ∈ ܰ, ‖݂‖ = ‖݃‖ = 1} = 1 
since e is arbitrary.  

We feel Corollary (2.1.25) is a known result but we were not able to find it in the 
literature. 

We finish by raising a question suggested by Corollary (2.1.16). 
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Section (2.2): The Berger Show Theorem: 
The Berger-Shaw theorem says that the self-commutator of a multicyclic 

hyponormal operator is trace class ([50]). It is interesting to study the multivariate 
analogue of this theorem. [55] reformulated the theorem in an algebraic language and 
showed that if the spectrum of a finite rank hyponormal module is contained in an 
algebraic curve then the module is reductive. They also gave examples showing that it 
is generally not the case if the spectrum of the module is of higher dimension. However, 
many examples show that the cross commutators do not seem to have a close relation 
with the spectra of modules and are generally “small”. This suggests that the following 
general questions may have positive answers. 
Questions. Suppose ଵܶ, ଶܶ are two doubly commuting operators acting on a separable 
Hilbert space ܪ and ܴଵ, ܴଶ are the restrictions of them to a jointly invariant subspace 
that is finitely generated by ଵܶ, ଶܶ. 

(a) Is the cross commutator [ܴଵ
∗, ܴଶ] in some Schatten p-class? 

(b) Is the product [ܴଵ
∗, ܴଵ], [ܴଶ

∗, ܴଶ] also small? 
(c) What about the compressions of ଵܶ, ଶܶ to the orthogonal complement of M? 

A special case of the first question was studied by Curto, Muhly and Yanin [52]. 
The second question was raised by R. Douglas. The third one appears  naturally from 
the study of essentially reductive quotient modules. Note that when ଵܶ, ଶܶ  the first tow 
question are answered positively by the Berger-Shaw theorem. 

We will make a study of these questions in the case ܪ =  ଶ(॰ଶ), the Hardyܪ
space over the bidisk, and ଵܶ, ଶܶ are the multiplications by the two coordinate functions 
z and w. Then a closed subspace of ܪଶ(॰ଶ) is jointly invariant for T1 and T2 if and only 
if it is an ܣ(॰ଶ) submodule. We will have a look at the third question first because it 
turns out to be the easiest. The answer to the second question is a consequence of the 
answer to the first one. Some related questions will also be studied. We now begin the 
study by doing some preparations. 

We let ܧᇱ, E be two separable Hilbert spaces of infinite dimension and 
൛ߜ௝

ᇱ: ݆ ≥ 0ൟ, ൛ߜ௝ : ݆ ≥ 0ൟ are orthonormal bases for  ܧᇱand E  respectively. We let ܪଶ(ܧ) 
denote the E-valued Hardy space, i.e. ܪଶ(ܧ) ≔ ቄ∑ ௝ݔ௝ݖ : |ݖ| = 1, ∑ ฮݔ௝ฮ

ா
ଶ < ∞ஶ

௝ୀ଴
ஶ
௝ୀ଴ ቅ  

It is well known that every function in ܪଶ(ܧ) has an analytic continuation to the  whole 
unit disk ॰. For our convenience, we will not distinguish the functions of ܪଶ(ܧ) from 
their extensions to ॰. We let Tz be the Toeplitz operator on ܪଶ(ܧ)  such that for any 
݂ ∈   ,(ܧ)ଶܪ

௭݂ܶ(ݖ) =  (ݖ)݂ݖ
One sees that ௭ܶ is a shift operator of infinite multiplicity. ܤ ܣ(ܧᇱ, E)-valued analytic 
function (ݖ)ߠ on ॰ is called left-inner (inner) if its boundary values on the unit circle T 
are almost everywhere isometries (unitaries) from  ܧᇱ into E. Therefore, multiplication 
by a left-inner ߠ defines an isometry from ܪଶ(ܧᇱ) into ܪଶ(E).  

A closed subspace ܯ ⊂ ܶ is called invariant if  (ܧ)ଶܪ ௭ܯ ⊂  The Lax-Halmos .ܯ
Theorem gives a complete discription of invariant subspaces in terms of left-inner 
functions. 



56 

Theorem (2.2.1)[49]: (Lax-Halmos) M is a nontrivial invariant subspace of ܪଶ(E) if 
and only if there is a closed subspace ܧᇱ ⊂ ,ᇱܧ)ܤ and a ܧ  valued left-inner function-(ܧ
 such that ߠ

ܯ =  (1)                                                   (ᇱܧ)ଶܪߠ
The representation is unique in the sense that  

(ᇱܧ)ଶܪߠ = (ᇱᇱܧ)ଶܪᇱߠ ⟺ ߠ =  ᇱܸߠ
where V is a unitary from ܧᇱ onto ܧᇱᇱ.  

In order to make a study of the Hardy modules over the bidisk, we identify the 
space E with another copy of the Hardy space. Then ܪଶ(ܧ) =  E will be ⊗ (ܦ)ଶܪ
identified with ܪଶ(॰) ⊗ ଶ(॰)ܪ =  .ଶ(॰ଶ). We do this in the following wayܪ

Let u be the unitary map from E to ܪଶ(॰) such that 
௝ߜݑ = ௝ݑ , ݆ ≥ 0 

Then U = I ⊗u is a unitary from ܪଶ(॰) ⊗ ଶ(॰)ܪ to ܧ ⊗  ଶ(॰) such thatܪ
ܷ൫ݖ௜ߜ௝൯ = ௝ݓ௜ݖ , ݅, ݆ ≥ 0 

It is not hard to see that  ܯ ⊂ ܯ  is invariant if and only if (ܧ)ଶܪ ⊂  ଶ(॰) is invariantܪ
under multiplication by the coordinate function z. This identification enables us to use 
the Lax-Halmos theorem to study certain properties of sub-Hardy modules over the 
bidisk which we will do. We will let ݀|ݖ| denote the normalized Lebesgue measure on 
the unit circle ܶ and ݀|ݓ|݀|ݖ| be the product measure on the torus ܶଶ.  

We prove two technical lemmas and an important corollary. 
Suppose ߠ is left inner with values in B(ܧᇱ, E)-  and ߜ  is any fixed element of E. 

We now define an operator N from ܧߠᇱ  to the Hardy space ܪଶ(॰) over the unit disk as 
the following: 

ܰ ቌ (ݖ)ߠ ෍ ௝ߜ௝ߙ
ᇱ

ஶ

௝ୀ଴

ቍ ≔ (ݖ)ߠ 〉 ෍ ௝ߜ௝ߙ
ᇱ

ஶ

௝ୀ଴

〉ா ,                              (2) 

Where  ∑ ௝ߜ௝ߙ
ᇱஶ

௝ୀ଴   is any element in  ܧᇱ. 
Lemma (2.2.2)[49]: N is Hilbert-Schmidt and 

tr(ܰ∗N) = න‖ߜ(ݖ)∗ߠ‖ாᇲ
ଶ , |ݖ|݀

்

                                           (3) 

Proof. Since ߠ is left inner, ൛ߜߠ௝| ݆ ≥ 0ൟ is an orthonormal basis for ܧߠᇱ. To prove the 
lemma, one suffices to show that  ∑ 〈ܰ∗Nߜߠ௝

ᇱ, ௝ߜߠ
ᇱ〉ఏாᇲ

ஶ
௝ୀ଴  is finite. In fact, 

       ෍〈ܰ∗Nߜߠ௝
ᇱ, ௝ߜߠ

ᇱ〉ఏாᇲ

ஶ

௝ୀ଴

=    ෍〈Nߜߠ௝
ᇱ, Nߜߠ௝

ᇱ 〉ுమ

ஶ

௝ୀ଴

 

= ෍ න ห〈ߜ(ݖ)ߠ௝
ᇱ, ாหଶ〈ߜ

்

|ݖ|݀
ஶ

௝ୀ଴

             

= ෍ න ห〈ߜ௝
ᇱ, ாᇲ〈ߜ(ݖ)∗ߠ หଶ

்

|ݖ|݀
ஶ

௝ୀ଴

=  න ෍ห〈ߜ௝
ᇱ, |ݖ|ாᇲหଶ݀〈ߜ(ݖ)∗ߠ

ஶ

௝ୀ଴்
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= න ாᇲ‖ߜ(ݖ)∗ߠ‖
ଶ

்

                     |ݖ|݀

So in gerenal 
tr(ܰ∗N) ≥  ,ଶ‖ߜ‖

and the equality holds when ߠ is inner. 
Back to the ܪଶ(॰ଶ) case, this lemma has an important corollary. Let us first 

introduce some operators. 
For any bounded function f we let Tf := Pf  be the Toeplitz operator on ܪଶ(॰ଶ), 

where P is the projection from ܮଶ(ܶଶ) to ܪଶ(॰ଶ). For every non-negative integer j and 
ߣ ∈ ॰, we let operators ௝ܰ  and ఒܰ from ܪଶ(॰ଶ) to ܪଶ(॰) be such that for any 

,ݖ)݂ (ݓ = ෍ ௞݂(ݖ)ݓ௞
ஶ

௞ୀ଴

∈  (ଶܦ)ଶܪ

௝ܰ (ݖ)݂ = ௝݂(ݖ),    ఒ݂ܰ(ݖ) = ,ݖ)݂  (ߣ
Then one verifies that ௝ܰ  is a contraction for each j and  ‖ ఒܰ‖ = (1 − ଶ)ିଵ|ߣ| ଶ⁄  
Furthermore, 

෍ ܶ௪ೖ

ஶ

௞ୀ଴
௞ܰ = 1    on  ܪଶ(॰ଶ)                                           (4) 

ఒܰ = ෍ ௞ߣ
௞ܰ

ஶ

௞ୀ଴

                                                      (5) 

In what follows we will be mainly interested in the restrictions ௞ܰ , ఒܰ to certain 
subspaces and will use the same notations to denote these restrictions. 
Corollary (2.2.3)[49]: For any ܣ(॰ଶ) submodule ܯ ⊂ ,ଶ(॰ଶ)ܪ ௝ܰ and ఒܰ are Hilbert-
Schmidt operators restricting on ܯ ⊖ ݆ for each ܯݖ ≥ 0 and ߣ ∈ ॰  and 

tr(ܰ∗N) ≤ 1, 

ฯୄ݌ 1
1 − ݓߣ̅

ฯ
ଶ

≤ )ݎݐ ఒܰ
∗, ఒܰ) ≤ (1 −  ଶ)ିଵ|ߣ|

where ୄ݌ is the projection from ܪଶ(॰ଶ) onto  ܯ ⊖  .ܯݖ
Proof. Because M is invariant under the multiplication by  ݖ,  ,is invariant under Tz ܯ∗ܷ
where U is defined in the last paragraph, and hence 

ܯ∗ܷ =  (ᇱܧ)ଶܪߠ
for some Hilbert space ܧᇱand a left inner function ߠ Then 

ܯ)∗ܷ ⊖ (ܯݖ = (ᇱܧ)ଶܪߠ  ⊖ (ᇱܧ)ଶܪߠݖ = (ᇱܧ)ଶܪߠ ⊖ (ᇱܧ)ଶܪݖ =  . ᇱܧߠ
Let us first deal with the operator ఒܰ. In Lemma (2.2.2), if we choose  

ߜ = ෍ ௝ߜ௝ߣ̅ ∈ ܧ
ஶ

௝ୀ଴

 

then for any ݂(ݖ, (ݓ = ∑ ௝݂(ݖ)ݓ௝ஶ
௝ୀ଴  inside  ܯ ⊖ ,ܯݖ ܷ∗݂ = ∑ ௝݂

ஶ
௝ୀ଴ ௝ߜ(ݖ)  is in ܧߠᇱ. 

and 
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(ݖ)݂∗ܷܰ = ܰ ቌ෍ ௝݂(ݖ)ߜ௝

ஶ

௝ୀ଴

ቍ = 〈෍ ௝݂ ߜ,௝ߜ(ݖ)
ஶ

௝ୀ଴

〉 = ෍ ௝݂(ݖ)ߣ௝ = ఒ݂ܰ(ݖ).
ஶ

௝ୀ଴

 

So ఒܰ = ܷܰ∗ hence is Hilbert-Schmidt by Lemma (2.2.2), and  
tr( ఒܰ

∗
ఒܰ) = (ܷܰ∗ܰ∗ܷ)ݎݐ =  .(ܰ∗ܰ)ݎݐ

The inequality tr( ఒܰ
∗

ఒܰ) ≤  (1 −  ଶ)ିଵ comes from the remarks following the proof|ߣ|
of Lemma (2.2.2). We now show the inequality   

ฯୄ݌ 1
1 − ݓߣ̅

ฯ
ଶ

≤ )ݎݐ ఒܰ
∗, ఒܰ) 

Let {݃଴, ݃ଵ, ݃ଶ, . . . } be an orthonormal basis for  ܯ ⊖   Then  .ܯݖ

ఒܰ݃௞(ݖ) = ݃௞(ݖ, (ߣ = න
݃௞(ݖ , (ݓ
1 − ഥݓߣ

ॻ

 ,|ݓ|݀

and therefore 

)ݎݐ ఒܰ
∗, ఒܰ) = ෍ න ቮන

݃௞(ݖ, (ݓ
1 − ഥݓߣ |ݓ|݀

ॻ

ቮ

ଶ

ॻ

ஶ

௞ୀ଴

                     |ݖ|݀

        ≥ ෍ ቮන න
݃௞(ݖ, (ݓ
1 − ഥݓߣ

|ݖ|݀|ݓ|݀
ॻॻ

ቮ

ଶ

= ෍ ቚ〈݃௞൫1 − ൯ିଵ〉ቚݓߣ̅
ଶ

ஶ

௞ୀ଴

ஶ

௞ୀ଴

 

= ฯୄ݌ 1
1 − ݓߣ̅

ฯ
ଶ

                              

For operators ௝ܰ , ݆ = 0,1,2, . . ., we choose ߜto be ߜ௝ , ݆ = 0,1,2, … …  correspondingly in 
Lemma (2.2.2). Similar calculations will establish the assertion and the inequalities. 

If ℒଶ denotes the collection of all the Hilbert-Schmidt operators acting on some 
Hilbert space K, then for any a,b in ℒଶ, 〈ܽ, ܾ〉 ≝ trace(ܾ∗ܽ) defines an inner product 
which turns  (ℒଶ〈. , . 〉)  into a Hilbert space. If |. | is the norm induced from this inner 
product, then 

|ݕܽݔ| ≤  (6)                                             .|ܽ|‖ݕ‖‖ݔ‖
for any ܽ ∈ ℒଶ and any bounded operators x and y ([56], p. 79), where ‖. ‖ is the operator 
norm. 
Lemma (2.2.4)[49]: Suppose A,B are two contractions such that [ܣ, [ܤ = ܤܣ −  is ܣܤ
Hilbert-Schmidt and ݂(ݖ) = ∑ ௝ܿݖ௝ஶ

௝ୀ଴  is any holomorphic function over the unit disk 
such that  ∑ ݆ห ௝ܿหஶ

௝ୀ଴  converges, then [݂(ܣ),  .is also Hilbert-Schmidt [ܤ
Proof. We observe that for any positive interger ݊, 

,௡ܣ]                                                                               [ܤ
= ܤ௡ܣ −                                                     ௡ܣܤ
= ܤ௡ܣ − ܣܤ௡ିଵܣ + ܣܤ௡ିଵܣ −           ௡ܣܤ
= ,ܣ]௡ିଵܣ [ܤ + ,௡ିଵܣ]                             ܣ[ܤ
⋮                                                                           

= ,ܣ]௡ିଵܣ [ܤ + ,ܣ]௡ିଶܣ ܣ[ܤ + ⋯ + ,ܣ]ܣ ௡ିଶܣ[ܤ + ,ܣ]  ,௡ିଵܣ[ܤ
hence 
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,௡ܣ]| |[ܤ ≤ ,ܣ]|݊  |[ܤ
by inequality (6) if we let ௡݂(ݖ) = ∑ ௝ܿݖ௝  ݐℎ݁݊ [ ௡݂(ܣ)]௡

௝ୀ଴  is in ℒଶ   and 

|[ ௡݂(ܣ), [ܤ − ,(ܣ)݂] |[ܤ = ቮ[ ෍ ௝ܿ

ஶ

௝ୀ௡ାଵ

,௝ܣ    ቮ[ܤ

≤ ෍ ห ௝ܿหห[ܣ௝ , ห[ܤ
ஶ

௝ୀ௡ାଵ

≤ ෍ ݆ห ௝ܿห|[ܣ, |[ܤ
ஶ

௝ୀ௡ାଵ

 

From the assumption on f, 

lim
௡→ஶ

෍ ݆ห ௝ܿห|[ܣ, |[ܤ = 0
ஶ

௝ୀ௡ାଵ

 

hence [݂(ܣ),  .is also in ℒଶ, i.e. Hilbert-Schmidt [ܤ
Corollary (2.2.3) is crucial for the rest and Lemma (2.2.4) will enable us to get 

around some technical difficulties. 
We will define the compression operators and decompose their cross 

commutators.  
For any ℎ ∈   we let ,(ଶܦ)ଶܪ

[ℎ] ≔ ℎതതതതതതതതതതுమ(॰ଶ)ܣ  
denote the submodule generated by h. Here we note that ℎ is called inner if  

|ℎ(ݖ, |(ݓ = 1 a.e. on ܶଶ. 
It is not hard to see that              

[ℎ] = ℎܪଶ(॰ଶ) 
when ℎ is inner. Further, ℎ is called outer in the sense of Helson (ܪ) if 

[ℎ] =  .ଶ(॰ଶ)ܪ
Given any submodule M, we can decompose ܪଶ(॰ଶ) as ܪଶ(॰ଶ) = ଶ(॰ଶ)ܪ) ⊝ (ܯ ⊕
  and let ,ܯ

:݌ ଶ(॰ଶ)ܪ → :ݍ    ,ܯ ଶ(॰ଶ)ܪ →  ܯ
be the projections. For any ݂ ∈  ஶ(॰ଶ) we let Sf and Rf be the compressions of theܪ
operator ௙ܶ to ܪଶ(॰ଶ) ⊝  .respectively, i.e ܯ and ܯ

௙ܵ = ݍ  ௤݂ , ௙ܴ = ݌ ௣݂. 
We will prove that when ܯ = [ℎ] with ℎ a polynomial, the cross commutators  [ܵ௪

∗ , ܵ௭] 
and are [ܴ௪

∗ , ܴ௭] are both Hilbert-Schmidt. To avoid the technical difficulties, we prove 
the assertion for the operators ൣܵఝഊ

∗ , ܵ௭൧ and ൣܴఝഊ
∗ , ܴ௭൧ first, where ߮ఒ(ݓ) = ௪ିఒ

ଵିఒ௪
   with 

some ߣ ∈ ॰ such that ℎ(ݖ, (ߣ ≠ 0 for all ݖ ∈ ॻ and then apply Lemma (2.2.4). 
First we need to have a better understanding of the two cross commutators  

[ܵ௪
∗ , ௭ܵ] and  [ܴ௪

∗ , ܴ௭] In view of the decomposition   
ଶ(॰ଶ)ܪ = (ଶ(॰ଶ)ܪ) ⊝ (ܯ ⊕  ܯ

we can decompose the Toeplitz operators on ܪଶ(॰ଶ) correspondingly. 
If we regard  ߮ఒ  as a multiplication operator on ܪଶ(॰ଶ), then 

ఝܶഊ = ൬߮ݍఒݍ 0
ݍఒ߮݌ ൰,          ௭ܶ݌ఒ߮݌ = ൬ݍݖݍ 0

ݍݖ݌  ,൰݌ݖ݌

and 
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ఝܶഊ
∗

௭ܶ − ௭ܶ ఝܶഊ
∗ =൬ݍ ത߮ఒݍݖݍ + ݍ ത߮ఒݍݖ݌ − ݍݖݍ ത߮ఒݍ ݍ ത߮ఒ݌ݖ݌ − ݍݖݍ ത߮ఒ݌

݌ ത߮ఒݍݖ݌ − ݍݖ݌ ത߮ఒݍ ݌ ത߮ఒ݌ݖ݌ − ݍݖ݌ ത߮ఒ݌ − ݌ݖ݌ ത߮ఒ݌൰ 

It is well known that Tz doubly commutes with Tw on H2(D2). Because ߮ఒ is a function 
of w only, it is then not hard to verify that 

ఝܶഊ
∗

௭ܶ − ௭ܶ ఝܶഊ
∗ = 0, 

so we have that 
ݍ ത߮ఒݍݖݍ + ݍ ത߮ఒݍݖ݌ − ݍݖݍ ത߮ఒݍ = 0 , and      ݌ ത߮ఒ݌ݖ݌ − ݍݖ݌ ത߮ఒ݌ − ݌ݖ݌ ത߮ఒ݌ = 0, 

i.e. 
ݍ ത߮ఒݍݖݍ − ݍݖݍ ത߮ఒ݌ = ݍ− ത߮ఒݍݖ݌, 
݌  ത߮ఒ݌ݖ݌ − ݌ݖ݌  ത߮ఒ݌ = ݍݖ݌  ത߮ఒ݌, 

Thus we have a following: 
Proposition (2.2.4)[49]:: 

ܵఝഊ
∗

௭ܵ − ܵ௭ܵఝഊ
∗ = ݍ− ത߮ఒ(7)                                         ,ݍݖ݌ 

ܴఝഊ
∗ ܴ௭ − ܴ௭ܴఝഊ

∗ ݍݖ݌ = ത߮ఒ(8)                                          ,݌ 
We will prove the essential commutativity of ࣅ࣐ࡿ

∗  and  ࢠࡿ on ܪଶ(॰ଶ) ⊖ [ℎ]. 
when h is a polynomial. As we noted, we first prove the assertion for ࣅ࣐ࡿ

∗  and ࢠࡿ. 
We first observe that for any ݂ ∈ ଶ(॰ଶ)ܪ ⊖ [ℎ] and any ݃ ∈ [ℎ] 

,݂ݖ݌〉 ுమ〈݃ݖ = ,݂ݖ〉 ுమ〈݃ݖ = 〈݂, ݃〉ுమ  
So ݖ݌ actually maps ܪଶ(॰ଶ) ⊖ [ℎ] into[ℎ] ⊖ Therefore, ܵఝഊ .[ℎ]ݖ

∗ ܵ௭ − ܵ௭ܵఝഊ
∗   can 

be decomposed as 
ଶ(॰ଶ)ܪ ⊖ [ℎ]

ି௣௭
ሱ⎯ሮ [ℎ] ⊖ [ℎ]ݖ

௤ఝഥ
ሱሮ ଶ(॰ଶ)ܪ ⊖ [ℎ]                         (9) 

This observation has an interesting corollary when ℎ is inner. 
Corollary (2.2.5)[49]: If h is inner, then ܵ௪

∗ ܵ௭ − ௭ܵܵ௪
∗   is at most of rank 1 on 

ଶ(॰ଶ)ܪ ⊖ [ℎ] 
Proof. First we note that when ߣ = 0 , ߮ఒ(ݓ) = If ℎ is inner, [ℎ] .ݓ = ℎܪଶ(॰ଶ), and 
݊|௡ℎݓ} = 0,1,2, … … … } is an orthonormal basis for [ℎ] ⊖  For any function [ℎ]ݖ

,ݖ)݂ (ݓ = ෍ ௝ܿݓ௝ℎ     inside      [ℎ] ⊖  [ℎ]ݖ
ஶ

௝ୀ଴

 

ഥ݂ݓݍ = ഥܿ଴ℎݓݍ + ݍ ቌ෍ ௝ܿݓ௝ିଵℎ
ஶ

௝ୀଵ

ቍ = ܿ଴ݓݍഥℎ 

This shows that ݓݍഥ is at most of rank one and hence ܵ ௪
∗

௭ܵ − ܵ௭ܵ௪
∗ =  is at most  ݖ݌ഥݓݍ−

of rank one. 
This corollary enables us to give an operator theoretical proof of an interesting 

fact first noticed by W. Rudin ([60], p. 123). 
Corollary (2.2.6)[49]:: ℎ(ݖ, (ݓ = ݖ −  .factorization (ܪ) has no inner-outer  ݓ
Proof. As before, we let ܵ௭ , , ܵ௪ be the compressions of ௭ܶ, , ௪ܶ to  ܪଶ(॰ଶ) ⊖ [ℎ] and 
set 

݁௡ = ଵ
√௡ାଵ

௡ݖ) + ݓ௡ାଵݖ + ⋯ + ௡ାଵݓݖ + ݊ ,(௡ݓ = 0,1,2, … … … … 
One verifies that{݁௡ | ݊ =  0, 1, 2, . . . } is an orthonormal basis for ܪଶ(॰ଶ) ⊖ ݖ] −  .[ݓ

Experts will know that ܪଶ(॰ଶ) ⊖ ݖ] −  is actually the Bergman space over [ݓ
the unit disk. One then easily checks that 
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ܵ௭ = ܵ௪  

             ܵ௪݁௡ =
√݊ + 1
√݊ + 2

݁௡ାଵ 

                           ܵ௪
∗ ݁௡ =

√݊
√݊ + 1

݁௡ିଵ, ݊ ≥ 1 

Therefore 

[ܵ௪
∗ , ܵ௪]݁௡ =

1
݊(݊ − 1) , ݊ = 0,1,2, … … .. 

If ݖ − ݖ] had an inner-outer factorization, then ݓ − [ݓ =  ଶ(॰ଶ) for some innerܪ݃
function ݃ and  

[ܵ௪
∗ , ܵ௪] = [ܵ௪

∗ , ܵ௭] 
would be at most a rank one operator which conflicts with the above computation. 

Similar methods can be used to show that the functions like z − μwn, for |ߤ| < 1 
and ݊ a nonnegative integer, have no inner-outer (H) factorization. 

We now come to the main theorem. 
Theorem (2.2.7)[49]: If ℎ ∈ ߣ ଶ(॰ଶ)and there is a fixedܪ ∈  and a positive constant ܦ
L such that 

ܮ ≤ |ℎ(ݖ,  (10)                                                |(ߣ
for almost every ݖ ∈ ॻ then ܵ௪

∗  ܵ௪ − ܵ௪
∗  ܵ௪ on ܪଶ(॰ଶ) ⊖ [ℎ] is Hilbert-Schmidt. 

Proof: We first show that ܵఝഊ
∗  ௭ܵ − ܵ௭  ܵఝഊ

∗  is Hilbert-Schmidt. From (9), it will be 
sufficient to show that   

ݍ ത߮ఒ: [ℎ] ⊖ [ℎ]ݖ → ଶ(॰ଶ)ܪ ⊖ [ℎ] 
is Hilbert-Schmidt. 

Let us recall that the operator ఒܰ  from [ℎ] ⊖  ଶ(॰) is defined byܪ to [ℎ]ݖ
ఒܰ݃ = ݃(. ,  (ߣ

and it is Hilbert-Schmidt by Corollary (2.2.1). Suppose 
ℎ ଴݂ , ℎ ଵ݂, ℎ ଶ݂, … … … … … 

is an orthonormal basis for [ℎ] ⊖ ,ݖ)We first show that ℎ  . [ℎ]ݖ (ݓ ௞݂(ݖ, (ߣ ∈ [ℎ] for 
every k. In fact, 

න | ௞݂(ݖ, |ݖ|ଶ݀|(ߣ ≤ ଶିܮ න |ℎ(ݖ, (ߣ ௞݂(ݖ, ଶ|(ߣ

ॻॻ

|ݖ|݀ = ‖ଶିܮ ఒܰ(ℎ ௞݂)‖ଶ < ∞ 

i.e. ௞݂(ݖ, (ߣ ∈ ,ݖ)ଶ(॰) and hence ℎܪ (ߣ ௞݂(ݖ, (ߣ ∈ [ℎ] since h is bounded Furthermore, 
‖ℎ(. , . ) ௞݂(. , ଶ‖(ߣ ≤ ‖ℎ‖ஶ

ଶ ‖ ௞݂(. , ଶ‖(ߣ ≤  ‖ℎ‖ஶ
ଶ ‖ଶିܮ ఒܰ(ℎ ௞݂)‖ଶ ,            (11) 

Next, we observe that 
ݍ ത߮ఒℎ ௞݂ = ݍ ത߮ఒℎ൫ ௞݂ − ௞݂(. , ൯(ߣ + ݍ ത߮ఒℎ ௞݂(. ,  (12)                         .(ߣ

Since ௞݂(ݖ, (ݓ − ௞݂(ݖ, ݓ vanishes at (ߣ = ݖ for every ߣ ∈ ॰ it has ߮ఒ(ݓ) as afactor, 
and hence 

ത߮ఒℎ( ௞݂ − ௞݂(. , ((ߣ = 0                                                   (13) 
Combining (11) and (14) 

෍‖ݍ ത߮ఒℎ ௞݂‖ுమ(॰మ)
ଶ = ෍ฮݍ ത߮ఒℎ൫ ௞݂ − ௞݂(. , ൯(ߣ + ݍ ത߮ఒℎ ௞݂(. , ฮுమ(॰మ)(ߣ

ଶ
ஶ

௞ୀ଴

ஶ

௞ୀ଴
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= ෍‖ݍ ത߮ఒℎ ௞݂(. , ுమ(॰మ)‖(ߣ
ଶ ≤ ෍‖ℎ(. , . ) ௞݂(. , ுమ(॰మ)‖(ߣ

ଶ
ஶ

௞ୀ଴

ஶ

௞ୀ଴

         

≤ ‖ℎ‖ஶ
ଶ ଶିܮ ෍‖ℎ(. , . ) ௞݂(. , ுమ(॰మ)‖(ߣ

ଶ
ஶ

௞ୀ଴

= ‖ℎ‖ஶ
ଶ )ݎݐଶିܮ ఒܰ

∗
ఒܰ). 

This shows that ݍ ത߮ఒ and hence [ܵఝഊ
∗ , ܵ௓]is Hilbert-Schmidt. 

Assuming ߮ݍఒෞ(ݓ) = ߮ఒ(ݓഥ)തതതതതതതത one verifies that  ܵఝഊ
∗ = ߮ఒෞ(ܵ௪

∗ ). The fact that 
߮ఒෞ൫߮ఒෞ(ݓ)൯ =  ݓ

and an application of Lemma (2.2.4) with ݂ = ߮ఒෞ  then imply that [ܵ௪
∗ , ܵ௓] is Hilbert- 

Schmidt. 
In theorem (2.2.7), if ℎ is continuous on the boundary of ॰ × ॰, then the 

inequality (10) will hold once there is a ߣ ∈ ॰ such that ℎ(ݖ,  has no zero on T. This (ߣ
idea leads to the assertion that ܵ௪

∗ ܵ௓ − ௓ܵ ܵ௪
∗   is Hilbert-Schmidt on ܪଶ(॰ଶ) ⊖ [ℎ] for 

any polynomial h in two complex variables. But we need to recall some knowlege from 
complex analysis before we can prove it. 

Suppose G is a bounded open set in the complex plane C. We let (ܩ)ܣ denote the 
collection of all the functions that are holomorphic on G and are continuous to the 
boundary of G; Z(f) denotes the zeros of f. 

To make a study of zero sets of polynomials, we need a classical theorem in 
several complex variables. 
Theorem (2.2.8)[49]: Let ℎ(ݖ, (ݓ = ௡ݖ + ܽଵ(ݓ)ݖ௡ିଵ + ⋯ + ܽ௡(ݓ) be a pseudo 
polynomial without multiple factors, where the ௝ܽ(ݓ)’s are all in (ܩ)ܣ. 

Further let 
௛ܦ ≔ ݓ} ∈ (ݓ)௛∆|ܩ = 0} 

where ܦ௛(ݓ) is the discriminant of h. Then for any ݓ଴ ∈ ܩ −  ௛ there exists an openܦ
neighborhood of ܷ(ݓ଴) ⊂ ܩ − ,௛ and holomorphic functions ଵ݂ܦ ଶ݂, . . . , ௡݂ on U with 

௜݂(ݓ) ≠ ௝݂(ݓ) for ݅ ≠ ݆  and ݓ ∈ ܷ  such that 
ℎ(ݖ, (ݓ = ݖ) − ଵ݂(ݓ)(ݖ − ଶ݂(ݓ) … … . . ݖ) − ௡݂(ݓ)) 

for all ݓ ∈ ܷ and all complex number z. 
This theorem is taken from [57], but similar theorems can be found in other 

standard books on several complex variables. It reveals some information on the zero 
sets of polynomials which we state as 
Corollary (2.2.9)[49]: For any polynomial ݖ)݌, ݖ not having (ݓ −  as a 1 = |ߣ| with ߣ
factor, the set 

௣ܻ = ݓ} ∈ ℂ|ݖ)݌, (ݓ = 0 for some ݖ ∈ ॻ} 
has no interior. 
Proof. We first assume that p is irreducible and write p(z,w) as 

,ݖ)݌ (ݓ = ܽ଴(ݓ)௭೙ + ܽଵ(ݓ)௭೙షభ + ⋯ … … . ܽ௡(ݖ) 
with ௝ܽ(ݓ) polynomials of one variable and a0(w) not identically zero. Then on 
    we have ,(଴ܽ)ܼ\ܥ

,ݖ)݌ (ݓ = ܽ଴(ݓ)(ݖ௡ +
ܽଵ(ݓ)
ܽ଴(ݓ)

௡ିଵݖ + ⋯ … +
ܽ௡(ݓ)
ܽ଴(ݓ)

) 
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Let ∆௣ be the discriminant (see [57] for the definition) of p. If p is irreducible, ∆௣ is not 
identically zero, and so neither is the discriminant of 

,ݖ)ݍ (ݓ = ௡ݖ +
ܽଵ(ݓ)
ܽ଴(ݓ)

௡ିଵݖ + ⋯ … +
ܽ௡(ݓ)
ܽ଴(ݓ)

 

This implies that the pseudopolynomial q(z,w) has no multiple factor either. 
We now prove the corollary for the irreducible polynomial p. We do it by showing 

that given any open disk ܤ ⊂ ℂ, there is ܽ  ݓ ∈  .which is not in Yp ܤ
Given any small open disk B and a point w0 in   ܤ\൛ܼ(∆௣) ∪ ܼ(ܽ଴)ൟ, the above 

theorem shows the existence of an open neighborhood ܷ ⊂  of w0 and holomorphic ܤ
functions f1, f2, . . . , fn on U with fi(w) ≠ fj(w) for  i≠j and  ݓ ∈ ܷ such that 

,ݖ)݌ (ݓ = ܽ଴(ݓ)൫ݖ − ଵ݂(ݓ)൯൫ݖ − ଶ݂(ݓ)൯ … … ൫ݖ − ௡݂(ݓ)൯.            (14)               
for all ݖ ∈ ℂ. Then f1(w) can not be a constant ߣ of modulus 1 because ݌ does not have 
factors of the form  ݖ −  from the assumption. So we can choose a smaller open disk  ߣ
ଵܤ ⊂ ܷ such that f1(B1) ∩ T is empty. Carrying the same argument out for f2 on B1, we 
have an open disk B2 ⊂ B1 such that f2(B2) ∩T  is empty.  

Continuing this procedure, we have disks B1,B2, . . . ,Bn such that ܤ௝ ⊂  ௝ିଵ forܤ
݆ = 2,3, . . . , ݊. Then for any ݓ ∈ ,௡ܤ ,ݖ)݌  will have no zero on T and hence w is not (ݓ
in Yp. 

If p is an arbitary polynomial not having ݖ − |ߣ| with ߣ = 1as a factor, we 
factorize p into a product of irreducible polynomials as 

,ݖ)݌ (ݓ = ଵ݌
ௗభ ଶ݌

ௗమ … … . . ௠݌
ௗ೘  

If we let   
௝ܻ = ൛ݓ ∈ ℂ|݌௝(ݖ, (ݓ = 0 for some ݖ ∈ ॻൟ 

Then      

௣ܻ ⊂  ራ ௝ܻ

௠

௝ୀ଴

 

hence it has no interior. 
We feel it may be interesting to have a closer look at the set ܻ ௣, but that is not the 

purpose. The result in Corollary (2.2.9) is good enough for us to state 
Theorem (2.2.10)[49]: For any polynomial hܵ௪

∗ ܵ௭ − ܵ௭ܵ௪
∗ is Hilbert-Schmidt on                

(ଶܦ)ଶܪ ⊝ [ℎ]. 
Proof. Suppose h is any polynomial. If h is of the form (ݖ −  for some polynomial ݃(ߣ
g and some ߣ of modulus 1, then [h] = [g] because ݖ −  .(ܪ) is outer ߣ

So without loss of generality, we assume that h does not have this kind of factor. 
Then from the above corollary, h(z, μ) has no zeros on T for any ߤ ∈ \ܦ ௛ܻ. 
Theorem (2.2.10) and the observations immediately after it then imply that 

[ܵ௪
∗ ܵ௭] is Hilbert-Schmidt. 

For any function ݂ ∈ we can define an operator Sf by ܵ௙ೣ ,(॰ଶ)ܣ ≝  for any ݔ݂ݍ
ݔ ∈ ଶ(॰ଶ)ܪ ⊖ [ℎ]where q is the projection from ܪଶ(॰ଶ) onto ܪଶ(॰ଶ) ⊖ [ℎ]. 

One checks that this turns ܪଶ(॰ଶ) ⊖ [ℎ]  into a Hilbert ܣ(॰ଶ) quotient module. 
The module is called essentially reductive if Sf is essentially normal for every 
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݂ ∈ ଶ(॰ଶ)ܪ It is easy to see that (॰ଶ)ܣ ⊖ [ℎ]  is essentially reductive if and only if 
both [ ௭ܵ

∗
௭ܵ] and [ܵ௪

∗ ܵ௪] are compact. Currently we do not know how to characterize 
those functions h for which ܪଶ(॰ଶ) ⊖ [ℎ]is essentially reductive, even though some 
partial results are available. [53] and [54] are good references on this topic. However, if 
we consider ܪଶ(॰ଶ) ⊖ [ℎ] as a module over the the subalgebra ܣ(॰) ⊂  .(॰ଶ)ܣ
Corollary (2.2.11)[49]: Assume h is a polynomial. If there is a ݃ ∈ ݂ and a (॰)ܣ ∈
[ℎ] ∩ ݖ ஶ(॰) such thatܪ = (ݓ)݃ + ,ݖ)݂ ଶ(॰ଶ)ܪ then ,(ݓ ⊖ [ℎ] is an essentially 
reductive module over ܣ(॰) with the action defined by ݂ . ݔ ≝ ݂( ௭ܵ)ݔ  for all ݂ ∈  (॰)ܣ
and all  ݔ ∈ ଶ(॰ଶ)ܪ ⊖ [ℎ] 
Proof. It suffices to show that ܵݖ is essentially normal. From the assumption on f, Sf is 
equal to 0. Since ݖ − (ݓ)݃ = ,ݖ)݂ we have that  ܵ௭ ,(ݓ =  ௚ܵ = ݃(ܵ௪). 

Suppose {pn} is a sequence of polynomials which converges to ݃ in supremum 
norm, then [ ௭ܵ

∗,  ௡(ܵ௪)] is compact for each n and it is also not hard to see that݌
[ܵ௭

∗, ] ௡(ܵ௪)] converges to݌ ௭ܵ
∗, ݃(ܵ௪)]in the operator norm, and hence [ܵ௭

∗, ௭ܵ] =
[ܵ௭

∗, ݃(ܵ௪)]  is compact. 
This corollary shows in particular that ܪଶ(॰ଶ) ⊖ [ℎ] is essentially reductive 

over ܣ(॰ଶ) when h is linear. 
We proved that the module actions of the two coordinate functions z,w on the 

quotient module ܪଶ(॰ଶ) ⊖ [ℎ]  essentially doubly commute when h is a polynomial. 
It is then natural to ask if there is a similar phenomenon in the case of submodules. A 
result due to Curto, Muhly and Yan ([52]) answered the question affirmatively in a 
special case and Curto asked if it is true for any polynomially generated submodules 
([51]). Since ݖ]ܥ,  is Noetherian, one only needs to look at the submodules generated [ݓ
by a finite number of polynomials.  

We will answer Curto’s question partially and a complete answer will be given. 
At first, we thought that the submodule case should be easier to deal with than 

the quotient module case because z,w act as isometries on submodules. But it turns out 
that the submodule case is more subtle and needs a finer analysis. 

Suppose M is a submodule and Rw and Rz are the module actions by coordinate 
functions z and w. It is obvious Rw and Rz are commuting isometries. In [52], curto, 
Muhly and Yan made a study of the essential commutativity of operators  ܴ ௪

∗ , ܴ௭  in the 
case that M is generated by a finite number of homogeneous polynomials. They were 
actually able to show that [ܴ௪

∗ , ܴ௭] is Hilbert-Schmidt. We will show that this is also 
true when M is generated by an arbitrary polynomial. The same result for the case that 
M is generated by a finite number of polynomials is a corollary of this result and will be 
treated. 

We suppose h is a polynomial that does not have a factor z−μ with |μ| = 1. 
Then there is a ߣ ∈ ,ݖ)such that ℎ ܦ ܶ is bounded away from 0 on (ߣ . we will see 

that this is crucial in the development of the proofs. 
For a bounded analytic function f(z,w) over the unit bidisk, we recall that ௙ܴ is 

the restriction of the Toeplitz operator ௙ܶ onto [ℎ] and, 
ܴఝഊ

∗ ܴ௭ − ܴ௭ ܴఝ
∗

ఒ
= ݍݖ݌ ത߮ఒ݌.  

We let  
:ଵ݌ ଶ(॰ଶ)ܪ → ߮ఒ[ℎ], ଶ(॰ଶ)ܪ :ଵݍ → [ℎ] ⊖ ߮ఒ[ℎ] 
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be the projections; then ݌ = ଵ݌ +  ଵ It is not hard to see thatݍ
(ܴఝഊ

∗ ܴ௭ − ܴ௭ ܴఝ
∗

ఒ
ଵ݌( = ݍݖ݌ ത߮ఒ݌ଵ = 0 .  

Moreover, 
௭ܶܶఝഥഊ − ௭ܶ ఝܶ

∗
ఒ

=  ఝܶഊ
∗

௭ܶ = ఝܶഥഊ ௭ܶ 
and hence, 

ܴఝഊ
∗ ܴ௭ − ܴ௭ ܴఝ

∗
ఒ

= ݍݖ݌ ത߮ఒ(݌ଵ + (ଵݍ = ݍݖ݌ ത߮ఒݍଵ = ܲ)ݖ݌ − (݌ ത߮ఒݍଵ 
= ݌ ఝܶഥഊ ௭ܶݍଵ − ݌ݖ݌ ത߮ఒݍଵ = ݌ ത߮ఒݍݖଵ − ݌ݖ݌ ത߮ఒݍଵ,             (15) 

where P is the projection from ܮଶ(ܶଶ) to ܪଶ(॰ଶ). For any ݂ ∈ [ℎ] ⊖ ߮ఒ[ℎ] and 
݃ ∈ [ℎ] 

݌〉 ത߮ఒ݂, ݃〉 = 〈݂, ߮ఒ݃〉 = 0 
i.e. 

݌ ത߮ఒݍଵ = 0                                                    (16) 
Combining equations (15) and (16) we have that 

ܴఝഊ
∗ ܴ௭ − ܴ௭ ܴఝ

∗
ఒ

= ݍݖ݌ ത߮ఒݍଵ 
Furthermore, equation (16) also implies that 

݌ ത߮ఒݍݖଵ = ݌  ത߮ఒ(݌ଵ + ଵݍݖ(ଵݍ = ݌ ത߮ఒ݌ଵݍݖଵ + ݌ ത߮ఒݍଵݍݖଵ = ݌ ത߮ఒ݌ଵݍݖଵ 
Since  ݌ ത߮ఒ  acts on  ߮ఒ[ℎ] as an isometry, the above observations then yield. 
Proposition (2.2.12)[49]: [ܴఝഊ

∗ , ܴ௭] is Hilbert-Schmidt on [h] if and only if p1zq1 is 
Hilbert-Schmidt and 

ఝഊܴ])ݎݐ
∗ , ܴ௭]∗[ܴఝഊ

∗ ܴ௭]) =  .((ଵݍݖଵ݌)((ଵݍݖଵ݌)∗(ଵݍݖଵ݌))ݎݐ
We further observe that, for any ݂ ∈ [ℎ] ⊖ ߮ఒ[ℎ] and ݃ ∈ ߮ఒ[ℎ], 

,݂ݖଵ݌〉 〈݃ݖ = 〈݂, ݃〉 = 0 
So the range of operator ݌ଵݍݖଵ is a subspace of  ߮ఒ[ℎ] ⊖  be the ୄ݌ ఒ[ℎ]  If we let߮ݖ
projection from ߮ఒ[ℎ] onto  ߮ఒ[ℎ] ⊖  ఒ[ℎ] then߮ݖ

ଵݍݖଵ݌ =  ଵ                                                (17)ݍݖୄ݌
We will prove that ݍݖୄ݌ଵ  is Hilbert-Schmidt after some preparation. Suppose 

ℎ = ෍ ௝ܽ(ݖ)ݓ௝
௠

௝ୀ଴

 

is a polynomial and the                         
|ℎ(ݖ, |(ߣ ≥  (18)                                              ߝ

for some fixed positive ߝ and all ݖ ∈ ܶ. Assume ℋ to be the L2-closure of 
span{ℎ(ݖ, ݆|௝ݖ(ݓ ≥ 0}, then ℋ ⊂ [ℎ] and we have the following 
Lemma (2.2.13)[49]: ℋ = {ℎ(ݖ, ݂|(ݖ)݂(ݓ ∈ {ଶ(॰)ܪ = ℎܪଶ(॰). 
Proof. It is not hard to check that ℎܪଶ(॰) ⊂ ℋ. 

For the other direction, we assume hf is any function in ℋand need to show that 
݂ ∈ ,(ݖ)௡݌ ଶ(॰). In fact, ifܪ ݊ ≥ 1 is a sequence of polynomials such that 
ℎ(ݖ, ,(ݖ)௡݌(ݓ ݊ ≥ 1 converges to ℎ(ݖ, ,ݖ)݂(ݓ ,ݖ)ଶ(ܶଶ), then ℎܮ in (ݓ ,(ݖ)௡݌(ߣ ݊ ≥ 1 
converges to ℎ(ݖ, ,ݖ)݂(ߣ ଶ(ܶ) by the boundedness of ఒܰܮ in (ݓ . 

The assumption on h then implies that ݌௡(ݖ), ݊ ≥ 1, converges to ݂(ݖ,  in (ߣ
,ݖ)݂ ,ଶ(ܶ), and in particularܮ (ߣ ∈ ,ݖ)ଶ(॰)This in turn implies that ℎܪ ,(ݖ)௡݌(ߣ ݊ ≥ 1, 
converges to ℎ(ݖ, ,ݖ)݂(ݓ  ଶ(ܶଶ) since ℎ is a bounded function. Hence by theܮ in (ߣ
uniqueness of the limit, 
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ℎ(ݖ, ,ݖ)݂(ݓ (ݓ = ℎ(ݖ, ,ݖ)݂(ݓ  ,(ߣ
and therefore 

,ݖ)݂ (ݓ = ,ݖ)݂  (ߣ
It is interesting to see from this lemma and Corollary (2.2.9) that ℎܪଶ(॰) is actually 
closed in ܪଶ(॰ଶ) for any polynomial h not having a factor z − μ with |μ| = 1. 
Lemma (2.2.14)[49]: The operator ܸ: [ℎ] → ℋ defined by ܸ(ℎ݂) = ℎ(ݖ, ,ݖ)݂(ݓ  is (ߣ
bounded. 
Proof. First of all ℎ(ݖ, ,ݖ)݂(ݓ (ߣ = ఒܰ(ℎ݂) is in ܪଶ(॰) and hence so is ݂(ݖ,  since (ߣ
|ℎ(ݖ, |(ߣ ≥  .on T. So V is indeed a map from [ℎ] to ℋ ߝ

Next we choose a number M sufficiently large such that 

න |ℎ(ݖ, |ݓ|ଶ݀|(ݓ ≤ ଶߝܯ ≤ ,ݖ)ℎ|ܯ ଶ|(ߣ

ॻ

 

for all ݖ ∈ ॻ. Then for any ℎ(ݖ, ,ݖ)݂(ݓ (ݓ ∈ [ℎ] 

‖ܸ(ℎ݂)‖ଶ = න|ℎ(ݖ, ,ݖ)݂(ݓ |ݓ|݀|ݖ|ଶ݀|(ߣ = න ቌන |ℎ(ݖ, |ݓ|ଶ݀|(ݓ
ॻ

ቍ ,ݖ)݂| ଶ݀|(ߣ
ॻॻమ

 |ݖ|

≤ ܯ න |ℎ(ݖ, ,ݖ)݂(ߣ ଶ|(ߣ

ॻ

|ݖ|݀ ≤ 1)ܯ −                   ଶ)ିଵ‖ℎ݂‖ଶ|ߣ|

This lemma enables us to reduce the problem further. 
For any ℎ(ݖ, ,ݖ)݂(ݓ (ݓ ∈ [ℎ] ⊖ ߮ఒ[ℎ],  

ℎ݂ݖୄ݌  = ℎ݂)ܸݖୄ݌ − ܸℎ݂) 
But   

,ݖ)ℎݖ ,ݖ)݂(ݓ (ݓ − ,ݖ)(ℎ݂)ܸݖ (ݓ = ,ݖ)ℎݖ ,ݖ)݂(ݓ (ݓ − ,ݖ)݂  (ߣ
and since  ݂(ݖ, (ݓ − ,ݖ)݂ ݓ vanishes at (ߣ =  for every z, it has  ߮ఒ as a factor, hence ߣ
ℎ݂)ݖ  − ܸ(ℎ݂)) ∈  ,ୄ݌ ఒ[ℎ]. Therefore by the definition of߮ݖ

ℎ݂ݖୄ݌ = (ℎ݂)ܸݖୄ݌ + ఒℎ݃߮ݖୄ݌ =  (19)                  .(ℎ݂)ܸݖୄ݌
To prove that ݍݖୄ݌ଵ is Hilbert-Schmidt, one then suffices to show that ݖୄ݌ restricted to 
ℋ is Hilbert-Schmidt. Before proving it, we make another observation and state a 
lemma. 

Since ℎ(ݖ,   is a polynomial and (ݓ

න |ℎ(ݖ, |ݓ|ଶ݀|(ݓ = ෍|ܽ௞(ݖ)|ଶ
௠

௞ୀ଴ॻ

 

the Riesz-Fejér theorem implies that there is a polynomial Q(z) such that 

ଶ|(ݖ)ܳ| = න |ℎ(ݖ, ଶ|(ݓ

ॻ

 |ݓ|݀

on ॻ. If Q vanishes at some ߟ ∈ ॻ, then ܽ௞(ߟ) = 0 for each k, and hence h has a factor 
ݖ) −  ,But this contradicts our assumption on h. So we can find a positive constant .(ߤ
say ߟ  such that               

|(ݖ)ܳ|  ≥  (20)                                                             ߟ
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for all ݖ ∈ ॻ 
Suppose {ℎ(ݖ, (ݓ ௡݂(ݖ) | ݊ >  0} is an orthonormal basis for ℋ , then 

௜,௝ߜ = න ℎ(ݖ, (ݓ ௜݂

ॻమ

,ݖ)ℎ(ݖ) (ݓ ఫ݂(ݖ)തതതതതതതതതതതതതതതത݀|ݓ|݀|ݖ| 

= න (|ℎ(ݖ, (|ݓ|ଶ݀|(ݓ ௜݂
ॻ

(ݖ) ఫ݂(ݖ)തതതതതത݀|ݖ| 

= න (ݖ)ܳ ௜݂
ॻ

(ݖ)ܳ(ݖ) ఫ݂(ݖ)തതതതതതതതതതതതത݀|ݖ|             

So {ܳ(ݖ) ௞݂(ݖ) | ݇ > 0} is orthonormal in ܪଶ(॰), but of course it may not be complete. 
Lemma (2.2.15)[49]: The linear operator J : span{ܳ ௞݂|݇ ≥ 0}തതതതതതതതതതതതതതതതതതതതതത →  ଶ(॰) define byܪ

ܳ)ܬ ௞݂) = ௞݂ ,    ݇ ≥ 0 
is bounded. 
Proof. By inequality (20), for any function ݂ܳ ∈ span{ܳ ௞݂|݇ ≥ 0}തതതതതതതതതതതതതതതതതതതതതത,. 

න ଶ|(ݖ)݂|

ॻ

|ݖ|݀ ≤ ଶିߟ න |ݖ|ଶ݀|(ݖ)݂(ݖ)ܳ|
ॻ

 

Now we are in the position to prove 
Proposition (2.2.16)[49]: ݖୄ݌ restricted to ℋ is Hilbert-Schmidt. 
Proof. Assume {݃௞|݇ ≥ 0} ⊂ [ℎ] ⊖  ,is an orthonormal basis and, as above [ℎ]ݖ
{ℎ(ݖ, (ݓ ௡݂(ݖ)|݊ ≥ 0} is an orthonormal basis for ℋ. Since ߮ఒ is inner, 
{߮ఒ(ݓ)݃௞(ݖ, ݇|(ݓ ≥ 0} is an orthonormal basis for ߮ఒ[ℎ] ⊖  ఒ[ℎ]. Therefore, by߮ݖ
identity (9) and the expression of h, 

ℎݖୄ݌   ௡݂ = ෍〈ݖℎ ௡݂ , ߮ఒ݃௞〉
ஶ

௞ୀ଴

߮ఒ݃௞ = ෍ 〈෍ ௜ݓ௜ܽݖ
௡݂ , ߮ఒ ෍ ܶ௪ೕ , ௝ܰ݃௞

ஶ

௝ୀ଴

௠

௜ୀ଴

〉
ஶ

௞ୀ଴

߮ఒ݃௞ 

Note that ܽ௜’s and ௡݂ are functions of z only, so  ∑ ௜ݓ௜ܽݖ
௡݂

௠
௜ୀ଴   is orthogonal to  

∑ ௜߮ఒݓ ௝ܰ
ஶ
௝ୀ௠ାଵ ݃௞  because the later has the factor ݓ௠ାଵIt then follows that 

ℎݖୄ݌               ௡݂ = ෍ 〈෍ ௜ݓ௜ܽݖ
௡݂ , ߮ఒ ෍ ܶ௪ೕ , ௝ܰ ݃௞

ஶ

௝ୀ଴

௠

௜ୀ଴

〉
ஶ

௞ୀ଴

߮ఒ݃௞  

                           = ෍ 〈෍ ݓ௜ܽݖ ௜
௡݂ , ෍ ߮ఒݓ ௃, ௝ܰ݃௞

௠

௝ୀ଴

௠

௜ୀ଴

〉
ஶ

௞ୀ଴

߮ఒ݃௞ 

= ෍ ෍ ߮ఒ݃௞ ቌන ݖ
ॻ

ܽ௜(ݖ) ௡݂(ݖ) ఫܰ݃௞(ݖ)തതതതതതതതതത݀|ݖ|ቍ ቌන ఫതതതതതതതതതതതതݓ(ݓ)௜߮ఒݓ

ॻ

ቍ|ݓ|݀
௠

௝ୀ଴

ஶ

௞ୀ଴

 

                           = ෍ ቌ ෍ ௜ܿ௝〈 ௡݂ , ௭ܶ௔೔
∗

௝ܰ݃௞〉ுమ(஽)

௠

௜,௝ୀ଴

ቍ
ஶ

௞ୀ଴

߮ఒ݃௞, 

Where 
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ܿ௜௝ = න ఫതതതതതതതതതതതതݓ(ݓ)௜߮ఒݓ
ॻ

 |ݓ|݀

If ܿ ≔ max൛ห ௜ܿ௝ ห|0 ≤ ݅, ݆ ≤ ݉ൟ, then the Cauchy inequality yields 

ℎݖୄ݌‖ ௡݂‖ଶ = ෍ ቮ ෍ ௜ܿ௝〈 ௡݂ , ௭ܶ௔೔
∗

௝ܰ݃௞〉ுమ(॰)

௠

௜,௝ୀ଴

ቮ

ଶஶ

௞ୀ଴

 

                            ≤ (݉ܿ)ଶ ෍ ෍ ห〈 ௡݂ , ௭ܶ௔೔
∗

௝ܰ݃௞〉ுమ(॰)ห
ଶ

௠

௜,௝ୀ଴

ஶ

௞ୀ଴

 

                                     = (݉ܿ)ଶ ෍ ෍ ห〈ܬ(ܳ ௡݂), ௭ܶ௔೔
∗

௝ܰ݃௞〉ுమ(॰)ห
ଶ

௠

௜,௝ୀ଴

ஶ

௞ୀ଴

 

                                  = (݉ܿ)ଶ ෍ ෍ ห〈ܳ ௡݂ , ∗ܬ
௭ܶ௔೔
∗

௝ܰ݃௞〉ுమ(॰)ห
ଶ

௠

௜,௝ୀ଴

ஶ

௞ୀ଴

 

where ܬ is the operator defined in Lemma (2.2.15). Therefore, by the fact that  
{ܳ ௡݂|݊ ≥ 0} is orthogonal in ܪଶ(॰) and the fact that ௝ܰ is Hilbert-Schmidt on [ℎ] ⊖
 ,݆ for each [ℎ]ݖ

෍‖ݖୄ݌ℎ ௡݂‖ଶ
ஶ

௡ୀ଴

≤ (݉ܿ)ଶ ෍ ෍ ෍ ห〈ܳ ௡݂ , ∗ܬ
௭ܶ௔೔
∗

௝ܰ ݃௞〉ுమ(॰)ห
ଶ

௠

௜,௝ୀ଴

ஶ

௞ୀ଴

ஶ

௡ୀ଴

 

                            = (݉ܿ)ଶ ෍ ෍ ෍ห〈ܳ ௡݂ , ∗ܬ
௭ܶ௔೔
∗

௝ܰ ݃௞〉ுమ(॰)หଶ
ஶ

௡ୀ଴

௠

௜,௝ୀ଴

ஶ

௞ୀ଴

 

        ≤ (݉ܿ)ଶ ෍ ෍ ฮܬ∗
௭ܶ௔೔
∗

௝ܰ ݃௞ฮ
ுమ(॰)
ଶ

௠

௜,௝ୀ଴

ஶ

௞ୀ଴

 

              = (݉ܿ)ଶ ෍ ฮܬ∗
௭ܶ௔೔
∗ ฮଶ

௠

௜,௝ୀ଴

෍ฮ ௝ܰ݃௞ฮ
ுమ(॰)
ଶ

ஶ

௞ୀ଴

 

         = (݉ܿ)ଶ ෍ ฮܬ∗
௭ܶ௔೔
∗ ฮଶݎݐ( ௝ܰ

∗
௝ܰ) < ∞

௠

௜,௝ୀ଴

 

Theorem (2.2.17)[49]: [ܴ௪
∗ , ܴ௭] is Hilbert-Schmidt on [ℎ] for any polynomial ℎ. 

Proof. If ℎ = ݖ) − ߣ ℎଵ for some polynomial h1 and(ߣ ∈ ॻ , then [ℎ] = [ℎଵ]. 
If h1 is a nonzero constant then [ℎଵ] =  ଶ(॰ଶ) and henceܪ

ܴ௪ = ௪ܶ,  ܴ௭ =  ௭ܶ 
Therefore [ܴ௪

∗ , ܴ௭]. So without loss of generality, we may assume h does not have 
a factor ݖ − ߣ for some ߣ ∈ ॻ. Propositions (2.2.12), (2.2.16) and Equality (17) together 
imply that [ܴ௪

∗ , ܴ௭] is Hilbert-Schmidt. An argument similar to that in the end of the 
proof of Theorem (2.2.7) establishes our assertion. 

We are going to use the result of the last section to prove the following: 
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Theorem (2.2.18)[49]:The operator [ܴ௭
∗, ܴ௭] [ܴ௪

∗ , ܴ௪],is Hilbert-Schmidt on [h] when 
h is a polynomial. 
Proof. For the same reason as in the proof of Theorem (2.2.17), we assume that h does 
not have a factor z − μ for ߤ ∈ ॻ. Then by Corollary (2.2.9), ℎ(ݖ,  is bounded away (ߣ
from zero on ॻ for some ߣ ∈ ॰.To make our computations clearer, we assume that 
h(z,0) is bounded away from 0 on T. Then one sees that for any ℎ݂ ∈ [ℎ], ℎ(݂ − ݂(. ,0)) 
is a function in ݓ[ℎ]. Therefore, 
 
[ܴ௪

∗ , ܴ௪]ℎ݂ = ℎ݂ − ܴ௪ܴ௪
∗ ℎ݂ 

= ℎ݂ − ܴ௪ܴ௪
∗ ℎ൫݂ − ݂(. ,0) + ݂(. ,0)൯ = ℎ݂ − ℎ൫݂ − ݂(. ,0)൯ − ܴ௪ܴ௪

∗ ℎ݂(. ,0) 
= ℎ݂(. ,0) − ܴ௪ܴ௪

∗ ℎ݂(. ,0) = [ܴ௪
∗ , ܴ௪]ℎ(. , . )݂(. ,0),                                       (21) 

Similarly, 
           [ܴ௭

∗, ܴ௭]ℎ݂(. ,0) = ℎ݂(. ,0) − ܴ௭ܴ௭
∗ℎ݂(. ,0) 

          = ℎ݂(. , 0) − ܴ௭ܴ௭
∗ℎ(݂(. , 0) − ݂(0,0) + ݂(0,0) 

= ℎ݂(. ,0) − ℎ(݂(. ,0) − ݂(0,0) − ܴ௭ܴ௭
∗ℎ݂(0,0)                     (22) 

        = ℎ݂(0,0) − ݂(0,0)ܴ௭ܴ௭
∗ℎ = ݂(0,0)[ܴ௭

∗, ܴ௭]ℎ 
By the essential commutativity of ܴ௭

∗ andܴ௭, and Equalities (21), (22), 
 [ܴ௭

∗, ܴ௭] [ܴ௪
∗ , ܴ௪]ℎ݂ = [ܴ௭

∗, ܴ௭] [ܴ௪
∗ , ܴ௪]ℎ(. , . )݂(. ,0)                      

= [ܴ௪
∗ , ܴ௪]  [ܴ௭

∗, ܴ௭]ℎ(. , . )݂(. ,0) + ݇ℎ݂(. ,0),       (23) 
where K a Hilbert-Schmidt operator from Theorem (2.2.17).If we let  ܣ,  be operators  ܤ
from [h] to itself such that for any ℎ݂ ∈ [ℎ] 

ℎ݂ܣ = ݂(0,0)ℎ; ℎ݂ܤ               = ℎ(. , . )݂(. ,0) 
then the above computation shows that 

[ܴ௭
∗, ܴ௭] [ܴ௪

∗ , ܴ௪]= [ܴ௪
∗ , ܴ௪] [ܴ௭

∗, ܴ௭]ܣ +  ,ܤܭ
We observe that A is a rank one operator with kernel ݖ[ℎ] +  തതതതതതതതതതതതതതത and one verifies that[ℎ]ݓ
[ℎ] ⊖ [ℎ]ݖ) +  തതതതതതതതതതതതതതതതതത is one dimensional, hence A is a bounded. Thus to prove that([ℎ]ݓ
[ܴ௭

∗, ܴ௭] [ܴ௪
∗ , ܴ௪],is Hilbert-Schmidt, it suffices to check that B is bounded, but this is 

clear from our assumption on h and Lemma (2.2.13). 
If ℎ(ݖ, ߣ is bounded away from zero on ॻ for some non-zero(ߣ ∈ ॰, then similar 

computations will show that [ܴ௭
∗, ܴ௭] [ܴ௪

∗ , ܴ௪], is Hilbert-Schmidt. Then applying 
Lemma (2.2.4) twice will establish the assertion. 

One sees that the proof of Theorem (2.2.18) depends heavily on the fact that 
ܴ௭ , ܴ௪ are isometries. A corresponding study for the product [ ௭ܵ

∗, ௭ܵ] [ܵ௪
∗ , ܵ௪], is thus 

expected to be harder and we plan to return to that at a later time. 
We will generalize the major theorems obtained so far to the case when [ℎ] is 

replaced by submodules generated by a finite number of polynomials. 
Here we need a fact from commutative algebra which we state in a form that fits 

into the work. We may find more information in [58].  
Lemma (2.2.19)[49]: Suppose ݌ଵ, ଶ݌ , . . . , ௞݌  are polynomials in ݖ]ܥ,  such that the [ݓ
greatest common divisor ݌)ܦܥܩଵ, ,ଶ݌ . . . , (௞݌ = 1, then the quotient ݖ]ܥ, /[ݓ
,ଵ݌) ,ଶ݌ . . . ,  .௞) is finite dimensional݌
Proof. First of all, ݖ]ܥ,  is a Unique Factorization Domain (UFD) of Krull dimension [ݓ
2. 

We denote the ideal (݌ଵ, ,ଶ݌ . . . ,  ௞) by I and suppose݌
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ܫ = ሩ ௦ܫ

௡

௦ୀଵ

 

is the irredundant primary representation of I. If we let ܬ௦ = ඥܫ௦ be the radical of ܫ௦,
ݏ = 1, 2, . . . , ݊, then each ܬ௦ is prime and it is either maximal or minimal since the Krull 
dimension of C[z,w] is 2. In an UFD, every minimal prime ideal is principal ([61], p. 
238). Since GCD(݌ଵ, ,ଶ݌ . . . , (௞݌ = 1, the associated prime ideals J1, J2, . . . , Js must all 
be maximal and hence each Js must have the form (ݖ − ,௦ݖ ݓ − ,௦ݖ) ௦) withݓ (௦ݓ ∈
ℂଶ, ݏ = 1,2, … … . ݊, mutually different. Therefore, we can choose an integer, say m, 
sufficiently large such that 

௦ܬ
௠ = ݖ) − ,௦ݖ ݓ − ௦)௠ݓ ⊂  ௦ܫ

for each s. Then, 

ሩ ௦ܬ
௠ ⊂ ሩ ௦ܫ = ܫ

௡

௦ୀଵ

௡

௦ୀଵ

 

and therefore, 

dim (ݖ]ܥ, [ݓ ∕ (ܫ ≤ dim (ݖ]ܥ, [ݓ ∕ (ሩ ௦ܬ
௠

௡

௦ୀଵ

)) 

By the Nullstellensatz, one easily checks that 
௜ܬ

௠ + ௝ܬ
௠ = ,ݖ]ܥ ,[ݓ ݅ ≠ ݆ 

The Chinese Remainder Theorem then implies that 

,ݖ]ܥ)  [ݓ ൭ሩ ௦ܬ
௠

௡

௦ୀଵ

൱൘ = ෑ ,ݖ]ܥ [ݓ
௡

௦ୀଵ

∕ ௦ܬ
௠ 

and hence 

dim(ݖ]ܥ, [ݓ ⁄ܫ ) ≤ ෑ dim(ݖ]ܥ, [ݓ ௦ܬ
௠⁄ )

௡

௦ୀଵ

= ቆ
݉(݉ + 1)

2
ቇ

௡

. 

It would be interesting to generalize this lemma to polynomial rings of higher Krull 
dimensions. 
If ℎଵ, ℎଶ, … , ℎ௞ are polynomials and we set 

ܩ = ,ℎଵ)ܦܥܩ ℎଶ, … , ℎ௞)     and   ௝݂ = ℎ௝ ∕  (24)                          ܩ
݆ =  1, 2, … … . . , ݇ then GCD( ଵ݂, ଶ݂, . . . , ௞݂) = 1. If {݁ଵ, ݁ଶ, . . . , ݁௠} is a basis for   
,ݖ]ܥ )/[ݓ ଵ݂, ଶ݂, . . . , ௞݂), then for any polynomial ݃(ݖ,  ,(ݓ

,ݖ)݃ (ݓ = ෍ ௜ܿ ௜݁(ݖ, (ݓ + ,ݖ)ݎ (ݓ
௠

௜ୀଵ

 

with ݎ ∈ ( ଵ݂, ଶ݂, … … . ௞݂) and some constants ܿ௜ , ݅ =  1, 2, . . . , ݉. Therefore, 

,ݖ)ܥ ,ݖ)݃(ݓ (ݓ = ෍ ௜ܿݖ)ܩ, (ݓ
௠

௜ୀଵ
௜݁(ݖ, (ݓ + ,ݖ)ܩ ,ݖ)ݎ(ݓ  (25)                 (ݓ

It is easy to see that ݖ)ܩ, ,ݖ)ݎ(ݓ (ݓ ∈ (ℎଵ, ℎଶ, … … , ℎ௞) and hence (ܩ)/
(ℎଵ, ℎଶ, … … , ℎ௞) is also finite dimensional. 
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Corollary (2.2.20)[49]: If M is a submodule of H2(D2) generated by a finite number of 
polynomials, then 

(i) [ܵ௭
∗, ܵ௪] is Hilbert-Schmidt on ܪଶ(॰ଶ) ⊖  ;ܯ

(ii) [ܴ௭
∗, ܴ௪] is Hilbert-Schmidt on M; 

(iii) [ܴ௭
∗, ܴ௭][ܴ௪

∗ , ܴ௪] is Hilbert-Schmidt on M. 
Proof. Suppose ℎଵ, ℎଶ, … … , ℎ௞  are polynomials and ܯ = [ℎଵ, ℎଶ, … … , ℎ௞] is the closed 
submodule generated by  ℎଵ, ℎଶ, … … , ℎ௞. We assume ܩ, ௜݂ , ݅ = 1, 2, . . . , ݇, and ௝݁ , ݆ =
1, 2, . . . , ݉  to be as in (24) and (25). Consider the space 

ࣥ ≔ span൛ ௝݁ ݆⁄ = 1,2, … . , ݉ൟ +  ܯ
It is closed because span { ௝݁ | ݆ =  1, 2, . . . , ݉}  is finite dimensional. For any polynomial 
g, identity (25) implies that ܩ௚ ∈ ࣥ, and hence [ܩ] ⊂ ࣥ. The inclusion 

[ܩ] ⊖ ܯ ⊂ ࣥ ⊖  ܯ
then forces [ܩ] ⊖  to be finite dimensional. We let ܯ

:ܩܲ ଶ(॰ଶ)ܪ → ,[ܩ] :ܩݍ ଶ(॰ଶ)ܪ → ଶ(॰ଶ)ܪ ⊖  [ܩ]
:ܯܲ ଶ(॰ଶ)ܪ → :݉ݍ     ,ܯ ଶ(॰ଶ)ܪ → ଶ(॰ଶ)ܪ  ⊖  ܯ

:ୄ݌ ଶ(॰ଶ)ܪ → [ܩ]  ⊖  ܯ
be the projections. Then ୄ݌ is of finite rank and 

ܩ݌ = ܯܲ + ܩݍ   ,ୄ݌  = ܯݍ −  ୄ݌
One verifies that 

ܩ݌ݖܩ݌ = ܯ݌ݖܯ݌ + ୄ݌ݖܯ݌  + ܯ݌ݖୄ݌ +  ,ୄ݌ݖୄ݌
ܩݍݖܩݍ = ܯݍݖܯݍ − ୄ݌ݖܯݍ  − ܯݍݖୄ݌ +  ,ୄ݌ݖୄ݌

and consequently ܩ݌ݖܩ݌ − ܩݍݖܩݍ and ,ܯ݌ݖܯ݌ −  .are of finite rank ܯݍݖܯݍ
Similarly, ܩݍݓܩݍ = ܩݍݓܩݍ and ܯݍݓܯݍ =  are also of finite rank. The ܯݍݓܯݍ
assertion in this corollary then follows easily from Theorems (2.2.10), (2.2.17) and 
(2.2.18). 
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Chapter 3 
Toeplitz Operators with Density and Coburn-Simonenko Theorem 

We show that, under certain assumptions on the space ܺ , the Toeplitz operator ܶ ௔ 
is bounded (resp., compact) if and only if ܽ ∈ ܽ ,.ஶ (respܮ = 0). Moreover, ‖ܽ‖௅ಮ ≤
‖ ௔ܶ‖ी(ு[௑]) ≤ ‖ܲ‖ी(௑)‖ܽ‖௅ಮ .These results are specified to the cases of abstract Hardy 
spaces built upon Lebesgue spaces with Muckenhoupt weights and Nakano spaces with 
radial oscillating weights. For ܺ be a separable Banach function space on the unit circle 
ܶ and ܪ[ܺ] be the abstract Hardy space built upon ܺ. We show that the set of analytic 
polynomials is dense in ܪ[ܺ] if the Hardy-Littlewood maximal operator is bounded on 
the associate space ܺᇱ. In particular, if 1 < ݍ ≤ ݌ < ݎ/1,1 = ݍ/1 − ܽ and ,݌/1 ∈ ௥ܮ ≡
,௣ܮ)ܯ ܶ ௤) is a nonzero function, then the Toeplitz operatorܮ (ܽ), acting from the Hardy 
space ܪ௣ to the Hardy space ܪ௤, has a trivial kernel in ܪ௣ or a dense image in ܪ௤. 
Section (3.1): Abstract Hardy Spaces Built Upon Banach Function Spaces: 

The Banach algebra of all bounded linear operators on a Banach space ܧ will be 
denoted by (ܧ)ܤ. Let ॻ be the unit circle in the complex plane ℂ. For ݊ ∈ ℤା ≔
{0, 1, 2, . . . }, a function of the form (ݐ)݌ = ∑ ௞௡ݐ௞ߙ

௞ୀି௡ , where ߙ௞ ∈ ℂ for all ݇ ∈
{−݊, . . . , ݊} and ݐ ∈ ॻ, is called a trigonometric polynomial of order ݊. The set of all 
trigonometric polynomials is denoted by ܲ . The Riesz projection is the operator ܲ  which 
is defined on ܲ by 

ܲ: ෍ ௞ݐ௞ߙ
௡

௞ୀି௡

⟼ ෍ ௞ݐ௞ߙ
௡

௞ୀ଴

.                                                (1) 

For 1 ≤ ≥ ݌   ∞, let ܮ௣ ≔  ௣(ॻ) be the Lebesgue space on the unit circle ॻ in theܮ
complex plane. For ݂ ∈  ଵ, letܮ

መ݂(݊) ≔
1

ߨ2
න ݂൫݁௜ఝ൯ ݁ି௜௡ఝ݀߮

 

గ

,   ݊ ∈ ℤ,                                 (2) 

be the sequence of the Fourier coefficients of ݂ . The classical Hardy spaces ܪ௣ are given 
by  

௣ܪ ≔ ൛݂ ∈ :௣ܮ መ݂(݊) = 0 ∀݊ < 0ൟ .                                   (3) 
It is well known that the Riesz projection extends to a bounded linear operator on ܮ௣ if 
and only if 1 < ݌ < ∞. 

For ܽ ∈ ,௣ܪ ஶ, the Toeplitz operator ௔ܶ with symbol ܽ onܮ 1 < ݌ < ∞, is given 
by 

௔݂ܶ = ܲ(݂ܽ).                                                      (4) 
Toeplitz operators have attracted the mathematical community for the many decades 
since by Toeplitz [63]. Brown and Halmos [64, Theorem 4] proved that a necessary and 
sufficient condition that an operator on ܪଶ is a Toeplitz operator is that its matrix with 
respect to the standard basis of ܪଶ is a Toeplitz matrix, that is, the matrix of the form 
൫ܽ௞ି௝൯

௝,௞∈ℤశ
. The norm of ௔ܶ on the Hardy space ܪଶ coincides with the norm of its 

symbol in ܮஶ (actually, this result was already in a footnote of [63]). Brown and Halmos 
also observed, as a corollary, that the only compact Toeplitz operator on ܪଶ is the zero 
operator. We here mention [65, Part B, Theorem 4.1.4] and [66, Theorem (3.1.7).8] for 
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the proof of the Brown-Halmos theorem. An analogue of this result is true for Toeplitz 
operators acting on ܪ௣, 1 < ݌ < ∞ [67, Theorem 2.1.7]. 

We will consider the so-called Banach function spaces ܺ  in place of ܮ௣. As usual, 
we equip the unit circle ॻ with the normalized Lebesgue measure ݀ ݉(߬) =  .(ߨ2)/|߬݀|
Denote by ܮ଴ the set of all measurable complex valued functions on ॻ, and let ܮା

଴  be the 
subset of functions in ܮ଴ whose values lie in [0, ∞]. The characteristic function of a 
measurable set ܧ ⊂ ॻ is denoted by ॴா . A mapping ߩ: ାܮ

଴ → [0, ∞] is called a function 
normif, for all functions ݂, ݃, ௡݂(݊ ∈ ℕ) in ܮା

଴ , for all constants ܿ ≥ 0, and for all 
measurable subsets ܧ of ॻ, the following properties hold: 

(a) ߩ(݂) =  0 ⇔ ݂ = 0 a.e., ߩ(݂ܿ) = ,(݂)ߩܿ ݂)ߩ + ݃) ≤ (݂)ߩ +  ,(݃)ߩ
(b) 0 ≤  ݃ ≤  ݂ a.e.⇒ ߩ(݃)  ≤  ,(the lattice property) (݂)ߩ 
(c) 0 ≤  ௡݂ ↑  ݂ ܽ. ݁. ⇒ )ߩ  ௡݂) ↑  ,(the Fatou property) (݂)ߩ 
(d) ߩ(ॴா) < ∞, ∫ ݂(߬)݀݉(߬) 

ா ≤    ,(݂)ߩாܥ
with ܥா ∈ (0, ∞) depending on ܧ and ߩ but independent of ݂.When functions differing 
only on a set of measure zero are identified, the set ܺ of all functions ݂ ∈  ଴ for whichܮ
(|݂|)ߩ < ∞ is a Banach space under the norm ‖݂‖௑ ≔  .(|݂|)ߩ

Such a space ܺ is called a Banach function space. If ߩ is a function norm, its 
associate norm ߩᇱ is defined on ܮା

଴  by 

(݃)ᇱߩ ≔ sup ൝න ݂(߬) ݃(߬)݀݉(߬)
 

ॻ

: ݂ ∈ ାܮ
଴ , (݂)ߩ ≤ 1ൡ , ݃ ∈ ାܮ

଴ .               (5) 

The Banach function space ܺ ᇱ determined by the function norm ߩᇱ is called the associate 
space (or Kothe dual space) of ܺ . The associate space ܺᇱ is a subspace of the dual space 
ܺ∗. The simplest examples of Banach function spaces are the Lebesgue spaces ܮ௣, 1 ≤
≥ ݌   ∞. The class of all Banach function spaces includes all Orlicz spaces, as well as 
all rearrangement-invariant Banach function spaces (see, e.g., [69, Chap. 3]). We are 
mainly interested in non-rearrangement-invariant Banach function spaces. Two typical 
examples of non-rearrangement-invariant Banach function spaces are weighted 
Lebesgue space and weighted Nakano spaces (weighted variable Lebesgue spaces) 
considered. 

Following [70, p. 877], we will consider abstract Hardy spaces ܪ[ܺ] built upon 
a Banach function space ܺ over the unit circle ॻ as follows: 

[ܺ]ܪ ≔ ൛݂ ∈ ܺ: መ݂(݊) = 0 ∀݊ < 0ൟ .                                 (6) 
This definition makes sense because ܺ  is continuously embedded in ܮଵ in view of axiom 
(݀). It can be shown that ܪ[ܺ] is a closed subspace of ܺ. It is clear that if 1 ≤ ݌ ≤  ∞, 
then ܪ[ܮ௣] is the classical Hardy space ܪ௣. 

It follows from axiom (݀) that ܲ ⊂ ஶܮ ⊂ ܺ. We will restrict ourselves to Banach 
function spaces ܺ such that the Riesz projection defined initially on ܲ by formula (1) 
extends to a bounded linear operator on the whole space ܺ. The extension will again be 
denoted by ܲ. If ܽ ∈ ∋ ܲ ஶ andܮ  then the Toeplitz operator defined by formula ,(ܺ)ܤ
(4) is bounded on ܪ[ܺ] and 

‖ ௔ܶ‖஻(ு[௑]) ≤ ‖ܲ‖஻(௑)‖ܽ‖௅ಮ .                                        (7) 
The Brown-Halmos theorem [64, Theorem 4] was extended by [71, Theorem 4.5] 

to the case of reflexive rearrangement-invariant Banach function spaces with nontrivial 
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Boyd indices. Note that the nontriviality of the Boyd indices implies the boundedness 
of the Riesz projection. 

We show that the Brown- Halmos theorem remains true for abstract Hardy spaces 
-built upon reflexive Banach function spaces ܺ (not necessarily rearrangement [ܺ]ܪ
invariant) if ܲ ∈  Further, we show that, under mild assumptions on a Banach .(ܺ)ܤ
function space ܺ, a Toeplitz operator ௔ܶ is compact on the abstract Hardy space ܪ[ܺ] 
built upon ܺ if and only if ܽ =  0. 

These results are specified to the case of Hardy spaces built upon Lebesgue spaces 
with Muckenhoupt weights and upon Nakano spaces with certain radial oscillating 
weights. Both classes of spaces in our examples are not rearrangement invariant. 

For ݂ ∈ ܺ and ݃ ∈ ܺᇱ , we will use the following pairing: 

⟨݂, ݃⟩ ≔ න ݂(߬)݃(߬)തതതതതത݀݉(߬)
 

ॻ

.                                        (8) 

For ݊ ∈ ℤ and ߬ ∈ ॻ, put ߯௡(߬) = ߬௡ . Then the Fourier coefficients of a function ݂ ∈
(݊)ଵ can be expressed by መ݂ܮ = ⟨݂, ߯௡⟩ for ݊ ∈ ℤ. 

We need the notion of a function with absolutely continuous norm to formulate 
the result on the noncompactness of nontrivial Toeplitz operators. Following [69, Chap. 
1, Definition 3.1], a function ݂ in a Banach function space ܺ is said to have absolutely 
continuous norm in ܺ if ฮ݂ॴா೙ ฮ

௑
→ 0 for every sequence {ܧ௡}௡∈ℕ of measurable sets 

satisfying ॴா೙ → ∅ almost everywhere as ݊ → ∞. The set of all functions in ܺ of 
absolutely continuous norm is denoted by ܺ௔ . It is known that a Banach function space 
ܺ is reflexive if and only if ܺ and ܺᇱ have absolutely continuous norm (see [69, Chap. 
1, Corollary 4.4]). 

We contains results on the density of the set of all trigonometric polynomials ܲ 
(resp., the set of all analytic polynomials ஺ܲ) in a Banach function space ܺ  (resp., in the 
abstract Hardy space ܪ[ܺ] built upon ܺ). We also show that the norm of a function ݂ 
in ܺ can be calculated in terms of ⟨݂, ݌ where ,⟨݌ ∈ ܲ, under the assumption that ܺᇱ is 
separable. 

Further, we prove that every bounded linear operator on a separable Banach 
function space, whose matrix is of the form ൫ܽ௞ି௝൯

௝,௞∈ℤ
, is an operator of multiplication 

by a function ܽ ∈  .ஶ and the sequence of its Fourier coefficients is exactly {ܽ௞}௞∈ℤܮ
Finally, we prove that if the characteristic functions of all measurable sets ܧ ⊂ ॻ have 
absolutely continuous norms in ܺ , then the sequence {߯௞}௞∈ℤశ converges weakly to zero 
on the abstract Hardy space ܪ[ܺ]. We provide proofs of our main results, using auxiliary 
results from the previous. We specify our main results to the case of Hardy spaces built 
upon weighted Lebesgue spaces ܮ௣(ݓ) with Muckenhoupt weights ݓ and to the case of 
weighted Nakano spaces ܮ௣(⋅)(ݓ) with certain radial oscillating weights. In both cases, 
it is known that the Riesz projection is bounded. 

The following statement can be proved by analogy with [72, Lemma 1.3]. 
Lemma (3.1.1)[62] Let ܺ be a Banach function space over the unit circle ॻ. The 
following statements are equivalent: 

(a) the set ܲ of all trigonometric polynomials is dense in the space ܺ; 
(b) the space ܥ of all continuous functions on ॻ is dense in the space ܺ; 
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(c) the Banach function space ܺ is separable. 
Let ݉ ∈ ℤା. A function of the form (ݐ)ݍ = ∑ ௞௠ݐ௞ߙ

௞ୀ଴ , where ߙ௞ ∈ ℂ for all ݇ ∈
{0, . . . , ݉} and ݐ ∈ ॻ, is said to be an analytic polynomial on ॻ. The set of all analytic 
polynomials is denoted by ஺ܲ. 
Lemma (3.1.2)[62]: Let ܺ be a separable Banach functions space over the unit circle 
ॻ. If the Riesz projection ܲ is bounded on ܺ, then the set ஺ܲ is dense in ܪ[ܺ]. 
Proof. If ݂ ∈ [ܺ]  ⊂  ܺ, then by Lemma (3.1.1), there exists a sequence ݌௡ ∈ ܲ such 
that ‖݂ − ௡‖௑݌ → 0 as ݊ →  ∞. It is clear that ݂ = ݂ܲ and ܲ݌௡ ∈ ஺ܲ. Since ܲ ∈  ,(ܺ)ܤ
we finally have 

‖݂ − ௡‖௑݌ܲ = ‖݂ܲ − ௡‖௑݌ܲ ≤ ‖ܲ‖஻(௑)‖݂ − ௡‖௑݌ → 0                (9) 
As ݊ → ∞. Thus ஺ܲ is dense in ܺ. 
Lemma (3.1.3)[62]: Let ܺ be a Banach function space over the unit circle ॻ. If the 
associate space ܺᇱ is separable, then for every 

‖݂‖௑ = sup{|⟨݂, ݌ :|⟨݌ ∈ ܲ, ௑ᇲ‖݌‖ ≤ 1}.                             (10) 
Proof. By [69, Theorem 1.7 and Lemma 2.8], for every ݂ ∈  ܺ 

‖݂‖௑ = sup{|⟨݂, ݃⟩|: ݃ ∈ ܺᇱ, ‖݃‖௑ᇲ ≤ 1}.                              (11) 
By the lattice property of the associate space ܺᇱ, we have ܲ ⊂ ܺᇱ. Hence, equality (11) 
implies that for ݂ ∈ ܺ 

‖݂‖௑ ≥ sup{|⟨݂, :|⟨݌ ݌ ∈ ܲ, ௑ᇲ‖݌‖ ≤ 1}.                               (12) 
Fix ݃ ∈ ܺᇱ such that 0 < ‖݃‖௑ᇲ ≤ 1. Since ܺᇱ is separable, it follows from Lemma 
(3.1.1) that there exists a sequence ݍ௡ ∈ ܲ\{0} such that ‖ݍ௡ − ݃‖௑ᇲ → 0 as ݊ → ∞. 

For ݊ ∈ ℕ, put ݌௡ ≔ ൬
‖௚‖೉ᇲ

‖௤೙‖೉ᇲ
൰ ௡ݍ ∈ ܲ. Then for every ݊ ∈ ℕ 

௡‖௑ᇲ݌‖ = ‖݃‖௑ ≤ 1,                                                (13) 

‖݃ − ௡‖௑ᇲ݌ ≤ ‖݃ − ௡‖௑ᇲݍ + ௡‖௑ᇲݍ‖ ቆ1 −
‖݃‖௑ᇲ

௡‖௑ᇲݍ‖
ቇ.                    (14) 

Hence 
lim

௡→ஶ
‖݃ − ௡‖௑ᇲ݌ = 0.                                                 (15) 

It follows from Hölder’s inequality for Banach function spaces (see [69, Chap. 1, 
Theorem 2.4]) and (15) that 

lim
௡→ஶ

|⟨݂, ݃⟩ − ⟨݂, |⟨௡݌ ≤ lim
௡→ஶ

‖݂‖௑‖݃ − ௡‖௑ᇲ݌ = 0.                      (16) 
Thus, taking into account (13) and (16), we deduce for every function ݃ ∈ ܺᇱ satisfying 
0 < ‖݃‖௑ᇲ ≤ 1 that 

|⟨݂, ݃⟩| = lim
௡→ஶ

|⟨݂, |⟨௡݌ ≤ sup
௡∈ℕ

|⟨݂,   |⟨௡݌

≤ sup{|⟨݂, ݌ :|⟨݌ ∈ ܲ, ௑ᇲ‖݌‖ ≤ 1}.                           (17) 
This inequality and equality (11) imply that 

‖݂‖௑ ≤ sup{|⟨݂, ݌ :|⟨݌ ∈ ܲ, ௑ᇲ‖݌‖ ≤ 1}.                              (18) 
Combining inequalities (12) and (18), we arrive at equality (10). 

We start this with the following result by Maligranda and Persson on 
multiplication operators acting on Banach function spaces. 
Lemma (3.1.4)[62]: (see [73, Theorem (3.1.7)]). Let ܺ be a Banach function space over 
the unit circle ॻ. If ܽ ∈  ଴, then the multiplication operatorܮ

ܺ :௔ܯ → ܺ, 



76 

݂ ⟼ ݂ܽ,                                                              (19) 
is bounded on ܺ if and only if ܽ ∈ ௔‖஻(௑)ܯ‖ ஶ andܮ = ‖ܽ‖௅ಮ . 
It is easy see that 

ൻܯ௔߯௝, ߯௞ൿ = ൻܽ, ߯௞ି௝ൿ = ොܽ(݇ − ݆) ∀݆, ݇ ∈ ℤ.                           (20) 
The following lemma shows that every bounded operator with such a property is 

a multiplication operator. 
Lemma (3.1.5)[62]: Let ܺ be a separable Banach functions space over the unit circle 
ॻ. Suppose ܣ ∈  and there exists a sequence {ܽ௡}௡∈ℕ of complex numbers such (ܺ)ܤ
that 

ൻ߯ܣ௝ , ߯௞ൿ = ܽ௞ି௝ ∀݆, ݇ ∈ ℤ.                                               (21) 
Then there exists a function ܽ ∈ ܣ ஶ such thatܮ = (݊)௔ and ොܽܯ = ܽ௡ for all ݊ ∈ ℤ. 
Proof. Put ܽ ≔ ଴߯ܣ ∈ ܺ. Since ܺ ⊂  ଵ, we infer from (21) thatܮ

ොܽ(݊) = ⟨ܽ, ߯௡⟩ = ,଴߯ܣ⟩ ߯௡⟩ = ܽ௡ , ݊ ∈ ℤ.                                  (22) 
If ݂ = ∑ መ݂(݇)߯௞

௠
௞ୀି௠ ∈ ܲ, then ݂ܽ ∈ ܺ ⊂ ଵܮ  and the ݆th Fourier coefficient of ݂ܽ is 

calculated by 

(݂ܽ)  (݆̂) =  ෍ ොܽ(݆ − ݇) መ݂(݇)
௞∈ℤ

= ෍ ௝ܽି௞ መ݂(݇)
௠

௞ୀି௠

.                      (23) 

On the other hand, from (21), we get for ݆ ∈ ℤ 

(݆̂) (݂ܣ) = ൻ݂ܣ, ߯௝ൿ = ෍ መ݂(݇)ൻ߯ܣ௞, ߯௝ൿ
௠

௞ୀି௠

 

= ෍ ௝ܽି௞ መ݂(݇)
௠

௞ୀି௠

.                                      (24) 

By (23) and (24), (݂ܽ) (݆̂) = ݆ for all (݆̂) (݂ܣ) ∈ ℤ. Therefore, ݂ܣ = ݂ܽ for all ݂ ∈  ܲ 
in view of the uniqueness theorem for Fourier series (see, e.g., [74, Chap. I, Theorem 
1.7]). Since the space ܺ is separable, the set ܲ is dense in ܺ by Lemma (3.1.1). 

Therefore ݂ܣ =  ݂ܽ for ݂ ∈ ܺ. This means that ܣ = ௔ܯ ∈  It remains to .(ܺ)ܤ
apply Lemma (3.1.4). 

Recall that the annihilator of a subspace ܵ  of a Banach space ܧ is the set ܵୄ of all 
linear functionals ߉ ∈ (ݔ)߉ such that ∗ܧ  =  0 for all ݔ ∈ ܵ (see, e.g., [75, p. 110]). 
Lemma (3.1.6)[62]: If ܺ is a Banach function space such that ॴா ∈ ܺ௔  for every 
measurable subset ܧ ⊂ ॻ, then {߯௞}௞∈ℤశ converges weakly to zero on ܪ[ܺ]. 
Proof. By [75, Theorem 7.1], ([ܺ])∗ is isometrically isomorphic to ܺ∗/(ܪ[ܺ])ୄ. Since 
߯௞ ∈ [ܺ] for all ݇ ≥  0, in view of the above fact, it is sufficient to prove that {߯௞}௞∈ℤశ 
converges weakly to zero on the whole space ܺ instead of the subspace ܪ[ܺ]. 

By [69, Chap. 1, Corollary 3.14], if ॴா ∈ ܺ௔  for every measurable subset ܧ ⊂ ॻ, 
then (ܺ௔)∗ is isometrically isomorphic to ܺᇱ. In view of [69, Chap. 1, Theorem 
(3.1.8).2], ܺᇱ is a Banach function space, which is continuously embedded into ܮଵ  due 
to axiom (d) of the definition of a Banach function norm. Thus, for every ߉ ∈ ܺ∗, there 
exists a function ݃ ∈ ܺᇱ ⊂ ଵܮ  such that ߉(݂) = ⟨݂, ݃⟩ for all ݂ ∈ ܺ. In particular, if ݂ =
߯௞ with ݇ ≥ 0, then 

(௞߯)߉ = ⟨߯௞, ݃⟩ = ⟨݃, ߯௞⟩ = ො݃(݇).                               (25) 
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By the Riemann-Lebesgue lemma (see, e.g., [74, Chap. I, Theorem 1.8]) and (25), 
(௞߯)߉ → 0 as ݇ → ∞ for every ߉ ∈ ܺ∗; that is, {߯௞}௞∈ℤశ converges weakly to zero on 
ܺ, which completes the proof. 
Theorem (3.1.7)[62]: (main result 1). Let ܺ be a reflexive Banach function space over 
the unit circle ॻ such that the Riesz projection ܲ  is bounded on ܺ . Suppose ܣ ∈  ([ܺ]ܪ)ܤ
and there is a sequence {ܽ௡}௡∈ℤ of complex numbers such that 

ൻ߯ܣ௝ , ߯௞ൿ = ܽ௞ି௝      ∀݆, ݇ ∈ ℤା.                                          (26) 
Then there is a function ܽ ∈ ܣ ஶ such thatܮ = ௔ܶ  and ොܽ(݊) = ܽ௡ for all ݊ ∈ ℤ. 
Moreover 

‖ܽ‖௅ಮ ≤ ‖ ௔ܶ‖஻(ு[௑]) ≤ ‖ܲ‖஻(௑)‖ܽ‖௅ಮ .                               (27) 
We follow the scheme of the proof of [71, Theorem 4.5] (see also [68, Theorem 

(3.1.8).7]). Without loss of generality, we may assume that the operator ܣ is nonzero. 
For ݊ ∈ ℤା, put ܾ௡ ≔ ߯ି௡߯ܣ௡ . Then taking into account Lemma (3.1.4) and that ܣ ∈
 we get ,([ܺ]ܪ)ܤ

‖ܾ௡‖௑ ≤ ‖߯ି௡‖௅ಮ ௡‖௑߯ܣ‖ =  ௡‖ு[௑]߯ܣ‖
≤ ஻(ு[௑])‖߯௡‖ு[௑]‖ܣ‖ =  ஻(ு[௑]) ‖1‖௑.               (28)‖ܣ‖

Consider the following subset of the associate space:  

ܸ ≔ ቊݕ ∈ ܺᇱ: ௑ᇲ‖ݕ‖ <
1

஻(ு[௑])‖1‖௑‖ܣ‖
ቋ.                             (29) 

It follows from Hölder’s inequality for Banach function spaces (see [69, Chap. 1, 
Theorem (3.1.8).4]) and (28) and (29) that 

|⟨ܾ௡ , |⟨ݕ ≤ ‖ܾ௡‖௑‖ݕ‖௑ᇲ < ݕ∀ 1 ∈ ܸ, ݊ ∈ ℤା.                         (30) 
Since ܺ is reflexive, in view of [69, Chap. 1, Corollaries 4.3-4.4], we know that ܺᇱ is 
canonically isometrically isomorphic to ܺ ∗. Applying the Banach-Alaoglu theorem (see, 
e.g., [76, Theorem 3.17]) to ܸ, ܺᇱ , and {ܾ௡}௡∈ℤశ ⊂  ܺ =  ܺ∗∗ = (ܺᇱ)∗, we deduce that 
there exists a ܾ ∈ ܺ such that some subsequence ൛ܾ௡ೖ ൟ

௞∈ℤశ
 of {ܾ௡}௡∈ℤశ converges to ܾ 

in the weak topology on ܺ. In particular 
lim

௞→ାஶ
ൻܾ௡ೖ , ߯௝ൿ = ൻܾ, ߯௝ൿ ∀݆ ∈ ℤ.                                     (31) 

On the other hand, the definition of ܾ௡  and equality (26) imply that 
ൻܾ௡ೖ , ߯௝ൿ = ൻ߯ܣ௡ೖ , ߯௡ೖା௝ൿ = ௝ܽ    whenever  ݊௞ + ݆ ∈ ℤା.                     (32) 

It follows from (31) and (32) that 
ൻܾ, ߯௝ൿ = ௝ܽ  ∀݆ ∈ ℤ.                                                   (33) 

Now define the mapping ܤ by 
→ ܲ :ܤ  ܺ, 

݂ ⟼ ܾ݂.                                                            (34) 
Assume that ݂ and ݃ are trigonometric polynomials of orders ݉ and ݎ, respectively. 
Then 

݂ = ෍ መ݂(݇)߯௞

௠

௞ୀି௠

, 
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݃ = ෍ ො݃(݆)߯௝

௥

௝ୀି௥

.                                                       (35) 

It follows from (26) and (33) that for ݊ ≥ max{݉,  {ݎ

,݂ܤ⟩ ݃⟩ = ෍ ෍ መ݂(݇) ො݃(݆)
௥

௝ୀି௥

ൻܾ߯௞, ߯௝ൿ
௠

௞ୀି௠

 

     = ෍ ෍ መ݂(݇) ො݃(݆)
௥

௝ୀି௥
௝ܽି௞

௠

௞ୀି௠

 

                       = ෍ ෍ መ݂(݇) ො݃(݆)
௥

௝ୀି௥

௠

௞ୀି௠

 ൻ߯ܣ௞ା௡, ߯௝ା௡ൿ 

                             = ෍ ෍ መ݂(݇) ො݃(݆)
௥

௝ୀି௥

௠

௞ୀି௠

ൻ߯ି௡ܣ(߯௡߯௞), ߯௝ൿ 

= ⟨߯ି௡ܣ(߯௡݂) , ݃⟩.                                                          (36) 
It is clear that ߯௡݂ ∈ ݊ for [ܺ]ܪ ≥ max{݉,  Therefore, taking into account Lemma .{ݎ
(3.1.4), we see that for ݊ ≥ max{݉,  {ݎ

ฮܯఞି௡ܯܣఞ೙݂ฮ
௑

≤ ‖߯ି௡‖௅ಮ  ௡݂‖ு[௑]߯ܣ‖
                                 ≤  ஻(ு[௑])‖߯௡݂‖ு[௑]‖ܣ‖

                                      ≤ ஻(ு[௑])‖߯௡‖௅ಮ‖ܣ‖ ‖݂‖௑ 
=  ஻(ு[௑])‖݂‖௑.                                        (37)‖ܣ‖

By Hölder’s inequality for Banach function spaces (see [69, Chap. 1, Theorem 
(3.1.8).4]) from (36) and (37), we obtain 

,݂ܤ⟩| ݃⟩| ≤ lim
௡→ஶ

supหൻܯఞି௡ܯܣఞ೙ ݂, ݃ൿห 
                          ≤ lim

௡→ஶ
supฮܯఞି௡ܯܣఞ೙݂ฮ

௑
‖݃‖௑ᇲ  

≤ ஻(ு[௑])‖݂‖௑‖݃‖௑ᇲ‖ܣ‖ .                                          (38) 
Since a Banach function space ܺ is reflexive and the Lebesgue measure is separable, it 
follows from [69, Chap. 1, Corollaries 4.4 and 5.6] that the spaces ܺ and ܺᇱ are 
separable. Then Lemma (3.1.3) and inequality (38) yield 

௑‖݂ܤ‖ = sup{|⟨݂ܤ, ݃⟩|: ݃ ∈ ܲ, ‖݃‖௑ ≤ 1} 
≤  ஻(ு[௑])‖݂‖௑,                                                            (39)‖ܣ‖

for all ݂ ∈ ܲ. In view of Lemma (3.1.1), ܲ is dense in ܺ. Then (39) implies that the 
linear mapping ܤ defined in (34) extends to an operator ܤ ∈  such that (ܺ)ܤ

஻(௑)‖ܤ‖ ≤  ஻(ு[௑]).                                               (40)‖ܣ‖
We deduce from (33) that 

ൻ߯ܤ௝ , ߯௞ൿ = ൻܾ, ߯௞ି௝ൿ = ܽ௞ି௝ ∀݆, ݇ ∈ ℤ.                               (41) 
By Lemma (3.1.5), there exists a function ܽ ∈ ܤ ஶ such thatܮ = ௔ܯ  and ܽ௡ = ොܽ(݊) for 
all ݊ ∈ ℤ. Moreover 

஻(௑)‖ܤ‖ = ௔‖஻(௑)ܯ‖ = ‖ܽ‖௅ಮ .                                   (42) 
It follows from the definition of the Toeplitz operator ௔ܶ that 

ൻ ௔ܶ߯௝ , ߯௞ൿ = ොܽ(݇ − ݆), ݆, ݇ ∈ ℤା.                                (43) 
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Combining this fact with equality (26), we arrive at 
ൻ ௔ܶ߯௝ , ߯௞ൿ = ܽ௞ି௝ = ൻ߯ܣ௝ , ߯௞ൿ, ݆, ݇ ∈ ℤା.                            (44) 

Since ௔ܶ߯௝ , ௝߯ܣ ∈ [ܺ]ܪ ⊂  ,.ଵ, by the uniqueness theorem for Fourier series (see, e.gܪ
[74, Chap. I, Theorem (3.1.8).7]), it follows from (44) that ௔ܶ߯௝ = ௝߯ܣ  for all ݆ ∈ ℤା. 
Therefore 

௔ܶ݌ = ݌∀ ݌ܣ ∈ ஺ܲ.                                                 (45) 
In view of Lemma (3.1.2), the set ஺ܲ is dense in ܪ[ܺ]. This fact and equality (45) imply 
that ௔ܶ =  and ܣ

‖ ௔ܶ‖஻(ு[௑]) =  ஻(ு[௑]).                                           (46)‖ܣ‖
Combining inequality (40) with equalities (42) and (46), we arrive at the first inequality 
in (10). The second inequality in (10) is obvious. 
Theorem (3.1.8)[62]: (main result 2). Let ܺ be a Banach function space over the unit 
circle ॻ such that ॴா ∈ ܺ௔  for every measurable subset ܧ ⊂ ॻ. If the Riesz projection ܲ  
is bounded on ܺ  and ܽ ∈ ܶ ஶ, then the Toeplitz operatorܮ ௔ ∈  is compact if and ([ܺ]ܪ)ܤ
only if ܽ = 0. 
Proof. It is clear that if ܽ = 0, then ௔ܶ is the zero operator, which is compact. Now 
assume that ௔ܶ is compact. Then it maps weakly convergent sequences in ܪ[ܺ] into 
strongly convergent sequences in ܪ[ܺ] (see, e.g., [77, Section 7.5, Theorem 4]). Since 
{߯௞}௞∈ℤశ converges to zero weakly on ܪ[ܺ] in view of Lemma (3.1.6), we have 

lim
௞→ஶ

‖ ௔ܶ߯௞‖ு[௑] = 0.                                                  (47) 
By [69, Chap. 1, Theorem 2.7 and Lemma 2.8], for ݇ ∈ ℤା, 

‖ ௔ܶ߯௞‖ு[௑] = ‖ ௔ܶ߯௞‖௑ = sup{|⟨ ௔ܶ߯௞ , ݃⟩|: ݃ ∈ ܺᇱ , ‖݃‖௑ᇲ ≤ 1}.       (48) 
Since ܮஶ ⊂ ܺᇱ, there exists a constant ܿ ∈ (0, ∞) such that 

ܿିଵ‖߯௠‖௑ᇲ ≤ ‖߯௠‖௅ಮ = 1,   ݉ ∈ ℤ.                                  (49) 
For all ݊ ∈ Z and all ݇ ∈ ℤା such that ݇ + ݊ ∈ ℤା we have 

ොܽ(݊) = ⟨ ௔ܶ߯௞, ߯௞ା௡⟩.                                              (50) 
Then from (48)–(50) we obtain for all ݊ ∈ ℤ and all ݇ ∈ ℤା such that ݇ + ݊ ∈ ℤା 

‖ ௔ܶ߯௞‖ு[௑] ≥ |⟨ ௔ܶ߯௞ , ܿିଵ߯௞ା௡⟩| = ܿିଵ| ොܽ(݊)|.                        (51) 
Passing in this inequality to the limit as ݇ →  ∞ and taking into account (47), we see 
that ොܽ(݊) = 0 for all ݊ ∈ ℤ. By the uniqueness theorem for Fourier series (see, e.g., [74, 
Chap. I, Theorem 2.7]), this implies that ܽ = 0 a.e. on ॻ. 

A measurable function ݓ: ॻ → [0, ∞] is referred to as a weight if 0 < (߬)ݓ < ∞ 
almost everywhere on ॻ. If ܺ is a Banach function space over the unit circle and ݓ is a 
weight, then 

(ݓ)ܺ ≔ {݂ ∈ ݓ݂ :଴ܮ  ∈ ܺ}                                         (52) 
is a normed space equipped with the norm ‖݂‖௑(௪) ≔  .௑‖ݓ݂‖

Moreover, if ݓ ∈ ܺ and 1/ݓ ∈ ܺᇱ , then ܺ(ݓ) is a Banach function space (see 
[78, Lemma 2.5]). 

Let 1 < ݌ < ∞ and ݓ be a weight. It is well known that the Riesz projection ܲ  is 
bounded on the weighted Lebesgue space ܮ௣(ݓ) if and only if the weight ݓ satisfies 
the Muckenhoupt ܣ௣ −condition; that is, 
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sup
ூ⊂ॻ

൭
1

(ܫ)݉ න (߬)݉݀(߬)௣ݓ
 

ூ

൱
ଵ/௣

 

⋅ ൭
1

(ܫ)݉ න (߬)݉݀(߬)௣ᇲିݓ
 

ூ

൱
ଵ/௣ᇲ

< ∞,                           (53) 

where the supremum is taken over all subarcs ܫ of the unit circle ॻ and 1/݌ + ᇱ݌/1 = 1 
(see [79] and also [68, Section 1.46], [65, Section 5.7.3(h)]). In the latter case, we will 
write ݓ ∈ ݓ ௣(ॻ). It is clear that ifܣ ∈ ݓ ௣(ॻ), thenܣ ∈ ݓ/௣ and 1ܮ ∈ ௣ᇲܮ . Hence 
ݓ is a Banach function space whenever (ݓ)௣ܮ ∈ ௣(ॻ). It is well known that if 1ܣ <
݌ < ∞, then ܮ௣(ݓ) is reflexive. We denote the corresponding Hardy space by ܪ௣(ݓ) ≔
 .[(ݓ)௣ܮ]ܪ
Corollary (3.1.9)[62]: Let 1 < > ݌   ∞ and ݓ ∈ ܣ ௣(ॻ). Ifܣ ∈  ൯ and there(ݓ)௣ܪ൫ܤ
exists a sequence {ܽ௡}௡∈ℤ of complex numbers satisfying (26), then there exists a 
function ܽ ∈ ܣ ஶ such thatܮ = ௔ܶ and ොܽ(݊) = ܽ௡ for all ݊ ∈ ℤ. Moreover 

‖ܽ‖௅ಮ ≤ ‖ ௔ܶ‖஻൫ு೛(௪)൯ ≤ ‖ܲ‖஻൫௅೛(௪)൯ ‖ܽ‖௅ಮ .                            (54) 
This is an immediate consequence of Theorem (3.1.7). For the weight ݓ = 1, it is 
proved in [68, Theorem (3.1.8).7]. 
Corollary (3.1.10)[62]: Let 1 < ݌ < ∞ and ݓ ∈ ܽ ௣(ॻ). Ifܣ ∈ ஶܮ , then the Toeplitz 
operator ௔ܶ ∈ ܽ ൯ is compact if and only if(ݓ)௣ܪ൫ܤ = 0. 

This corollary follows from Theorem (3.1.8). 
We denote by ஼ܲ(ॻ) the set of all continuous functions ݌: ॻ → (1, ∞). For ݌ ∈

஼ܲ(ॻ), let ܮ௣(⋅) be the set of all functions ݂ ∈  ଴ such thatܮ

න ቤ
݂(߬)

ߣ
ቤ

௣(ఛ)

݀݉(߬)
 

ॻ

< ∞,                                          (55) 

for some ߣ = (݂)ߣ   >  0. This set becomes a Banach function space when equipped 
with the Luxemburg-Nakano norm 

‖݂‖௅೛(⋅) ≔ inf ൝ߣ > 0: න ቤ
݂(߬)

ߣ
ቤ

௣(ఛ)

݀݉(߬)
 

ॻ

≤ 1ൡ,                         (56) 

(see, e.g., [80, p. 73] or [81, p. 77]). If ݌ is constant, then ܮ௣(⋅) is nothing but the 
Lebesgue space ܮ௣. The spaces ܮ௣(⋅) are referred to as Nakano spaces. See Maligranda 
[82] for the role of Hidegoro Nakano in the study of these spaces. 

Since ॻ is compact, we have 
1 < min

௧∈ॻ
(ݐ)݌ , max

௧∈ॻ
(ݐ)݌ < ∞.                                       (57) 

In this case, the space ܮ௣(⋅) is reflexive and its associate space is isomorphic to 
the space ܮ௣ᇲ(⋅), where 1/݌(߬)  + (߬)ᇱ݌/1  = 1 for all ߬ ∈ ॻ (see, e.g., [80, Section 2.8] 
and [81, Section 3.2]). 

Let ݂ܵ be the Cauchy singular integral of a function ݂ ∈  ଵ(ॻ) defined byܮ

(ݐ)(݂ܵ) ≔ lim
ఌ→଴

1
݅ߨ

න
݂(߬)
߬ − ݐ

݀߬
 

ॻ\ॻ(௧,ఌ)

, ݐ ∈ ॻ,                                 (58) 
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Where ॻ(ݐ, (ߝ ≔ {߬ ∈ ॻ: |߬ − |ݐ < :ݓ For a weight .{ߝ ܶ → [0, ∞], consider the 
weighted Nakano space 

(ݓ)(⋅)௣ܮ = ൛݂ ∈ ݓ݂ :଴ܮ ∈  ௣(⋅)ൟ .                                      (59)ܮ
It follows from [78, Theorem 6.1] that if the operator ܵ is bounded on ܮ௣(⋅)(ݓ), then 

sup
ூ⊂ॻ

1
(ܫ)݉

(⋅)ଵ߯ூ‖௅೛ିݓ‖(⋅)ூ‖௅೛߯ݓ‖ < ∞,                                   (60) 

where the supremum is taken over all subarcs ܫ ⊂ ॻ. In particular, in this case, ݓ ∈  (⋅)௣ܮ
and 1/ݓ ∈  .is a Banach function space by [78, Lemma 2.5(b)] (ݓ)(⋅)௣ܮ ௣ᇲ(⋅), whenceܮ

We say that an exponent ݌ ∈ ஼ܲ(ॻ) is locally log-Hölder continuous (cf. [80, 
Definition 2.2]) if there exists a constant ܥ௣(⋅) ∈ (0, ∞) such that 

(ݐ)݌| − |(߬)݌ ≤
(⋅)௣ܥ

− log|ݐ − ߬| ,ݐ∀ ߬ ∈ ॻ satisfying |ݐ − ߬| <
1
2

.           (61) 

The class of all locally log-Hölder continuous exponents will be denoted by ܪܮ(ॻ). 
Notice that some authors also denote this class by ℙ୪୭୥  (ॻ) (see, e.g., [83, Section 
1.1.4]). 

Following [84, Section 2.3], denote by ܹ the class of all continuous functions 
߷: [ߨ0,2] → [0, ∞) such that ߷(0) = 0, (ݔ) > 0, if 0 < ݔ ≤  and ߷ is almost ,ߨ2
increasing; that is, there is a universal constant ܥ > 0 such that ߷(ݔ) ≤  whenever (ݕ)߷ܥ
≥ ݔ :߷ Further, let ॾ be the set of all functions .ݕ  [ߨ0,2] → [0, ∞] such that ݔఈ߷(ݔ) ∈
ܹ and ݔఉ/߷(ݔ) ∈ ܹ for some ߙ, ߚ ∈ ℝ. Clearly, the functions ߷(ݔ) =  ఊ belong to ॾݔ
for all ߛ ∈ ℝ. For ߷ ∈ ॾ, put 

Φద
଴(ݔ) ≔ lim sup

௬→଴

(ݕݔ)߷
(ݕ)߷  , ݔ ∈ (0, ∞) .                               (62) 

Since ߷ ∈ ॾ, one can show that the limits 

݉(߷) ≔ lim
௫→଴

log Φద
଴(ݔ)

log ݔ , 

(߷)ܯ ≔ lim
௫→ஶ

log Φద
଴(ݔ)

log ݔ
                                               (63) 

exist and −∞ < ݉(߷) ≤ (߷)ܯ < +∞. These numbers were defined under some extra 
assumptions on ߷ by Matuszewska and Orlicz [85, 23] (see also [87] and [88, Chapter 
11]). 

We refer to ݉(߷) (resp., ܯ(߷)) as the lower (resp., upper) Matuszewska-Orlicz 
index of ߷. For ߷(ݔ) = ఊݔ , one has ݉(߷) = (߷)ܯ = ߷ Examples of functions .ߛ ∈ ॾ 
with ݉(߷) <  can be found, for instance, in [88, p. 93]. Fix pairwise distinct points (߷)ܯ
,ଵݐ . . . , ௡ݐ ∈ ,ଵݓ and functions ߁ . . . , ௡ݓ ∈ ॾ. 
  Consider the following weight: 

(ݐ)ݓ ≔ ෑ ݐ|)௞ݓ − (|௞ݐ
௡

௞ୀଵ

 , ݐ ∈  (64)                               .߁

Each function ݓ௞(|ݐ −  .௞|) is a radial oscillating weightݐ
This is a natural generalization of the so-called Khvedelidze weights (ݐ)ݓ =

∏ ݐ| − ௞|ఒೖ௡ݐ
௞ୀଵ , where ߣ௞ ∈ ℝ (see, e.g., [68, Section 5.8]). 
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Theorem (3.1.11)[62]: Let ݌ ∈ ,ଵݓ Suppose .(ॻ)ܪܮ . . . , ௡ݓ ∈ ॾ and the weightݓis 
given by (64).The Cauchy singular integral operator ܵ is bounded on ܮ௣(⋅)(ݓ) if and 
only if for all ݇ ∈  {1, . . . , ݊} 

0 <
1

(௞ݐ)݌ + , (௞ݓ)݉
1

(௞ݐ)݌ + (௞ݓ)ܯ < 1.                              (65) 

The sufficiency portion of Theorem (3.1.11) was obtained by Kokilashvili et al. [84, 
Theorem 4.3] (see also [83, Corollary 2.109]) for more general finite Carleson curves 
in place of ॻ. The necessity portion was proved by [89, Corollary 4.3] for Jordan 
Carleson curves. 
Lemma (3.1.12)[62]: Let ݌ ∈ ,ଵݓ Suppose .(ॻ)ܪܮ . . . , ௡ݓ ∈ ॾ and the weight ݓ is 
given by (64).Then the weighted Nakano space ܮ௣(⋅)(ݓ) is a reflexive Banach function 
space and the Riesz projection ܲ is bounded on ܮ௣(⋅)(ݓ). 
Proof. In view of Theorem (3.1.11), the operator ܵ is bounded on the space ܮ௣(⋅)(ݓ). 
As was observed above, the boundedness of the operator ܵ  on the space ܮ௣(⋅)(ݓ) implies 
that ݓ ∈ ݓ/௣(⋅) and 1ܮ ∈  is a reflexive (ݓ)(⋅)௣ܮ by [78, Theorem 6.1]. Hence (ݓ)(⋅)௣ᇲܮ
Banach function space thanks to [78, Lemma 2.5 and Corollary 2.8]. By [78, Lemma 
1.4], the operator ܲ = ܫ) + ܵ)/2 is bounded on ܮ௣(⋅)(ݓ). 

Consider the Hardy space ܪ௣(⋅)(ݓ) ≔  ൧ built upon the weighted(ݓ)(⋅)௣ܮൣܪ
Nakano space ܮ௣(⋅)(ݓ), where ݌ ∈  .is a weight as in Theorem (3.1.11) ݓ and (ॻ)ܪܮ

Theorem (3.1.7) and Lemma (3.1.12) yield the following. 
Corollary (3.1.13)[62]: Let ݌ ∈ ,ଵݓ Suppose .(ॻ)ܪܮ . . . , ௡ݓ ∈ ॾ and the weight ݓ is 
given by (64). If ܣ ∈ ܤ ቀܪ௣(⋅)(ݓ)ቁ and there exists a sequence {ܽ௡}௡∈ℤ of complex 
numbers satisfying (26), then there exists a function ܽ ∈ ܣ ஶ such thatܮ = ௔ܶ and 
ොܽ(݊) = ܽ௡ for all ݊ ∈ ℤ. Moreover 

‖ܽ‖௅ಮ ≤ ‖ ௔ܶ‖஻ቀு೛(⋅)(௪)ቁ ≤ ‖ܲ‖஻ቀ௅೛(⋅)(௪)ቁ‖ܽ‖௅ಮ .                          (66) 

Similarly, Theorem (3.1.8) and Lemma (3.1.12) imply the following. 
Corollary (3.1.14)[62]: Let ݌ ∈ ,ଵݓ Suppose .(ॻ)ܪܮ . . . , ௡ݓ ∈ ॾ and the weight ݓ is 
given by (64). If ܽ ∈ ஶ, then the Toeplitz operator ௔ܶܮ ∈ ܤ ቀܪ௣(⋅)(ݓ)ቁ is compact if 
and only if ܽ = 0. 

Leśnik posted in [90], where among other results he proved analogues of 
Theorems (3.1.8) and (3.1.7) for Toeplitz operators acting between abstract Hardy 
spaces ܪ[ܺ] and ܪ[ܻ] built upon distinct rearrangement invariant Banach function 
spaces ܺ and ܻ.The set of allowed symbols in [90] coincides with the set ܯ(ܺ, ܻ) of 
pointwise multipliers from ܺ to ܻ, which may contain unbounded functions. Thus, his 
results complement ours in a nontrivial way but are not more general than ours, because 
Lesnik restricts himself to rearrangement-invariant spaces ܺ and ܻ only. On the other 
hand, the main aim is to consider the questions of the boundedness and compactness of 
Toeplitz operators on an abstract Hardy space ܪ[ܺ] in the case when ܺ is an arbitrary, 
not necessarily rearrangement invariant, Banach function space. 
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Section (3.2): Analytic Polynomials in Abstract Hardy Spaces: 
For 1 ≤ ݌ ≤ ∞, let ܮ௣: = :௣(ॻ) be the Lebesgue space on the unit circle ॻܮ =

ݖ} ∈ ॻℂ: |ݖ| = 1} in the complex plane ℂ. For ݂ ∈ ଵܮ , let 

መ݂(݊): =
1

ߨ2
න ݂൫݁௜ఝ൯݁ି௜௡ఝ  ݀߮

గ

ିగ

, ݊ ∈ ℤ, 

be the sequence of the Fourier coefficients of ݂ . The classical Hardy spaces ܪ௣ are given 
by 

:௣ܪ = ൛݂ ∈ :௣ܮ መ݂(݊) = 0 for all ݊ < 0ൟ. 
A function of the form 

(ݐ)ݍ = ෍ ௞ݐ௞ߙ
௡

௞ୀ଴

, ݐ ∈ ॻ, ,଴ߙ . . . , ௡ߙ ∈ ℂ, 

is said to be an analytic polynomial on ॻ. The set of all analytic polynomials is denoted 
by ஺ܲ. It is well known that that the set ஺ܲ is dense in ܪ௣ whenever 1 ≤ ݌ < ∞ (see, 
e.g., [93, Chap. III, Corollary 1.7(a)]). 

Let ܺ be a Banach space continuously embedded in ܮଵ . Following [107, p. 877], 
we will consider the abstract Hardy space ܪ[ܺ] built upon the space ܺ , which is defined 
by 

:[ܺ]ܪ = ൛݂ ∈ ܺ: መ݂(݊) = 0 for all ݊ < 0ൟ. 
It is clear that if 1 ≤ ݌ ≤ ∞, then ܪ[ܮ௣] is the classical Hardy space ܪ௣. The aim is to 
find sufficient conditions for the density of the set ஺ܲ in the space ܪ[ܺ] when ܺ falls 
into the class of so-called Banach function spaces. 

We equip ॻ with the normalized Lebesgue measure ݀݉(ݐ) =  .(ߨ2)/|ݐ݀|
Let ܮ଴ be the space of all measurable complex-valued functions on ॻ. As usual, 

we do not distinguish functions, which are equal almost everywhere (for the latter we 
use the standard abbreviation a.e.). Let ܮା

଴  be the subset of functions in ܮ଴ whose values 
lie in [0, ∞]. The characteristic function of a measurable set ܧ ⊂ ॻ is denoted by ߯ா . 

Following [91, Chap. 1, Definition 1.1], a mapping ߩ: ାܮ
଴  → [0, ∞] is called a 

Banach function norm if, for all functions ݂, ݃, ௡݂ ∈ ାܮ
଴  with ݊ ∈ ℕ, for all constants 

ܽ ≥ 0, and for all measurable subsets ܧ of ॻ, the following properties hold: 
(݂)ߩ(1ܣ) = 0 ⇔ ݂ = 0 a. e. , (݂ܽ)ߩ = ,(݂)ߩܽ ݂)ߩ + ݃) ≤ (݂)ߩ +  ,(݃)ߩ
0 (2ܣ) ≤ ݃ ≤ − ߤ ݂  a. e. ⇒ (݃)ߩ ≤  ,(the lattice property)(݂)ߩ
≥ 0(3ܣ) ௡݂ ↑ ݂ ܽ. ݁. ⇒ )ߩ  ௡݂) ↑  ,(the Fatou property)(݂)ߩ
(ܧ)݉(4ܣ) < ∞ ⇒ (ா߯)ߩ < ∞, 

(5ܣ) න (ݐ)݉݀(ݐ)݂
 

ா

 ≤  (݂)ߩாܥ 

with the constant ܥா ∈ (0, ∞) that may depend on ܧ and ߩ, but is independent of ݂. 
When functions differing only on a set of measure zero are identified, the set ܺ of all 
functions ݂ ∈ (|݂|)ߩ ଴ for whichܮ <  ∞ is called a Banach function space. For each ݂ ∈
ܺ, the norm of ݂ is defined by ‖݂‖௑: =  .(|݂|)ߩ
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The set ܺ under the natural linear space operations and under this norm becomes 
a Banach space (see [91, Chap. 1, Theorems 1.4 and 1.6]). If ߩ is a Banach function 
norm, its associate norm ߩᇱ is defined on ܮା

଴  by 

:(݃)ᇱߩ = sup ൝න (ݐ)ߤ݀(ݐ)݃(ݐ)݂
 

ॻ

: ݂ ∈ ାܮ
଴ , (݂)ߩ ≤ 1ൡ , ݃ ∈ ାܮ

଴ . 

It is a Banach function norm itself [91, Chap. 1, Theorem 2.2]. The Banach function 
space ܺ ᇱ determined by the Banach function norm ߩᇱ is called the associate space (Kothe 
dual) of ܺ. The associate space ܺᇱ can be viewed a subspace of the (Banach) dual space 
ܺ∗. 

The distribution function mf of an a.e. finite function ݂ ∈  ଴ is defined byܮ
௙݉(ߣ): = ݐ}݉ ∈ ॻ: |(ݐ)݂| > ,{ߣ ߣ ≥ 0. 

Two a.e. finite functions ݂, ݃ ∈  ଴ are said to be equimeasurable ifܮ
௙݉(ߣ) = ݉௚(ߣ) for all ߣ ≥ 0. 

The non-increasing rearrangement of an a.e. finite function ݂ ∈ ଴ܮ  is defined by 
:(ݔ)∗݂ = inf൛ߣ: ݉௙(ߣ) ≤ ൟݔ , ≤ ݔ  0. 

See [91, Chap. 2, Section 1] and [101, Chap. II, Section 2] for properties of distribution 
functions and non-increasing rearrangements. A Banach function space ܺ is called 
rearrangement-invariant if for every pair of a.e. finite equimeasurable functions ݂, ݃ ∈
݂ ଴, one has the following property: ifܮ ∈ ܺ, then ݃  ∈  ܺ and the equality ‖݂‖௑ = ‖݃‖௑ 
holds. Lebesgue spaces ܮ௣, 1 ≤ ݌ ≤ ∞, as well as, more general Orlicz spaces, Lorentz 
spaces, and Marcinkiewicz spaces are classical examples of rearrangement invariant 
Banach function spaces (see [91, 11]). For more recent examples of rearrangement-
invariant spaces, like Cesaro, Copson, and Tandori spaces, See Maligranda and Lesnik 
[103]. 

One of our motivations in the study of Harmonic Analysis in the setting of 
variable Lebesgue spaces [94, 96,100]. Let ी(ॻ) be the set of all measurable functions 
:݌ ॻ → [1, ∞]. For ݌ ∈ ी(ॻ), put 

ॻஶ
௣(·): = ݐ}  ∈ ॻ: (ݐ)݌ = ∞}. 

For a measurable function ݂: ॻ → ℂ, consider 

߷௣(·)(݂): = න (ݐ)݉݀௣(௧)|(ݐ)݂|
 

ॻ\ॻಮ
೛(·)

+ ‖݂‖௅ಮቀॻಮ
೛(·)ቁ. 

According to [94, Definition 2.9], the variable Lebesgue space ܮ௣(·) is defined as the set 
of all measurable functions ݂: ॻ → ℂ such that ߷௣(·)(݂/ߣ)  <  ∞ for some ߣ > 0. This 
space is a Banach function space with respect to the Luxemburg-Nakano norm given by 

‖݂‖௅೛(·): = inf൛ߣ > 0: ߷௣(·)(݂/ߣ) ≤ 1ൟ 
(see, e.g., [94, Theorems 2.17, 2.71 and Section 2.10.3]). If ݌ ∈ ी(ॻ) is constant, then 
∋ ௣. Ifܮ ௣(·) is nothing but the standard Lebesgue spaceܮ ी(ॻ) is not constant, then ܮ௣(·) 
is not rearrangement-invariant [94, Example 3.14]. 

Variable Lebesgue spaces are often called Nakano spaces. See Maligranda [104] 
for the role of Hidegoro Nakano in the study of variable Lebesgue spaces. The associate 
space of ܮ௣(·) is isomorphic to the space ܮ௣ᇲ(·), where ݌ᇱ ∈ ी(ॻ) is defined so that 



85 

(ݐ)݌/1 + (ݐ)ᇱ݌/1 = 1 for a.e. ݐ ∈ ॻ with the usual convention 1/∞ ∶=  0 [96, Theorem 
(3.2.8).13]. For ݌ ∈ ी(ॻ), put 

ି݌ ∶= ess௧∈ॻ inf (ݐ)݌ , ା݌ ∶= ess௧∈ॻ sup  .(ݐ)݌
The space variable Lebesgue space ܮ௣(·) is separable if and only if ݌ା < ∞ (see, e.g., 
[94, Theorem 2.78]). 
Theorem (3.2.1)[90]: Let ܺ be a separable rearrangement-invariant Banach function 
space on ॻ. Then the set of analytic polynomials ஺ܲ is dense in the abstract Hardy space 
∋ ݂ Moreover, for every .[ܺ]ܪ  {௡݌} there is a sequence of analytic polynomials ,[ܺ]ܪ 
such that ‖݌௡‖௑ ≤ ‖݂‖௑ for all ݊ ∈ ℕ and ݌௡ → ݂ in the norm of ܺ as ݊ → ∞. 

We could not find in the literature neither Theorem (3.2.1) explicitly stated nor 
any result on the density of ஺ܲ in abstract Hardy spaces ܪ[ܺ] in the case when ܺ is an 
arbitrary Banach function space beyond the class of rearrangement-invariant spaces. 
The aim is to fill in this gap. 

Given ݂ ∈ ଵܮ , the Hardy-Littlewood maximal function is defined by 

:(ݐ)(݂ܯ) = sup
ூ∋௧

1
(ܫ)݉ න|݂(߬)|݀݉(߬)

 

ூ

, ݐ ∈ ॻ,  

where the supremum is taken over all arcs ܫ ⊂ ॻ containing ݐ ∈ ॻ. The operator ݂ ⟼
 .is called the Hardy-Littlewood maximal operator ݂ܯ
Theorem (3.2.2)[90]: (Main result). Suppose ܺ is a separable Banach function space 
on ॻ. If the Hardy-Littlewood maximal operator ܯ is bounded on the associate space 
ܺᇱ , then the set of analytic polynomials ஺ܲ is dense in the abstract Hardy space ܪ[ܺ]. 

To illustrate this result in the case of variable Lebesgue spaces, we will need the 
following classes of variable exponents. Following [94, Definition 2.2], one says that 
:ݎ ॻ → ℝ is locally log-Hölder continuous if there exists a constant ܥ଴ > 0 such that 

(ݔ)ݎ| − |(ݕ)ݎ = −)/଴ܥ log|ݔ − ,ݔ for all  ((|ݕ ݕ ∈ ॻ, ݔ| − |ݕ  <  1/2. 
The class of all locally log-Hölder continuous functions is denoted by ܪܮ଴(ॻ). 

If ݌ା < ∞, then ݌ ∈ ݌/଴(ॻ) if and only if 1ܪܮ ∈  ,଴(ॻ). By [94, Theorem 4.7]ܪܮ
if ݌ ∈ ी(ॻ) is such that 1 < ݌/and 1 ି݌ ∈  ଴(ॻ), then the Hardy-Littlewoodܪܮ
maximal operator ܯ is bounded on ܮ௣(·). This condition was initially referred to as 
“almost necessary” (see [94, Section 4.6.1]). However, Lerner [102] constructed an 
example of discontinuous variable exponent such that the Hardy-Littlewood maximal 
operator is bounded on ܮ௣(·). 

Kapanadze and Kopaliani [97] developed further Lerner’s ideas. They considered 
the following class of variable exponents. Recall that a function ݂ ∈  ଵ belongs to theܮ
space BMO if 

‖݂‖∗ ∶= sup
ூ⊂ॻ

1
(ܫ)݉ න|݂(ݐ) − ூ݂|݀݉(ݐ)

 

ூ

< ∞, 

where ூ݂  is the integral average of ݂  on the arc ܫ and the supremum is taken over all arcs 
ܫ ⊂ ॻ. For ݂ ∈  put ,ܱܯܤ

,݂)ߛ :(ݎ = sup
௠(ூ)ஸ௥

1
(ܫ)݉ න|݂(ݐ) − ூ݂|݀݉(ݐ)

 

ூ

. 

Let ܸܱܯଵ/|୪୭୥  | be the set of functions ݂ ∈  such that ܱܯܤ
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,݂)ߛ (ݎ = log|/1)݋ → ݎ ݏܽ    (|ݎ  0. 
Note that ܸܱܯଵ/|୪୭୥  | contains discontinuous functions. We will say that ݌ ∈

ी(ॻ) belongs to the Kapanadze-Kopaliani class ॆ(ॻ) if 1 < ି݌ ≤ ା݌ < ∞ and ݌ ∈
ଵ/|୪୭୥ܱܯܸ  |. It is shown in [97, Theorem 2.1] that if ݌ ∈ ॆ(ॻ), then the Hardy-
Littelwood maximal operator ܯ is bounded on the variable Lebesgue space ܮ௣(·). 
Corollary (3.2.3)[90]: Suppose ݌ ∈ ी(ॻ). If ݌ା < ∞ and ݌ ∈ ᇱ݌ ଴(ॻ) or ifܪܮ ∈ ॆ(ॻ), 
then the set of analytic polynomials ஺ܲ is dense in the abstract Hardy space ܮൣܪ௣(·)൧ 
built upon the variable Lebesgue space ܮ௣(·). 

We prove that the separability of a Banach function space ܺ is equivalent to the 
density of the set of trigonometric polynomials ܲ in ܺ and to the density of the set of all 
continuous functions ܥ in ܺ. Further, we recall a pointwise estimate of the Fejér means 
݂ ∗ ݊ ௡ is theܭ ௡, whereܭ −th Fejér kernel, by the Hardy- Littlewood maximal function 
௡݂ܨ We show that the norms of the operators .݂ܯ = ݂ ∗  ௡ are uniformly bounded onܭ
a Banach function space ܺ if ܺ is rearrangement-invariant or if the Hardy-Littlewood 
maximal operator is bounded on ܺᇱ. Moreover, if ܺ is rearrangement-invariant, then 
௡‖஻(௑)ܨ‖ ≤ 1 for all ݊ ∈ ℕ. Further, we prove that under the assumptions of Theorem 
(3.2.1) or (3.2.2), ‖݂ ∗ ௡ܭ − ݂‖௑ → 0 as ݊ → ∞. It remains to observe that ݂ ∗ ௡ܭ ∈ ஺ܲ 
if ݂ ∈  .which will complete the proof of Theorems (3.2.1) and (3.2.2) ,[ܺ]ܪ

We start with the following elementary lemma, whose proof can be found, e.g., 
in [93, Chap. III, Proposition 1.6(a)]. Here and in what follows, the space of all bounded 
linear operators on a Banach space ܧ will be denoted by (ܧ)ܤ. 
Lemma (3.2.4)[90]: Le ܧ be a Banach space and { ௡ܶ} be a sequence of bounded 
operators on ܧ such that 

sup
௡∈ℕ

‖ ௡ܶ‖஻(ா) < ∞. 

If ܦ is a dense subset of ܧ and for all ݔ ∈  ,ܦ
‖ ௡ܶݔ − ா‖ݔ → 0 as ݊ →  ∞,                                          (67) 

then (67) holds for all ݔ ∈  .ܧ
A function of the form 

(ݐ)ݍ = ෍ ௞ݐ௞ߙ
௡

௞ୀି௡

, ݐ ∈ ॻ, ,௡ିߙ . . . , ௡ߙ ∈ ℂ, 

is said to be a trigonometric (or Laurent) polynomial on ॻ. The set of all trigonometric 
polynomials is denoted by ܲ. 
Lemma (3.2.5)[90]: Let ܺ be a Banach function space on ॻ. The following statements 
are equivalent: 

(a) The set ܲ of all trigonometric polynomials is dense in ܺ; 
(b) the space ܥ of all continuous functions on ॻ is dense in ܺ; 
(c) the Banach function space ܺ is separable. 

Proof. The proof is developed by analogy with [98, Lemma 1.3]. 
(a) ⇒ (b) is trivial because ܲ ⊂ ܥ ⊂ ܺ. 
(b) ⇒ (c). Since ܥ is separable and ܥ ⊂ ܺ is dense in ܺ, we conclude that ܺ is 

separable. 
(c) ⇒ (a). Assume that ܺ is separable and ܲ is not dense in ܺ. Then 
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by the corollary of the Hahn-Banach theorem (see, e.g., [92, Chap. 7, Theorem 4.2]), 
there exists a nonzero functional Λ ∈ ܺ∗ such that Λ(݌) = 0 for all ݌ ∈ ܲ. Since ܺ is 
separable, from [90, Chap. 1, Corollaries 4.3 and 5.6] it follows that the Banach dual ܺ ∗ 
of ܺ  is canonically isometrically isomorphic to the associate space ܺ ᇱ . Hence there exists 
a nonzero function ℎ ∈ ܺᇱ ⊂   ଵ such thatܮ

න (ݐ)݉݀(ݐ)ℎ(ݐ)݌
 

ॻ

= 0 for all ݌ ∈ ܲ. 

Taking (ݐ)݌ = ݊ ௡ forݐ ∈ ℤ, we obtain that all Fourier coefficients of ℎ ∈  ,ଵ vanishܮ
which implies that ℎ = 0 a.e. on ॻ by the uniqueness theorem of the Fourier series (see, 
e.g., [99, Chap. I, Theorem 2.7]). This contradiction proves that ܲ is dense in ܺ.  

Recall that ܮଵ is a commutative Banach algebra under the convolution 
multiplication defined for ݂, ݃ ∈  ଵ byܮ

(݂ ∗ ݃)൫݁௜ఏ൯ =
1

ߨ2
න ݂൫݁௜ఏି௜ఝ൯݃൫݁௜ఝ൯݀߮

గ

ିగ

, ݁௜ఏ ∈ ॻ. 

For ݊ ∈ ℕ, let 

:௡൫݁௜ఏ൯ܭ = ෍ ቆ1 −
|݇|

݊ + 1
ቇ ݁௜ఏ௞

௡

௞ୀି௡

=
1

݊ + 1 ቌ
sin ݊ + 1

2 ߠ

sin ߠ
2

ቍ

ଶ

, ݁௜ఏ ∈ ॻ, 

be the ݊ −th Fejér kernel. It is well-known that ‖ܭ௡‖௅భ ≤ 1. For ݂ ∈ ݊ ଵ, theܮ −th Fej´er 
mean of ݂ is defined as the convolution ݂ ∗ ௡ܭ . Then 

(݂ ∗ ௡)൫݁௜ఏ൯ܭ = ෍ መ݂(݇) ቆ1 −
|݇|

݊ + 1
ቇ ݁௜ఏ௞

௡

௞ୀି௡

, ݁௜ఏ ∈ ॻ                      (68) 

(see, e.g., [99, Chap. I]). This means that if ݂ ∈ ݂ ଵ, thenܮ ∗ ௡ܭ ∈ ܲ. Moreover, if ݂ ∈
ଵܪ = ݂ then ,[ଵܮ]ܪ ∗ ௡ܭ ∈ ஺ܲ. 
Lemma (3.2.6)[90]: For every ݂ ∈ ݐ ଵ andܮ ∈ ॻ, 

sup
௡∈ℕ

|(݂ ∗ |(ݐ)(௡ܭ ≤
ଶߨ

2
(ݐ)(݂ܯ) .                                   (69) 

Proof. Since |sin ߮| ≥ |߮| for ߨ/|߮|2 ≤ ߠ we have for ,2/ߨ ∈ ,ߨ−]  ,[ߨ

௡൫݁௜ఏ൯ܭ ≤
ଶߨ

݊ + 1 sinଶ
ቀ݊ + 1

2 ቁߠ
ଶߠ  

                             =
ଶߨ

4
(݊ + 1) sinଶ

ቀ݊ + 1
2 ቁߠ

ቀ݊ + 1
2 ቁߠ

ଶ 

                                      ≤
ଶߨ

4
(݊ + 1) min ቊ1, ൬

݊ + 1
2

൰ߠ
ିଶ

ቋ 

≤
ଶߨ

2
 

݊ + 1

1 + ቀ݊ + 1
2 ቁߠ

ଶ =: Ψ௡(ߠ).                        (70) 

It is easy to see that 
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1
ߨ2

න Ψ௡(ߠ)݀ߠ
గ

ିగ

≤
ଶߨ

2
  for all ݊ ∈ ℕ.                              (71) 

From [105, Lemma 21] and estimates (70)–(71) we immediately get estimate (69).  
First we consider the case of rearrangement-invariant Banach function spaces. 

Lemma (3.2.7). Let ܺ be a rearrangement-invariant Banach function space on ॻ. Then 
for each ݊ ∈ ℕ, the operator ܨ௡݂ = ݂ ∗  ௡ is bounded on ܺ andܭ

sup
௡∈ℕ

௡‖஻(௑)ܨ‖ ≤  1. 

Proof. By [90, Chap. 3, Lemma 6.1], for every ݂ ∈ ܺ and every ݊ ∈ ℕ, 
‖݂ ∗ ௡‖௑ܭ ≤ ௡‖௅భܭ‖ ‖݂‖௑. 

It remains to recall that ‖ܭ௡‖௅భ ≤ 1 for all ݊ ∈ ℕ.  
Now we will show the corresponding results for Banach function spaces such that 

the Hardy-Littlewood maximal operator is bounded on ܺᇱ. 
Theorem (3.2.8)[90]: Let ܺ be a Banach function space on ॻ such that the Hardy-
Littlewood maximal operator ܯ is bounded on its associate space ܺ ᇱ. Then for each ݊ ∈
ℕ, the operator ܨ௡݂ = ݂ ∗  ௡ is bounded on ܺ andܭ

sup
௡∈ℕ

௡‖஻(௑)ܨ‖ ≤ ௑ᇲ→௑ᇲ‖ܯ‖ଶߨ . 

Proof. The idea of the proof is borrowed from the proof of [94, Theorem 5.1]. 
Fix ݂ ∈ ܺ and ݊ ∈ ℕ. Since ܭ௡ ≥ 0, we have |݂ ∗ |௡ܭ ≤ |݂| ∗ ௡ܭ . Then from the 

Lorentz-Luxemburg theorem (see, e.g., [90, Chap. 1, Theorem 2.7]) we deduce that 
‖݂ ∗ ௡‖௑ܭ ≤ ‖|݂| ∗ ௡‖௑ܭ = ‖|݂| ∗ ௡‖௑ᇲᇲܭ                     

= sup ൝න(|݂| ∗ (ݐ)݉݀ |(ݐ)݃|(ݐ)(௡ܭ
 

ॻ

: ݃ ∈ ܺᇱ, ‖݃‖௑ᇲ ≤ 1ൡ. 

Hence there exists a function ℎ ∈  ܺᇱ such that ℎ ≥ 0, ‖ℎ‖௑ᇲ ≤ 1, and 

‖݂ ∗ ௡‖௑ܭ  ≤  2 න(|݂| ∗ (ݐ)݉݀(ݐ)ℎ(ݐ)(௡ܭ
 

ॻ

.                           (72) 

Taking into account that ܭ௡൫݁௜ఏ൯ = ߠ ௡൫݁ି௜ఏ൯ for allܭ ∈ ℝ, by Fubini’s theorem, we 
get 

න(|݂| ∗ (ݐ)݉݀(ݐ)ℎ(ݐ)(௡ܭ
 

ॻ

= න(ℎ ∗ (ݐ)݉݀|(ݐ)݂|(ݐ)(௡ܭ
 

ॻ

. 

From this identity and Hölder’s inequality for ܺ  (see, e.g., [90, Chap. 1, Theorem 2.4]), 
we obtain 

න(|݂| ∗ (ݐ)݉݀(ݐ)ℎ(ݐ)(௡ܭ
 

ॻ

≤ ‖݂‖௑‖ℎ ∗ ௡‖௑ᇲܭ .                            (73) 

Applying Lemma (3.2.6) to ℎ ∈ ܺᇱ ⊂ ଵܮ , by the lattice property, we see that 

‖ℎ ∗ ௡‖௑ᇲܭ ≤
ଶߨ

2
ℎ‖௑ᇲܯ‖ .                                              (74) 

Combining estimates (72)–(74) and taking into account that ܯ is bounded on ܺᇱ and 
that ‖ℎ‖௑ᇲ ≤ 1, we arrive at 

‖݂ ∗ ௡‖௑ܭ ≤ ௑ᇲ→௑ᇲ‖ܯ‖ଶߨ ‖݂‖௑. 
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Hence 

sup
௡∈ℕ

௡‖஻(௑)ܨ‖ = sup
௡∈ℕ

sup
௙∈௑\{଴}

‖݂ ∗ ௡‖௑ܭ
‖݂‖௑

≤ ௑ᇲ→௑ᇲ‖ܯ‖ଶߨ < ∞, 

which completes the proof.  
We have the following for the proof of the main results. 

Theorem (3.2.9)[90]: Suppose ܺ is a separable Banach function space on ॻ. If 
ܺ is rearrangement-invariant or the Hardy-Littlewood maximal operator is bounded on 
the associate space ܺᇱ, then for every ݂ ∈  ܺ, 

lim
௡→ஶ

‖݂ ∗ ௡ܭ − ݂‖௑ = 0.                                                (75) 
Proof. It is well-known that for every ݂ ∈  ,ܥ 

lim
௡→ஶ

‖݂ ∗ ௡ܭ − ݂‖஼ =  0 
(see, e.g., [93, Chap. III, Theorem 1.1(a)] or [99, Theorem 2.11]). From the definition 
of the Banach function space ܺ it follows that ܥ ⊂ ܺ ⊂  ,ଵܮ

Where both embeddings are continuous. Then, for every ݂ ∈  .is fulfilled (75) ,ܥ
From Lemma (3.2.5) we know that the set ܥ is dense in the space ܺ. By Lemma (3.2.7) 
and Theorem (3.2.8), 

sup
௡∈ℕ

௡‖஻(௑)ܨ‖ <  ∞, 

where ܨ௡݂ = ݂ ∗ ௡ܭ . It remains to apply Lemma (3.2.4). 
This statement for rearrangement-invariant Banach function spaces is contained, 

e.g., in [95, p. 268]. Notice that the assumption of the separability of ܺ is hidden there. 
Now we formulate the corollary of the above theorem in the case of variable 

Lebesgue spaces. 
Corollary (3.2.10)[90]: Suppose ݌ ∈ ी(ॻ). If ݌ା  <  ∞ and ݌ ∈ ᇱ݌ ଴(ॻ) or ifܪܮ ∈
ॆ(ॻ), then for every ݂ ∈  ,(·)௣ܮ

lim
௡→ஶ

‖݂ ∗ ௡ܭ − ݂‖௅೛(·) =  0. 
For variable exponents ݌ ∈ ी(ॻ) satisfying ݌ା < ∞ and ݌ ∈  ଴(ॻ), this result wasܪܮ
obtained by Sharapudinov [106, Section 3.1]. For ݌ ∈ ॆ(ॻ), the above corollary is new. 

If ݂ ∈ ௡݌ then ,[ܺ]ܪ = ݂ ∗ ௡ܭ ∈ ஺ܲ for all ݊ ∈ ℕ in view of (68). By Theorem 
௡݌‖ ,(3.2.9) − ݂‖௑ → 0 as ݊ → ∞. Thus the set ஺ܲ is dense in in the abstract Hardy 
space ܪ[ܺ] built upon ܺ. 

Moreover, if ܺ is a rearrangement-invariant Banach function space, then from 
Lemma (3.2.7) it follows that ‖݌௡‖௑ ≤ ‖݂‖௑ for all ݊ ∈ ℕ. 
Section (3.3): Toeplitz Operators Acting Between Hardy Type Subspaces of 
Different Banach Function Spaces: 

For Γ be a Jordan curve, that is, a curve that homeomorphic to a circle. We 
suppose that Γ is rectifiable and equip it with the Lebesgue length measure |݀߬| and the 
counter-clockwise orientation. The Cauchy singular integral of a measurable function 
݂: Γ → ℂ is defined by 

:(ݐ)(݂ܵ) = lim
ఢ→଴

1
݅ߨ

න
݂(߬)
߬ − ݐ

݀߬
 

୻\୻(௧,ఌ)

, ݐ ∈ Γ,                                   (76) 

where the “portion” Γ(ݐ,  is (ߝ
Γ(ݐ, :(ߝ =  {߬ ∈ Γ: |߬ − |ݐ < ,{ߝ ߝ > 0. 
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It is well known that (݂ܵ)(ݐ) exists a.e. on Γ whenever ݂ is integrable (see [118, 
Theorem (3.3.3)2]). 

For two normed spaces ܺ and ܻ, we will write ܺ ↪ ܻ if there is a constant ܿ ∈
(0, ∞) such that ‖݂‖௒ ≤ ܿ‖݂‖௑ for all ݂ ∈  ܺ, ܺ =  ܻ if ܺ and ܻ coincide as sets and 
there are constants ܿଵ, ܿଶ ∈ (0, ∞) such that ܿଵ‖݂‖௑ ≤ ‖݂‖௒ ≤ ܿଶ‖݂‖௑ for all ݂ ∈ ܺ, 
and ܺ ≡ ܻ if ܺ and ܻ coincide as sets and ‖݂‖௑ = ‖݂‖௒ for all ݂ ∈ ܺ. As usual, the 
space of all bounded linear operators from ܺ to ܻ is denoted by ℒ(ܺ, ܻ). We adopt the 
standard abbreviation ℒ(ܺ) for ℒ(ܺ, ܺ). 

Let ߛ be a measurable subset of Γ of positive measure. The set of all measurable 
complex-valued functions on ߛ is denoted by (ߛ)ܯ. Let ܯା(ߛ) be the subset of 
functions in (ߛ)ܯ whose values lie in [0, ∞]. The characteristic function of a 
measurable set ܧ ⊂  .is denoted by ߯ா ߛ

Following [109, Chap. 1, Definition 1.1], a mapping ߩఊ : (ߛ)ାܯ → [0, ∞] is 
called a Banach function norm if, for all functions ݂, ݃, ௡݂ ∈ ݊ with (ߛ)ାܯ ∈ ℕ, for all 
constants ܽ ≥ 0, and for all measurable subsets ܧ of ߛ, the following properties hold: 

(݂)ఊߩ(1ܣ) = 0 ⇔  ݂ = 0 a. e. , (݂ܽ)ఊߩ = ,(݂)ఊߩܽ ݂)ߩ + ݃) ≤ (݂)ఊߩ +  ,(݃)ఊߩ
≥ 0 (2ܣ)  ݃ ≤  ݂ ܽ. ݁. ⇒ (݃)ఊߩ ≤  ,ఊ(݂) (the lattice property)ߩ 
≥ 0(3ܣ) ௡݂  ↑  ݂ ܽ. ݁. ⇒ )ఊߩ  ௡݂) ↑  ,ఊ(݂) (the Fatou property)ߩ
ఊ(߯ா)ߩ(4ܣ) < ∞, 

(5ܣ) න ݂(߬)|݀߬|
 

ா

≤  (݂)ఊߩாܥ

with the constant ܥா ∈ (0, ∞) that may depend on ܧ and ߩఊ , but is independent of ݂. 
When functions differing only on a set of measure zero are identified, the set ܺ(ߛ) of 
all functions ݂ ∈ (|݂|)ߩ for which (ߛ)ܯ < ∞ is called a Banach function space. For 
each ݂ ∈  the norm of ݂ is defined by ,(ߛ)ܺ 

‖݂‖௑(ߛ): =  .(|݂|)ߩ
The set ܺ(ߛ) under the natural linear space operations and under this norm becomes a 
Banach space (see [109, Chap. 1, Theorems 1.4 and 1.6]) and 

(ߛ)ஶܮ ↪ (ߛ)ܺ ↪  .(ߛ)ଵܮ
If ߩఊ is a Banach function norm, its associate norm ߩఊ

ᇱ  is defined on ܯା(ߛ) by 

ఊߩ
ᇱ (݃): = sup ቐන ݂(߬)݃(߬)|݀߬|

 

ఊ

: ݂ ∈ ,(ߛ)ାܯ (݂)ఊߩ ≤ 1ቑ , ݃ ∈  .(ߛ)ାܯ

It is a Banach function norm itself [109, Chap. 1, Theorem (3.3.3)]. The Banach function 
space ܺᇱ(ߛ) determined by the Banach function norm ρ′ is called the associate space 
(Kothe dual) of ܺ(ߛ). The associate space ܺᇱ(ߛ) can be viewed a subspace of the dual 
space ܺ∗(ߛ). 

Recall that, since the Lebesgue length measure |݀߬| is separable (see, e.g., [120, 
Section 6.10]), a Banach function space ܺ  is separable if and only if its Kothe ߛ over (ߛ)
dual space ܺᇱ(ߛ) is isometrically isomorphic to the Banach dual space ܺ∗(ߛ) (see, e.g., 
[109, Chap. 1, Corollaries 4.3, 4.4]). A Banach function space ܺ  reflexive if and only (ߛ)
if ܺ(ߛ) and ܺᇱ(ߛ) are separable (see, e.g., [109, Chap. 1, Corollary 5.6]). 
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For Banach function spaces ܺ(ߛ) and ܻ(ߛ), let ܯ൫ܺ(ߛ),  ൯ denote the space(ߛ) ܻ
of point wise multipliers from ܺ(ߛ) to ܻ(ߛ) defined by 

,(ߛ)൫ܺܯ :൯(ߛ)ܻ = {݂ ∈ ݂݃ :(ߛ)ܯ ∈ ݃ for all (ߛ)ܻ ∈  .{(ߛ)ܺ
It is a Banach function space with respect to the operator norm 

‖݂‖ெ൫௑(ఊ),௒(ఊ)൯ = sup൛‖݂݃‖௒(ఊ): ݃ ∈ ,(ߛ)ܺ ‖݃‖௑(ఊ) ≤ 1ൟ. 
In particular, ܯ൫ܺ(ߛ), ൯(ߛ)ܺ ≡  Note that it may happen that the space .(ߛ)ஶܮ
,(ߛ)൫ܺܯ ൯ contains only the zero function. For instance, if 1(ߛ)ܻ ≤ ݌  < ݍ < ∞, then 
,(ߛ)௣ܮ൫ܯ ൯(ߛ)௤ܮ = {0}. The continuous embedding ܮஶ(ߛ) ↪ ,(ߛ)൫ܺܯ  ൯ holds if(ߛ)ܻ
and only if ܺ(ߛ) ↪ For example, if 1 .(ߛ)ܻ ≤ ݍ ≤ ݌ ≤ ∞, then ܮ௣(ߛ) ↪  and (ߛ)௤ܮ
,(ߛ)௣ܮ൫ܯ ൯(ߛ)௤ܮ ≡ ݎ/where 1 ,(ߛ)௥ܮ = ݍ/1 −  For these and many other .݌/1
properties and examples, see [124,126,128,129,130]. 

We will write ܺ: = ܺ(Γ) if Γ is a rectifiable Jordan curve. If ܺ is a reflexive 
Banach function space over a rectifiable Jordan curve Γ and the Cauchy singular integral 
operator defined by (76) is bounded on ܺ, then in view of [121, Theorem 6.1] and the 
Hölder inequality for Banach function spaces (see, e.g., [109, Chap. 1, Theorem 2.4]), 
the curve Γ is a Carleson curve (or Ahlfors-David regular curve), that is, 

sup
௧∈୻

sup
ఌவ଴

|Γ(ݐ, |(ߝ
ߝ

< ∞. 

Moreover, by [121, Lemma 6.4], the operators 
ܲ: = + ܫ)  ܵ)/2, ܳ: = ܫ)  − ܵ)/2 

are bounded projections both on ܺ  and on ܺᇱ, the latter means that ܲଶ = ܲ and ܳଶ = ܳ. 
Then we can define Hardy type subspaces ܲܺ, ܳܺ of ܺ and ܲܺ′, ᇱܺ ݂݋ ′ܺܳ . 

In what follows we will always assume that ܺ  and ܻ  are reflexive Banach function 
spaces and ܵ  is bounded on both ܺ  and ܻ . For ܽ ∈ ,ܺ)ܯ ܻ), define the Toeplitz operator 
ܶ(ܽ): ܲܺ → ܻܲ with symbol a by 

ܶ(ܽ)݂ = ܲ(݂ܽ), ݂ ∈ ܲܺ. 
It is clear that ܶ(ܽ) ∈ ℒ(ܲܺ, ܻܲ) and 

‖ܶ(ܽ)‖ℒ(௉௑,௉௒) ≤ ‖ܲ‖ℒ(௒)‖ܽ‖ெ(௑,௒). 
We note that there is a huge literature dedicated to Toeplitz operator acting 

between the same Hardy spaces ܪ௣ = ,௣ܮܲ 1 < ݌ < ∞, see, e.g., the monographs by 
Douglas [115], Bottcher and Silbermann [111], Gohberg, Goldberg, Kaashoek [119], 
Nikolski [131] for Toeplitz operators on Hardy spaces over the unit circle and the 
monograph by Bottcher and Karlovich [110] for Toeplitz operators on weighted Hardy 
spaces over Carleson curves. 

We could find by Tolokonnikov [135] dedicated to Toeplitz operators acting 
between different Hardy spaces ܪ௣ and ܪ௤ over the unit circle. In particular, he 
described in [135, Theorem 4] all symbols generating bounded Toeplitz operators from 
௤ܪ ௣ toܪ  for 0 < ,݌ ݍ ≤ ∞. Lesnik [125] proposed to study Toeplitz and Hankel 
operators between abstract Hardy spaces ܪ[ܺ] and ܪ[ܻ] built upon different separable 
rearrangementin variant Banach function spaces ܺ and ܻ over the unit circle such that 
ܺ ↪ ܻ and the space ܻ has nontrivial Boyd indices. Notice that the latter condition is 
equivalent to the boundedness of the operator ܵ on the space ܻ, whence ܪ[ܻ] = ܻܲ. 
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Lesnik obtained analogues of the Brown-Halmos and Nehari theorems (see [125, 
Theorem 4.2] and [125, Theorem 5.5], respectively), extending results of [122] for the 
case of a reflexive rearrangement-invariant Banach function space ܺ (that is, ܺ = ܻ) 
with nontrivial Boyd indices. He also proved [125, Theorem 6.1] that a Toeplitz operator 
[ܺ]ܪ :(ܽ)ܶ  → ܽ is compact if and only if [ܻ]ܪ  = 0. 

Inspired by Lesnik [125], we prove the following analogue of the Coburn-
Simonenko theorem for Toeplitz operators ܶ(ܽ): ܲܺ →  ܻܲ in the case when ܺ and ܻ 
are different Banach function spaces. Notice that we do not assume that the spaces ܺ 
and ܻ are rearrangement-invariant. 

The above result was proved by Coburn [112] for the case of ܺ = ܻ =  ଶ overܮ
the unit circle and by Simonenko [134] in a more general of setting of ܺ = ܻ = ௣ܮ , 1 <
݌ < ∞, over so-called Lyapunov curves. See [110, Theorem 6.17], where the above 
theorem is proved in the case ܺ = ܻ = ,(ݓ)௣ܮ where ,(ݓ)௣ܮ 1 < ݌ < ∞, is a Lebesgue 
space with a Muckenhoupt weight over a Carleson Jordan curve. 

The statement of Theorem (3.3.10) has a more precise form for concrete Banach 
function spaces ܺ, ܻ when ܯ(ܺ, ܻ) can be calculated and conditions for the 
boundedness of ܵ  are known. Here we mention only the case of Toeplitz operators acting 
from the Hardy space ܪ௣ = ௤ܪ ௣ to the Hardy spaceܮܲ = ௤ܮܲ  as the simplest example. 
Corollary (3.3.1)[108]: Let 1 < ݍ ≤ ݌ < ∞ and 1/ݎ = ݍ/1 −  Suppose Γ is a .݌/1
Carleson Jordan curve. If ܽ ∈ (ܽ)ܶ ௥\{0}, then the Toeplitz operatorܮ ∈ ℒ(ܪ௣,  ௤) hasܪ
a trivial kernel in ܪ௣ or a dense image in ܪ௤. 

It seems that the above corollary is new even in the case of the unit circle. 
We collect properties of Banach function spaces and their Hardy type subspaces 

proved elsewhere. We first relate the triviality of the kernel (resp. the density of the 
image) of a Toeplitz operator ෨ܶ(ܽ) ∈ ℒ(ܲܺ, ܻܲ) with the density of the range (resp. 
triviality of the kernel) of its companion operator ෨ܶ(ܽ): ܮ(ܻܳᇱ, ܳܺᇱ) defined by 
෨ܶ(ܽ)݂ = ܳ(݂ܽ). 

Then show that one of the operators ܶ(ܽ) or ෨ܶ(ܽ) is injective with the aid of the 
Lusin-Privalov theorem and other results stated. We recall the definition of variable 
Lebesgue spaces ܮ௣(·), which give a non-trivial example of Banach function spaces. 
Further, we describe the space ܯ൫ܮ௣(·),  ௥(·)൯ and formulate conditions for theܮ
boundedness of the operator Cauchy singular operator ܵ on ܮ௣(·). These results allow us 
to reformulate Theorem (3.3.10) for Toeplitz operators between ܲܮ௣(·) and ܲܮ௤(·) in 
terms of variable exponents ݌, :ݍ Γ → (1, ∞). In particular, we immediately get 
Corollary (3.3.1), taking all exponents constant. 

Let Γ be a rectifiable Jordan curve. It divides the plane into a bounded connected 
component ܦା and an unbounded connected component ିܦ. We provide Γ with the 
counter-clockwise orientation, that is, we demand that ܦା stays on the left of Γ when 
the curve is traced out in the positive direction. Without loss of generality we suppose 
that 0 ∈  ା. Putܦ

ାܮ
ଵ ∶= ൝݂ ∈ :ଵܮ න ݂(߬)߬௡݀߬

 

୻

= 0 for ݊ ≥ 0ൡ , 
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ି(ଵܮ)
଴ ∶= ൝݂ ∈ :ଵܮ න ݂(߬)߬௡݀߬

 

୻

= 0 for ݊ < 0ൡ , 

ିܮ
ଵ ∶= ି(ଵܮ) 

଴  ⊕ ℂ. 
From [132, pp. 202–206] one can extract the following result. 
Lemma (3.3.2)[108]: We have ܮା

ଵ ∩ ି(ଵܮ)
଴ = {0} and ܮା

ଵ ∩ ିܮ
ଵ = ℂ. 

The proof of the following important theorem is contained in [132, p. 292] or 
[117, Theorem 10.3]. 
Theorem (3.3.3)[108]: (Lusin-Privalov). Let Γ be a rectifiable Jordan curve. If ݂ ∈ ±ܮ

ଵ , 
then ݂ vanishes either almost everywhere on Γ or almost nowhere on Γ. 

We collect some well known properties of Banach function spaces and pointwise 
multipliers between them. 
Lemma (3.3.4)[108]: ([109, Chap. 1, Proposition 2.10]). Let ܺ, ܻ be Banach function 
spaces over a rectifiable Jordan curve Γ and let ܺᇱ, ܻᇱ be their associate spaces, 
respectively. If ܺ ↪ ܻ, then ܻᇱ ↪ ܺᇱ. 
Lemma (3.3.5)[108]: ([124, Section 2, property (vii)]). Let ܺ, ܻ be Banach function 
spaces over a rectifiable Jordan curve Γ and let ܺᇱ, ܻᇱ be their associate spaces, 
respectively. Then ܯ(ܺ, ܻ) ≡ ,ᇱܻ)ܯ ܺᇱ). 
Lemma (3.3.6)[108]: Let ܺ, ܻ be separable Banach function spaces over a rectifiable 
Jordan curve Γ and ܽ ∈ ,ܺ)ܯ ܻ). Then the adjoint of the operator ܽܫ ∈ ℒ(ܺ, ܻ) of 
multiplication by the function a is the operator (ܽܫ)∗ = ܫܽ ∈ ℒ(ܻᇱ, ܺᇱ). 
Proof. Since ܺ (resp., ܻ) is separable, its Banach dual space ܺ∗ (resp., ܻ∗) is 
isometrically isomorphic to the associate (Kothe dual) space ܺᇱ (resp., ܻᇱ) and 

(݂)ܩ = න ݂(߬)݃(߬)തതതതതത|݀߬|
 

୻

 

gives the general form of a linear functional on ܺ (resp., ܻ) and ‖ܩ‖௑∗ = ‖݃‖௑ᇲ  (resp., 
∗௒‖ܩ‖ = ‖݃‖௒ᇲ), see, e.g, [109, Chap. 1, Corollary 4.3]. The desired statement follows 
immediately from the above observation and Lemma (3.3.5).  

Suppose ܺ is a reflexive Banach function space in which the Cauchy singular 
integral operator ܵ is bounded. Put 

ܺା: = ܲܺ,    ܺି
଴ ∶= ܳܺ,       ܺି ∶= ܺି

଴ ⊕ ℂ. 
The corresponding subspaces ܺା

ᇱ  , (ܺᇱ)ି
଴ , ܺି

ᇱ  are defined analogously. 
For ݂ ∈ ܺ ⊂  ଵ, consider the Cauchy type integralsܮ

:(ݖ)(݂±ܥ) =
1

݅ߨ2 න
݂(߬)
߬ − ݖ ݀߬

 

୻

, ݖ ∈  .±ܦ

It is well known [132, p. 189] that the functions (ܥ±݂)(ݖ) are analytic in ܦ±, they have 
nontangential boundary values (ܥ±݂)(ݐ) as ݖ →  .almost everywhere on Γ ݐ

These boundary values can be found by the Sokhotsky-Plemelj formulas 

(ݐ)(݂±ܥ) =
1
2

(ݐ)݂ ±
1

݅ߨ2
න

݂(߬)
߬ − ݐ

݀߬
 

୻

, 

that is, 
(ݐ)(ା݂ܥ) = (ݐ)(݂ିܥ)   ,(ݐ)(݂ܲ) =  .(ݐ)(݂ܳ)
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Since the function ݂ ∈ ܺା (respectively, ݂ ∈ ܺି
଴) coincides on Γ with the boundary 

value of the function ܥା݂ (respectively, ݂ିܥ) defined in ܦା (respectively, ିܦ), we will 
think of functions from ܺା (respectively, ܺି

଴) as of functions defined in ܦା 
(respectively, in ିܦ) by ݂(ݖ): = :(ݖ)݂ respectively, by) (ݖ)(ା݂ܥ) =  .((ݖ)(݂ିܥ)
Lemma (3.3.7)[108]: ([121, Lemma 6.9]). Let Γ be a rectifiable Jordan curve and ܺ be 
a reflexive Banach function space in which the Cauchy singular integral operator ܵ is 
bounded. 

(a) If ݂ ∈ ܺ± and ݃ ∈ ܺ±
ᇱ , then ݂݃ ∈ ±ܮ

ଵ . If, in addition, ݂ ∈ ܺି
଴  or ݃ ∈ (ܺᇱ)ି

଴ , then 
݂݃ ∈ ି(ଵܮ)

଴ . 
(b) We have 

ܺା  = ାܮ
ଵ ∩ ܺ, ܺି

଴ = ି(ଵܮ)
଴  ∩ ܺ, ܺି = ିܮ

ଵ  ∩ ܺ. 
On a rectifiable Jordan oriented curve Γ, we have 

݀߬ = ݁௜ఏ౳(ఛ)|݀߬|, 
Where ߠ୻(߬) is the angle made by the positively oriented real axis and the naturally 
oriented tangent of Γ at ߬ (which exists almost everywhere). Let ܺ be a Banach function 
space over Γ. Define the operator ܪ୻: ܺ → ܺ by 

:(߬)(୻݂ܪ) = ݁ି௜ఏ౳(ఛ)݂(߬)തതതതതത. 
Note that the operator ܪ୻ is additive but ܪ୻(݂ߙ) = തߙ · ߙ ୻݂ forܪ ∈ ℂ and ݂ ∈  ܺ. 

It is clear that ܪ୻ is bounded on ܺ and ܪ୻
ଶ =  .ܫ

Lemma (3.3.8)[108]: ([121, Lemma 6.6]). Let Γ be a rectifiable Jordan curve and ܺ be 
a reflexive Banach function space in which the Cauchy singular integral operator ܵ is 
bounded. Then the adjoint of ܵ ∈ ℒ(ܺ) is the operator ܵ∗ = ୻ܪ୻ܵܪ− ∈ ℒ(ܺᇱ) and 
consequently, 

ܲ∗ = ,୻ܪ୻ܳܪ ܳ∗ =  .୻ܪ୻ܲܪ
Let ܺ and ܻ be reflexive Banach function spaces over a rectifiable Jordan curve 

Γ. Suppose ܽ ∈ ,ܺ)ܯ ܻ) ≡ ,ᇱܻ)ܯ ܺᇱ) and the operator ܵ is bounded on ܺ and on ܻ. In 
view of Lemma (3.3.8), the operator ܵ is also bounded on ܻᇱ and on ܺᇱ. Then, along 
with the Toeplitz operator ܶ(ܽ): ܺା → ାܻ, we consider its companion operator 
෨ܶ(ܽ): (ܻᇱ)ି

଴ → (ܺᇱ)ି
଴  defined by 

෨ܶ(ܽ)݂ = ܳ(݂ܽ), ݂ ∈ (ܻᇱ)ି
଴ . 

It is obvious that ෨ܶ(ܽ) ∈ ℒ((ܻᇱ)ି
଴ , (ܺᇱ)ି

଴ ) and 
ฮ ෨ܶ(ܽ)ฮℒ((௒ᇲ)ష

బ ,(௑ᇲ)ష
బ ) ≤ ‖ܳ‖ℒ(௑ᇲ)‖ܽ‖ெ(௑,௒). 

Lemma (3.3.9)[108]: Let ܺ  and ܻ  be reflexive Banach function spaces over a rectifiable 
Jordan curve. Suppose ܺ ↪ ܻ and the Cauchy singular integral operator ܵ  given by (76) 
is bounded on ܺ and on ܻ. If ܽ ∈ ,ܺ)ܯ ܻ), then the Toeplitz operator ܶ(ܽ): ܺା → ାܻ 
has a trivial kernel in ܺା (resp., a dense image in ାܻ) if and only if its companion 
operator ෨ܶ(ܽ): (ܻᇱ)ି

଴ → (ܺᇱ)ି
଴  has a dense image in (ܺᇱ)ି

଴  (resp., a trivial kernel in 
(ܻᇱ)ି

଴ ). 
Proof. Let Im ܣ and ker  denote the image and the kernel, respectively, of a bounded ܣ
linear operator ܣ acting between Banach spaces. 

Since ܺ ↪ ܻ, we have ܳ ∈ ℒ(ܺ, ܻ) and ܲܽܲ + ܳ ∈ ℒ(ܺ, ܻ). The spaces ܺ and ܻ  
decompose into the direct sums ܺ = ܺା ⊕ ܺି

଴  and ܻ = ାܻ ⊕ ܻି଴. Accordingly, the 
operator ܲܽܲ +  ܳ may be written as an operator matrix 
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ቀܶ(ܽ) 0
0 ܫ

ቁ : ൬
ܺା
ܺି

଴൰ → ൬ ାܻ
ܻି଴൰. 

Hence 
Im(ܲܽܲ + ܳ) = Im ܶ(ܽ) ⊕ ܻି଴, ker(ܲܽܲ + ܳ) = ker ܶ(ܽ).             (77) 

On the other hand, ܻᇱ ↪ ܺᇱ by Lemma (3.3.4) and ܽ ∈ ,ᇱܻ)ܯ ܺᇱ)  by Lemma (3.3.5). 
 Then ܲ ∈ ℒ(ܻᇱ, ܺᇱ) and ܲ + ܳܽܳ ∈ ℒ(ܻᇱ, ܺᇱ). Since the spaces ܻᇱ and ܺᇱ decompose 
into the direct sums ܻᇱ = (ܻᇱ)ା  ⊕ (ܻᇱ)ି

଴  and ܺᇱ = (ܺᇱ)ା ⊕ (ܺᇱ)ି
଴ , the operator ܲ +

ܳܽܳ may be written as an operator matrix 

൬ܫ 0
0 ෨ܶ(ܽ)൰ : ൬

(ܻᇱ)ା
(ܻᇱ)ି

଴ ൰ → ൬
(ܺᇱ)ା
(ܺᇱ)ି

଴ ൰. 

Therefore 
Im(ܲ + ܳܽܳ) = (ܺᇱ)ା ⊕ Im ෨ܶ(ܽ), ker(ܲ + ܳܽܳ) = ker ෨ܶ(ܽ) .            (78) 

Lemmas (3.3.6) and (3.3.8) yield 
(ܲܽܲ + ܳ)∗ = ܲ∗ തܽܲ∗ + ܳ∗ = (୻ܪ୻ܳܪ)(୻ܪ୻ܽܪ)(୻ܪ୻ܳܪ) +  ୻ܪ୻ܲܪ

= ܲ)୻ܪ +  ୻.                                             (79)ܪ(ܳܽܳ
From the second identity in (77) it follows that ܶ(ܽ) ∈ ℒ(ܺା, ାܻ) has a trivial 

kernel in ܺା if and only if ܲܽܲ + ܳ ∈ ℒ(ܺ, ܻ) has a trivial kernel in ܺ. On the other 
hand, from (79) and ܪ୻

ଶ =  we deduce that the latter fact is equivalent to the fact that ܫ
ܲ + ܳܽܳ ∈ ℒ(ܻᇱ, ܺᇱ) has a dense image in ܺᇱ (see, e.g., [133, Section 4.12]). In turn, 
in view of the first identity in (78), the operator ܲ + ܳܽܳ has a dense image in ܺ ᇱ if and 
only if the operator ෨ܶ(ܽ) ∈ ℒ((ܻᇱ)ି

଴ , (ܺᇱ)ି
଴ ) has a dense image in (ܺᇱ)ି

଴ . 
The proof of the equivalence of the density of the image of ܶ(ܽ) in ାܻ and the 

triviality of the kernel of e ෨ܶ(ܽ) in (ܻᇱ)ି
଴  is analogous.  

Theorem (3.3.10)[108]: Let ܺ and ܻ be reflexive Banach function spaces over a 
rectifiable Jordan curve. Suppose ܺ ↪ ܻ and the Cauchy singular integral operator ܵ 
given by (76) is bounded on ܺ and on ܻ. If ܽ ∈ ,ܺ)ܯ ܻ)\{0}, then ܶ(ܽ) ∈ ℒ(ܲܺ, ܻܲ) 
has a trivial kernel in ܲܺ or a dense image in ܻܲ. 
Proof. In view of Lemma (3.3.9), it is sufficient to show that ܶ (ܽ): ܺା → ାܻ is injective 
on ܺା or ෨ܶ(ܽ): (ܻᇱ)ି

଴ → (ܺᇱ)ି
଴  is injective on (ܻᇱ)ି

଴ . 
Assume the contrary, that is, that there exist ା݂ ∈ ܺା and ݃ି ∈ (ܻᇱ)ି

଴  such that 
ା݂ ≠ 0, ݃ି ≠ 0, and 

ܲܽ ା݂ = 0, ܳܽ݃ି = 0.                                              (80) 
By Lemma (3.3.7)(b), ା݂ ∈ ܺା ⊂ ାܮ

ଵ  and ݃ି ∈ (ܻᇱ)଴
ି ⊂ ିܮ

ଵ . Since ା݂ ≠ 0 and ݃ି ≠ 0, 
from the Lusin-Privalov Theorem (3.3.3) it follows that ା݂ ≠ 0 a.e. on Γ and ݃ି ≠ 0 
a.e. on Γ. 

Put ݂ି ∶=  ܽ ା݂ and ݃ା ∶= ܽ݃ି. Then from (80) it follows that ܲܽ ା݂ = ݂ܲି = 0 
and ܳܽ݃ି = ܳ݃ା = 0. Therefore, 

݂ି = ܽ ା݂ = ܲܽ ା݂ + ܳܽ ା݂ = ܳܽ ା݂ ∈ ܻି଴, 
݃ା = ܽ݃ି = ܲܽ݃ି + ܳܽ݃ି = ܲܽ݃ି ∈ (ܺᇱ)ା. 

Then 
ା݂݃ା = ା݂(ܽ݃ି) = ( ା݂ܽ)݃ି  = ݂ି ݃ି.                                 (81) 

From Lemma (3.3.7)(a) we deduce that ା݂݃ା ∈ ାܮ
ଵ  and ݂ି ݃ି ∈ ି(ଵܮ)

଴ . Lemma (3.3.2) 
and identity (81) imply that ݂ ା݃ା = ݂ି ݃ି = ା݂ܽ݃ି = 0. Since ݂ ା ≠ 0 a.e. on and ݃ି ≠
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0 a.e. on Γ, we conclude that ܽ = 0 a.e. on Γ, but this contradicts our hypothesis and, 
thus, completes the proof. 

Given a rectifiable Jordan curve Γ, let ܲ(Γ) be the set of all measurable functions 
:݌ Γ → [1, ∞]. For ݌ ∈ ܲ(Γ) and a measurable subset ߛ ⊂  Γ, put 

ஶߛ
௣(·): = ݐ} ∈ (ݐ)݌ :ߛ = ∞}. 

For a measurable function ݂: ߛ → ℂ, consider  

߷௣(·),ఊ(݂): = න |ݐ݀|௣(௧)|(ݐ)݂|
 

ఊ\ఊಮ
೛(·)

+ ‖݂‖
௅ಮቀఊಮ

೛(·)ቁ. 

According to [113, Definition 2.9], the variable Lebesgue space ܮ௣(·)(ߛ) is defined as 
the set of all measurable functions ݂ : ߛ → ℂ such that ߷௣(·),ఊ(݂/ߣ) < ∞ for some ߣ > 0. 
This space is a Banach function space with respect to the Luxemburg-Nakano norm 
given by 

‖݂‖௅೛(·)(ఊ): = inf൛ߣ > 0: ߷௣(·),ఊ(݂/ߣ) ≤ 1ൟ 
(see, e.g., [113, Theorems 2.17, 2.71 and Section 2.10.3]). If ݌ ∈ ܲ(Γ) is constant, then 
 Variable Lebesgue spaces .(ߛ)௣ܮ is nothing but the standard Lebesgue space (ߛ)(·)௣ܮ
are often called Nakano spaces. See Maligranda [127] for the role of Hidegoro Nakano 
in the study of variable Lebesgue spaces. 

The following property of the unit ball of variable Lebesgue spaces is well known 
(see, e.g., [113, Corollary 2.22]). 
Lemma (3.3.11)[108]: Let ߛ be a measurable subset of a rectifiable Jordan curve Γ. If 
݌ ∈ ܲ(Γ) and ݂ is a measurable function on ߛ, then the inequalities  ߷௣(·),ఊ(݂) ≤ 1 and 
‖݂‖௅೛(·)(ఊ) ≤ 1 are equivalent. 
  For the brevity, we will simply write ܮ௣(·) for ܮ௣(·)(Γ). For ݌ ∈ ܲ(Γ), put 

ି݌ ∶= ess inf
௧∈୻

(ݐ)݌ , ା݌ ∶= ess sup
௧∈୻

 .(ݐ)݌

Lemma (3.3.12)[108]: ([113, Corollary 2.81]). Let Γ be a rectifiable Jordan curve and 
݌ ∈ ܲ(Γ). 

Then ܮ௣(·) is reflexive if and only if 1 < ି݌   ≤ ା݌   <  ∞. 
Embeddings of variable Lebesgue spaces are characterized as follows. 

Lemma (3.3.13)[108]: ([113, Corollary 2.48]). Let Γ be a rectifiable Jordan curve. 
Suppose ݌, ݍ ∈ ܲ(Γ). Then ܮ௣(·) ↪ (ݐ)ݍ ௤(·) if and only ifܮ  ≤ ݐ for almost all (ݐ)݌  ∈
Γ . 

We will describe the space of pointwise multipliers between variable Lebesgue 
spaces. The next lemma follows from [129, Section 2, Property (݂) and Theorem 1] and 
the fact that variable Lebesgue spaces are Banach function spaces [113, Section 2.10.3]. 
Lemma (3.3.14)[108]: Let ߛ be a measurable subset of a rectifiable Jordan curve Γ and 
݌ ∈ ܲ(Γ). Then 

ܯ ቀܮஶ(ߛ), ቁ(ߛ)(·)௣ܮ ≡ ,(ߛ)(·)௣ܮ ܯ ቀܮ௣(·)(ߛ), ቁ(ߛ)(·)௣ܮ ≡  .(ߛ)ஶܮ
Now we state the following two simple statements. 
Lemma (3.3.15)[108]: Let Γ be a rectifiable Jordan curve and ߛଵ, . . . , ௞ߛ  be measurable 
sub-sets of Γ such that 

௜ߛ ∩ ௝ߛ = ∅ for ݅, ݆ ∈ {1, . . . , ଵߛ   ,{݇ ∪ · · · ∪ ௞ߛ = Γ.                         (82) 
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If ݌ ∈ ܲ(Γ), then 
(·)௣ܮ = (ଵߛ)(·)௣ܮ ⊕ · · · ⊕  ,(௞ߛ)(·)௣ܮ

where the norm in the direct sum ܮ௣(·)(ߛଵ) ⊕ · · · ⊕  is defined by (௞ߛ)(·)௣ܮ
‖݂‖௅೛(·)(଻଺)⊕···⊕௅೛(·)(௞) = ฮ݂߯ఊభฮ

௅೛(·)(ఊభ) + · · ·  + ฮ݂߯ఊೖ ฮ
௅೛(·)(ఊೖ). 

Lemma (3.3.17)[108]: Let Γ be a rectifiable Jordan curve and ߛଵ, . . . , ௞ߛ  be measurable 
sub-sets of Γ satisfying (82). If ݌, ݍ ∈ ܲ(Γ) and (ݐ)ݍ  ≤ ݐ for almost all (ݐ)݌  ∈ Γ, then 

ܯ ቀܮ௣(·)(ߛଵ) ⊕ · · · ⊕ ,(௞ߛ)(·)௣ܮ (ଵߛ)(·)௤ܮ ⊕ · · · ⊕  ቁ(௞ߛ)(·)௤ܮ

= ܯ  ቀܮ௣(·)(ߛଵ), ቁ(ଵߛ)(·)௤ܮ ⊕ · · · ⊕ ܯ ቀܮ௣(·)(ߛ௞),   .ቁ(௞ߛ)(·)௤ܮ
The proofs of the above two lemmas are straightforward. 

We will need the following generalized Hölder inequality. 
Lemma (3.3.18)[108]: ([113, Corollary 2.28]). Let Γ be a rectifiable Jordan curve. 
Suppose ݌, ,ݍ ݎ ∈ ܲ(Γ) are related by 

1
(ݐ)ݍ =

1
(ݐ)݌ +

1
(ݐ)ݎ , ݐ ∈ Γ.                                              (83) 

Then there exists a constant ܥ > 0 such that for all ݂ ∈ ݃ ௣(·) andܮ ∈ ݂ ௥(·), one hasܮ ݃ ∈
 ௤(·) andܮ

‖݂݃‖௅೜(·) ≤ (·)௅೛(·)‖݃‖௅ೝ‖݂‖ܥ  . 
The following result was obtained by Nakai [130, Example 4.1] under the additional 
hypothesis 

sup
௧∈୻\୻ಮ

ೝ(·)
(ݐ)ݎ < ∞ 

(and in the more general setting of quasi-Banach variable Lebesgue spaces spaces over 
arbitrary measure spaces). Nakai also mentioned in [130, Remark 4.2] (without proof) 
that this hypothesis is superfluous. We provide a proof here. 
Theorem (3.3.19)[108]: Let Γ be a rectifiable Jordan curve. Suppose ݌, ,ݍ ݎ ∈ ܲ(Γ) are 
related by (83). Then ܯ൫ܮ௣(·), ௤(·)൯ܮ =  .(·)௥ܮ
Proof. Let ߛଵ: = Γஶ

௣(·), :ଶߛ = ቀΓஶ
௤(·) ∪ Γஶ

௥(·)ቁ \Γஶ
௣(·), and 

:ଷߛ = Γ\(ߛଵ ∪ (ଶߛ = Γ\ ቀΓஶ
௣(·) ∪ Γஶ

௤(·) ∪ Γஶ
௥(·)ቁ. 

From (83) it follows that (ݐ)݌ = ∞ and (ݐ)ݍ = ݐ for (ݐ)ݎ ∈  ,ଵ. Then by Lemma (3.3.14)ߛ
ܯ ቀܮ௣(·)(ߛଵ), ቁ(ଵߛ)(·)௤ܮ ≡ ܯ ቀܮஶ(ߛଵ), ቁ(ଵߛ)(·)௥ܮ ≡  (84)                .(ଵߛ)(·)௥ܮ

Similarly, from (83) we also obtain Γஶ
௤(·) ⊂ Γஶ

௣(·) ∩ Γஶ
௥(·), whence ߛଶ = Γஶ

௥(·)\Γஶ
௣(·). 

Therefore, (ݐ)݌  = (ݐ)ݍ   <  ∞ and (ݐ)ݎ  =  ∞ for ݐ ∈  ଶ. Then, from Lemmaߛ
(3.3.14) we get 

ܯ ቀܮ௣(·)(ߛଶ), ቁ(ଶߛ)(·)௤ܮ ≡ ܯ ቀܮ௣(·)(ߛଶ), ቁ(ଶߛ)(·)௣ܮ ≡ (ଶߛ)ஶܮ ≡  (85)      .(ଶߛ)(·)௥ܮ
The rest of the proof is developed by analogy with the proof of [129, Theorem 4]. Let 
݂ ∈ ܯ ቀܮ௣(·)(ߛଷ), = ݃ ܶ ቁ. The multiplication operator(ଷߛ)(·)௤ܮ  ݂݃ maps ܮ௣(·)(ߛଷ) 
into ܮ௤(·)(ߛଷ) and has a closed graph. Hence there exists a constant ܿ ∈  (0, ∞) such 
that 

‖݂݃‖௅೜(·)(ఊయ) ≤ ܿ‖݃‖௅೛(·)(ఊయ) for all ݃ ∈  (86)                      .(ଷߛ)(·)௣ܮ
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For ߝ >  0, put 

ఌ݂(ݐ) = ൞
ܿ + ߝ
(ݐ)݂ ቆ

|(ݐ)݂|
ܿ + ߝ

ቇ
௥(௧)/௤(௧)

 if    ݂(ݐ) ≠ 0,

0,                                      if ݂(ݐ)  =  0.
                          (87) 

Let us show that  
߷௣(·),ఊయ

( ఌ݂) ≤ 1.                                                   (88) 
Assume the contrary, that is,߷௣(·),ఊయ

( ఌ݂) > 1. Then from [116, Propositions A.1 and A.8] 
it follows that there exists a measurable set ߛ ⊂  ଷ such thatߛ

߷௣(·),ఊయ൫߯ఊ ఌ݂൯ =  1.                                               (89) 
From (83) and (87) we get 

| ఌ݂(ݐ)| = ቆ
|(ݐ)݂|
ܿ + ߝ ቇ

௥(௧)/௤(௧)ିଵ

= ቆ
|(ݐ)݂|
ܿ + ߝ ቇ

௥(௧)/௣(௧)

ݐ   , ∈  (90)                  .ߛ

Equality (89) and Lemma (3.3.11) imply that ฮ߯ఊ ఌ݂ฮ
௅೛(·)(ఊయ) ≤ 1. Applying (86) with 

݃ = ߯ఊ ఌ݂ , we obtain 

ฯ
߯ఊ ఌ݂݂

ܿ
ฯ

௅೛(·)(ఊయ)
≤ ฮ߯ఊ ఌ݂ฮ

௅೛(·)(ఊయ) ≤ 1. 

Then, in view of Lemma (3.3.11), we get 

߷௤(·),ఊయ ቆ
߯ఊ ఌ݂݂

ܿ ቇ ≤  1.                                              (91) 

Combining (89), (87), (83), and (91), we arrive at 

1 = ߷௣(·),ఊయ൫߯ఊ ఌ݂൯ = ߷௥(·),ఊయ ቆ
߯ఊ݂

ܿ + ߝ
ቇ = ߷௤(·),ఊయ ቆ

߯ఊ ఌ݂݂
ܿ + ߝ

ቇ 

≤
ܿ

ܿ + ߝ
߷௤(·),ఊయ ቆ

߯ఊ ఌ݂݂
ܿ

ቇ ≤
ܿ

ܿ + ߝ
< 1,                           

and we get a contradiction. Hence (88) is fulfilled. Applying Lemma (3.3.11) to (88), 
we deduce that ‖ ఌ݂‖௅೜(·)(ఊయ) ≤ 1. Then, in view of (86), we obtain 

‖ ఌ݂݂‖௅೜(·)(ఊయ) ≤ ܿ‖ ఌ݂‖௅೛(·)(ఊయ) ≤ ܿ. 
Taking into account the above inequality, equality (87) and Lemma (3.3.11), we see that  

߷௥(·),ఊయ ൬
݂

ܿ + ߝ
൰ = ߷௤(·),ఊయ ൬ ఌ݂݂

ܿ + ߝ
൰ ≤ ߷௤(·),ఊయ ൬ ఌ݂݂

ܿ
൰ ≤ 1, 

Whence ‖݂‖௅ೝ(·)(ఊయ) ≤ ܿ + ߝ Letting .ߝ → 0, we obtain ‖݂‖௅ೝ(·)(ఊయ) ≤ ܿ. It remains to 
observe that the smallest constant in inequality (86) coincides with 
‖݂‖ெቀ௅೛(·)(ఊయ),௅೜(·)(ఊయ)ቁ ≤ ܿ. Hence 

ܯ ቀܮ௣(·)(ߛଷ), ቁ(ଷߛ)(·)௤ܮ ↪  .(ଷߛ)(·)௥ܮ
The embedding 

(ଷߛ)(·)௥ܮ ↪ ܯ ቀܮ௣(·)(ߛଷ),  ቁ(ଷߛ)(·)௤ܮ
follows from the generalized Hölder inequality (Lemma (3.3.18)). Thus, 

ܯ ቀܮ௣(·)(ߛଷ), ቁ(ଷߛ)(·)௤ܮ =  (92)                                   .(ଷߛ)(·)௥ܮ
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Finally, from (84), (85), (92) and Lemmas (3.2.16)–(3.2.17) we obtain 
,(·)௣ܮ൫ܯ ௤(·)൯ܮ = ܯ ቀܮ௣(·)(ߛଵ) ⊕ (ଶߛ)(·)௣ܮ ⊕ ,(ଷߛ)(·)௣ܮ (ଵߛ)(·)௤ܮ ⊕ (ଶߛ)(·)௤ܮ ⊕  ቁ(ଷߛ)(·)௤ܮ

= ܯ  ቀܮ௣(·)(ߛଵ), ቁ(ଵߛ)(·)௤ܮ ⊕ ܯ ቀܮ௣(·)(ߛଶ), ቁ(ଶߛ)(·)௤ܮ ⊕ ܯ ቀܮ௣(·)(ߛଷ),  ቁ(ଷߛ)(·)௤ܮ
          = (ଵߛ)(·)௥ܮ ⊕ (ଶߛ)(·)௥ܮ ⊕ (ଷߛ)(·)௥ܮ =  ,(·)௥ܮ
Which completes the proof.  

The above proof can be extended without any change to the case of variable 
Lebesgue spaces over arbitrary nonatomic measure spaces. The theorem itself is also 
true for arbitrary measure spaces. However the proof for not necessarily nonatomic 
measure spaces is more complicated. It can be developed by analogy with [128]. 

David’s theorem [114] (see also [110, Theorem 4.17]), says that the Cauchy 
singular integral operator ܵ is bounded on the standard Lebesgue space ܮ௣ , 1 < ݌ < ∞, 
over a rectifiable Jordan curve Γ if and only if Γ is a Carleson curve. To formulate the 
generalization of this result to the setting of variable Lebesgue spaces, we will need the 
following class of nice variable exponents. 

Let Γ be a rectifiable Jordan curve. We say that an exponent ݌ ∈ ܲ(Γ) is locally 
log-Hölder continuous (cf. [113, Definition 2.2]) if 1 < ି݌ ≤ ା݌ < ∞ and there exists 
a constant ܥ௣(·),୻ ∈ (0, ∞) such that 

(ݐ)݌| − |(߬)݌ ≤
௣(·),୻ܥ

− log|ݐ − ߬|  for all ݐ, ߬ ∈ Γ satisfying |ݐ − ߬| < 1/2. 

The class of all locally log-Hölder continuous exponent will be denoted by ܪܮ(Γ). 
Notice that some also denote this class by ℙ୪୭୥  (Γ), see, e.g., [123, Section 1.1.4]. 

Theorem (3.3.20)[108]: ([123, Theorems 2.45 and 2.49]). Let Γ be a rectifiable Jordan 
curve and ݌ ∈ ܵ Then the Cauchy singular integral operator .(Γ)ܪܮ  is bounded on ܮ௣(·) 
if and only if Γ is a Carleson curve. 

Now we are in a position to give a more precise formulation of Theorem (3.3.10) 
in the case of Toeplitz operators acting between Hardy type subspaces ܲ ܲ ௣(·) andܮ  (·)௤ܮ
of variable Lebesgue spaces ܮ௣(·) and ܮ௤(·), respectively. 
Theorem (3.3.21)[108]: Let Γ be a Carleson Jordan curve. Suppose variable exponents 
,݌ ݍ ∈ ݎ and (Γ)ܪܮ ∈ ܲ(Γ) are related by (83). If ܽ ∈  ௥(·)\{0}, then the Toeplitzܮ
operator ܶ(ܽ) ∈ ℒ൫ܲܮ௣(·),  ௣(·) or a dense image inܮܲ ௤(·)൯ has a trivial kernel inܮܲ
 .(·)௤ܮܲ
Proof. We know from Lemma (3.3.12) that the spaces ܮ௣(·) and ܮ௤(·) are reflexive 
because 1 < ,ି݌ ,ା݌ and ିݍ ାݍ < ∞ (in view of ݌, ݍ ∈ ݎ Since .((Γ)ܪܮ ∈ ܲ(Γ), we have 
1 ≤ (ݐ)ݎ  ≤  ∞ for almost all ݐ ∈ Γ. Then we deduce from (83) that (ݐ)ݍ  ≤  for (ݐ)݌ 
almost all ݐ ∈ Γ. Therefore, by Lemma (3.3.13), ܮ௣(·) ↪  ௤(·). It follows from Theoremܮ
(3.3.20) that the Cauchy singular integral operator ܵ is bounded on ܮ௣(·) and ܮ௤(·). 

Now we observe that ܮ௥(·) = ,(·)௣ܮ൫ܯ  ௤(·)൯ in view of Theorem (3.3.19). Itܮ
remains to apply Theorem (3.3.10).  

Corollary (3.3.1) follows immediately from Theorem (3.3.21) if we take all 
exponents ݌,  .constant ݎ and ,ݍ
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Chapter 4 
Toeplitzness and Toeplitz Projections 

 

We extend some of asymptotic Toeplitzness of composition operator's results but 
we also show that new phenomena appear in higher dimensions. We deduce an essential 
version of the classical Hartman–Wintner spectral inclusion theorem, give a new proof 
of Johnson and Parrot’s theorem on the essential commutant of abelian von Neumann 
algebras for separable Hilbert spaces and construct short exact sequences of Toeplitz 
algebras. ܶ is a Toeplitz operator (that is, ܶ = ܲுమ(॰೙)ܯఝ|ுమ(॰೙), where ܯఝ is the 
Laurent operator on ܮଶ(ॻ௡) for some ߮ ∈ ஶ(ॻ௡)) if and only if ௭ܶ೔ܮ

∗ ܶ ௭ܶ೔ = ܶ for all 
݅ = 1, . . . , ݊. We show that ܶ is an asymptotic Toeplitz operator if and only if ܶ = 
Toeplitz+ compact. The case ݊ = 1 is the well known results of Brown and Halmos, 
and Feintuch, respectively. We also present related results in the setting of vector-valued 
Hardy spaces over the unit disc. 
 

Section (4.1): Composition Operators: 
For ९௡  denote the unit ball and ॺ௡ the unit sphere in ℂ௡. We denote by the surface 

area measure on ॺ௡, so normalized that ߪ(ॺ௡) = 1. We write ܮஶ  for ܮஶ(ॺ௡ ,  ଶܮ and (ߪ݀
for ܮଶ(ॺ௡, ଶܪ The Hardy space .(ߪ݀  consists of all analytic functions ℎ on ९௡ which 
satisfy 

‖ℎ‖ଶ = sup
଴ழ௥ழଵ

න|ℎ(ߞ)|ଶ݀(ߞ)ߪ
 

ॺ೙

< ∞. 

It is well known that such a function ℎ has radial boundary limits almost everywhere. 
We shall still denote the limiting function by ℎ. We then have ℎ(ߞ) = lim

௥↑ଵ
ℎ(ߞݎ) for a.e. 

ߞ ∈ ॺ and 

‖ℎ‖ଶ = න|ℎ(ߞ)|ଶ݀(ߞ)ߪ
 

ॺ೙

= ‖ℎ‖௅మ
ଶ . 

From this we may consider ܪଶ as a closed subspace of ܮଶ. We shall denote by ܲ the 
orthogonal projection from ܮଶ onto ܪଶ. See [146, Section 5.6] for more details about 
 .ଶ and other Hardy spacesܪ

We shall also need the space ܪஶ, which consists of bounded analytic functions 
on ९௡ . As before, we may regard ܪஶ as a closed subspace of ܮஶ . 

For any ݂ ∈ ஶܮ , the Toeplitz operator ௙ܶ is defined by ௙ܶℎ = ܲ(݂ℎ) for ℎ in ܪଶ. 
It is immediate that ௙ܶ is bounded on ܪଶ  with ฮ ௙ܶฮ ≤ ‖݂‖ஶ. 

(The equality in fact holds true but it is highly nontrivial. See [141].) We call ݂ 
the symbol of ௙ܶ. The following properties are well known and can be verified easily 
from the definition of Toeplitz operators. 

(a) ܶ ௙
∗ = ܶ௙̅ for any ݂ ∈ ஶܮ . 

(b) ܶ ௙ = ݂ ௙, the multiplication operator with symbol ݂, for anyܯ ∈ ஶܪ . 
(c) ܶ ௚ ௙ܶ = ௚ܶ௙  and ௙ܶ

∗
௚ܶ = ܶ௙̅௚ for ݂ ∈ ݃ ஶ andܪ ∈  .ஶܮ

The other class of operators that we are concerned with is the class of composition 
operators. Let ߮ be an analytic mapping from ९௡ into itself. We shall call ߮  an analytic 
selfmap of ९௡ . We define the composition operator ܥఝ by ܥఝℎ = ℎ ∘ ߮ for all analytic 
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functions ℎ on ९௡ . Note that ܥఝ is the identity if and only if ߮ is the identity mapping 
of ९௡ . In the one dimensional case, it follows from Littlewood  Subordination Principle 
that ܥఝ is a bounded operator on the Hardy space ܪଶ. In higher dimensions, ܥఝ may not 
be bounded on ܪଶ even when ߮ is a polynomial mapping. See [139, 147] for details on 
composition operators. 

We discuss the case of one dimension, that is, ݊ = 1. It is a well known theorem 
of Brown and Halmos [138] back in the sixties that a bounded operator ܶ on ܪଶ is a 
Toeplitz operator if and only if 

௭̅ܶܶ ௭ܶ = ܶ.                                                       (1) 
Here ௭ܶ is the Toeplitz operator with symbol ݂(ݖ) =  .on the unit circle ॻ ݖ

This operator is also known as the unilateral forward shift. There is a rich 
literature on the study of Toeplitz operators and see, for example, [142]. 

In their study of the Toeplitz algebra, Barra and Halmos [137] introduced the 
notion of asymptotic Toeplitz operators. An operator ܣ on ܪଶ is said to be strongly 
asymtotically Toeplitz (‘‘SAT’’) if the sequence { ௭̅ܶ

௠ܣ ௭ܶ
௠}௠ୀ଴

ஶ  converges in the strong 
operator topology. It is easy to verify, thanks to (1), that the limit ܣஶ, if exists, is a 
Toeplitz operator. The symbol of ܣஶ is called the asymptotic symbol of ܣ. Barra and 
Halmos showed that any operator in the Toeplitz algebra is SAT. 

In [143], Feintuch investigated asymptotic Toeplitzness in the uniform (norm) 
and weak topology as well. An operator ܣ on ܪଶ is uniformly asymptotically Toeplitz 
(‘‘UAT’’) (respectively, weakly asymptotically Toeplitz (‘‘WAT’’)) if the sequence 
{ ௭̅ܶ

௠ܣ ௭ܶ
௠} converges in the norm (respectively, weak) topology. 

It is clear that 
ܶܣܷ ⟹ ܶܣܵ ⟹  ܶܣܹ

and the limiting operators, if exist, are the same. 
The following theorem of Feintuch completely characterizes operators that are 

UAT. A proof can be found in [143] or [145]. 
Theorem (4.1.1)[136]: (Theorem 4.1 in [143]). An operator on ܪଶ  is uniformly 
asymptotically Toeplitz if and only if it has the form ‘‘Toeplitz + compact’’. 

Recently Nazarov and Shapiro [145] investigated the asymptotic Toeplitzness of 
composition operators and their adjoints. They obtained many interesting results and 
open problems. We list here a few of their results, which are relevant to our work. 
Theorem (4.1.2)[136]: (Theorem (4.1.1) in [145]). ܥఝ =’’Toeplitz + compact’’ (or 
equivalently by Feintuch's Theorem, ܥఝ is UAT) if and only if ܥఝ =  ఝ isܥ or ܫ
compact. 

It is easy [145, page 7] to see that if ߱ ∈ ߲॰\{1} and ߮(ݖ) =  such a ߮ is) ݖ߱
called a rotation), then ܥఝ is not WAT. On the other hand, Nazarov and Shapiro showed 
that for several classes of symbols ߮, the operator ܥఝ is WAT and the limiting operator 
is always zero. The following conjecture appeared in [145]. 

If ߮ is neither a rotation nor the identity map, then ܥఝ is WAT with asymptotic 
symbol zero. 

We already know that the conjecture holds when ܥఝ is a compact operator. 
Nazarov and Shapiro showed that the conjecture also holds when (a) ߮(0) = 0; or (b) 
|߮| = 1 on an open subset ܸ of ॻ and |߮| < 1 a.e. on ॻ\ܸ. 
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For the strong asymptotic Toeplitzness of composition operators, Nazarov and 
Shapiro proved several positive results. On the other hand, they showed that if ߮ is a 
non-trivial automorphism of the unit disk, then ܥఝ is not SAT. 

Later, Cuckovic and Nikpour [140] proved that ܥఝ
∗  is not SAT either. We combine 

these results into the following theorem. 
Theorem (4.1.3)[136]: Suppose ߮ is a non-identity automorphism of ॰. Then ܥఝ and 
ఝܥ

∗  are not SAT. 
A more general notion of asymptotic Toeplitzness has been investigated by 

Matache in [144]. An operator ܵ on ܪଶ is called a (generalized) unilateral forward shift 
if ܵ is an isometry and the sequence {ܵ∗௠} converges to zero in the strong operator 
topology. An operator ܣ is called uniformly (strongly or weakly) ܵ −asymptotically 
Toeplitz if the sequence {ܵ∗௠ܵܣ௠} has a limit in the norm (strong or weak) topology. 
Among other things, the results in [144] on the ܵ −asymptotic Toeplitzness of 
composition operators generalize certain results in [145]. 

Motived by Nazarov and Shapiro's work discussed in the previous, we would like 
to study the asymptotic Toeplitz-ness of composition operators on the Hardy space ܪଶ 
over the unit sphere in higher dimensions. 

To define the notion of asymptotic Toeplitzness, we need a characterization of 
Toeplitz operators. Such a characterization, which generalizes (1), was found by Davie 
and Jewell [141] back in the seventies. They showed that a bounded operator ܶ on ܪଶ  
is a Toeplitz operator if and only if ܶ = ∑ ௭̅ܶೕ

௡
௝ୀଵ ܶ ௭ܶೕ . 

We define a linear operator Φ on the algebra ܤ(ܪଶ) of all bounded linear 
operators on ܪଶ by 

Φ(ܣ) = ෍ ௭̅ܶೕ

௡

௝ୀଵ

ܣ ௭ܶೕ ,                                                    (2) 

for any ܣ in ܤ(ܪଶ). It is clear that Φ is a positive map (that is, Φ(ܣ) ≥ 0 whenever ܣ ≥
0) and Φ is continuous in the weak operator topology of ܤ(ܪଶ). Let ܵ be the column 
operator whose components are ௭ܶభ , … , ௭ܶ೙ . 

Then ܵ maps ܪଶ into the direct sum (ܪଶ)௡ of ݊ copies of ܪଶ. In dimension ݊ =
1, the operator ܵ is the familiar forward unilateral shift. The adjoint ܵ∗ = ൣ ௭ܶభ, … , ௭̅ܶ೙൧ 
is a row operator from (ܪଶ)௡ into ܪଶ. Since 

ܵ∗ܵ = ௭̅ܶభ ௭ܶభ + ⋯ + ௭̅ܶ೙ ௭ܶ೙ = ௭̅ܶభ௭భା⋯ା௭̅೙௭೙ =  ,ܫ
we see that ܵ is a co-isometry. In particular, we have ‖ܵ‖ = ‖ܵ∗‖ = 1.  

From the definition of Φ, we may write 

Φ(ܣ) = ൣ ௭̅ܶభ … ௭̅ܶ೙൧ ቎
ܣ 0
0 ܣ

… 0
… 0… …

0 0
… …
… ܣ

቏ ൦

௭ܶభ

⋮
⋮
௭ܶ೙

൪ = ܵ∗ ቎
ܣ 0
0 ܣ

… 0
… 0… …

0 0
… …
… ܣ

቏ ܵ. 

It follows that ‖Φ(ܣ)‖ ≤ ‖ܵ‖‖ܣ‖‖∗ܵ‖ ≤  Hence Φ is a .(ଶܪ)ܤ in ܣ for any ‖ܣ‖
contraction. For any positive integer ݉, put Φ௠ = Φ ∘ … ∘ Φ, the composition of ݉ 
copies of Φ. Then we also have ‖Φ௠(ܣ)‖ ≤  .‖ܣ‖
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The aforementioned Davie{Jewell's result shows that a bounded operator ܶ is a 
Toeplitz operator on ܪଶ if and only if ܶ is a fixed point of Φ, which implies that 
Φ௠(ܶ) = ܶ for all positive integers ݉. 

We now define the notion of asymptotic Toeplitzness. An operator ܣ on ܪଶ is 
uniformly asymptotically Toeplitz (‘‘UAT’’) (respectively, strongly asymptotically 
Toeplitz (‘‘SAT’’) or weakly asymptotically Toeplitz (‘‘WAT’’)) if the sequence 
{Φ௠(ܣ)} converges in the norm topology (respectively, strong operator topology or 
weak operator topology). As in the one dimensional case, it is clear that 

ܶܣܷ ⟹ ܶܣܵ ⟹  ܶܣܹ
and the limiting operators, if exist, are the same. Let ܣஶ denote the limiting operator. It 
follows from the continuity of Φ in the weak operator toplogy that Φ(ܣஶ) =  .ஶܣ
Therefore, ܣஶ is a Toeplitz operator. Write ܣஶ = ௚ܶ for some bounded function on ॺ௡ . 
We shall call g the asymptotic symbol of ܣ. 

In the definition of the map Φ (and hence the notion of Toeplitzness), we made 
use of the coordinate functions ݖଵ, … ,  ௡. It turns out that a unitary change of variablesݖ
gives rise to the same map. More specifically, if {ݑଵ, … ,  ௡} is any orthonormal basis ofݑ
ℂ௡ and we define ௝݂ (ݖ) = ,ݖ〉 ݆ ௝〉 forݑ = 1, … , ݊ then a direct calculation shows that 

Φ(ܣ) = ෍ ܶ௙̅ೕ

௡

௝ୀଵ

ܣ ௙ܶೕ , 

for every bounded linear operator ܣ on ܪଶ. 
We devoted to the study of the Toeplitzness of composition operators in several 

variables. Our focus is on strong and uniform asymptotic Toeplitzness. It turns out that 
while some results are analogous to the one dimensional case, other results are quite 
different. 

Let ߮ = (߮ଵ, … , ߮௡) and ߟ = ,ଵߟ) … , ௡) be two analytic selfmaps of ९௡ߟ . 
We also use ߮ and ߟ to denote their radial limits at the boundary. We will assume 

that both composition operators ܥఝ and ܥఎ are bounded on the Hardy space ܪଶ. (Recall 
that in dimensions greater than one, composition operators may not be bounded. See 
[139, Section 3.5].) Suppose ݃ is a bounded measurable function on ॺ௡. Using the 
identities ܥఝ ௭ܶೕ = ఝܶೕܥఝ and ௭̅ܶೕܥఎ

∗ = ఎܥ
∗

ఎܶഥೕ for ݆ = 1, … , ݊, we obtain 

Φ௠൫ܥఎ
∗

௚ܶܥఝ൯ = ෍ ௭̅ܶೕܥఎ
∗

௚ܶܥఝ ௭ܶೕ

௡

௝ୀଵ

= ෍ ఎܥ
∗

ఎܶഥೕ ௚ܶ ఝܶೕܥఝ

௡

௝ୀଵ

 

                    = ఎܥ
∗ ቌ෍ ఎܶഥೕ௚ఝೕ

௡

௝ୀଵ

ቍ ఝܥ = ఎܥ
∗

௚ܶ〈ఝ,ఎ〉ܥఝ. 

Here 〈߮, ߮ is the inner product of 〈ߟ = 〈߮ଵ, … , ߮௡〉 and ߟ = ,ଵߟ〉 … ,  ௡〉 as vectors inߟ
ℂ௡ . By induction, we conclude that 

Φ௠൫ܥఎ
∗

௚ܶܥఝ൯ = ఎܥ
∗

௚ܶ〈ఝ,ఎ〉೘ܥఝ for any ݉ ≥ 1.                        (3) 
As an immediate application of the formula (3), we show that certain products of 
Toeplitz and composition operators on ܪଶ are SAT. 
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Proposition (4.1.4)[136]: Suppose that |〈߮, |〈ߟ < 1 a.e. on ॺ௡. Then for any bounded 
function ݃ on ॺ௡, the operator ܥఎ

∗
௚ܶܥఝ is SAT with asymptotic symbol zero. 

Proof. By assumption, 〈߮, ௠〈ߟ → 0 a.e. on ॺ௡ as ݉ → ∞. This, together with Lebesgue 
Dominated Convergence Theorem, implies that ௚ܶ〈ఝ,ఎ〉೘ → 0, and hence, 
ఎܥ

∗
௚ܶ〈ఝ,ఎ〉೘ ఝܥ → 0 in the strong operator topology. Using (3), we conclude that 

Φ௠൫ܥఎ
∗

௚ܶܥఝ൯ → 0 in the strong operator topology. The conclusion of the proposition 
follows. 

As suggested by (3), the following set is relevant to the study of the asmytotic 
Toeplitzness of ܥఎ

∗
௚ܶܥఝ: 

,߮)ܧ (ߟ = ߞ} ∈ ॺ௡: ,(ߞ)߮〉 〈(ߞ)ߟ = 1} 
                                       = ߞ} ∈ ॺ௡: (ߞ)߮ = |(ߞ)߮| and (ߞ)ߟ = 1}. 

To obtain the second equality we have used the fact that |߮(ߞ)| = 1 and |(ߞ)ߟ| ≤ 1 for 
ߞ ∈ ॺ௡. Note that ܧ(߮, ߮) is the set of all ߞ ∈ ॺ௡ for which |߮(ߞ)| = 1. On the other 
hand, by [146, Theorem 5.5.9], if ߮ ≠ ,߮)ܧ then ,ߟ  .has measure zero (ߟ
Proposition (4.1.5). For any analytic selfmaps ߮, of ९௡ ߟ  and any bounded function ݃ 
on ॺ௡, we have 

1
݉ ෍ Φ௝ ൫ܥఎ

∗
௚ܶܥఝ൯

௠

௝ୀଵ

→ ఎܥ
∗

௚ܶఞಶ(ക,ആ)ܥఝ in the strong operator topology 

as ݉ → 1. 
Proof. By (3), it suffices to show that (1/݉) = ∑ ݃〈߮, ௝௠〈ߟ

௝ୀଵ  converges to ݃߯ா(ఝ,ఎ) 
a.e. on ॺ௡ . But this follows from the identity 

1
݉

෍ ,(ߞ)߮〉(ߞ)݃ ௝〈(ߞ)ߟ
௠

௝ୀଵ

= ቐ
ߞ if                                                  (ߞ)݃ ∉ ,߮)ܧ (ߟ
1
݉

(ߞ)݃ ቆ
1 − ,(ߞ)߮〉 ௠ାଵ〈(ߞ)ߟ

1 − ,(ߞ)߮〉 〈(ߞ)ߟ ቇ  if ߞ ∉ ,߮)ܧ  (ߟ

for any ߞ ∈ ॺ௡.  
Proposition (4.1.5) says that any operator of the form ܥఎ

∗
௚ܶܥఝ is mean strongly 

asymptotically Toeplitz (‘‘MSAT’’) with limit ܥఎ
∗

௚ܶఞಶ(ക,ആ)ܥఝ. We now specify ߟ to be 
the identity map of ९௡ and ݃ to be the constant function 1 and obtain  
Corollary (4.1.6)[136]: Let ߮ be a non-identity analytic selfmap of ९௡  such that ܥఝ is 
bounded on ܪଶ. Then ܥఝ is MSAT with asymptotic symbol zero. 

This result in the one-dimensional case was obtained by Shapiro in [148]. In fact, 
Shapiro considered a more general notion of MSAT. It seems possible to generalize 
Proposition (4.1.5) in that direction and we leave this. 

Theorem (4.1.3) asserts that for ߮ a non-identity automorphism of the unit disk 
॰, the operators ܥఝ and ܥఝ

∗  are not SAT. In dimensions greater than one, the situation 
is different.  

Let ܣ(९௡) denote the space of functions that are analytic on the open unit ball 
९௡ and continuous on the closure ९ഥ௡ . We also let Lip(ߙ) (for 0 < ߙ ≤ 1) be the space 
of ߙ −Lipschitz continuous functions on ९௡ , that is, the space of all functions ݂: ९௡ →
ℂ such that 
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sup ቊ
|݂(ܽ) − ݂(ܾ)|

|ܽ − ܾ|ఈ : ܽ, ܾ ∈ ९௡ , ܽ ≠ ܾቋ < ∞. 

We shall need the following result, see [146, p.248]. 
Proposition (4.1.7)[136]: Suppose ݊ ≥ 2. If ଵ

ଶ
< ߙ ≤ 1 and ݂ ∈ (९௡)ܣ ∩ Lip(ߙ) is not 

a constant function, then 
ߞ})ߪ ∈ ॺ௡: |(ߞ)݂| = ‖݂‖ஶ}) = 0. 

Before giving a proof of the theorem, we present here an immediate application. 
For any ݊ ≥ 1, a linear fractional mapping of the unit ball ९௡ has the form 

(ݖ)߮ =
ݖܣ + ܤ

,ݖ〉 〈ܥ +  ,ܦ

where ܣ is a linear map, ܤ,  is a non-zero complex number. It ܦ are vectors in ℂ௡ and ܥ
was shown by Cowen and MacCluer that ܥఝ is always bounded on ܪଶ for any linear 
fractional selfmap ߮  of ९௡. We recall that when ݊ = 1 these operators and their adjoints 
are not SAT in general by Theorem (4.1.3). 

In higher dimensions it follows from Theorem (4.1.9) that the opposite is true. 
Corollary (4.1.8)[136]: For ݊ ≥ 2, both ܥఝ and ܥఝ

∗  are SAT with asymptotic symbol 
zero except in the case ߮(ݖ) = ߣ for some ݖߣ ∈ ॻ. 
Theorem (4.1.9)[136]: Suppose ݊ ≥ 2. Let ܣ: ℂ௡ → ℂ௡ be a linear operator and ܾ be a 
vector in ℂ௡ . Let ݂ be in ܣ(९௡) ∩ Lip(ߙ) for some ଵ

ଶ
< ߙ ≤ 1. 

Suppose ߮(ݖ) = ݖܣ)(ݖ)݂ + ܾ) is a selfmap of ९௡  and ߮ is not of the form 
(ݖ)߮ = |ߣ| with ݖߣ = 1. Then both ܥఝ and ܥఝ

∗  are SAT with asymptotic symbol zero. 
Proof. We claim that under the hypothesis of the theorem, the set 

ℰ = ߞ} ∈ ॺ௡: |(ߞ)݃| = 1} 
is a ߪ −null subset of ॺ௡. We may then apply Proposition (4.1.4). 

There are two cases to consider. 
Case 1. ܣ = ܾ and ߜ for some complex number ܫߜ = 0. To simplify the notation, we 
write ߮(ݖ) = (ݖ)݃ where ,ݖ(ݖ)݃ = Then the set ℰ can be written as ℰ .(ݖ)݂ߜ =
ߞ} ∈ ॺ௡: ,(ߞ)߮〉| |〈ߞ = 1}. 

Since ߮ is a selfmap of ९௡ , we have ‖݃‖ஶ ≤ 1. Now if ‖݃‖ஶ < 1, then ℰ = ∅ 
so ߪ(ℰ) = 0. If ‖݃‖ஶ = 1, then ݃ is a non-constant function since ߮ is not of the form 
(ݖ)߮ = |ߣ| for some ݖ = 1. Proposition (4.1.7) then gives ߪ(ℰ) = 0 as well. 
Case 2. ܣ is not a multiple of the identity or ܾ ≠ 0. Since |߮(ߞ)| ≤ 1 for ߞ ∈ ॺ௡ , we 
see that ߞ belongs to ℰ if and only if there is a unimodular complex number (ߞ)ߛ such 
that ߮(ߞ) = (ߞ)݂ This implies that .ߞ(ߞ)ߛ ≠ 0 and 

൫ܣ − ߞ൯(ߞ)݂/(ߞ)ߛ + ܾ = 0.                                              (4) 
Equation (4) shows that ℰ is contained in the intersection of ॺ௡ with the set 

ܯ = ݖ} ∈ ℂ௡: ܣ) − ݖ(ߣ + ܾ = 0 for some λ ∈ ℂ} = ራ(ܣ − .({ܾ−})ଵି(ߣ
ఒ∈ℂ

 

Now decompose ܯ as the union ܯ = ଵܯ ∪  ଶ, whereܯ
ଵܯ = ራ ܣ) − ({ܾ−})ଵି(ߣ

ఒ∈ℂ\௦௣(஺)

  and  ܯଶ ራ ܣ) − .({ܾ−})ଵି(ߣ
ఒ∈௦௣(஺)
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We have used (ܣ)݌ݏ to denote the spectrum of ܣ, which is just the set of eigenvalues 
since ܣ is an operator on ℂ௡. We shall show that both sets ܯଵ\ॺ௡ and ܯଶ\ॺ௡ are -null 
sets. 

For ߣ ∈ ℂ\(ܣ)݌ݏ, the equation (ܣ − ݖ(ߣ + ܾ = 0 has a unique solution whose 
components are rational functions in ߣ by Cramer's rule. So ܯଵ is a rational curve 
parametrized by ߣ ∈ ℂ\(ܣ)݌ݏ. Since the real dimension of ॺ௡ is 2݊ − 1, which is at 
least 3 when ݊ ≥ 2, we conclude that ߪ(ܯଵ\ॺ௡) = 0. 

For ߣ ∈ ܣ) the set ,(ܣ)݌ݏ −  ଵ({ܾ}) is either empty or an affine subspace ofି(ߣ
complex dimension at most ݊ − 1 (hence, real dimension at most 2݊ − 2). Since ܯଶ is 
a union of infinitely many such sets and the sphere ॺ௡ has real dimension 2݊ − 1, we 
conclude that ܯ)ߪଶ ∩ ॺ௡) = 0. 

Since ℰ ⊂ ଵܯ) ∪ (ଶܯ ∩ ॺ௡ and ܯ)ߪଵ ∩ ॺ௡) = ଶܯ)ߪ ∩ ॺ௡) = 0, we have 
(ℰ)ߪ = 0, which completes the proof of the claim.  

Nazarov and Shapiro [145] showed in the one-dimensional case that if ߮ is an 
inner function which is not of the form ݖߣ for some constant ߣ, and ߮(0) = 0, then ܥఝ 
is not SAT but ܥఝ

∗  is SAT. While we do not know what the general situation is in higher 
dimensions, we have obtained a partial result. 
Proposition (4.1.10)[136]: Suppose ݂ is a non-constant inner function on ९௡ and 
(ݖ)߮ = ݖ for ݖ(ݖ)݂ ∈  ఝ is notܥ ଶ. Thenܪ ఝ is bounded onܥ such that ݖ
SAT but ܥఝ is SAT. 
Proof. By formula (3), we have Φ௠൫ܥఝ൯ = ௙ܶ೘ܥఝ and Φ௠൫ܥఝ

ᇱ ൯ = ఝܥ
∗

௙ܶ೘
∗  for all 

positive integers ݉. 
It then follows that ฮΦ௠൫ܥఝ൯(1)ฮ = ฮ ௙ܶ೘ܥఝ1ฮ = ‖݂௠‖ = 1. Hence Φ௠൫ܥఝ൯ 

does not converge to zero in the strong operator topology. Since ߮ is a non-identity 
selfmap of ९௡ , Corollary (4.1.6) implies that ܥఝ is not SAT. 

On the other hand, we claim that as ݉ → ∞, ௙ܶ೘
∗ , and hence, Φ௠൫ܥఝ

∗ ൯, converges 
to zero in the strong operator topology. This shows that ܥఝ

∗  is SAT with asymptotic 
symbol zero. The proof of the claim is similar to that in case of dimension one ([145, 
Theorem 4.2]). We provide here the details. For any ܽ ∈ ९௡ , there is a function ܭ௔ ∈
(ܽ)ଶ such that ℎܪ = 〈ℎ, ௔〉 for any ℎܭ ∈  ଶ. Such a function is called a reproducingܪ
kernel. It is well known that ௙ܶ೘

∗ ௔ܭ = ݂௠(ܽ)ܭ௔ for any integer ݉ ≥ 1. Since |݂(ܽ)| <
‖݂‖ஶ = 1 by the Maximum Principle, it follows that ฮ ௙ܶ೘

∗ ௔ฮܭ → 0 as ݉ → ∞. Because 
the linear span of {ܭ௔: ܽ ∈ ९௡} is dense in ܪଶ and the operator norms of ฮ ௙ܶ೘

∗ ฮ are 
uniformly bounded by one, we conclude that ௙ܶ೘

∗ → 0 in the strong operator topology. 
It follows from the characterization of Toeplitz operators and the notion of 

Toeplitzness that any Toeplitz operator is UAT. The following lemma shows that any 
compact operator is also UAT. Hence, anything of the form ‘‘Toeplitz + compact’’ is 
UAT. This result may have appeared in the literature but for completeness, we sketch 
here a proof. 
Lemma (4.1.11)[136]: Let ܭ be a compact operator on ܪଶ. Then we have 

lim
௠→ஶ

‖Φ௠(ܭ)‖ = 0. 
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As a consequence, for any bounded function ݂, the operator ௙ܶ +  is uniformly ܭ
asymptotically Toeplitz with asymptotic symbol ݂. 
Proof. Since Φ௠ is a contraction for each ݉ and any compact operator can be 
approximated in norm by finite-rank operators, it suffices to consider the case when ܭ 
is a rank-one operator. Write ܭ = ݑ ⊗ ߭ for some non-zero vectors ݑ, ߭ ∈  ଶ. Hereܪ
ݑ) ⊗ ߭)(ℎ) = 〈ℎ, for ℎ ݑ〈߭ ∈ ଶܪ ଶ. Since polynomials form a dense set inܪ , we may 
assume further that both ݑ, ߭ are polynomials. 

For any multi-index ߙ, we have ௭̅ܶഀ(ݑ ⊗ ߭) ௭ܶഀ = ( ௭̅ܶഀݑ) ⊗ ( ௭̅ܶഀ߭). Since ߭ is a 
polynomial, there exists an integer ݉଴ such that ௭̅ܶഀ߭ = 0 for any ߙ with |ߙ| > ݉଴ . If 
m is a positive integer, the definition of Φ shows that Φ௠(ܭ) = Φ௠(ݑ ⊗ ߭) is a finite 
sum of operators of the form ܶ ௭̅ഀ(ݑ ⊗ ߭) ௭ܶഀ with |ߙ| = ݉. This implies that Φ௠(ܭ) =
0 for all ݉ > ݉଴. Therefore, lim

௠→ஶ
‖Φ௠(ܭ)‖ = 0. 

Now for ݂ a bounded function on ॺ௡, we have 
Φ௠൫ ௙ܶ + ൯ܭ = Φ௠൫ ௙ܶ൯ + Φ௠(ܭ) = ௙ܶ + Φ௠(ܭ) → ௙ܶ 

in the norm topology as ݉ → ∞. This shows that ௙ܶ +  is UAT with asymptotic ܭ
symbol ݂.  

In dimension one, Theorem (4.1.1) shows that the converse of Lemma (4.1.11) 
holds. On the other hand, Theorem (4.1.1) fails when ݊ ≥ 2. We shall show that there 
exist composition operators that are UAT but cannot be written in the form ‘‘Toeplitz + 
compact’’. 

We first show that composition operators cannot be written in the form ‘‘Toeplitz 
+ compact" except in trivial cases. This generalizes Theorem (4.1.2) to all dimensions. 
Theorem (4.1.12)[136]: Let ߮ be an analytic selfmap of ९௡ such that ܥఝ is bounded on 
 ఝ is compactܥ ఝ can be written in the form ‘‘Toeplitz + compact’’, then eitherܥ ଶ. Ifܪ
or it is the identity operator. 
Proof. Our proof here works also for the one-dimensional case and it is different from 
Nazarov-Shapiro's approach (see the proof of Theorem 1.1 in [145]). Suppose ܥఝ is not 
the identity and ܥఝ = ௙ܶ +  and some bounded function ܭ for some compact operator ܭ
݂. By Lemma (4.1.11), ܥఝ is UAT with asymptotic symbol ݂ on the unit sphere. This 
then implies that ܥఝ is also MSAT with asymptotic symbol ݂. From Corollary (4.1.6) 
we know that ܥఝ, being a non-identity bounded composition operator, is MSAT with 
asymptotic symbol zero. Therefore ݂ = 0 a.e. and hence ܥఝ =  This completes the .ܭ
proof of the theorem.  

We now provide an example which shows that the converse of Lemma (4.1.11) 
(and hence Theorem (4.1.1)) does not hold in higher dimensions. 
Example (4.1.13)[136]: For ݖ = ,ଵݖ) … , ௡) in ९௡ݖ , we define 

(ݖ)߮ = ൫߮ଵ(ݖ), … , ߮௡(ݖ)൯ = (0, ,ଵݖ 0, … ,0). 
Then ߮ is a linear operator that maps ९௡ into itself. It follows from [139, Lemma 

8.1] that ܥఝ is bounded on ܪଶ and ܥఝ
∗ = (ݖ)߰ ట, where ߰ is a linear map given byܥ =

൫߰ଵ(ݖ), … , ߰௡(ݖ)൯ = ,ଶݖ) 0, … ,0). 
We claim that Φ൫ܥఝ൯ = 0 For ݆ ≠ ఝܥ ,2 ௭ܶೕ = ఝܶೕ ఝܥ = 0 since ߮௝ = 0 for such 

݆. Also, ൫ܥ௭̅మܥఝ൯∗ = ఝܥ
∗

௭ܶమ = టܥ ௭ܶమ = టܶమ టܥ = 0. Hence ௭̅ܶమܥఝ = 0. 
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It follows that Φ൫ܥఝ൯ = ௭̅ܶభܥఝ ௭ܶభ + ⋯ + ௭̅ܶ೙ܥఝ ௭ܶ೙ = 0, which implies 
Φ୫൫ܥఝ൯ = 0 for all ݉ ≥ 1. Thus, ܥఝ is UAT with asymptotic symbol zero. 

On the other hand, since (߮ ∘ (ݖ)(߰ = (0, ,ଶݖ 0, … ,0), we conclude that for any 
non-negative integer ݏ, 

ఝܥ
∗ ଶݖ)ఝܥ

௦) = ଶݖ)ఝܥటܥ
௦) = ଶݖ)ఝ∘టܥ

௦) = ଶݖ
௦. 

This shows that the restriction of ܥఝ on the infinite dimensional subspace spanned by 
{1, ,ଶݖ ଶݖ

ଶ, ଶݖ
ଷ, … } is an isometric operator. As a consequence, ܥఝ is not compact on ܪଶ. 

Theorem (4.1.12) now implies that ܥఝ is not of the form ‘‘Toeplitz + compact’’ either. 
Theorem (4.1.2) shows that on the Hardy space of the unit disk, a composition 

operator ܥఝ is UAT if and only if it is either a compact operator or the identity. Example 
(4.1.13) shows that in dimensions ݊ ≥ 2, there exists a non-compact, non-identity 
composition operator which is UAT. It turns out that there are many more such 
composition operators. We study uniform asymptotic Toeplitzness of composition 
operators induced by linear selfmaps of ९௡ . 

We begin with a proposition which gives a lower bound for the norm of the 
product ௙ܶܥఝ when ߮ satisfies certain conditions. This estimate will later help us show 
that certain composition operators are not UAT. 
Proposition (4.1.14)[136]: Let ߮ be an analytic selfmap of ९௡  such that ܥఝ is bounded. 
Suppose there are points ߞ, ߟ ∈ ॺ௡ so that 〈߮(ݖ), 〈ߟ = ,ݖ〉 ݖ .for a.e 〈ߞ ∈ ॺ௡ . Let ݂ be a 
bounded function on ॺ௡ which is continuous at ߞ. 

Then we have 
ฮ ௙ܶܥఝฮ ≥  .|(ߞ)݂|

Proof. For an integer ݏ ≥ 1, put ݃௦(ݖ) = (1 + ,ݖ〉 ௦ is and ℎ௦(〈ߟ =  .ఝ݃௦. Then for a.eܥ
ݖ ∈ ॺ௡, 

ℎ௦(ℎ) = ݃௦൫߮(ݖ)൯ = (1 + ,(ݖ)߮〉 ௦(〈ߟ = (1 + ,ݖ〉  .௦(〈ߞ
Because of the rotation-invariance of the surface measure on ॺ௡, we see that ‖ℎ௦‖ =
‖݃௦‖. Now, we have 

ฮ ௙ܶܥఝฮ ≥
ห〈 ௙ܶܥఝ݃௦, ℎ௦〉ห

‖݃௦‖‖ℎ௦‖ =
ห〈 ௙ܶℎ௦, ℎ௦〉ห
‖݃௦‖‖ℎ௦‖ =

|〈݂ℎ௦, ℎ௦〉|
‖ℎ௦‖ଶ  

= อ
∫ 1|(ݖ)݂ + ,ݖ〉  (ݖ)ߪଶ௦݀|〈ߞ

ॺ೙

∫ |1 + ,ݖ〉  (ݖ)ߪଶ௦݀|〈ߞ
ॺ೙

อ        

We claim that the limit as ݏ → ∞ of the quantity inside the absolute value is ݂(ߞ). From 
this the conclusion of the proposition follows. 

To prove the claim we consider 

อ
∫ 1|(ݖ)݂ + ,ݖ〉  (ݖ)ߪଶ௦݀|〈ߞ

ॺ೙

∫ |1 + ,ݖ〉  (ݖ)ߪଶ௦݀|〈ߞ
ॺ೙

− อ(ߞ)݂ ≤
∫ (ݖ)݂| − |(ߞ)݂ ∙ |1 + ,ݖ〉  (ݖ)ߪଶ௦݀|〈ߞ

ॺ೙

∫ |1 + ,ݖ〉  (ݖ)ߪଶ௦݀|〈ߞ
ॺ೙

 

                      =
ቀ∫ + ∫   

ॺ೙\࣯
 

࣯ ቁ (ݖ)݂| − |(ߞ)݂ ∙ |1 + ,ݖ〉 (ݖ)ߪଶ௦݀|〈ߞ

∫ |1 + ,ݖ〉  (ݖ)ߪଶ௦݀|〈ߞ
ॺ೙
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≤ sup
௭∈࣯

(ݖ)݂| − |(ߞ)݂ + 2‖݂‖ஶ
∫ |1 + ,ݖ〉  (ݖ)ߪଶ௦݀|〈ߞ

ॺ೙\࣯

∫ |1 + ,ݖ〉  (ݖ)ߪଶ௦݀|〈ߞ
ॺ೙

.      (5) 

Where ࣯ is any open neighborhood of ߞ in ॺ௡. By the continuity of ݂  at ߞ, the first term 
in (5) can be made arbitrarily small by choosing an appropriate ࣯. For such a ࣯, we 
may choose another open neighborhood ܹ of ߞ with ܹ ⊆ ࣯ such that 

sup{|1 + ,ݖ〉 :|〈ߞ ݖ ∈ ॺ௡\࣯} < inf{|1 + ,ݖ〉 :|〈ߞ ݖ ∈ ܹ} 
This shows that the second term in (5) converges to 0 as ݏ → ∞. The claim then follows.  

Using Proposition (4.1.14), we give a sufficient condition under which ܥఝ fails 
to be UAT. 
Proposition (4.1.15)[136]: Let ߮ be a non-identity analytic selfmap of ९௡ such that ܥఝ 
is bounded. Suppose that ߮ is continuous on ९ഥ௡ and there is a point ߞ ∈ ॺ௡ and a 
unimodular complex number ߣ so that 〈߮(ݖ), 〈ߞ = ,ݖ〉ߣ ݖ for all 〈ߞ ∈ ॺ௡ . Then ܥఝ is not 
UAT. 
Proof. Since ߮ is a non-identity map, Corollary (4.1.6) shows that ܥఝ is MSAT with 
asymptotic symbol zero. To prove that ܥఝ is not UAT, it suffices to show that ܥఝ is not 
UAT with asymptotic symbol zero. 

Let ݂(ݖ) = ,(ݖ)߮〉 ݖ for 〈ݖ ∈ ॺ௡. By the hypothesis, the function ݂ is continuous 
on ॺ௡ and ݂ (ߞ) = ,(ߞ)߮〉 〈ߞ = ,ߞ〉ߣ 〈ߞ = ݉ For any positive integer .ߣ , formula (3) gives 
Φ௠൫ܥఝ൯ = ௙ܶ೘ܥఝ. Since ߮ satisfies the hypothesis of Proposition (4.1.14) with ߟ =  ߞߣ
and ݂௠ is continuous at ߞ, we may apply Proposition (4.1.14) to conclude that 

ฮΦ௠൫ܥఝ൯ฮ = ฮ ௙ܶ೘ܥఝฮ ≥ |݂௠(ߞ)| = 1. 
This implies that ܥఝ is not UAT with asymptotic symbol zero, which is what we wished 
to prove.  

Our last result provides necessary and sufficient conditions for a class of 
composition operators to be UAT. 
Theorem (4.1.16)[136]: Let ߮(ݖ) = :ܣ where ݖܣ ℂ௡ → ℂ௡ is a non-identity linear map 
with ‖ܣ‖ ≤ 1. Then ܥఝ is UAT if and only if all eigenvalues of ܣ lie inside the open 
unit disk. 
Proof. Since ‖ܣ‖ ≤ 1, all eigenvalues of ܣ lie inside the closed unit disk. 

We first show that if ܣ has an eigenvalue ߣ with |ߣ| = 1, then ܥఝ is not UAT. Let 
ߞ ∈ ॺ௡ be an eigenvector of ܣ corresponding to ߣ. We claim that ܣ∗ =  In fact, we .ߞߣ̅
have 

ห൫ܣ∗ − หߞ൯ߣ̅
ଶ

= ଶ|ߞ∗ܣ| − 2ℜ〈ߞ∗ܣ, 〈ߞߣ̅ + ห̅ߞߣห
ଶ
 

                     = ଶ|ߞ∗ܣ| − 2ℜ〈ߞ, 〈ߞܣߣ̅ +  ଶ|ߞ|
                     = ଶ|ߞ∗ܣ| − 2ℜ〈ߞ, 〈ߞߣߣ̅ +  ଶ|ߞ|

= ଶ|ߞ∗ܣ| − 1 ≤ 0. 
This forces ߞ∗ܣ, ݖ as claimed. As a result, for ߞߣ̅ ∈ ॺ௡, we have 

,(ݖ)߮〉 〈ߞ = ,ݖܣ〉 〈ߞ = ,ݖ〉 〈ߞ∗ܣ = ,ݖ〉 〈ߞߣ̅ = ,ݖ〉ߣ  .〈ߞ
We then apply Proposition (4.1.15) to conclude that ܥఝ is not UAT. 
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We now show that if all eigenvalues of ܣ lie inside the open unit disk then ܥఝ is 
UAT. Put ݂(ݖ) = ,(ݖ)߮〉 〈ݖ = ,ݖܣ〉 ݖ for 〈ݖ ∈ ॺ௡. Since |ݖܣ| ≤ 1 and ݖܣ is not a 
unimodular multiple of ݖ, we see that |݂(ݖ)| < 1 for ݖ ∈ ॺ௡. 

Since ݂ is continuous and ॺ௡ is compact, we have ‖݂‖௅ಮ(ॺ೙) < 1. For any integer 
݉ ≥ 1, formula (3) gives 

ฮΦ௠൫ܥఝ൯ฮ = ฮ ௙ܶ೘ܥఝฮ ≤ ฮ ௙ܶ೘ ฮฮܥఝฮ ≤ ൫‖݂‖௅ಮ(ॺ೙)൯
௠

ฮܥఝฮ. 
Since ‖݂‖௅ಮ(ॺ೙) < 1, we conclude that lim

௠→ஶ
ฮΦ௠൫ܥఝ൯ฮ = 0. Therefore, ܥఝ is UAT 

with asymptotic symbol zero. 
Section (4.2): The Essential Commutants: 

A result of K. Davidson [156] from 1977, answering a question of R. Douglas, 
shows that the essential commutant ௔࣮

௘௖  of the set ௔࣮ = ൛ ௙ܶ; ݂ ∈ ஶ(ॻ)ൟܪ ⊂  ଶ(ॻ)൯ܪ൫ܤ
of all analytic Toeplitz operators on the Hardy space ܪଶ(ॻ) of the unit circle is given 
by 

௔࣮
௘௖ = ൛ ௙ܶ + ;ܭ ݂ ∈ ஶ(ॻ)ܪ + ܭ and (ॻ)ܥ ∈ ࣥ൫ܪଶ(ॻ)൯ൟ, 

Where ࣥ(ܪ) denotes the set of all compact operators on a given Hilbert space ܪ. It was 
observed by ܺ. Ding and S. Sun [161] that the result of Davidson remains true on the 
Hardy space ܪଶ(ॺ) of the unit sphere ॺ = ߲९௡ in dimension ݊ > 1 when the symbol 
algebra ܪஶ(ॻ) + ܵ is replaced by the closed subalgebra (ॻ)ܥ = ൛݂ ∈
;ஶ(ॺ)ܮ ௙ is compactൟܪ ⊂  ,ஶ(ॺ), that isܮ

௔࣮
௘௖ = ൛ ௙ܶ + ;ܭ ݂ ∈ ܵ and ܭ ∈ ࣥ൫ܪଶ(ॺ)൯ൟ. 

It is well known that ܪஶ(ॺ) + (ॺ)ܥ ⊊ ܵ is a proper subalgebra in every dimension ݊ >
1 (see [158]) and that therefore the higher dimensional version of Davidson’s result fails 
if the algebra Sis replaced by the smaller algebra ܪஶ(ॺ) +  .(ॺ)ܥ

In [160] the above results were extended to Toeplitz operators formed with 
respect to a quite general class of subnormal tuples on arbitrary Hilbert spaces 
containing, as a very particular case, Toeplitz operators on strictly pseudoconvex 
domains in ℂ௡ . 

Let ܣ ⊂ be a closed subalgebra of the Banach algebra of all ℂ (ܭ)ܥ −valued 
continuous functions on a compact subset ܭ ⊂ ℂ௡ such that A contains at least the 
polynomials. A subnormal tuple ܶ ∈ ܣ ௡ is called an(ܪ)ܤ −isometry [163] if the 
spectrum of the minimal normal extension ܷ ∈ ෡൯ܪ൫ܤ

௡
 of ܶ is contained in the Shilov 

boundary ஺߲ of ܣ and if ܣ is contained in the restriction algebra ℛ் of ܶ. In this setting 
concrete ܶ −Toeplitz operators are defined as compressions ௙ܶ = ுܲߖ௎(݂)|ு, where 
:௎ߖ (ߤ)ஶܮ → ஶܮ ෡൯ is theܪ൫ܤ −functional calculus of ܷ and ݂ ∈  while abstract ,(ߤ)ஶܮ
ܶ −Toeplitz operators are defined as those operators ܺ ∈  which satisfy the (ܪ)ܤ
Brown–Halmos condition 

ఏܶ
∗ܺ ఏܶ = ܺ  

for all ߤ −inner functions ߠ. 
By results of A. Athavale [152] and T. Itô [164] the ܣ(९௡) −isometries on a 

given Hilbert space. Hare the spherical isometries on ܪ, that is, the commuting tuples 
ܶ ∈ ∑ ௡ satisfying the identity(ܪ)ܤ ௜ܶ

∗
௜ܶଵஸ௜ஸ௡ = 1ு and the class of ܣ(॰௡)-isometries 

on ܪ is given by the commuting tuples of isometries on ܪ. For any strictly 
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pseudoconvex or symmetric domain ܦ ⊂ ℂ௡, the tuple ௭ܶ = ൫ ௭ܶభ , . . . , ௭ܶ೙൯ ∈
൯(ߪ)ଶܪ൫ܤ

௡
 on the Hardy space ܪଶ(ߪ) formed with respect to the canonical probability 

measure ߪ on the Shilov boundary of the domain algebra (ܦ)ܣ = {݂ ∈ ;(ഥܦ)ܥ ݂|஽ ∈
(ܦ)ܣ is an example of an {(ܦ)ܱ −isometry. Finally, every commuting tuple ܰ ∈
൯(ܰ)ߪ൫ܥ is a ܪ ௡ of normal operators on a Hilbert space(ܪ)ܤ −isometry. 

Under a suitable regularity condition on ܶ, which is satisfied in all the above 
examples and which is needed to apply results of Aleksandrov [150] on the existence of 
sufficiently many ߤ −inner functions, it follows that the set ࣮(ܶ) of abstract 
ܶ −Toeplitz operators is given by the compressions 

࣮(ܶ) = ுܲ(ܷ)ᇱ|ு 
of the operators in the commutant (ܷ)ᇱ = ܹ∗(ܷ)ᇱ of the von Neumann algebra 
generated by ܷ, while by the very definition, the concrete ܶ −Toeplitz operators are 
given by the compressions of all operators in ܹ∗(ܷ). 

It follows from results of ܤ. Prunaru [168] on families of spherical isometries that 
there is a completely positive unital projection ்ߔ: (ܪ)ܤ →  onto the set ࣮(ܶ) of (ܪ)ܤ
all abstract ܶ −Toeplitz operators [160]. In this note we give a much more direct and 
straightforward construction of Toeplitz projections ்ߔ . We use the properties of these 
projections to improve the main result of [160] on the essential commutant of analytic 
Toeplitz operators and to extend a number of classical results on Toeplitz operators to 
our general setting. 

After constructing Toeplitz projections, we show that every operator ܵ in the 
essential commutant of the analytic Toeplitz operators associated with an essentially 
normal regular ܣ −isometry ܶ ∈  ௡ is a compact perturbation of the Toeplitz(ܪ)ܤ
operator ்ߔ(ܵ). Thus we improve a corresponding result obtained in [160] under the 
additional condition that ܶ possesses no joint eigenvalues. We obtain complete 
characterizations of the essential commutant of essentially normal regular 
ܣ −isometries and give, as a direct application, a new proof of a classical theorem of 
Johnson and Parrot [165] on the essential commutant of abelian von Neumann algebras 
in the case of separable Hilbert spaces. We show that the Toeplitz projection associated 
with an arbitrary regular ܣ −isometry annihilates the compact operators if and only if ܶ  
possesses no joint eigenvalues. We conclude that the Toeplitz calculus associated with 
a regular ܣ −isometry ܶ with empty point spectrum satisfies the essential version of the 
Hartman–Wintner spectral inclusion theorem and that the semi-commutator ideal of 
Toeplitz algebras ࣮ ஻ generated by arbitrary symbol algebras Bnecessarily contains every 
compact operator in ஻࣮. 

Let ܶ ∈  that is, a ,ܪ ௡ be a subnormal tuple on a complex Hilbert space(ܪ)ܤ
commuting tuple that can be extended to a commuting tuple of normal operators on a 
larger Hilbert space. We denote by ܷ ∈ ෡൯ܪ൫ܤ

௡
 the minimal normal extension of ܶ 

which is unique up to unitary equivalence [155], and fix a scalar spectral measure ߤ for 
ܷ. The measure ߤ is a positive regular Borel measure on the normal spectrum ߪ௡(ܶ) =
 of ܶ. By the spectral theorem for normal tuples there is an isomorphism of von (ܷ)ߪ
Neumann algebras ߖ௎: (ߤ)ஶܮ → ܹ∗(ܷ) ⊂  ෡൯ extending the polynomial calculus ofܪ൫ܤ
ܷ. The restriction algebra 
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ℛ் = {݂ ∈ ;(ߤ)ஶܮ ܪ(݂)௎ߖ ⊂ {ܪ ⊂  (ߤ)ஶܮ
is a weak∗ closed subalgebra. For ݂ ∈ ܶ we define the ,(ߤ)ஶܮ −Toeplitz operator with 
symbol fas the compression 

௙ܶ = ுܲߖ௎(݂)|ு. 
Toeplitz operators of this form will be called concrete ܶ -Toeplitz operators in the sequel. 

Let ܣ ⊂  be a unital closed subalgebra of the Banach algebra of all (ܭ)ܥ
ℂ −valued continuous functions on a compact subset ܭ ⊂ ℂ௡ such that ܣ contains at 
least the co-ordinate functions. Then a subnormal tuple ܶ ∈  ௡ as above is called(ܪ)ܤ
an ܣ −isometry if ߪ௡(ܶ) is contained in the Shilov boundary ஺߲ of ܣ and ܣ|డಲ ⊂ ℛ். 
Here the Shilov boundary ஺߲ ⊂ ,is the smallest closed set such that ‖݂‖ஶ ܭ ܭ =
‖݂‖ஶ,డಲ for every ݂ ∈  of ܷ as a positive ߤ and we regard the scalar spectral measure ܣ
measure on ஺߲ via trivial extension. Since ℛ் ⊂  ,ܣ is weak∗ closed and contains (ߤ)ஶܮ
it also contains the dual algebra 

஺ܪ
ஶ(ߤ) = ∗௪ܣ̅ ⊂  .(ߤ)ஶܮ

The unimodular elements in ܪ஺
ஶ(ߤ), that is, the elements of the set 

ఓܫ = ߠ} ∈ ஺ܪ
ஶ(ߤ); |ߠ| = ߤ 1 − almost everywhere on ஺߲} 

will be called ߤ −inner functions. In [150] Aleksandrov gives a sufficient condition for 
஺ܪ

ஶ(ߤ) to contain a rich supply of ߤ −inner functions. The triple (ܣ, ,ܭ  is called (ߤ
regular in the sense of Aleksandrov if, for every function ߶ ∈ ߶ with (ܭ)ܥ > 0 on ܭ, 
there is a sequence (߶௞) of functions in ܣ with |߶௞| < ߶ on ܭ and lim

௞→ஶ
|߶௞| =

ߤ ߶ −almost everywhere on ܭ. It follows from the results of Aleksandrov that the 
regularity of the triple (ܣ, ,ܭ ఓܫ implies that the set (ߤ ⊂ ஺ܪ

ஶ(ߤ) of ߤ −inner functions 
generates ܮஶ(ߤ) as a von Neumann algebra, that is, ܮஶ(ߤ) = ܹ∗൫ܫఓ൯ (Corollary 2.5 in 
[159]). We call ܶ ∈ ܣ ௡ a regular(ܪ)ܤ −isometry if ܶ is an ܣ −isometry and the triple 
,ܣ) ,ܭ  is regular in the sense of Aleksandrov. It was observed by Aleksandrov [150] (ߤ
that, for every regular positive measure ߤ on the Shilov boundary of the domain algebra 
ܦ of a strictly pseudoconvex or symmetric domain (ܦ)ܣ ⊂ ℂ௡, the triple ((ܦ)ܣ, ,ഥܦ  (ߤ
is regular. 

Let ܶ ∈ ܣ ௡ be a regular(ܪ)ܤ −isometry with minimal normal extension ܷ ∈
෡൯ܪ൫ܤ

௡
 and scalar spectral measure ߤ ∈ )ାܯ ஺߲). Since ܮଵ(ߤ) is separable, its dual unit 

ball ܤ௅ಮ(ఓ) = ൛݂ ∈ ;(ߤ)ஶܮ ‖݂‖௅ಮ(ఓ) ≤ 1ൟ equipped with the relative weak∗ topology of 
(ߤ)ஶܮ =  ఓܫ ௅ಮ(ఓ) and its subsetܤ ᇱ is a compact metrizable space. Hence(ߤ)ଵܮ
consisting of all ߤ −inner functions are separable metrizable spaces in the relative weak∗ 
topology. For any countable weak∗ dense subset ܫ ⊂  ఓ, the von Neumann algebraܫ
generated by ܫ in ܮஶ(ߤ) satisfies 

(ܫ)∗ܹ = ܹ ∗൫ܫఓ൯ =  .(ߤ)ஶܮ
Let us fix any sequence (ߠ௞)௞ஹଵ in ܫఓ with the property that 

௞ߠ})∗ܹ ; ݇ ≥ 1}) =  .(ߤ)ஶܮ
For ݎ ≥ 0, the norm-closed ball ܤ௥ = ൛ܺ ∈ ;෡൯ܪ൫ܤ ܺ ≤  ൟ equipped with the relativeݎ
topology of the weak∗ topology of ܤ൫ܪ෡൯ is a compact Hausdorff space. For ܺ ∈  ,෡൯ܪ൫ܤ
the averages 
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Φ௎,௞(ܺ) =
1

݇௞ ෍ Ψ௎൫ߠ௞
௜ೖ ·. . .· ଵߠ

௜భ൯
∗
ܺΨ௎൫ߠଵ

௜భ ·. . .· ௞ߠ
௜ೖ ൯

ଵஸ௜భ ,...,௜ೖஸ௞

∈  ෡൯ܪ൫ܤ

form a sequence ቀΦ௎,௞(ܺ)ቁ
௞
 in ܤ‖௑‖. Since by Tychonoff’s theorem the topological 

product ∏ ௑‖௑∈஻(ு෡)‖ܤ  is compact and since convergence in the product topology is 
equivalent to component wise convergence, there is a subnet ൫Φ௎,௞ഀ൯

ఈ
 of the sequence 

൫Φ௎,௞൯௞ such that the weak∗ limits 
Φ௎(ܺ) = ∗ݓ − lim

ఈ
Φ௎,௞ഀ

(ܺ) ∈  ෡൯ܪ൫ܤ

exist simultaneously for every ܺ ∈ -෡൯. Each choice of such a subnet yields a wellܪ൫ܤ
defined map Φ௎: ෡൯ܪ൫ܤ →  .෡൯ with the properties that will be deduced in the sequelܪ൫ܤ
Theorem (4.2.1)[149]: The mapping 

Φ௎: ෡൯ܪ൫ܤ → ,෡൯ܪ൫ܤ ܺ ⟼ Φ௎(ܺ) 
constructed above is a completely positive unital projection with 

ran(Φ௎) = (ܷ)ᇱ. 
Proof. Obviously, the mappings 

Φ௎,௞: ෡൯ܪ൫ܤ → ,෡൯ܪ൫ܤ ܺ ⟼ Φ௎,௞(ܺ) 
are completely positive and unital. Since, for each ܰ ∈ ℕ, weak∗ convergence for a net 
in ܤ൫ܪ෡ே൯ identified with the space ܯ ቀܰ, ܰ ෡൯ቁ of allܪ൫ܤ × ܰ matrices over ܤ൫ܪ෡൯ is 
equivalent to coefficient wise weak∗ convergence in ܤ൫ܪ෡൯ and since the set of all 
positive operators on a Hilbert space is weak∗ closed, it follows that 

Φ௎(ܺ) = ෡൯ܪ൫ܤ → ܺ     ,෡൯ܪ൫ܤ ⟼ ∗ݓ − lim
ఈ

Φ௎,௞ഀ
(ܺ) 

is completely positive and unital. By construction the mappings Φ௎,௞ , and hence also 
Φ௎ , act as the identity operator on the commutant (ܷ)ᇱ = ܹ∗(ܷ)ᇱ. To complete the 
proof, it suffices to show that ran(Φ௎) ⊂ (ܷ)ᇱ. 

For 1 ≤ ݆ ≤ ݇ and ݅ = ൫݅ଵ, . . . , ௝݅ିଵ, ௝݅ାଵ, . . . , ݅௞൯ ∈ {1, . . . , ݇}௞ିଵ, we use the 
abbreviation 

ܴ௜௝ = ௎ߖ ൮ෑ ఔߠ
௜ഌ

௞

ఔୀଵ
ఔஷ௝

൲. 

Note that, for ܺ ∈ ,෡൯ܪ൫ܤ ݇ ≥ 1 and 1 ≤ ݆ ≤ ݇, the estimates 
  ฮߖ௎൫ߠ௝൯Φ௎,௞(ܺ)ߖ௎൫ߠ௝൯ − Φ௎,௞(ܺ)ฮ 

≤
1

݇௞ ቱ෍ ܴ௜௝
∗

௜

൮෍ ௎ߖ

௞

ఓୀଵ

ቀߠ௝
ఓାଵ

ቁ ௝ߠ௎൫ߖܺ
ఓାଵ൯ − ෍ ௎ߖ

௞

ఓୀଵ

ቀߠ௝
ఓ

ቁ ௝ߠ௎൫ߖܺ
ఓ൯൲ ܴ௜௝ቱ 

               ≤
݇௞ିଵ

݇௞ 2‖ܺ‖ =
2‖ܺ‖

݇  

hold. Hence for ݆ ≥ 1 and ܺ ∈  ෡൯, we obtainܪ൫ܤ
௝൯ߠ௎൫ߖ(ܺ)௝൯Φ௎ߠ௎൫ߖ = ݓ ∗ − lim

ఈ
௝൯Φ௎,௞ഀߠ௎൫ߖ

௝൯ߠ௎൫ߖ(ܺ) = Φ௎(ܺ), 
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or equivalently, Φ௎(ܺ)ߖ௎൫ߠ௝൯ =  ௝൯Φ௎(ܺ). It follows thatߠ௎൫ߖ
Φ௎(ܺ) ∈ ܹ∗൫൛ߖ௎൫ߠ௝൯; ݆ ≥ 1ൟ൯

ᇱ
= ܹ∗(ܷ)ᇱ = (ܷ)ᇱ 

for all ܺ ∈  .෡൯. This observation completes the proofܪ൫ܤ
A projection onto the space of all Toeplitz operators on the Hardy space of the 

unit circle was constructed by Arveson in [151] using a generalized limit argument. In 
[168] Prunaru used invariant means to construct a completely positive unital projection 
onto the set of Toeplitz operators associated with a commuting family of spherical 
isometries. In our setting, a projection onto the set of all abstract ܶ −Toeplitz operators 
is obtained by compressing Φ௎ to ܪ. 

For ܺ ∈ we denote by ෨ܺ ,(ܪ)ܤ = ܺ ⊕ 0 ∈  ෡. Thenܪ ෡൯ its trivial extension toܪ൫ܤ
for ݇ ≥ 1 and ܺ ∈  the operators ,(ܪ)ܤ

Φ்,௞(ܺ) =
1

݇௞ ෍
ఏܶೖ

೔ೖ ·...·ఏభ
೔భ

∗ ܺܶ
ఏభ

೔భ ·...·ఏೖ
೔ೖ

ଵஸ௜భ ,...,௜ೖஸ௞

∈  (ܪ)ܤ

are the compressions of the corresponding operators Φ௎,௞(ܺ), that is, 
Φ்,௞(ܺ) = ுܲΦ௎,௞൫ ෨ܺ൯|ு൫݇ ≥ 1, ܺ ∈  .൯(ܪ)ܤ

As before we denote by ܫఓ the set of all μ-inner functions ߠ in ܪ஺
ஶ(ߤ) and write 

࣮(ܶ) = ൛ܺ ∈ ;(ܪ)ܤ ఏܶ
∗ܺ ఏܶ = ܺ for all ߠ ∈  ఓൟܫ

for the set of all abstract ܶ −Toeplitz operators on ܪ. 
Corollary (4.2.2)[149]: The mapping 

Φ் : (ܪ)ܤ → ,(ܪ)ܤ ܺ ⟼ Φ்(ܺ) = ∗ݓ − lim
ఈ

Φ்,௞ഀ
(ܺ)  = ுܲΦ௎൫ ෨ܺ൯|ு 

is a well-defined completely positive unital projection with 
ran(Φ்) = ࣮(ܶ). 

Proof. Since the compression mapping ܤ൫ܪ෡൯ → ,(ܪ)ܤ ܺ ⟼ ுܲܺ|ு, is weak∗ 
continuous, completely positive and unital, it follows that 

∗ݓ − lim
ఈ

Φ்,௞ഀ
(ܺ)  = ுܲΦ௎൫ ෨ܺ൯|ு 

for ܺ ∈ :and that the map Φ் (ܪ)ܤ (ܪ)ܤ → ,(ܪ)ܤ ܺ ⟼ ுܲΦ௎൫ ෨ܺ൯|ு, is completely 
positive and unital. Since Φ்,௞ഀ

(ܺ) = ܺ for each abstract ܶ −Toeplitz operator ܺ ∈
࣮(ܶ) and every ݇ ≥ 1, it follows that Φ்(ܺ) = ܺ for ܺ ∈ ࣮(ܶ). Using Theorem 
(4.2.1), we obtain that 

ఏܶ
∗Φ்(ܺ) ఏܶ = ுܲߖ௎(ߠ)∗

ுܲΦ௎൫ ෨ܺ൯ߖ௎(ߠ)|ு          
                  = ுܲߖ௎(ߠ)∗Φ௎൫ ෨ܺ൯ߖ௎(ߠ)|ு = ுܲΦ௎൫ ෨ܺ൯|ு = Φ்(ܺ) 

for every operator ܺ ∈ ߤ and each (ܪ)ܤ −inner function ߠ ∈ ఓ. Hence ran(Φ்)ܫ =
࣮(ܶ), and the proof is complete. 

As a direct application of Theorem (4.2.1) and Corollary (4.2.2) we obtain a 
natural description of the abstract ܶ −Toeplitz operators. 
Corollary (4.2.3)[149]: Let ܶ ∈ ܣ ௡ be a regular(ܪ)ܤ −isometry with minimal normal 
extension ܷ ∈ ෡൯௡ܪ൫ܤ . Then we have 

࣮(ܶ) = ுܲ(ܷ)ᇱ|ு. 
Proof. By Corollary (4.2.2) and Theorem (4.2.1) we have ࣮(ܶ) ⊂ ுܲ(ܷ)ᇱ|ு. 
Conversely, if ܺ ∈ (ܷ)ᇱ and ߠ ∈ ߤ ఓ is aܫ −inner function, then 
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ఏܶ
∗( ுܲܺ|ு) ఏܶ = ுܲߖ௎(ߠ)∗

ுܲܺߖ௎(ߠ)|ு = ுܲߖ௎(ߠ)∗ܺߖ௎(ߠ)|ு = ுܲܺ|ு. 
Hence also the reverse inclusion ுܲ(ܷ)ᇱ|ு ⊂ ࣮(ܶ) holds. 

Let Φ௎ and Φ் be defined as above. Then 
:ොߨ (ܪ)ܤ → ,෡൯ܪ൫ܤ ܺ ⟼ Φ௎൫ ෨ܺ൯ 

defines a completely positive linear mapping with Φ்(ܺ) = ுܲߨො(ܺ)|ு for all ܺ ∈
(ොߨ)and ran (ܪ)ܤ ⊂ (ܷ)ᇱ. To see that equality holds here, we need some more 
preparations. Note that 

௎ܫ = ఓ൯ܫ௎൫ߖ ⊂ ܹ∗(ܷ) 
defines an abelian semigroup of unitary operators with ܹ∗(ܫ௎) = ܹ∗(ܷ). The mini-
mality of ܷ as a normal extension of ܶ implies that 

෡ܪ = ሧ(ܸ∗ܪ;  ܸ ∈  .(௎ܫ
To see this it suffices to observe that the space on the right-hand side is invariant under 
(௎ܫ)∗ܹ = ܹ∗(ܷ). 
Corollary (4.2.4)[149]: The compression mapping 

߷: (ܷ)ᇱ → ࣮(ܶ), ܺ ⟼ ுܲܺ|ு 
defines a completely isometric linear isomorphism with inverse given by 

࣮(ܶ) → (ܷ)ᇱ, ܺ ⟼  .(ܺ)ොߨ
Proof. We know from Corollary (4.2.3) that ߷ is well-defined and surjective. As a 
compression mapping is completely contractive. Since 

〈ܸܺ∗ℎ, ܹ∗݇〉 = 〈߷(ܺ)ܹℎ, ܸ݇〉 
for all ܺ ∈ (ܷ)ᇱ, ܸ, ܹ ∈ ,and ℎ ܷܫ ݇ ∈  the remarks preceding the corollary imply that ,ܪ
߷ is injective. The observation that 

߷൫ߨො(ܺ)൯ = Φ்(ܺ) = ܺ 
for all ܺ ∈ ࣮(ܶ) shows that ࣮(ܶ) → (ܷ)ᇱ, ܺ ⟼  ො(ܺ), defines the inverse of theߨ
bijection ߷: (ܷ)ᇱ → ࣮(ܶ). Since also ߨො is completely contractive as a composition of 
completely contractive mappings, it follows that ߷ is completely isometric. 

The restriction of ߨො: (ܪ)ܤ →  ൫࣮(ܶ)൯ generated by all∗ܥ algebra-∗ܥ ෡൯ to theܪ൫ܤ
abstract ܶ −Toeplitz operators is even a ܥ∗-algebra homomorphism. 
Theorem (4.2.5)[149]: The restriction 

ߨ = ൫࣮ (ܶ)൯∗ܥ :ො|஼∗൫࣮(்)൯ߨ →  ෡൯ܪ൫ܤ
is the minimal Stinespring dilation of the completely positive unital projection 

൫࣮(ܶ)൯∗ܥ → ܺ      ,൫࣮(ܶ)൯∗ܥ ⟼ Φ்(ܺ). 
For ܺ ∈ ܻ and (ܪ)ܤ ∈  ൫࣮(ܶ)൯, we have∗ܥ

(ܻܺ)ොߨ =  .(ܻ)ොߨ(ܺ)ොߨ
Proof. We know that ߨො: (ܪ)ܤ →  are completely ,ߨ ෡൯, and hence also its restrictionܪ൫ܤ
positive maps. To prove that ߨ is a homomorphism of C∗-algebras, it suffices to check 
its multiplicativity. Fix operators ܺ ∈ ܻ and (ܪ)ܤ ∈ ࣮(ܶ). Since ran(ߨො) ⊂ ܹ∗(ܷ)ᇱ, it 
follows that 

,ො(ܻܺ)ܸ∗ℎߨ〉 ݇〉 = lim
ఈ

〈ܸ∗Φ௎,௞ഀ
(ܻܺ)ℎ, ݇〉 

for ܸ ∈ ௎ and ℎܫ ∈ ,ܪ ݇ ∈ ܻ ෡. Applying Corollary (4.2.4) to the operatorܪ ∈ ࣮(ܶ), we 
obtain the identity 

෪ܻܺ∗(ߠ)௎ߖ ℎ(ߠ)௎ߖ  = ܺ∗(ߠ)௎ߖ ுܲߖ௎(ߠ)ߨො(ܻ)ℎ 
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for ߠ ∈ ఓ and ℎܫ ∈ (ܺ)ොߨ Using the definition of .ܪ = Φ௎൫ ෨ܺ൯, we find that 
,ො(ܻܺ)ܸ∗ℎߨ〉 ݇〉 = ,ො(ܻ)ℎߨ(ܺ)ොߨ∗ܸ〉 ݇〉 = ,ො(ܻ)ܸ∗ℎߨ(ܺ)ොߨ〉 ݇〉 

for ܸ ∈ ௎ and ℎܫ ∈ ,ܪ ݇ ∈  ෡. By the remarks preceding Corollary (4.2.4) it follows thatܪ
(ܻܺ)ොߨ =  .(ܻ)ොߨ(ܺ)ොߨ

Inductively one obtains that 
)ොߨ ଵܺ · . . .· ௥ܺ) = )ොߨ ଵܺ) · . . .· )ොߨ  ௥ܺ) 

holds for any finite number of operators ଵܺ, . . . , ௥ܺ ∈ ࣮(ܶ). Since ܥ∗൫࣮(ܶ)൯ is the 
norm-closed linear span of products of this type and since ߨො is norm-continuous, the 
multiplicativity of ߨ = ො|஼ߨ ∗൫࣮(்)൯ follows. 

Using the definition of ߨ(1ு) = Φ௎(1ு ⊕ 0ு఼), one easily finds that ߨ(1ு) acts 
as the identity operator on ܪ. Since 

ℎ∗ܸ(1ு)ߨ = ℎ(1ு)ߨ∗ܸ = ܸ∗ℎ 
for all ܸ ∈ ௎ and ℎܫ ∈ (1ு)ߨ it follows that ,ܪ = 1ு෡ . As an application of Corollary 
(4.2.4) one obtains that ߨ൫ ௙ܶ൯ = ݂ ௎(݂) for allߖ ∈  ܷ Hence the minimality of .(ߤ)ஶܮ
implies that ߨ is the minimal Stinespring dilation of Φ்|஼∗൫࣮(்)൯. To see that ߨො possesses 
the additional multiplicativity property claimed in the theorem, it suffices to observe 
that 

ܺ)ොߨ ଵܻ · · · ௥ܻ) = )ොߨ(ܺ)ොߨ ଵܻ) · · · )ොߨ ௥ܻ) = )ොߨ(ܺ)ොߨ ଵܻ · · · ௥ܻ) 
for ܺ ∈ ,(ܪ)ܤ ଵܻ, . . . , ௥ܻ ∈ ࣮(ܶ), and to use the norm-continuity of ߨො. 

For ܻ ∈ (ܷ)ᇱ, we define the Toeplitz operator ௒ܶ ∈ ࣮(ܶ) with symbol ܻ as the 
compression ௒ܶ = ுܻܲ|ு. In the particular case that ܻ = ݂ ௎(݂) withߖ ∈  we (ߤ)ஶܮ
obtain that ௒ܶ = ௙ܶ is the Toeplitz operator with symbol ݂. 
Corollary (4.2.6)[149] : Let ܶ ∈ ܣ ௡ be a regular(ܪ)ܤ −isometry with minimal normal 
extension ܷ ∈ ෡൯ܪ൫ܤ

௡
 and scalar spectral measure ߤ ∈ )ାܯ ஺߲). Let Φ்: (ܪ)ܤ →  (ܪ)ܤ

and ߨ: ൫࣮(ܶ)൯∗ܥ →  .෡൯ be defined as beforeܪ൫ܤ
(a) For ܺ ∈ ࣮(ܶ), the operator ߨ(ܺ) is the unique element in (ܷ)ᇱ with ܺ = గܶ(௑). 

For ܻ ∈ (ܷ)ᇱ, we have ߨ( ௒ܶ) = ܻ. 
(b) For ܻ ∈ (ܷ)ᇱ and ݂ ∈  we have ,(ߤ)ஶܮ

‖ ௒ܶ‖ = ‖ܻ‖  and  ฮ ௙ܶฮ = ‖݂‖௅ಮ(ఓ) . 
(c) For ௜ܻ௝ ∈ (ܷ)ᇱ, 1 ≤ ݅ ≤ ,ݎ 1 ≤ ݆ ≤  we have ,ݏ

Φ் ቌ෍ ෍ ௒ܶ೔ೕ

௦

௝ୀଵ

௥

௜ୀଵ

ቍ = ܶ∑ ∑ ௒೔ೕ
ೞ
ೕసభ

ೝ
೔సభ

. 

Proof. Part (a) and part (b) follow immediately from Corollary (4.2.4). Since by 
Theorem (4.2.5) the restriction ߨ =  ො|஼∗൫࣮(்)൯ is a C∗-algebra homomorphism, weߨ
obtain that 

Φ் ቌ෍ ෍ ௒ܶ೔ೕ

௦

௝ୀଵ

௥

௜ୀଵ

ቍ = ுܲ ቌ෍ ෍ ߨ ቀ ௒ܶ೔ೕቁ
௦

௝ୀଵ

௥

௜ୀଵ

ቍ |ு = ܶ∑ ∑ ௒೔ೕ
ೞ
ೕసభ

ೝ
೔సభ

 

for ௜ܻ௝ ∈ (ܷ)ᇱ as in part (c). 
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Since the ܥ∗-algebra ܥ∗൫࣮(ܶ)൯ is the norm-closure of the set of all finite sums of 
finite products of Toeplitz operators of the form ܶ ௒ with ܻ ∈ (ܷ)ᇱ,  part (c) of Corollary 
(4.2.6) shows in particular that the action of any Toeplitz projection Φ்: (ܪ)ܤ →  (ܪ)ܤ
defined as above is uniquely determined by ܶ on the Toeplitz ܥ∗-algebra ܥ∗൫࣮(ܶ)൯. 

If ܹ∗(ܷ) is a maximal abelian ܹ∗ −algebra, or equivalently, ܹ∗(ܷ)  =
ܹ∗(ܷ)ᇱ, then the abstract and concrete Toeplitz operators coincide, that is, 

࣮(ܶ) = ൛ ௙ܶ; ݂ ∈  .ൟ(ߤ)ஶܮ
This can be seen as a generalization of the classical Brown–Halmos characterization 
[152] of the Toeplitz operators on ܪଶ(ॻ). 

 Let ܶ ∈ ܣ ௡ be a regular(ܪ)ܤ −isometry with minimal normal extension ܷ ∈
ߤ ෡൯௡ and scalar spectral measureܪ൫ܤ ∈ )ାܯ ஺߲). Throughout the rest of this paper we 
denote by Φ்: (ܪ)ܤ  →  a Toeplitz projection defined. Recall that Φ் is the (ܪ)ܤ
compression 

Φ்(ܺ) = ுܲΦ௎൫ ෨ܺ൯|ு൫ܺ ∈  ൯(ܪ)ܤ
of a projection Φ௎: ෡൯ܪ൫ܤ → ෡൯ with ran(Φ௎)ܪ൫ܤ = (ܷ)ᇱ and that 

:ߨ :൫࣮(ܶ)൯∗ܥ → ,෡൯ܪ൫ܤ  ܺ ⟼ Φ௎൫ ෨ܺ൯ 
is the minimal Stinespring dilation of the completely positive and unital mapping 
Φ்|஼∗൫࣮(்)൯. We denote by 

௔࣮(ܶ) = ൛ ௙ܶ; ݂ ∈ ஺ܪ
ஶ(ߤ)ൟ ⊂  (ܪ)ܤ

the weak∗ closed subalgebra consisting of all analytic Toeplitz operators. We calculate 
the essential commutant ௔࣮(ܶ)௘௖ of the set of all analytic Toeplitz operators. 
Lemma (4.2.7)[149]: Suppose that ܯ ⊂  .(ܶ)࣮ is a closed reducing subspace for ܪ
Then 

Φ்(ܺ) = Φ்( ெܲܺ|ெ) ⊕ (ܲெ఼ܺ|ெ఼ )  
for every operator ܺ ∈  .(ܪ)ܤ
Proof. We denote by ܯ the set of all operators ܺ ∈ ܯܺ with the property that (ܪ)ܤ ⊂
ୄܯܺ and ୄܯ ⊂ ܺ Fix an operator .ܯ ∈ Then ఏܶ .ܯ

∗ܺ ఏܶ ∈  inner functions-ߤ for all ܯ
ߠ ∈ (ܺ)ఓ and hence also Φ்ܫ ∈  On the other hand, the space .(see Corollary (4.2.4)) ܯ
(ܺ)is reducing for the operator Φ் ܯ ∈ ࣮(ܶ). Therefore Φ்(ܺ) = 0 and the assertion 
follows. 

Let ܵ ∈ ௔࣮(ܶ)௘௖ be arbitrary. It follows from Corollary (4.2.4) that ௌܻ =  ො(ܵ) isߨ
the unique operator in (ܷ)ᇱ with Φ்(ܵ) = ுܲ ௌܻ|ு. Our aim is to show that, under 
suitable conditions on ܶ, the operator Sis a compact perturbation of an abstract 
ܶ −Toeplitz operator. Since Φ்(ܵ) ∈ ࣮(ܶ), it suffices to show that 

ܵ − Φ்(ܵ) ∈  .(ܪ)ܭ
To prove this, we shall use the map 

:ܨ (ߤ)ஶܮ → ݂      ,(ܪ)ܤ ⟼ ௙ܶܵ − ுܲ൫ ௌܻߖ௎(݂)൯|ு. 
Note first that ܵ − Φ்(ܵ) =  and that (1)ܨ

(݂)ܨ = ௙ܶܵ − Φ்(ܵ) ௙ܶ 
for every function ݂ ∈ ஺ܪ

ஶ(ߤ). It clearly suffices to find conditions which ensure that 
the whole image of ܨ consists of compact operators. Since ܨ is continuous linear, we 
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only need to show that ܨ maps the characteristic function ߯ఠ of each Borel set ߱ ⊂ ஺߲ 
into (ܪ)ܭ. We begin with a very modest first step. 
Lemma (4.2.8)[149]: For every point ݖ ∈ ஺߲, the operator ܨ൫߯{௭}൯ is compact. 
Proof. We may suppose that ({ݖ})ߤ > 0, since otherwise ܨ൫߯{௭}൯ = 0. As shown in 
[159, Proposition 2.3] the regularity of ܶ  implies that ߯{௭} ∈ ஺ܪ

ஶ(ߤ). Exactly as in [159], 
it follows that the eigenspace ܪ௭ of ܶ associated with the joint eigenvalue ݖ coincides 
with the eigenspace of ܷ associated with ݖ, that is, 

ሩ ker(ݖ௜ − ௜ܶ)
௡

௜ୀଵ

= ሩ ker(ݖ௜ − ௜ܷ)
௡

௜ୀଵ

 

and that ܲ ௭ = Φ௎൫߯{௭}൯|ு ∈ ௭ܪ ௭. The spaceܪ is the orthogonal projection onto (ܪ)ܤ =
௭ܲܪ is reducing for ࣮(ܶ), since 

( ுܲܺ|ு) ௭ܲ = ுܲߖ௎൫߯{௭}൯ ுܲܺ|ு = ௭ܲ( ுܲܺ|ு) 
for all ܺ ∈ (ܷ)ᇱ. Let ܵ = ൫ ௜ܵ௝൯

௜,௝ୀଵ,ଶ
 be the matrix representation of ܵ with respect to 

the decomposition ܪ = ܪ) ⊖ (௭ܪ ⊕ ௭. Since ௭ܲܪ = ఞܶ{೥} ∈ ௔࣮(ܶ), it follows that 
ܵ ௭ܲ − ௭ܲܵ ∈ ܵ or equivalently, that ,(ܪ)ܭ ଵଶ and ଶܵଵ are compact. Using Lemma (4.2.7) 
and passing to the equivalence classes in the Calk in algebra, we find that 

൫߯{௭}൯൧ܨൣ = [ ௭ܲ( ଵܵଵ ⊕ ܵଶଶ) − Φ்(ܵ) ௭ܲ] = [ ௭ܲ(0 ⊕ ଶܵଶ) − Φ்( ଵܵଵ ⊕ ଶܵଶ) ௭ܲ]. 
For each ߤ −inner function ߠ ∈ ఓܫ , we have 

( ఏܶ
∗( ଵܵଵ ⊕ ଶܵଶ) ఏܶ)|ு೥ = ( ఏܶ

∗ܵଶଶ ఏܶ)|ு೥ = ܵଶଶ. 
Hence the definition of Φ் implies that Φ்( ଵܵଵ ⊕ ଶܵଶ)|ு೥ = ଶܵଶ. But then 

௭ܲ(0 ⊕ ଶܵଶ) − Φ்( ଵܵଵ ⊕ ܵଶଶ) ௭ܲ = 0 and therefore ܨ൫߯{௭}൯ is compact. 
Let us suppose in addition that ܶ is essentially normal. Then it follows from 

Lemma 3.9 (c) in [160] that all operators in the image of the map 
:ܨ (ߤ)ஶܮ → ,(ܪ)ܤ ݂ ⟼ ௙ܶܵ − ுܲ൫ ௌܻߖ௎(݂)൯|ு 

belong to the essential commutant (ܶ)௘௖  of ܶ. Hence we can apply the following 
consequence of the Allan-Douglas localization principle to every operator in ran(ܨ). 
Proposition (4.2.9)[149]: Suppose that the regular ܣ −isometry ܶ ∈  ௡ is(ܪ)ܤ
essentially normal. Then for every operator ܺ ∈ (ܶ)௘௖ , we have 

‖ܺ‖௘ = sup
௭∈డಲ

inf ቄฮ ௙ܶܺฮ
௘

; ݂ ∈ )ܥ ஺߲) with ݂(ݖ) = 1ቅ. 

Proof. By Lemma 3.9 (c) and Lemma (4.2.7) in [160], the essential normality of ܶ  yields 
that ࣞ = (ܶ)௘௖ is a C∗-algebra containing ࣮(ܶ) ∪  algebra-∗ܥ that the ,(ܪ)ܭ

ܣ = ቀܥ∗൫൛ ௙ܶ; ݂ ∈ )ܥ ஺߲)ൟ൯ + ቁ(ܪ)ܭ  (ܪ)ܭ/
is contained in the center of the ܥ∗-algebra ࣮ =  and that the mapping (ܪ)ܭ/ܦ
߬: )ܥ ஺߲) → ,ܣ ݂ ⟼ ൣ ௙ܶ൧, is a surjective ܥ∗-algebra homomorphism. Hence, for each 
functional ߣ ∈ (ߣ)ݖ there is a unique point ,ܣ ஺ in the character space of߂ ∈ ஺߲ with 

൫ൣߣ ௙ܶ൧൯ = ݂൫(ߣ)ݖ൯൫݂ ∈ )ܥ ஺߲)൯. 
For ߣ ∈ ݖ ஺ and߂ ∈ ஺߲, let ܫఒ ⊂ ࣮ be the closed ideal generated by all elements ൣ ௙ܶ൧ 
where ݂ ∈ )ܥ ஺߲) and ߣ൫ൣ ௙ܶ൧൯ = 0, and let ܫ௭ ⊂ ࣮ be the closed ideal generated by all 



119 

elements ൣ ௙ܶ൧ such that ݂ ∈ )ܥ ஺߲) satisfies ݂(ݖ) = 0. Then ܫఒ = ߣ ௭(ఒ) for allܫ ∈  ,஺߂
and the Allan-Douglas localization principle (Theorem 7.47 in [162]) implies that 

‖ܺ‖௘ = sup
ఒ∈௱ಲ

‖[ܺ] + ఒ‖࣮/ூഊܫ ≤ sup
௭∈డಲ

‖[ܺ] +  ௭‖࣮/ூ೥ܫ

for every ܺ ∈ (ܶ)௘௖ . But for ܺ ∈ (ܶ)௘௖ and ݂ ∈ )ܥ ஺߲) with ݂(ݖ) = 1, the estimate 
‖[ܺ] + ௭‖࣮/ூ೥ܫ = ฮൣ ௙ܶܺ൧ + ௭ฮܫ

࣮/ூ೥
≤ ฮ ௙ܶܺฮ

௘
 

holds. This observation completes the proof. 
An application of the dominated convergence theorem (Lemma 3.4 in [160]) 

shows that the mapping 
:ܨ (ߤ)ஶܮ → ,(ܪ)ܤ ݂ ⟼ ௙ܶܵ − ுܲ൫ ௌܻߖ௎(݂)൯|ு 

is point wise boundedly SOT-continuous, that is, for every bounded sequence ( ௞݂)௞ in 
ߤ converging point wise (ߤ)ஶܮ −almost everywhere to some function ݂ ∈  it ,(ߤ)ஶܮ
follows that ܨ(݂) = lim

௞→ஶ
)ܨ ௞݂) in the strong operator topology. 

Corollary (4.2.10)[149]: Suppose that the regular ܣ −isometry ܶ ∈  ௡ is(ܪ)ܤ
essentially normal. For a given operator ܵ ∈ ௔ܶ(ܶ)௘௖, let ܨ: (ߤ)ஶܮ →  be defined (ܪ)ܤ
as above. If ܨ൫ܮஶ(ߤ)൯ ⊈ ) then there is a sequence ,(ܪ)ܭ ௞݂)௞  of continuous functions 

௞݂ ∈ )ܥ ஺߲, [0, 1]) with pairwise disjoint supports such that 
inf
௞ஹଵ

)ܨ‖ ௞݂)‖ > 0. 

Proof. Suppose that ܨ൫ܮஶ(ߤ)൯ ⊈  Since every bounded measurable function can .(ܪ)ܭ
be approximated uniformly by linear combinations of characteristic functions of Borel 
sets, we can choose a characteristic function ߯ of some Borel set in ஺߲ such that ߷ =
‖ி(ఞ)‖೐

ଶ
> 0. By Proposition (4.2.9) there is a point ݖ ∈ ஺߲ with 

௘‖(݂߯)ܨ‖ = ฮ ௙ܶܨ(߯)ฮ
௘

> ߷ 
for all ݂ ∈ )ܥ ஺߲) with ݂(ݖ) = 1. Here the first equality follows from Lemma 3.9 (c) in 
[160]. Let ݇ ≥ 0 be an integer. Suppose that ݃ଵ, . . . , ݃௞ ∈ )ܥ ஺߲, [0, 1]) are functions 
with pairwise disjoint supports such that ฮܨ(݃௝߯)ฮ > ߷ and ݖ ∉ supp൫݃௝൯ for ݆ =
0, . . . , ݇. Choose a function ݂ ∈ )ܥ ஺߲ , [0, 1]) with ݂(ݖ) = 1 and supp(݂) ∩
supp൫݃௝൯ = ∅ for all ݆ = 0, . . . , ݇. Let ൫ߠ௝൯

௝
 be a sequence of functions in ܥ( ஺߲, [0, 1]) 

with ݖ ∉ supp൫ߠ௝൯ for all ݆ such that ߠ௝(ݓ) → 1 as ݆ → ∞ for every point ݓ ∈ ஺߲\{ݖ}. 
Since ܨ is point wise boundedly SOT-continuous, it follows that 

൫߯{௭}೎݂߯൯ܨ = SOT − lim
௝→ஶ

 .௝݂߯൯ߠ൫ܨ

As an application of Lemma (4.2.8), we obtain that 
ฮܨ൫߯{௭}೎݂߯൯ฮ  ≥ ௘‖(݂߯)ܨ‖ > ߷. 

Hence there is an integer ݆ ≥ 1 such that ฮܨ(ߠ௝݂߯)ฮ > ߷. 
Inductively one obtains a sequence of functions ݃௞ ∈ )ܥ ஺߲, [0, 1]) with pairwise 

disjoint supports and ‖ܨ(݃௞߯)‖ > ߷ for all ݆. In the inductive step, one can define 
݃௞ାଵ =  ௝ as above. A standard application of Lusin’s theoremߠ ௝݂ with ݂ andߠ
(Theorem 7.4.3 and Proposition 3.1.2 in [154]) shows that there is a sequence ൫ℎ௝൯

௝
 in 

)ܥ ஺߲, [0, 1]) such that ℎ௝ → ߯ for ݆ → ߤ ∞ −almost everywhere. Since 
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(௞߯݃)ܨ = SOT − lim
௝→ஶ

൫݃௞ℎ௝൯ܨ (݇ ≥ 1), 

for each ݇ ≥ 1, there is an index ݆௞ ≥ 1 with ฮܨ(݃௞ℎ௝௞)ฮ > ߷. But then the resulting 
functions ௞݂ = ݃௞ℎ௝௞  have all the required properties. 

After these preparations we are able to prove the main result. 
Theorem (4.2.11)[149]: Let ܶ ∈ ܣ ௡ be an essentially normal regular(ܪ)ܤ −isometry. 
Then for every operator ܵ ∈ ௔ܶ(ܶ)௘௖ , we have 

ܵ − Φ்(ܵ) ∈  .(ܪ)ܭ
Proof. Let ܨ: (ߤ)ஶܮ → ,(ܪ)ܤ ݂ ⟼ ௙ܶܵ − ுܲ൫ ௌܻߖ௎(݂)൯|ு, be the map considered 
above. Since ܵ − Φ்(ܵ) = ൯(ߤ)ஶܮ൫ܨ it suffices to show that ,(1)ܨ ⊂  Let us .(ܪ)ܭ
assume that this inclusion does not hold. Then by Corollary (4.2.10) there are a positive 
real number ߷ > 0 and a sequence of functions ݂ ௞ ∈ )ܥ ஺߲, [0, 1]) with pairwise disjoint 
supports ܣ௞ = supp( ௞݂) such that ‖ܨ( ௞݂)‖ > ߷ for all ݇ ≥ 1. 

Exactly as in the proof of Theorem 4.6 in [160], one can use the regularity of ܶ 
to replace ( ௞݂)௞ by a sequence (݃௞)௞ of functions in ܣ such that 

‖݃௞‖ஶ,డಲ ≤ 2, ‖݃௞‖ஶ,డಲ\஺ೖ < 2ି௞, ‖(௞݃)ܨ‖ >
߷
4

 

for all ݇ ≥ 1. Recall that ܨ൫݃௝൯ = ௚ܶೕܵ − Φ்(ܵ) ௚ܶೕ is the weak∗ limit of a net consisting 
of operators of the form 

௚ܶೕ ܵ −
1

݇௞ ෍ ఏܶ(௜)
∗ ܵ ఏܶ(௜) ௚ܶೕ

௜∈{ଵ,...,௞}ೖ

                  

                            =
1

݇௞ ఏܶ(௜)
∗ ෍ ቀ ௚ܶೕఏ(௜)ܵ −  ܵ ௚ܶೕఏ(௜)ቁ

௜∈{ଵ,...,௞}ೖ

 

with suitable ߤ −inner functions ߠ(݅) ∈ ݆ ఓ. Hence, for eachܫ ≥ 1, there is a function 
௝ߠ : ஺߲ → ℂ with หߠ௝ห = 1 on ஺߲ such that ߠ௝ ∈ ఓ and such that the function ℎ௝ܫ = ݃௝ߠ௝ ∈
஺ܪ

ஶ(ߤ) satisfies 
ฮℎ௝ฮ

ஶ,డಲ
≤ 2, ฮℎ௝ฮ

ஶ,డಲ\஺ೕ
< 2ି௞, ቛ ௛ܶೕܵ − ܵ ௛ܶೕቛ >

߷
4. 

By hypothesis the commutators ܭ௝ = ቂ ௛ܶೕ , ܵቃ are compact. By passing to a subsequence, 
one can achieve that the limit 

ܿ = lim
௝→ஶ

ฮܭ௝ฮ ∈ [4 , ∞) 

exists. Since the sequence ൫ℎ௝൯
௝
 is uniformly bounded on ஺߲ and converges to zero 

point-wise on ஺߲, it follows that the sequences ൫ܭ௝൯
௝
 and ൫ܭ௝

∗൯
௝
 converge to zero 

strongly. A result due to Muhly and Xia (Lemma 2.1 in [166]) shows that, by passing 
to a subsequence again, one can achieve that the series 

ܭ = ෍ ௝ܭ

ஶ

௝ୀଵ

 

converges in the strong operator topology and satisfies ‖ܭ‖௘ = ܿ > 0. Since each point 
of ஺߲ belongs to at most one of the sets ܣ௝ , the partial sums of the series ∑ ℎ௝

ஶ
௝ୀଵ  are 

uniformly bounded on ஺߲ and converge point wise to a function ℎ: ஺߲ → ℂ. By the 
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dominated convergence theorem it follows that ℎ ∈ ஺ܪ
ஶ(ߤ). Again using Lemma 3.4 

from [160], one obtains that 

௛ܶ = SOT − ෍ ௛ܶೕ

ஶ

௝ୀଵ

,      [ ௛ܶ , ܵ] = SOT − ෍ ቂ ௛ܶೕ, ܵቃ
ஶ

௝ୀଵ

=  .ܭ

But then ௛ܶ ∈ ௔ܶ(ܶ) would be an operator with non-compact commutator [ ௛ܶ, ܵ] =  .ܭ
This contradiction completes the proof. 

Let ܶ ∈ ܣ ௡ be a regular(ܪ)ܤ −isometry with minimal normal extension ܷ ∈
ߤ ෡൯௡ and scalar spectral measureܪ൫ܤ ∈ )ାܯ ஺߲). Suppose that ܹ∗(ܷ) ⊂  ෡൯ is aܪ൫ܤ
maximal abelian von Neumann algebra, that is, ܹ∗(ܷ) = (ܷ)ᇱ. Then Corollary (4.2.3) 
implies that ܶ(ܶ) = ൛ ௙ܶ; ݂ ∈  ൟ. As a consequence, we obtain a complete(ߤ)ஶܮ
characterization of the essential commutant ௔ܶ(ܶ)௘௖ of the analytic Toeplitz operators 
in this case. 
Corollary (4.2.12)[149]: Let ܶ ∈ ܣ ௡ be an essentially normal regular(ܪ)ܤ −isometry 
with minimal normal extension ܷ ∈ ෡൯ܪ൫ܤ

௡
 and scalar spectral measure ߤ ∈ )ାܯ ஺߲). If 

ܹ∗(ܷ) ⊂ ܵ ෡൯ is a maximal abelian von Neumann algebra andܪ൫ܤ ∈  then ,(ܪ)ܤ
equivalent are: 

(i) ܵ ∈ ௔ܶ(ܶ)௘௖ . 
(ii) ܵ = ௙ܶ + ܭ with a compact operator ܭ ∈ ݂ and a symbol (ܪ)ܭ ∈  with (ߤ)ஶܮ

the property that the associated Hankel operator ܪ௙ is compact. 
Proof. First, suppose that ܵ ∈ ௔ܶ(ܶ)௘௖. Then Φ்(ܵ) = ௙ܶ with a suitable function ݂ ∈
 The proof of Theorem (4.2.11) shows that the image of the bounded linear map .(ߤ)ஶܮ

:ܨ (ߤ)ஶܮ → ,(ܪ)ܤ ݃ ⟼ ௚ܶܵ − ுܲ൫ߖ௎(݂݃)൯|ு 
is contained in (ܪ)ܭ. It follows that ܭ = (1)ܨ  = ܵ − ௙ܶ is compact and the identity 

൫݂൯̅ܨ =  ܶ௙̅ܵ −  ܶ|௙|మ                   
       =  ܶ௙̅ ௙ܶ − ܶ|௙|మ +  ܶ௙̅ܭ 

=  ுܲߖ௎൫݂൯̅ ுܲߖ௎(݂)|ு − ுܲߖ௎൫݂൯̅ߖ௎(݂)|ு + ܶ௙̅ܭ 
                           = − ுܲߖ௎൫݂൯̅ܲு఼ߖ௎(݂)|ு + ܶ௙̅ܭ 

= ௙ܪ− 
௙ܪ∗ + ܶ௙̅ܭ   

shows that also the operator ܪ௙  is compact. 
In order to prove the remaining implication, it suffices to verify that all Toeplitz 

operators ௙ܶ such that the corresponding Hankel operators ܪ௙ are compact essentially 
commute with ௔ܶ(ܶ). But this follows from the formula 

௙ܶ ௚ܶ − ௚ܶ ௙ܶ = ௚ܶ௙ − ௚ܶ ௙ܶ = ுܲߖ௎(݃)ܪ௙ 
which holds for all ݂ ∈ ݃ and (ߤ)ஶܮ ∈ ஺ܪ

ஶ(ߤ). 
By considering Hankel operators ܪ௒ = (1 − ுܲ)ܻ|ு ∈ ,ܪ)ܤ  with symbol (ୄܪ

ܻ ∈ (ܷ)ᇱ, we obtain a similar characterization of the essential commutant of the analytic 
Toeplitz operators in the general case. 
Corollary (4.2.13)[149]: If ܶ ∈ ܣ ௡ is an essentially normal regular(ܪ)ܤ −isometry 
with minimal normal extension ܷ ∈ ෡൯ܪ൫ܤ

௡
 and scalar spectral measure ߤ ∈ )ାܯ ஺߲), 

then the following statements are equivalent: 
(i) ܵ ∈ ௔ܶ(ܶ)௘௖ . 
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(ii) ܵ = ௒ܶ + ܭ with a compact operator ܭ ∈ ܻ and a symbol (ܪ)ܭ ∈ (ܷ)ᇱ such 
that the associated Hankel operator ܪ௒ has the property that ܪ௙̅

 ௒ is compactܪ∗
for every ݂ ∈  .(ߤ)ஶܮ

(iii) ܵ = ௒ܶ + ܭ with a compact operator ܭ ∈ ܻ and a symbol (ܪ)ܭ ∈ (ܷ)ᇱ such 
that the associated Hankel operator ܪ௒ has the property that ܪ௙̅

 ௒ is compactܪ∗
for every ݂ ∈ ஺ܪ

ஶ(ߤ). 
Proof. For arbitrary symbols ݂ ∈ ܻ and (ߤ)ஶܮ ∈ (ܷ)ᇱ, an elementary calculation shows 
that 

௙̅ܪ−
௒ܪ∗ = ௙ܶ ௒ܶ − ுܲߖ௎(݂)ܻ|ு. 

Suppose that ܵ ∈ ௔ܶ(ܶ)௘௖. Then Theorem (4.2.11) implies that ܵ = ௒ܶ +  is a sum of ܭ
the Toeplitz operator ௒ܶ = Φ்(ܵ) ∈ ܻ with symbol (ܪ)ܤ ∈ (ܷ)ᇱ  and the compact 
operator ܭ = ܵ − Φ்(ܵ) ∈  By the proof of Theorem (4.2.11) the range of the .(ܪ)ܭ
mapping 

(ߤ)ஶܮ :ܨ → ,(ܪ)ܤ ݂ ⟼ ௙ܶܵ − ுܲߖ௎(݂)ܻ|ு 
is contained in (ܪ)ܭ. Consequently, ܪ௙̅

௒ܪ∗ = ௙ܶܭ −  is compact for every symbol (݂)ܨ
݂ ∈  To complete the proof note that the identity .(ߤ)ஶܮ

௙̅ܪ
௒ܪ∗ = ுܲߖ௎(݂)ܻ|ு − ௙ܶ ௒ܶ = ௒ܶ ௙ܶ − ௙ܶ ௒ܶ 

holds for ݂ ∈ ஺ܪ
ஶ(ߤ) and ܻ ∈ (ܷ)ᇱ. 

 [165], Johnson and Parrott characterized the essential commutant ॏ௘௖ of an 
abelian von Neumann algebra ॏ ⊂ as the sum ॏᇱ (ܪ)ܤ +  of its commutant and (ܪ)ܭ
the compact operators. This result has been generalized in [167] to the non-abelian case. 
We present an alternative proof of Johnson and Parrott’s result for finitely generated 
abelian von Neumann algebras. To this end, let us observe that, for every compact subset 
ܭ ⊂ ℂ௡ , the Shilov boundary of (ܭ)ܥ is equal to ܭ itself and the triple ((ܭ)ܥ, ,ܭ  is (ߤ
regular [150] for every choice of ߤ ∈  Consequently, every commuting tuple .(ܭ)ାܯ
ܰ = ( ଵܰ, . . . , ௡ܰ) ∈ ൯(ܰ)ߪ൫ܥ ௡ of normal operators is a regular(ܪ)ܤ −isometry. 
Corollary (4.2.14)[149]: (Johnson–Parrott). The essential commutant of a finitely 
generated abelian von Neumann algebra ॏ ⊂  is given by (ܪ)ܤ

ॏ௘௖ = ॏᇱ +  .(ܪ)ܭ
Proof. Since ॏ is abelian, its generators ଵܰ, . . . , ௡ܰ ∈  form a commuting tuple of (ܪ)ܤ
normal operators and hence a normal regular ܥ൫ߪ(ܰ)൯ −isometry ܰ ∈ ௡(ܪ)ܤ . By 
Theorem (4.2.11), the inclusion ௔ܶ(ܰ)௘௖ ⊂ ܶ(ܰ) +  holds. Hence it suffices to (ܪ)ܭ
check that the analytic Toeplitz operators associated with ܰ coincide with ॏ = ܹ∗(ܰ) 
and that the abstract ܰ −Toeplitz operators are precisely those operators that commute 
with ॏ. Let ߤ ∈  ൯ denote the scalar spectral measure associated with ܰ. Then(ܰ)ߪା൫ܯ
஼൫ఙ(ே)൯ܪ which implies that ,(ߤ)ஶܮ ൯ is weak∗-dense in(ܰ)ߪ൫ܥ

ஶ (ߤ) =  and hence (ߤ)ஶܮ

ܹ∗(ܰ) = ൯(ߤ)ஶܮே൫ߖ = ேߖ ൬ܪ஼൫ఙ(ே)൯
ஶ ൰(ߤ) = ௔ܶ(ܰ). 

To conclude the proof, we combine the fact that (ܰ)ᇱ = ܹ∗(ܰ)ᇱ = ॏᇱ with Corollary 
(4.2.4) to obtain the remaining identity ܶ(ܰ) = ॏ. 

By [157, Lemma II.2.8], the preceding result applies in particular to every abelian 
von Neumann algebra on a separable Hilbert space. 
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We characterize those regular ܣ −isometries for which the associated Toeplitz 
projection Φ் vanishes on the compact operators. By following the lines of the proof of 
[159, Theorem 3.3] and adapting it to the setting of regular ܣ −isometries, we observe 
that a regular ܣ −isometry ܶ ∈  ௡ has empty point spectrum if and only if(ܪ)ܤ

ܶ(ܶ) ∩ (ܪ)ܭ = {0}. 
Corollary (4.2.15)[149]: The Toeplitz projection Φ் associated with a regular 
ܣ −isometry ܶ ∈ (ܶ)௣ߪ if and only if (ܪ)ܭ ௡ vanishes on(ܪ)ܤ = ∅. 
Proof. Recall that the Toeplitz projection acts as the identity on the Toeplitz operators. 
Thus, if ܶ has an eigenvalue, we can choose a compact Toeplitz operator ܺ ≠ 0 
satisfying Φ்(ܺ) = ܺ ≠ 0. On the other hand, the minimal normal extension ܷ ∈
ܣ ෡൯௡ of ܶ is a normal regularܪ൫ܤ −isometry. Moreover, the mapping Φ௎ is the 
corresponding Toeplitz projection. A look at Theorem (4.2.11) reveals that 

ܵ − Φ௎(ܵ) ∈  ෡൯ܪ൫ܭ
for every element ܵ ∈ ௔ܶ(ܷ)௘௖ . Now assume that ܭ ∈  is a compact operator. Then (ܪ)ܭ
෡ܭ = ܭ ⊕ 0 ∈  ෡൯ is compact and thus belongs to ௔ܶ(ܷ)௘௖. Hence the aboveܪ൫ܭ
calculation implies that Φ௎(ܭ) ∈ ෡൯ܪ൫ܭ ∩ ܶ(ܷ) is a compact ܷ −Toeplitz operator. 
Assuming that ߪ௣(ܶ) = ∅, we infer that Φ்(ܭ) = ுܲΦ௎(ܭ)|ு = 0. 

Using Corollary (4.2.15) we prove an essential spectral inclusion theorem for 
Toeplitz operators. 
Theorem (4.2.16)[149]: Let ܶ ∈ ܣ ௡ be a regular(ܪ)ܤ −isometry with minimal normal 
extension ܷ ∈ ෡൯ܪ൫ܤ

௡
. Then ܶ has empty point spectrum if and only if the spectral 

inclusion ߪ(ܻ) ⊂ )௘ߪ ௒ܶ) holds for every operator ܻ ∈ (ܷ)ᇱ. 
Proof. Suppose that ߪ௣(ܶ) = ∅ and fix an operator ܻ ∈ (ܷ)ᇱ. We first show that the left 
spectrum of ܻ is contained in the left essential spectrum of ௒ܶ. To prove this inclusion 
it suffices to verify that ܻ is left invertible in ܤ൫ܪ෡൯ whenever ௒ܶ is left invertible in the 
Calkin algebra (ܪ)ܥ = ܺ Let us suppose that .(ܪ)ܭ/(ܪ)ܤ ∈  is an operator with (ܪ)ܤ
ܺ ௒ܶ − 1ு ∈  Using Corollary (4.2.4) and the proof of Theorem (4.2.5), we find .(ܪ)ܭ
that 

ܻ(ܺ)ොߨ = )ොߨ(ܺ)ොߨ ௒ܶ) = ܺ)ොߨ ௒ܶ) = 1ு෡ + ܺ)ොߨ ௒ܶ − 1ு). 
Since ߪ௣(ܷ) = (ܶ)௣ߪ = ∅, it follows from Corollary (4.2.15) applied to ܷ that Φ௎ 
annihilates the compact operators. But then, using the definition of ߨො (see Corollary 
(4.2.4)), we find that 

ܻ(ܺ)ොߨ = 1ு෡ + Φ௎൫(ܺ ௒ܶ − 1ு) ⊕  0൯ = 1ு෡. 
Thus we have shown that the left spectrum of ܻ is contained in the left essential 
spectrum of ௒ܶ. Applying the same argument to ܻ∗ ∈ (ܷ)ᇱ, we obtain that the left 
spectrum of ܻ∗ is contained in the left essential spectrum of ௒ܶ

∗ = ௒ܶ∗. By standard 
duality results this means precisely that the right spectrum of ܻ is contained in the right 
essential spectrum of ௒ܶ. In total we have shown that ߪ(ܻ) ⊂ )௘ߪ ௒ܶ) for every operator 
ܻ ∈ (ܷ)ᇱ  under the hypothesis that the point spectrum of ܶ is empty. If ݔ is a joint 
eigenvector for ܶ, then the orthogonal projection ܻ of ܪ෡ onto the one-dimensional 
subspace spanned by ݔ belongs to the commutant (ܷ)ᇱ  and ௒ܶ is the corresponding 
rank-one projection on ܪ. Then 1 ∈ )௘ߪ while (ܻ)ߪ ௒ܶ) ⊂ {0}. Hence the essential 
spectral inclusion result does not hold. 
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Note that, for regular ܣ −isometries with empty point spectrum, we even proved 
spectral inclusion theorems for the left (essential) spectra and right (essential) spectra 
separately. If ߪ௣(ܶ) = ∅ and ߤ denotes the scalar spectral measure of the minimal 
normal extension ܷ ∈ ෡൯ܪ൫ܤ

௡
, then we obtain in particular that 

essran(݂) = (݂)௅ಮ(ఓ)ߪ = ൫Ψ௎(݂)൯ߪ ⊂ ௘൫ߪ ௙ܶ൯ 
for every function ݂ ∈  For the particular case of Toeplitz operators on the Hardy .(ߤ)ஶܮ
space of the unit disc or the unit ball, this result is contained in [162] and [158]. 

For a given subalgebra ܤ ⊂ (ܷ)ᇱ, we denote by 
஻࣮ = algതതതത({ ௑ܶ;  ܺ ∈ ({ܤ ⊂  (ܪ)ܤ

the smallest norm-closed subalgebra containing all operators ௑ܶ with ܺ ∈ -The semi .ܤ
commutator ideal ܵܥ( ஻࣮) of ஻࣮ is defined as the norm-closed ideal in ஻࣮ generated by 
all operators ௑ܶ ௒ܶ − ௑ܶ௒ with ܺ, ܻ ∈  Since ஻࣮ is the norm-closure of the set of all .ܤ
finite sums of finite products of operators of the form ௑ܶ with ܺ ∈  a straightforward ,ܤ
argument using part (c) of Corollary (4.2.6) shows that ஻࣮ is invariant under the Toeplitz 
projection Φ் and that 

)ܥܵ ஻࣮) = ker൫Φ் | ಳ࣮ ൯ = ker൫ߨ| ಳ࣮൯. 
The last equality follows from Theorem (4.2.5) together with Corollary (4.2.4). 
Corollary (4.2.17)[149]: Let ܶ ∈ ܣ ௡ be a regular(ܪ)ܤ −isometry with minimal 
normal extension ܷ ∈ ௡(ܪ)ܤ . For each subalgebra ܤ ⊂ (ܷ)ᇱ, there is a short exact 
sequence 

0 → )ܥܵ  ஻࣮) ↪ ஻࣮
గ
→→ → ܤ   0 

of Banach algebras with ߨ( ௑ܶ) = ܺ for all ܺ ∈ (ܶ)௣ߪ If .ܤ = ∅, then 
஻࣮ ∩ (ܪ)ܭ ⊂ )ܥܵ ஻࣮). 

Proof. The existence of the short exact sequence follows from the remarks preceding 
the corollary. The last assertion is a consequence of Corollary (4.2.15). 

Using part (b) and part(c) of Corollary (4.2.6) one obtains that, for every regular 
ܣ −isometry ܶ ∈ ܤ ௡ and each subalgebra(ܪ)ܤ ⊂ (ܷ)ᇱ, the direct sum decomposition 

஻࣮ = )ܥܵ ஻࣮) ⊕ { ௑ܶ; ܺ ∈  {തܤ
holds with ܵܥ( ஻࣮) = ker൫Φ்| ಳ࣮ ൯ and { ௑ܶ; ܺ ∈ {ܤ = Φ்( ஻࣮). If in addition the 
subalgebra ܤ ⊂ (ܷ)ᇱ is self-adjoint in the sense that ܺ∗ ∈ ܺ whenever ܤ ∈  then the ,ܤ
sequence described in Corollary (4.2.17) is a short exact sequence of ܥ∗-algebras. 
Section (4.3): Asymptotic Toeplitz Operators on ࡴ૛(॰࢔): 

Although concrete bounded linear operators on Hilbert spaces exist in great 
variety and can exhibit interesting properties, one of the main concerns of function 
theory and operator theory has generally been the study of operators which are 
connected with the spaces of holomorphic and integrable functions. The class of 
Toeplitz and analytic Toeplitz operators have turned out to be one of the most important 
classes of concrete operators from this point of view. 

Toeplitz operators on the Hardy space (or, on the ݈ଶ space) were first studied by 
O. Toeplitz (and then by P. Hartman and A. Wintner in [185]). However, a systematic 
study of Toeplitz operators was triggered by Brown and Halmos [173] on algebraic 
properties of Toeplitz operators on ܪଶ(॰). Here ܪଶ(॰) denote the Hardy space over 
the open unit disc ॰ in ℂ. The study of Toeplitz operators on Hilbert spaces of 
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holomorphic functions, like the Hardy space, the Bergman space and the weighted 
Bergman spaces, on domains in ℂ௡ is also one of the very active area of current research 
that brings together several areas of mathematics. For more information on this direction 
of research, see [177], [178], [179], [180], [186], [190]. 

Recall that a bounded linear operator ܶ  on ܪଶ(॰) is said to be a Toeplitz operator 
if ܶ = ܲுమ(॰)ܯఝ|ுమ(॰) , where ܯఝ is the Laurent operator on ܮଶ(ॻ) for some ߮ ∈
 .ஶ(ॻ)ܮ

Here ܲுమ(॰) denotes the orthogonal projection of ܮଶ(ॻ) onto ܪଶ(॰). The well-
known Brown-Halmos theorem characterizes Toeplitz operators on ܪଶ(॰) as follows 
(see the matricial characterization, Theorem 6 in [173]): Let ܶ be a bounded linear 
operator on ܪଶ(॰). Then ܶ is a Toeplitz operator if and only if 

௭ܶ
∗ ܶ ௭ܶ = ܶ. 

One of the main results the following generalization of Brown-Halmos theorem 
(see Theorem (4.3.2)): A bounded linear operator ܶ on ܪଶ(॰௡) is a Toeplitz operator 
if and only if  

௭ܶೕ
∗ ܶ ௭ܶೕ =  ܶ, 

for all ݆ =  1, . . . , ݊. 
The notion of Toeplitzness was extended to more general settings by Barr´ıa and 

Halmos [171] and Feintuch [181]. Also see Popescu [182] for Toeplitzness in the non-
commutative setting. 

Accordingly, following Feintuch (and Barrıa and Halmos [171]) we shall say that 
a bounded linear operator ܶ on ܪଶ(॰) is (uniformly) asymptotically Toeplitz if 
{ ௭ܶ

∗௠ ܶ ௭ܶ
௠}௠ஹଵ converges in operator norm. The following theorem due to Feintuch 

[181] gives a remarkable characterization of asymptotically Toeplitz operators: A 
bounded linear operator ܶ on ܪଶ(॰) is asymptotically Toeplitz if and only if ܶ =
Toeplitz +  compact. 

After the Hardy space over unit polydisc, we introduce the asymptotic Toeplitz 
operators in polydisc setting (see Definition (4.3.4)). In Theorem (4.3.5), we prove the 
following generalization of Feintuch’s theorem: A bounded linear operator ܶ on 
ଶ(॰௡) is asymptotically Toeplitz if and only if Tܪ = Toeplitz + compact. 
  We investigate Toeplitzness and asymptotic Toeplitzness of compressions of the 
݊ −tuple of multiplication operators ൫ ௭ܶభ, . . . , ௭ܶ೙൯ to Beurling type quotient spaces of 
 .ଶ(॰௡)ܪ

More specifically, let ߠ ∈ |ߠ| ,ஶ(॰௡) be an inner function, that isܪ = 1 on the 
distinguished boundary ॻ௡ of ॰௡ . Set 

ܳఏ = ଶ(॰௡)ܪ ⊖  ,ଶ(॰௡)ܪߠ
and 

௭೔ܥ = ொܲഇ ௭ܶ೔|ொഇ , 
Where ொܲഇ  denotes the orthogonal projection from ܪଶ(॰௡) onto ܳఏ. A basic question 
is now to characterize those ܶ ∈  for which (ఏܳ)ܤ

௭೔ܥ
∗ ௭೔ܥܶ = ܶ. 

Similarly, characterize those ܶ ∈  for which (ఏܳ)ܤ
௭೔ܥ

∗௠ ܶܥ௭೔
௠ →  ,ܣ
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in norm, for some ܣ ∈ ݅ and for all (ఏܳ)ܤ = 1, . . . , ݊ (given a Hilbert space ܪ, we 
denote by (ܪ)ܤ the ܥ∗ −algebra of all bounded linear operators on ܪ). In this general 
setting, to remedy the subtlety of the product domain ॰௡ , we modify the above condition 
by adding another natural condition. The main content is the following: Let ܶ, ܣ ∈
௭೔ܥ Then .(ఏܳ)ܤ

∗ ௭೔ܥܣ = = ݅ for all ܣ  1, . . . , ݊, if and only if ܣ = 0. Moreover, the 
following are equivalent: 

(i) ܥ௭೔
∗௠ ܶܥ௭೔

௠ → ௭೔ܥ and ܣ
∗௠(ܶ − ௭೔ܥ(ܣ

௠ → 0 in norm for all ݅, ݆ =  1, . . . , ݊; 
(ii) ܥ௭೔

∗௠ ܶܥ௭೔
௠ → 0 in norm for all ݅ =  1, . . . , ݊; 

(iii) ܶ  is compact. 
We study the above questions in the vector-valued Hardy space over the unit disc 

setting. To be precise, let ܧ be a Hilbert space, and let ߆ ∈ ஻(ℰ)ܪ
ஶ (॰) be an inner 

multiplier [187]. Then the model space and the model operator are defined by ܳ௵ =
ℰܪ

ଶ(॰) ⊖ ℰܪ߆
ଶ(॰) and ܵ௵ = ொܲ೭ ௭ܶ|ொ೭ , respectively. We prove that for every ܶ ∈

௵ܵ the following holds: (i) ,(௵ܳ)ܤ
∗ܶܵ௵ = ܶ if and only if ܶ = 0, and (ii) {ܵ௵

∗௠ܶܵ௵
௠}௠ஹଵ 

converges in norm if and only if ܶ is compact. 
Let ݊ ≥ 1 and ॰௡ be the open unit polydisc in ℂ௡ . In the sequel, ݖ will always 

denote a vector ݖ = ,ଵݖ) . . . , ௡) in ℂ௡ݖ . The Hardy space ܪଶ(॰௡) over ॰௡ is the Hilbert 
space of all holomorphic functions ݂ on ॰௡ such that 

‖݂‖ுమ(॰೙): = ൭ sup
଴ஸ௥ழଵ

නห݂൫݁ݎ௜ఏభ , . . . , ௜ఏ೙൯ห݁ݎ
ଶ

ߠ݀
 

ॻ೙

൱
ଵ/ଶ

<  ∞, 

where ݀ߠ is the normalized Lebesgue measure on the torus ॻ௡ , the distinguished 
boundary of ॰௡. Let ൫ ௭ܶభ , . . . , ௭ܶ೙൯ denote the ݊ −tuple of multiplication operators by 
the coordinate functions {ݖ௜}௜ୀଵ

௡ , that is, 
൫ ௭ܶ೔݂൯(ݓ) =  ,(࢝)௜݂ݓ

for all ݓ ∈ ॰௡  and ݅ =  1, . . . , ݊. We will often identify ܪଶ(॰௡) with the ݊ −fold 
Hilbert space tensor product of one variable Hardy space as ܪଶ(॰) ⊗ · · · ⊗  .ଶ(॰)ܪ
In this identification, ௭ܶ೔  can be represented as 

ுమ(॰)ܫ ⊗ ·· ·⊗ ௭ܶ⏟
௜೟೓ ௣௟௔௖௘

⊗ · · ·⊗  ,ுమ(॰)ܫ

for all ݅ =  1, . . . , ݊. Also one can identify the Hardy space (via the radial limits of 
functions in ܪଶ(॰௡)) with the closed subspace of ܮଶ(ॻ௡) in the following sense: Let 
:࢑݁} ࢑ ∈ ℤ௡} be the orthonormal basis of ܮଶ(ॻ௡), where ࢑ = (݇ଵ, . . . , ݇௡) ∈ ℤ௡ and 
࢑݁ = ݁௜ఏభ௞భ · · ·  ݁௜ఏ೙௞೙. Then a function  

෍ ࢑݁࢑ܽ
ℤ೙∋࢑

∈  ,ଶ(ॻ௡)ܮ

is the radial limit function of some function in ܪଶ(॰௡) if and only if ܽ࢑ = 0 whenever 
at least one of the ௝݇ , ݆ =  1, . . . , ݊, is negative. In particular, the set of all monomials 
൛࢑ݖ: ࢑ ∈ ℤା

௡ ൟ form an orthonormal basis for ܪଶ(॰௡), where ࢑ = (݇ଵ, . . . , ݇௡) ∈ ℤା
௡  and 

࢑ࢠ = ଵݖ
௞భ · · · ௡ݖ

௞೙ (cf.[170], [189]). We use ܲுమ(॰೙) to denote the orthogonal projection 
from ܮଶ(ॻ௡) onto ܪଶ(॰௡), that is, 
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ܲுమ(॰೙) ൭ ෍ ࢑݁࢑ܽ
ℤ೙∋࢑

൱ = ෍ ࢑݁࢑ܽ
ℤశ∋࢑

೙

, 

for all ∑ ℤ೙∋࢑࢑݁࢑ܽ  in ܮଶ(ॻ௡). 
For ߮ ∈ ஶ(ॻ௡), the Toeplitz operator with symbol ߮ is the operator ఝܶܮ ∈

 ଶ(॰௡)൯ defined byܪ൫ܤ
ఝ݂ܶ = ܲுమ(॰೙)൫ܯఝ݂൯൫݂ ∈  ,ଶ(॰௡)൯ܪ

Where ܯఝ is the Laurent operator on ܮଶ(ॻ௡) defined by ܯఝ݃ = ߮݃ for all ݃ ∈  .ଶ(ॻ௡)ܮ
Therefore 

ఝܶ = ܲுమ(॰೙)ܯఝ|ுమ(॰೙). 
For the relevant results on Toeplitz operators on ܪଶ(॰௡), see [172, 175, 178, 186, 188]. 

The following lemma will prove useful in what follows. 
Lemma (4.3.1)[169]: Let ܪ be a Hilbert space and ܣ ∈  be a compact operator. If (ܪ)ܤ
ܴ is a contraction on ܪ, and if ܴ∗௠ → 0 in strong operator topology, then ܴ ∗௠ܣ → 0 in 
norm. 
Proof. This is a particular case of ([172], 1.3 (d), page 3).  

In what follows, for each ࢑ ∈ ℤା
௡  and ࢒ ∈ ℤ௡ , we write ௭ܶ

௞ = ௭ܶభ
௞భ · · · ௭ܶ೙

௞೙, ௘೔ഇܯ
࢒ =

௘೔ഇభܯ
భ࢒ · · · ௘೔ഇ೙ܯ

೙࢒ , ௭ܶ
∗௞ = ௭ܶభ

∗௞భ · · · ௭ܶ೙
∗௞೙ and ܯ௘೔ഇ

࢒∗ = ௘೔ഇభܯ
భ࢒∗ · · · ௘೔ഇ೙ܯ

೙࢒∗ . 
In the following we prove a generalization of Brown and Halmos characterization 

[173] of Toeplitz operators on ܪଶ(॰). This result should be compared with the algebraic 
characterization of Guo and Wang [184] which states that ܶ  in ܤ൫ܪଶ(॰௡)൯ is a Toeplitz 
operator if and only if ఝܶ

∗ܶ ఝܶ = ܶ for all inner function ߮ ∈  .ஶ(॰௡)ܪ
Theorem (4.3.2)[169]: Let ܶ ∈  ଶ(॰௡)൯. Then ܶ is a Toeplitz operator if and onlyܪ൫ܤ
if ௭ܶೕ

∗ ܶ ௭ܶೕ = ܶ for all ݆ =  1, . . . ݊. 
Proof. For each ݇ ∈ ℤା, define ݇ௗ ∈ ℤା

௡  by ࢑ௗ = (݇, . . . , ݇). From ௭ܶೕ
∗ ܶ ௭ܶೕ = ܶ, ݆ =

1, . . . ݊, we obtain that 
௭ܶ
∗௞೏ ܶ ௭ܶ

௞೏ = ܶ, 
which implies that 

〈ܶ݁௜ା௞೏ , ݁௜ା௞೏
〉 = 〈ܶ ௭ܶ

௞೏݁௜ , ௭ܶ
௞೏

௝݁〉 
               = 〈ܶ ௜݁ , ௝݁〉, 

for all ݇ ∈ ℤା and ݅, ݆ ∈ ℤା
௡ . Now for each ࢒, ࢓ ∈ ℤ௡, there exists ࢚ = ,ଵݐ) . . . (௡ݐ ∈ ℤା

௡  
such that ࢒ + ௗ࢑ , ࢓ + ௗ࢑ ∈ ℤା

௡  for all ࢑ௗ ≥ ݇ ,that is) ࢚ ≥ = ݆ ௝ for allݐ  1, . . . , ݊). 
Hence setting 

௞ܣ = ௘೔ഇܯ
∗௞೏ ܶܲுమ(॰೙)ܯ௘೔ഇ

௞೏ , 
for each ݇ ≥ 1, we have  

௞ܣ〉 ݁࢒ , ௅మ(ॻ೙)〈࢓݁ = 〈ܶܲுమ(॰೙)ܯ௘೔ഇ
௞೏

݁࢒ , ௘೔ഇܯ
௞೏  ௅మ(ॻ೙)〈࢒݁

                             = 〈ܶܲுమ(॰೙)݁࢒ା࢑೏ , ೏࢑ା࢓݁
〉௅మ(ॻ೙), 

and therefore, for all ࢑ௗ ≥  we have that ,࢚
௞ܣ〉 ݁࢒ , ௅మ(ॻ೙)〈࢓݁ = ೏࢑ା࢒݁ܶ〉 , ೏࢑ା࢓݁

〉ுమ(॰೙) 
                           = ,࢚ା࢒݁ܶ〉  .ுమ(॰೙)〈࢚ା࢓݁
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This implies in particular that 
࢒௞݁ܣ〉 , 〈࢓݁ → ,࢚ା࢒݁ܶ〉 ݇ ݏܽ 〈࢚ା࢓݁ → ∞. 

Let the bilinear form ߟ on the linear span of { ௦݁ : ࢙ ∈ ℤ௡} be defined by 
)ߟ ݁࢒ , (࢓݁ = lim

௞→ஶ
,࢒௞݁ܣ〉  ,〈࢓݁

for all ࢒, ࢓ ∈ ℤ௡. Since ‖ܣ௞‖ ≤ ‖ܶ‖, ݇ ≥  1, it follows that ߟ is a bounded bilinear 
form. 

Therefore, ߟ can be extended to a bounded bilinear form (again denoted by ߟ) on 
all of ܮଶ(ॻ௡), and hence there exists a unique bounded linear operator ܣஶ on ܮଶ(ॻ௡) 
such that 

,݂)ߟ ݃) = ,ஶ݂ܣ〉 ݃〉 = lim
௞→ஶ

,௞݂ܣ〉 ݃〉, 
for all ݂, ݃ ∈ ݆ ଶ(ॻ௡). Now letܮ ∈ {1, . . . , ݊}, ,࢒ ࢓ ∈ ℤ௡ and set 

௝߳ = ൭0, . . . , 1⏟
௝೟೓  ௣௟௔௖௘

 , . . . , 0൱. 

Then for all ݇ sufficiently large (depending on ࢒,  and  ), we have ࢓
〈ቀܯ௘೔ഇ

௘೔ഇܯ೏ܶܲுమ(॰೙)࢑∗
೏ቁ࢑∗ ାఢೕ݁࢒ , ାఢೕ࢓݁

〉௅మ(ॻ೙) = 〈ܶܲுమ(॰೙)݁࢒ା࢑೏ାఢೕ , ೏ାఢೕ࢑ା࢓݁
〉௅మ(ॻ೙) 

                                                                 = ೏ାఢೕ࢑ା࢒݁ܶ〉 , ೏ାఢೕ࢑ା࢓݁
〉ுమ(॰೙) 

                                                                 = 〈 ௭ܶೕ
∗ ܶ ௭ܶೕ ,೏࢑ା݁࢒ ೏࢑ା࢓݁

〉ுమ(॰೙) 
                                                      = ೏࢑ା࢒݁ܶ〉 , ೏࢑ା࢓݁

〉ுమ(॰೙) 
                                            = ࢒݁࢑ܣ〉 ,  .௅మ(ॻ೙)〈࢓݁

Therefore 
ஶܣ〉 ାఢೕ݁࢒ , ାఢೕ࢓݁

〉௅మ(ॻ೙) = lim
௞→ஶ

௘೔ഇܯ〉
௘೔ഇܯ೏ܶܲுమ(॰೙)࢑∗

ାఢೕ࢒೏݁࢑∗ , ାఢೕ࢓݁
〉௅మ(ॻ೙ ) 

= ஶܣ〉 ݁࢒ ,         ,௅మ(ॻ೙)〈࢓݁
and consequently ܯ

௘೔ഇೕ
∗ ௘೔ഇೕܯஶܣ = ௘೔ഇೕܯஶܣ ,ஶ, that isܣ = ௘೔ഇೕܯ  ஶ. Hence thereܣ

exists ߮ in ܮஶ(ॻ௡) such that ܣஶ = ,݂ ఝ [187]. Finally, we note that forܯ ݃ ∈  ,ଶ(॰௡)ܪ
,ஶ݂ܣ〉 ݃〉௅మ(ॻ೙) = lim

௞→ஶ
௘೔ഇܯ〉

௘೔ഇܯ೏ܶܲுమ(॰೙)࢑∗
,೏݂࢑∗ ݃〉௅మ(ॻ೙ ) 

         = lim
௞→ஶ

〈 ௭ܶ
೏࢑∗

௭ܶ
,೏݂࢑ ݃〉ுమ(॰೙), 

that is, 
,ஶ݂ܣ〉 ݃〉௅మ(ॻ೙ ) = 〈݂ܶ, ݃〉ுమ(॰೙), 

and hence 
〈ܲுమ(॰೙)ܣஶ݂, ݃〉ுమ(॰೙) = ,ஶ݂ܣ〉 ݃〉௅మ(ॻ೙) 
                                           = 〈݂ܶ, ݃〉ுమ(॰೙). 

Therefore, ܶ = ܲுమ(॰೙)ܣஶ|ுమ(॰೙) = ܲுమ(॰೙)ܯఝ|ுమ(॰೙), that is, ܶ is a Toeplitz 
operator. 

Conversely, let ߮ ∈ ܶ ஶ(ॻ௡) andܮ = ܲுమ(॰೙)ܯఝ|ுమ(॰೙) Then for ݂, ݃ ∈
݆ ଶ(॰௡) andܪ = 1, . . . ݊, we have 

〈ቀ ௭ܶೕ
∗ ܶ ௭ܶೕ ቁ ݂, ݃〉ுమ(॰೙) = 〈߮݁௜ఏೕ ݂, ݁௜ఏೕ ݃〉௅మ(ॻ೙) 

                             = 〈݂߮, ݃〉௅మ(ॻ೙), 
that is, 
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〈ቀ ௭ܶೕ
∗ ܶ ௭ܶೕቁ ݂, ݃〉ுమ(॰೙) = 〈ܲுమ(॰೙)ܯఝ|ுమ(॰೙)݂, ݃〉ுమ(॰೙), 

and therefore ௭ܶೕ
∗ ܶ ௭ܶೕ = ܶ for all ݆ =  1, . . . ݊, as desired.  

We now characterize compact operators on ܪଶ(॰௡) in terms of the multiplication 
operators ൛ ௭ܶభ , . . . , ௭ܶ೙ൟ. This characterization was proved by Feintuch [181] in the case 
of ݊ =  1. 
Theorem (4.3.3)[169]: A bounded linear map ܶ on ܪଶ(॰௡) is compact if and only if 

௭ܶ೔
∗௠ܶ ௭ܶೕ

௠ → 0 in norm for all ݅, ݆ ∈  {1, . . . . , ݊}. 
Proof. Let ܶ on ܪଶ(॰௡) be a bounded operator. First observe that for each ݉ ≥ 1, we 
have 

௭ܶ
௠ ௠ܶ೥

∗ = ுమ(॰)ܫ − ℱܲ೘ , 
Where  

ℱ௠ = ℂ ⊕ ℂݖ ⊕· · ·⊕  ,௠ିଵℂݖ
is an m-dimensional subspace of ܪଶ(॰). For each ݉ ≥  1, set 

௠ܨ = ෑ൫ܫுమ(॰೙) − ௭ܶ೔
௠

௭ܶ೔
∗௠൯

௡

௜ୀଵ

. 

Then 

௠ܨ = ෑ ቌܫுమ(॰) ⊗· · ·⊗ ൫ܫுమ(॰) − ௭ܶ
௠ ௭ܶ

∗௠൯ᇣᇧᇧᇧᇧᇧᇤᇧᇧᇧᇧᇧᇥ
௜೟೓௣௟௔௖௘

⊗ · · ·⊗ ுమ(॰)ቍܫ
௡

௜ୀଵ

 

= ෑ ቌܫுమ(॰) ⊗· · ·⊗ ൫ ℱܲ೘ ൯ᇣᇤᇥ
௜೟೓௣௟௔௖௘

⊗ · · ·⊗ ுమ(॰)ቍܫ
௡

௜ୀଵ

                 

= ℱܲ೘ ⊗· · ·⊗ ℱܲ೘ ,                                                                  
which gives that ܨ௠ is a finite rank operator and hence 

෨௠ܨ = ௠ܨܶ + ௠ܶܨ −  ,௠ܨ௠ܶܨ
is a finite rank operator, ݉ ≥ 1. Moreover 

ܶ − ෨௠ܨ = ܶ − ௠ܨܶ) + ௠ܶܨ −  (௠ܨ௠ܶܨ
                      = ൫ܫுమ(॰೙) − ுమ(॰೙)ܫ௠൯ܶ൫ܨ −  .௠൯ܨ

Finally, observe that 
ுమ(॰೙)ܫ − ௠ܨ = ෍ (−1)௟ାଵ

௭ܶ೔భ
௠ · · · ௭ܶ೔೗

௠
௭ܶ೔భ
∗௠ · · ·  ௭ܶ೔೗

∗௠

ଵஸ௜భழ···ழ௜೗ஸ௡

       

                                 = ෍ (−1)௟ାଵ ቀ ௭ܶ೔భ
· · · ௭ܶ೔೗

ቁ
௠

ቀ ௭ܶ೔భ
· · · ௭ܶ೔೗

ቁ
∗௠

ଵஸ௜భழ···ழ௜೗ஸ௡

, 

for all ݉ ≥ 1. Hence, by hypothesis and the triangle inequality we have 
ฮܶ − ෨௠ฮܨ = ฮ൫ܫுమ(॰೙) − ுమ(॰೙)ܫ௠൯ܶ൫ܨ − ௠൯ฮܨ →  0, 

as ݉ → ∞, that is, ܶ is a compact operator. 
The converse follows from Lemma (4.3.1). This completes the proof.  
In view of the preceding theorem, it seems reasonable to define asymptotic 

Toeplitz operators as follows (compare this with Feintuch [181] and Barr´ıa and Halmos 
[171]): 
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Definition (4.3.4)[169]: A bounded linear operator ܶ on ܪଶ(॰௡) is said to be an 
asymptotic Toeplitz operator if there exists ܣ ∈ ଶ(॰௡)൯ such that ௭ܶ೔ܪ൫ܤ

∗௠ ܶ ௭ܶ೔
௠ →  ܣ

and ௭ܶ೔
∗௠(ܶ − (ܣ ௭ܶೕ

௠ → 0 as ݉ → ∞ in norm, 1 ≤ ݅, ݆ ≤ ݊. 
We close by characterizing asymptotic Toeplitz operators on ܪଶ(॰௡) as 

analogous characterization of asymptotic Toeplitz operators on ܪଶ(॰) (see [181]). 
Theorem (4.3.5)[169]: Let ܶ be a bounded linear operator on ܪଶ(॰௡). Then ܶ is an 
asymptotic Toeplitz operator if and only if ܶ is a compact perturbation of Toeplitz 
operator. 
Proof. Let ܣ ∈ ,ଶ(॰௡)൯ܪ൫ܤ ௭ܶ೔

∗௠ܶ ௭ܶ೔
௠ → and ௭ܶ೔ ܣ

∗௠(ܶ − (ܣ ௭ܶೕ
௠ → 0 in norm, as ݉ →

∞, and 1 ≤  ݅, ݆ ≤  ݊. Then for all ݉ ≥ 1, 
ቛܣ − ௭ܶೕ

∗ ܣ ௭ܶೕቛ ≤ ቛܣ − ௭ܶೕ
∗(௠ାଵ)ܶ ௭ܶೕ

௠ାଵቛ + ቛ ௭ܶೕ
∗(௠ାଵ)ܶ ௭ܶೕ

௠ାଵ − ௭ܶೕ
∗ ܣ ௭ܶೕቛ 

          ≤ ቛܣ − ௭ܶೕ
∗(௠ାଵ) ܶ ௭ܶೕ

௠ାଵቛ + ቛ ௭ܶೕ
∗௠ܶ ௭ܶೕ

௠ −   ,ቛܣ
yields ௭ܶೕ

∗ ܣ ௭ܶೕ = ݆ for all ܣ = 1, . . . , ݊. Also by Theorem (4.3.3), ܶ −  is compact on ܣ
 .ଶ(॰௡)ܪ

The converse follows from Lemma (4.3.1) and Theorem (4.3.2). This completes 
the proof.  

The more interesting question now is to describe bounded linear operators ܶ on 
ଶ(॰௡) (in terms of Toeplitz and Hankel operators) such that ௭ܶ೔ܪ

∗௠ ܶ ௭ܶ೔
௠ →  and ܣ

௭ܶ೔
∗௠(ܶ − (ܣ ௭ܶೕ

௠ → 0 for some ܣ ∈ ݉ ଶ(॰௡)൯ and asܪ൫ܤ → ∞, 1 ≤  ݅, ݆ ≤  ݊, in the 
weak or strong operator topology. 

We extend some of the results in the case when the ambient operator is the 
compression of ൫ ௭ܶభ, . . . , ௭ܶ೙൯ to a quotient space of ܪଶ(॰௡), that is, a joint 
൫ ௭ܶభ

∗ , . . . , ௭ܶ೙
∗ ൯ −invariant closed subspace of ܪଶ(॰௡). Note that a rich source of 

݊ −tuples of commuting contractions comes from quotient Hilbert spaces of ܪଶ(॰௡). 
Let ܳ be a joint ൫ ௭ܶభ

∗ , . . . , ௭ܶ೙
∗ ൯ −invariant subspace of ܪଶ(॰௡). Set 

௭೔ܥ = ொܲ ௭ܶ೔|ொ , 
for all ݅ =  1, . . . , ݊. Note that ܳୄ is a joint invariant subspace for ൫ ௭ܶభ, . . . , ௭ܶ೙൯ and so 

௭೔ܥ
∗ = ௭ܶ೔

∗ |ொ ∈  .(ܳ)ܤ
In the case ݊ =  1,  ௭ is called a Jordan block [187]. In the several variables quotientܥ
space setting, we have the following analogue of Theorem (4.3.5). 
Theorem (4.3.6)[169]: Let ܶ, ∋ ܣ ௭೔ܥ Then .(ܳ)ܤ 

∗௠ ܶܥ௭೔
௠ → ௭೔ܥ and ܣ

∗௠(ܶ − ௭ೕܥ(ܣ
௠ →

0 in norm for all ݅, ݆ =  1, . . . , ݊ if and only if ܶ = + ܣ  ܭ where ,ܭ  ∈  is a (ܳ)ܤ
compact operator and ܥ௭೔

∗ ௭೔ܥܣ = ݅ for all ܣ = 1, . . . ݊. 
Proof. We first note that, as in the proof of Theorem (4.3.5), the assumption ܥ௭೔

∗௠ܶܥ௭೔
௠ →

݉ as ܣ → ∞ implies that 
௭೔ܥ

∗ ௭೔ܥܣ =  ,ܣ
for all ݅ =  1, . . . ݊. Now it follows from the definition of ܥ௭೔ that 

௭೔ܥ
∗௠ = ௭ܶ೔

∗௠|ொ , 
and hence 

௭೔ܥ
∗௠(ܶ − ௭ೕܥ(ܣ

௠ = ௭ܶ೔
∗௠(ܶ − (ܣ ொܲ ௭ܶೕ

௠|ொ , 
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for all ݅, ݆ =  1, . . . , ݊ and ݉ ≥ 1. By once again using the fact that 
ொܲ ௭ܶೕ

௠
ொܲ =  ொܲ ௭ܶೕ

௠, 
one sees that 

௭ܶ೔
∗௠(ܶ − (ܣ ொܲ ௭ܶೕ

௠ = ௭ܶ೔
∗௠(ܶ − (ܣ ொܲ ௭ܶೕ

௠
ொܲ. 

Hence ܥ௭೔
∗௠(ܶ − ௭ೕܥ(ܣ

௠ → 0 in ܤ(ܳ) if and only if ௭ܶ೔
∗௠(ܶ − (ܣ ொܲ ௭ܶೕ

௠ → 0 in 
݉ ଶ(॰௡)൯ asܪ൫ܤ → ∞. 

Therefore, if ܥ௭೔
∗௠(ܶ − ௭ೕܥ(ܣ

௠ → 0 as ݉ →  ∞ in norm for all ݅, ݆ =  1, . . . , ݊, then 

௭ܶ೔
∗௠(ܶ − (ܣ ொܲ ௭ܶೕ

௠ → 0 in ܤ൫ܪଶ(॰௡)൯ as ݉ →  ∞, and consequently by Theorem 
(4.3.3), (ܶ −  ଶ(॰௡). Thereforeܪ ொ is a compact operator on|(ܣ

(ܶ − (ܣ = (ܶ −  ,ொ|(ܣ
is a compact operator on ܳ, which proves the necessary part. 

Conversely, let ܶ − ௭೔ܥ be a compact operator on ܳ and ܣ
∗ ௭೔ܥܣ = ݅ for all ܣ =

1, . . . ݊. 
Since ܥ௭೔

∗௠ →  0 as ݉ → ∞ in the strong operator topology, Lemma (4.3.1) 
implies that 

௭೔ܥ
∗௠(ܶ − ௭ೕܥ(ܣ

௠ →  0, 
as ݉ → ∞. In particular, for all ݅ =  1, . . . ݊ 

௭೔ܥ
∗௠ܶܥ௭೔

௠ → ௭೔ܥ 
∗௠ ܥܣ௭೔

௠. 
But ܥ௭೔

∗ ௭೔ܥܣ = ,ܣ  ݅ =  1, . . . ݊, yields us 
௭೔ܥ

∗௠ ܶܥ௭೔
௠ →  .ܣ 

This completes the proof.  
Considering the particular case ܳఏ = ଶ(॰௡)ܪ ⊖  ଶ(॰௡), the so calledܪߠ

Beurling type quotient space of ܪଶ(॰௡), where ߠ ∈  ஶ(॰௡) is an inner function, weܪ
get the following result. 
Theorem (4.3.7)[169]: Let ߠ ∈ ஶ(॰௡) be an inner function and ܳఏܪ = ଶ(॰௡)ܪ ⊝
ܣ ଶ(॰௡) andܪߠ ∈ ௭೔ܥ Then .(ఏܳ)ܤ

∗ ௭೔ܥܣ = = ݅ for all ܣ  1, . . . ݊, if and only if ܣ =  0. 
Proof. Let ܥ௭೔

∗ ௭೔ܥܣ = = ݅ for all ܣ  1, . . . , ݊. Since 
ܳఏ

ୄ =  ,ଶ(॰௡)ܪߠ
is a joint invariant subspace for ൫ ௭ܶభ , . . . , ௭ܶ೙൯, it follows that 

ொܲഇ ௭ܶ೔
∗ |ொഇ =  ௭ܶ೔

∗
ொܲഇ , 

and hence 
ܣ ொܲഇ = ൫ܥ௭೔

∗ ௭೔൯ܥܣ ொܲഇ  
                                   = ൫ ொܲഇ ௭ܶ೔

∗ |ொഇܣ ொܲഇ ௭ܶ೔|ொഇ൯ ொܲഇ  
              =  ௭ܶ೔

∗ ܣ ொܲഇ ௭ܶ೔ ொܲഇ  
       =  ௭ܶ೔

∗ ܣ ொܲഇ ௭ܶ೔  
             =  ௭ܶ೔

∗ ൫ܣ ொܲഇ൯ ௭ܶ೔ . 
for all ݅ =  1, . . . , ݊. This and Theorem (4.3.2) implies that ܣ ொܲഇ  is a Toeplitz operator. 
Consequently, there exists ߰ ∈  ஶ(ॻ௡) such thatܮ

ܣ ொܲഇ = టܶ. 
On the other hand, since ఏܶ is an analytic Toeplitz operator, it follows that 
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ܣ ொܲ ఏܶ = 0. 
Hence, using [Theorem 1, C. Gu [183]], we conclude that 

ܶటఏ = ܶట ఏܶ 
               = ܣ  ொܲഇ ఏܶ 

     =  0. 
This completes the proof of the theorem.  

Summing up the above two results and Lemma (4.3.1), we have the following 
generalization of Theorem 1.2 in [174]. 
Theorem (4.3.8)[169]: For an inner function ߠ ∈  ஶ(॰௡) and bounded linearܪ
operators ܶ and ܣ on ܳఏ = ଶ(॰௡)ܪ ⊝  :ଶ(॰௡), the following are equivalentܪߠ

(i) ܥ௭೔
∗௠ܶܥ௭೔

௠ → ௭೔ܥ and ܣ
∗௠(ܶ − ௭ೕܥ(ܣ

௠ → 0 in norm for all ݅, ݆ =  1, . . . , ݊; 
(ii) ܥ௭೔

∗௠ ܶ݅ݖ݉ܥ →  0 in norm for all ݅ = 1, . . . , ݊; 
(iii) ܶ  is compact. 

For asymptotic Toeplitzness of composition operators on the Hardy space of the 
unit sphere in ℂ௡ see Nazarov and Shapiro [188], and Cuckovic and Le [176]. 

We characterize the compact operators on the model space ܪℂ೛
ଶ (॰) ⊝ Θܪℂ೛

ଶ (॰), 
where Θ ∈ ஻(ℂ೛)ܪ

ஶ (॰) is an inner function. We note that this result for p = 1 case can be 
found in [174]. Moreover, our proof seems more shorter and conceptually different (for 
instance, compare Theorem 5.5 with Proposition 2.10 in [174]). 

We begin with the definition of a Toeplitz operator with operator-valued symbol. 
Definition (4.3.9)[169]: Let ℰ be a Hilbert space. A bounded linear operator ܶ on 
ℰܪ

ଶ(॰) is said to be Toeplitz if there exists an operator-valued function Φ in ܮ஻(ℰ)
ஶ (ॻ) 

such that ܶ = ܲுℰ
మ(॰)ܯ஍|ுℰ

మ(॰) . 
Here let us observe, before we proceed further, the following characterization of 

Toeplitz operators on a vector-valued Hardy space. Since the result follows from 
concepts and techniques used in the proof of Theorem (4.3.2), we give a sketch of the 
proof. 
Theorem (4.3.10)[169]: Let ℰ be a Hilbert space and ܶ ∈ ܤ ቀܪℰ

ଶ(॰)ቁ. Then ܶ is a 
Toeplitz operator if and only if ௭ܶ

∗ ܶ ௭ܶ = ܶ. 
Proof. Note first that {݁௠ߟ: ݉ ∈ ℤ, ߟ ∈ ℰ} is a total set in ܮℰ

ଶ (॰), where ݁௠ =
݁௜௠ఏ , ݉ ∈ ℤ. For each ݇ ≥  1, set 

௞ܣ = ௘೔ഇܯ
∗௞ ௘೔ഇܯܲܶ

௞ , 
where ܯ௘೔ഇ  is the bilateral shift on ܮℰ

ଶ (ॻ) and ܲ  is the orthogonal projection from ܮℰ
ଶ (ॻ) 

onto ܪℰ
ଶ(॰). If ௭ܶ

∗ ܶ ௭ܶ = ܶ and ݇ ∈ ℤା, then 
〈ܶ݁௜ା௞ߟ, ௝݁ା௞ߞ〉 = 〈ܶ ௜݁ߟ, ௝݁ߞ〉, 

for all ݅, ݆ ≥  0. Then for each ݈, ݉ ∈ ℤ, as in the proof of Theorem (4.3.2), there exists 
≤ ݐ  0 such that ݈ + ݇, ݉ +  ݇ ≥ 0 for all ݇ ≥  and so ,ݐ

௞ܣ〉 ௟݁ߟ, ݁௠ߞ〉 → 〈ܶ݁௟ା௧ߟ, ݁௠ା௧ߞ〉, 
as ݇ → ∞. Then 

(݁௟ߟ, ݁௠ߞ) ⟼ lim
௞→ஶ

௞ܣ〉 ௟݁ߟ, ݁௠ߞ〉, 
defines a bounded bilinear form on the span of { ௟݁ߟ: ݈ ∈ ℤ, ߟ ∈ ℰ}. 
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Therefore, there exists (again, following the proof of Theorem (4.3.2)) ܣஶ ∈
ܤ ቀܮℰ

ଶ (ॻ)ቁ such that 
,ஶ݂ܣ〉 ݃〉 = lim

௞→ஶ
,௞݂ܣ〉 ݃〉, 

for all ݂, ݃ ∈ ℰܮ
ଶ (ॻ). This yields 

௘೔ഇܯஶܣ =  .ஶܣ௘೔ഇܯ
Hence there exists a Φ ∈ ஻(ℰ)ܮ

ଶ (ॻ) such that 
ஶܣ =  ,஍ܯ

and hence 
ܶ = ܲுℰ

మ(॰)ܯ஍|ுℰ
మ(॰). 

The proof of the converse part proceeds verbatim as that of Theorem (4.3.2). This 
completes the proof of the theorem.  

Following Feintuch [181] we now define an asymptotic Toeplitz operator on a 
vector-valued Hardy space. 
Definition (4.3.11)[169]: Let ℰ be a Hilbert space. A bounded linear operator ܶ on 
ℰܪ

ଶ(॰) is said to be an asymptotic Toeplitz operator if there exists ܣ ∈ ܤ ቀܪℰ
ଶ(॰)ቁ such 

that ௭ܶ
∗௠ ܶ ௭ܶ

௠ → ݉ as ܣ → ∞ in norm. 
In the theorem below, we generalize the Feintuch’s characterization [181] (see 

also Theorem F, page 195, [188]) of asymptotic Toeplitz operators on Hardy space to 
asymptotic Toeplitz operators on ℂ௣ −valued Hardy space. However, the method of 
proof here is adapted from the original proof by Feintuch. 
Theorem (4.3.12)[169]: Let ܶ, ܣ ∈ ܤ ቀܪℂ೛

ଶ (॰)ቁ. Then ௭ܶ
∗௠ ܶ ௭ܶ

௠ →  in norm if and ܣ
only if ܣ is a Toeplitz operator and (ܶ −  .is compact (ܣ 
Proof. Suppose that ௭ܶ

∗௠ܶ ௭ܶ
௠ →  in norm. It follows that ܣ

ቛ ௭ܶ
∗(௠ାଵ) ܶ ௭ܶ

௠ାଵ − ௭ܶ
ܣ∗ ௭ܶቛ ≤ ‖ ௭ܶ

∗௠ ܶ ௭ܶ
௠ − ‖ܣ → 0 

as ݉ → ∞. This and the triangle inequality yields ܣ = ௭ܶ
ܣ ∗ ௭ܶ. Now let ܴ௠ = ௭ܶ

௠ ௭ܶ
∗௠ 

and  
ܳ௠ = ܫ − ܴ௠. 

Further, let ℂܲ೛ denote the orthogonal projection of ܪℂ೛
ଶ (॰) onto the space of (ℂ௣-

valued) constant functions. Since ௭ܶ ௭ܶ
∗ = ுℂ೛ܫ

మ (॰) − ℂܲ೛ , it follows that 

ܳ௠ = ෍ ௭ܶ
௞

ℂܲ೛ ௭ܶ
∗௞(݉ ≥ 1)

௠ିଵ

௞ୀ଴

. 

Then ܳ௠ , ݉ ≥  1, is a finite rank operator, and therefore 
௠ܨ = (ܶ − ௠ܳ(ܣ + ܳ௠(ܶ − (ܣ − ܳ௠(ܶ − ݉)௠ܳ(ܣ ≥ 1), 

is also a finite rank operator. Moreover 
(ܶ − (ܣ − ௠ܨ = ܴ௠(ܶ − ݉)௠ܴ(ܣ ≥ 1), 

yields 
‖(ܶ − (ܣ − ‖௠ܨ = ‖ܴ௠(ܶ − ‖௠ܴ(ܣ ≤ ‖ ௭ܶ

∗௠ ܶ ௭ܶ
௠ − ‖ܣ → 0, 

as ݉ → ∞. So ܶ −  .is compact as desired ܣ
The converse follows from Lemma (4.3.1). This completes the proof.  
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Given a Hilbert space ℰ and an inner multiplier Θ ∈ ஻(ℰ)ܪ
ஶ (॰), the model space 

ܳ஀ and the model operator ܵ஀ are defined by 
ܳ௵ = ℰܪ

ଶ(॰) ⊝ Θܪℰ
ଶ(॰), 

and 
ܵ஀ = ொܲ೭ ௭|ொ೭ܯ , 

respectively. Model spaces (and hence model operators) represent a wide and very 
important class of bounded linear operators [187]. We have the following result in the 
model space setting. 
Proposition (4.3.13)[169]: Let ߆ ∈ ஻(ℰ)ܪ

ஶ (॰) be an inner multiplier and ܶ ∈  .(௵ܳ)ܤ
Assume that ߆൫݁௜ఏ൯ is invertible a.e. Then ܵ௵

∗ܶܵ௵ = ܶ if and only if ܶ = 0. 
Proof. The proof goes exactly along the same lines as the proof of Theorem (4.3.7). 
Since 

ܶ ொܲ೭ = ௭ܶ
∗ ൫ܶ ொܲ೭ ൯ ௭ܶ, 

it follows from Theorem (4.3.10) that ܶ ொܲ is a Toeplitz operator. Consequently, there 
exists ߖ ∈ ஻(ℰ)ܮ

ஶ (ॻ) [187] such that  
ܶ ொܲ೭ = అܶ. 

Since ௵ܶ is an analytic Toeplitz operator, again as in the proof of Theorem (4.3.7), it 
follows that  

అܶ௵ = 0, 
and hence  

Θߖ = 0. 
Since Θ is invertible a.e., it follows that ߖ =  0 a.e. and hence ܶ =  0. This completes 
the proof.  

Not only is this proposition a considerable generalization of Proposition 2.10 of 
[174], but our proof is much simpler. The principal tool is the identity ܵ௵

∗ = ௭ܶ
∗|ொ೭ . 

We have the following characterization which generalizes the characterization of 
compact operators on ܳ௵ for ݌ = 1 (see the implication (i) and (iii) in Theorem 1.2 in 
[174]). 
Theorem (4.3.14)[169]: Let Θ ∈ ஻(ℂ೛)ܪ

ஶ (॰) be an inner multiplier and ܶ ∈  .(௵ܳ)ܤ
Then ܶ is compact if and only if {ܵ௵

∗௠ܶܵ௵
௠}௠ஹଵ converges in norm. 

Proof. If ܶ is compact on ܳ௵ , then by Lemma (4.3.1), ‖ܵ௵
∗௠ܶܵ௵

௠‖ → 0 as ݉ → ∞. To 
prove the converse, let ܣ ∈ ௵ܵ and (௵ܳ)ܤ

∗௠ܶܵ௵
௠ → ݉ as ,ܣ → ∞, in norm. Then by the 

same argument used in the proof of Theorem (4.3.6), we have ܵ௵
௵ܵܣ∗ =  It now .ܣ

follows from Proposition (4.3.13) that ܣ = 0 and therefore ௭ܶ
∗௠ܶ ொܲ೭ ௭ܶ

௠ → 0 as ݉ →
∞. Now Theorem (4.3.12) implies that ܶ ொܲ೭  is a compact operator on ܪℂ೛

ଶ (॰). 
Therefore ܶ = ܶ ொܲ೭  is a compact operator on ܳ௵ . This completes the proof.  

Theorem (4.3.14) and Lemma (4.3.1) give us the following generalization of 
Theorem 1.2 in [174]. 
Theorem (4.3.15)[169]: Let Θ ∈ ஻(ℂ೛)ܪ

ஶ (॰) be an inner multiplier and ܶ ∈  .(௵ܳ)ܤ
Then the following are equivalent: 

(i) {ܵ௵
∗௠ܶܵ௵

௠}௠ஹଵ converges in norm; 
(ii) ܵ௵

∗௠ܶܵ௵
௠ → 0 in norm; 

(iii) ܶ is a compact operator. 
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Chapter 5 
Hardy Space over the Bidisk 

We show some results reflect the two variable nature of ܪଶ(ܦଶ). We show that 
manifest a close tie between the operator theory in ܪଶ(ܦଶ) and classical single operator 
theory. The unilateral shift of a finite multiplicity and the Bergman shift will be used as 
examples to illustrate some of the results. We first show the Coburn type theorem fails 
generally on the bidisk. But, we show that certain pluriharmonic symbols or product 
symbols of one variable functions induce Toeplitz operators satisfying the Coburn type 
theorem. 
Section (5.1): Operator Theory: 

Non-selfadjoint operator theory has been greatly enriched by the introduction of  
Hilbert spaces of analytic functions. On the one hand, analytic function theory maizes 
it possible to reformulate and solve many classical operator theoretical problems; on the 
other hand, it opens many new fields of study in which algebra, geometry and topology 
also play fundamental roles. A very illustrative example is the study of the unilateral 
shift operator of the Hardy space over the unit disk, the results of which have found 
many important applications. In recent years, many attempts have been made to explore 
a multi-variate analogue of this study. One line is the study of commuting operator 
tnples in which the dilation (cf. [203]), joint similarity (cf. [213]), joint hyponormality 
(cf. [202][214][215]), joint spectrum (cf. [199][201]) and functional calculus (cf. [201]) 
are very interesting topics. Another line is the coordinate free approach in which the 
language of module theory is adopted (cf. [198[200][205][206][212]). This module 
language emphasizes some key problems in the multlvariate  operator theory from a 
module theoretical viewpoint and makes clear its connections with algebraic geometry 
and commutative algebra. 

[207] and [217] start a project of building a systematic operator theory in ܪଶ(ܦଶ). 
This project is based on the module language. Its ultimate goal is to make ܪଶ(ܦଶ) into 
a concrete model in multi-varlable operator theory in which, on the one hand, the two 
variable nature of ܪଶ(ܦଶ) has a clear operator theoretical representation; on the other 
hand, the transition from single operator theory to a multivariable theory becomes 
natural. The study of ܪଶ(ܦଶ), and in general ܪଶ(ܦ௡), is not new. Its function theory 
was laid down in [215], and some operator theoretical problems were studied, see [192], 
[196], [197], [208], [209], and [210]. But the operator theory in ܪଶ(ܦଶ) is still far from 
being fully developed. 

We devoted to a study of the evaluation operator. In the process of exhibiting 
elementary properties of the evaluation operator in ܪଶ(ܦଶ), some general techniques 
are also developed. These techniques are used to obtain results in other topics. 

We give an interpretation of characteristic operator function in ܪଶ(ܦଶ) using 
evaluation operator. This interpretation is a basis for the development of some useful 
techniques. 

Difference quotient operator is closely related to the evaluation operator. Its 
properties are used in many places. 

 Results are used to prove a spectral equivalence in our setting of ܪଶ(ܦଶ). This 
proof is another important source of techniques. 
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      Some sufficient conditions for the compactness of evaluation operators on 
quotient modules ܪଶ(ܦଶ) ⊖  .are studied. A necessary condition will be given ܯ

Multiplications by coordinate functions ݖ and ݓ in ܪଶ(ܦଶ) are two unilateral 
shift operators of infinite multiplicity. We study compressions of the two shift operators 
to quotient spaces. Many results will be used here. In functional model theory, 
compressions of the shift operators to quotient spaces serve as canonical models for a 
large class of operators. 

From this point of view, the study, has a useful generality. We will take the 
Bergman shift and the unilateral shift of finite multiplicity as examples to illustrate some 
of the results. 

We let ܥ denote the complex plane and ܥ ଶ be the Cartesian product of 2 copies 
of ܥ. The points of ܥ ଶ are thus the ordered 2-tuples (ݖ,  ାis the set of nonnegativeܼ .(ݓ
integers. ܦଶ will be the unit bidisk in ܥ ଶ with distinguished boundary ܶଶ, where ܦ is 
the nnit disk and ܶ is the unit circle. |ௗ௭|

ଶగ
 denotes the normalized Lebesgue measure on 

the unit circle ܶ and ݀݉ ≔ |ௗ௭|
ଶగ

|ௗ௪|
ଶగ

  be the product measure on the torus ܶଶ. ܪଶ(ܦଶ), 
which is equal to ܪଶ(ܦ)⨂ܪଶ(ܦ), is the Hardy space over the bidisk. No distinction 
will be made between ܪଶ(ܦଶ) and ܪଶ(ܶଶ). Bidisk algebra ܣ(ܦଶ) is the closure of 
polynomials in ݖ and w under the norm of ܥ(ܶଶ). 

 by pointwise multiplication of functions which turns (ଶܦ)ଶܪ acts on (ଶܦ)ܣ
 is ܯ is a submoduIe if (ଶܦ)ଶܪ of ܯ module. A closed subspace (ଶܦ)ܣ into an (ଶܦ)ଶܪ
invariant under the module action, or equivalently, ܯ is invariant under multiplications 
by both ݖ and ݓ(denoted by ௭ܶ and ௪ܶ respectively). A subspace invariunt for 

௭ܶ(ݎ݋ ௪ܶ)alone will be called ݖ-lnvariant (or respectively ݓ-invariant). For any subset 
ܺ ⊂  and (ଶܦ)ଶܪ we let clos{ܺ} denote the closure of ܺ in ,(ଶܦ)ଶܪ

[ܺ] ≔ clos{span{ܣ(ܦଶ)ܺ}} 
denote the submodule generated by ܺ. For example [h] is the submoduIe generated by 
function ℎ. 

A function ℎ ∈ ,ݖ)is said to be inner if |ℎ (ଶܦ)ଶܪ  is almost everywhere equal |(ݓ
to 1 on ݐଶ; and it is said to be H-outer if [ℎ] =  It is easy to see that when ℎ is .(ଶܦ)ଶܪ
inner, [ℎ] = ℎܪଶ(ܦଶ). 

If we denote ܪଶ(ܦଶ) ⊖ (ଶܦ)ଶܪ ௪ andܪ by (ଶܦ)ଶܪݖ ⊖  ௭, thenܪ by (ଶܦ)ଶܪݓ
௪ܪ = clos൛span൛ݓ௝: ݆ ≥ 0ൟൟ , ௭ܪ = clos൛span൛ݖ௝ : ݆ ≥ 0ൟൟ. 

One sees that both ܪ௪ and ܪ௭ are the Hardy space over the unit disk, but they are 
different subspaces in ܪଶ(ܦଶ). These two subspaces will be used in the definition of 
evaluation operators and some other places. 

If ܯ is a closed proper subspace of ܪଶ(ܦଶ) and 
݌ ∶ (ଶܦ)ଶܪ → ,ܯ ݍ ∶ (ଶܦ)ଶܪ → (ଶܦ)ଶܪ ⊖  ܯ

are orthogonal projections, then we define a map 
ܵ ∶ (ଶܦ)ܣ → (ଶܦ)ଶܪ)ܤ ⊖  (ܯ

by 
௙ܵ௚ ≔  ,݂݃ݍ

where ݂ ∈ ݃ and (ଶܦ)ܣ ∈ (ଶܦ)ଶܪ ⊖ One sees that the operators ௭ܵ .ܯ , ܵ௪  are 
compressions of the Toeplitz operators ௭ܶ, ௪ܶ to ܪଶ(ܦଶ) ⊖  is a ܯ When .ܯ
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submodule, ܵ is a homomorphism which turns ܪଶ(ܦଶ) ⊖ -(ଶܦ)ܣ into a quotient ܯ
module and in particular ܵ௭ commutes with ܵ௪. 

It is easy to check that a closed subspace ܰ of  ܪଶ(ܦଶ) ⊖  is invariant for ܯ
௭ܵ(ܵݎ݋௪) if and only if ܰ ⊕  We will .(ଶܦ)ଶܪ in (invariant-ݓ .or resp)invariant-ݖ is ܯ

see that ௭ܵ  and ܵ௪ have a very close tie with the evaluation operators. 
Definition (5.1.1)[191]: For every ߣ ∈  (ߣ)ܮ we define a left evaluation operator ,ܦ
from ܪଶ(ܦଶ) to ܪ௪ and a right evaluation operator ܴ(ߣ) from ܪଶ(ܦଶ) to ܪ௭ by 

(ݓ)݂(ߣ)ܮ = ,ߣ)݂ (ݖ)݂(ߣ)ܴ   ,(ݓ = ,ݖ)݂ ݂   ,(ߣ ∈  .(ଶܦ)ଶܪ
It is easy to see that (ߣ)ܮ and ܴ(ߣ) have integral representations using the Canchy 
integral formula from which we see that (ߣ)ܮ and ܴ(ߣ) are operator valued analytic 
functions in ߣ and 

‖(ߣ)ܮ‖ = ‖(ߣ)ܴ‖ = (1 − ଶ)ିଵ|ߣ| ଶ⁄ . 
As manifested in [207] and [217], evaluation operators play important roles in the study 
of the compression operators. On the one hand, the restriction of evaluation operators 
to the quotient space ܯ ⊝ ܵ is the characteristic operator function of ܯݖ ௭; on the other 
hand, the restriction of evaluation operators to the quotient space ܪଶ(ܦଶ) ⊖  is in ܯ
many cases compact. These two facts lead to some interesting results. 

We will be mainly interested in restrictions of  (ߣ)ܮ and ܴ(ߣ) to quotient spaces 
like ܪଶ(ܦଶ) ⊖ ܯ and ܯ ⊝  For simplicity, we denote these restrictions also by .ܯݖ
 .in cases in which their meanings are clear from the context (ߣ)ܴ and (ߣ)ܮ

We have the following lemma. 
Lemma (5.1.2)[191]: If  ݂ ∈ ‖݂(0)ܮ‖ then ,(ଶܦ)ଶܪ = ‖݂‖ if and only if ݂ ∈  .௪ܪ

We mentioned that (ߣ)ܮ is an operator-valued analytic function in ߣ. An operator-
valued analytic function (ݖ)ݑ over ܦ is said to be contractive if ‖(ݖ)ݑ‖ ≤ 1 for every 
ݖ ∈  is contractive, then it has non-tangential limit to almost every point in (ݖ)ݑ If .ܦ
ܦ߲ = ܶ. If ܪ is a closed subspace of ܪଶ(ܦଶ) such that ܮ|ு is contractive and 

‖݂(0)ܮ‖ < ‖݂‖ 
for every nonzero ݂ ∈  Lemma (5.1.2) .ܪ is said to be purely contractive on (ݖ)ܮ then ,ܪ
shows that if ܮ|ு  is contractive and ܪ contains no nonzero function which is 
independent of ݖ, then ܮ|ு is purely contractive. We will need this fact. 

The following lemma in [217] will be used. 
Lemma (5.1.3)[191]: If  ܯ ⊂ ܯ restricted to (ߣ)ܴ is z-invariant, then (ଶܦ)ଶܪ ⊝  ܯݖ
is Hilbert-Schmidt for every ߣ ∈  and ,ܦ

൯(ߣ)ܴ(ߣ)∗൫ܴݎݐ ≤ (1 −  .ଶ)ିଵ|ߣ|
Similarly if ܯ ⊂ ܯ restricted to (ߣ)ܮ is w-invariant, then (ଶܦ)ଶܪ ⊝ -is Hilbert ܯݓ
Schraidt for every ߣ ∈  ܯ if--(ଶܦ)ଶܪ This lemma reflects the two-variable nature of .ܦ
is ݖ-invariant, then the functions in ܯ ⊝  and hence ݓ depends largely on variable ܯݖ
they do not have much 'room' to vary if w variable is fixed. For example, if ܯ =
ܯ then ,(ଶܦ)ଶܪ ⊝ ܯݖ = ߣ ெ⊝௭ெ is of rank 1 for every|(ߣ)ܴ ௪ andܪ ∈  .ܦ

The following lemma describes the adjoints of (ߣ)ܮ|ுమ(஽మ)⊝ெ and 
 .ுమ(஽మ)⊝ெ. Its proof is simple|(ߣ)ܴ
Lemma (5.1.4)[191]: If ܯ is a subspace of ܪଶ(ܦଶ) and (ߣ)ܴ ,(ߣ)ܮ are restrictions of 
evaluation operators to quotient ܪଶ(ܦଶ) ⊝ ߶ then for every ,ܯ ∈ ߰ ,௪ܪ ∈ ௭ܪ , 
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߶(ߣ)∗ܮ = ൫1ݍ − ൯ݖߣ
ିଵ

߰(ߣ)∗ܴ   ,߶ = ൫1ݍ − ൯ݓߣ
ିଵ

߰. 
We will use this lemma often later on. 

 For every contraction ܶ, one can associate with it two defect operators ்ܦ =
(1 − ܶ∗ܶ)ଵ ଶ⁄ ∗்ܦ , = (1 − ܶܶ∗)ଵ ଶ⁄ , and two defect spaces ்ࣞ and ்ࣞ∗ which are the 
closure of the ranges of ்ܦ and ்ܦ∗ respectively. The operator-valued analytic function 

(ߣ)்ߠ = [−ܶ + 1)∗்ܦߣ − ଵ]|ࣞ೅ି(∗ܶߣ ߣ    , ∈  (1)                          ܦ
is called the characteristic operator function for ܶ. 

In functional model theory (cf. [214][204][216]), the defect operators and the 
characteristic operator functions are very useful too]s in determining the structure of 
contractions. In [207] it is shown that if ܯ is a z-invariant subspaee of ܪଶ(ܦଶ), then the 
evaluation operator ܮ is left inner from ܯ ⊝  ௪ andܪ to ܯݖ

ܯ =  ,(ܧ)ଶܪ(ݖ)ܮ
where ܧ = ܯ ⊝  By [216], there are constant unitaries ܷ, ܸ, ܹ such that .ܯݖ

ெ⊝௭ெ|(ߣ)ܮ = ൫ܷߠௌ೥
൯ܸ(ߣ) ⊕ ܹ,                                         (2) 

and by Lemma (5.1.2), ܹ ≠ 0 if and only if ܯ contains nonzero functions independent 
of variable. 

An analytic formula for (ߣ)ܮ|ெ⊝௭ெ, which is parallel to the formula for ߠௌ೥, can 
be deduced from (2) and a known result in the vector-valued Hardy space setting (cf. 
Theorem 5.2 in [194]). But the following treatment fits better into the context. 

We first observe that in Lemma (5.1.4), 
߶(ߣ)∗ܮ = ൫1ݍ − ൯ݖߣ

ିଵ
߶ = ൫1ݍ − ൯ݖߣ

ିଵ
߶ݍ = ൫1 − ௭൯ܵߣ

ିଵ
 ,߶(0)∗ܮ

and therefore we have the following 
Lemma (5.1.5)[191]: For every ݂ ∈ (ଶܦ)ଶܪ ⊝ ݂(ߣ)ܮ,ܯ = 1)(0)ܮ − ௭ܵߣ

∗)ିଵ݂. 
Lemma (5.1.5), apart from giving analytic representations of (ߣ)ܮ, displays a 

connection with the compression ܵ௭ . More connections will be exihibited in Section 5. 
In the following corollary, ܦ௭݂ = ௙ି௙(଴,∙)

௭
 for every ݂ ∈  We will make a study .(ଶܦ)ଶܪ

of it next.  Here we need the fact that when ܯ is ݖ-invariant ܦ௭ maps ܯ ⊝  into ܯݖ
(ଶܦ)ଶܪ ⊝  .ܯ
Corollary (5.1.6)[191]: On ܯ ⊝  ܯݖ

(ߣ)ܮ = (0)ܮ + 1)(0)ܮߣ − ߣ ௭ܵ
∗)ିଵܦ௭ .                                      (3) 

Proof. For ݂ ∈ ܯ ⊝  if we write ,ܯݖ
,ݖ)݂ (ݓ = ݂(0, (ݓ + ,ݖ)݃ݖ  ,(ݓ

then ݃ = (ଶܦ)ଶܪ ௭݂ which is inܦ ⊝  by a remark following the definition of ܯ
difference quotient operators. It is easy to see that 

௭݂ܦ(ߣ)ܮߣ = ,ߣ)݃ߣ                                      (ݓ
= ,ߣ)݂ (ݓ − ݂(0,  (ݓ
= ൫(ߣ)ܮ −    ,൯݂(0)ܮ

and hence 
݂(ߣ)ܮ = ݂(0)ܮ +  .௭݂ܦ(ߣ)ܮߣ

By Lemma (5.1.5), 
݂(ߣ)ܮ = ݂(0)ܮ + 1)(0)ܮߣ − ௭ܵߣ

∗)ିଵܦ௭݂. 
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This representation of the characteristic operator function for ܵ௭
  is very useful since in 

many cases (0)ܮ and ܦ௭ are easy to compute, and this leads to a better understanding 
of ௭ܵ

 . We will see examples later. A comparison of (3) with (1) suggests that the defect 
operators for ܵ௭

  may have a clearer expression in terms of (0)ܮ and ܦ௭.  
If ܯ is z-invariant, then ܵ௭

  on ܪଶ(ܦଶ) ⊝  .can be very general (cf. [211][216]) ܯ
In fact, if ܵ  is any contraction in class ܥ.଴, that is lim

௡→ஶ
(ܵ∗)௡ → 0 in strong topology, then 

there is a z-invariaalt subspace ܯ such that ܵ is unitarily equivalent to ܵ௭
  on ܪଶ(ܦଶ) ⊝

But if M is a submodule, ௭ܵ .ܯ
  is much less general, and there exist ܥ.଴ class 

contractions which are not unitarily equivalent to ܵ௭
  for any submodule ܯ. The 

following Theorem (5.1.7) shows that submodules which make ܵ௭
  compact are rare. A 

function ߶ is said to be a factor of ܯ if ߶ is a factor of every function in ܯ. A submodule 
-is said to be generic if it contains no non-trivial one-variable function and has no one ܯ
variable inner factor. 
Theorem (5.1.7)[191]: If ܯ is a generic submodule, then ௭ܵ

  is not compact. 
Proof. For a generic submodule, remarks preceeding Lemma (5.1.5) says that ܮ|ெ⊝ୀெ 
differs from tile chtaracteristic operator fuuction of ܵ௭

  by constant unitaries, e.g., 
ெ⊝௭ெ|(ߣ)ܮ = ௌ೥ߠܷ

 ,ܸ(ߣ) 
for some unitary operators ܷ and ܸ. So by the formula for ߠௌ೥

 , if ܵ௭
  is compact then 

(ܯݖ)(0)ܮ ெ⊝௭ெ is compact. Since|(0)ܮ = {0},  We show that .ܯ is compact oll (0)ܮ
this is impossible. In fact, since functions in ܯ do not have common factor ݖ and 

ܯ = ⨁௜ୀ଴
ஶ ܯ)௜ݓ ⊝  ,(ܯݓ

we can pick a ݂ ∈ ܯ ⊝ ,such that ݂(0 ܯݓ (ݓ ≠ 0 and ‖݂‖ = 1. One checks that 
൛ݓ௝݂ ∶ ݆ ≥ 0ൟ is an orthonormal set and 

ฮݓ(0)ܮ௝݂ฮ = න หݓ௝݂(0, ห(ݓ
ଶ |ݓ݀|

ߨ2

 

்
= න |݂(0, ଶ|(ݓ |ݓ݀|

ߨ2

 

்
, 

for every ݆ ≥ 0. This means that (0)ܮ can't be compact on ܯ.  
So if ܵ ௭

  is compact on ܪଶ(ܦଶ) ⊝  .must be non-generic ܯ then the submodule ,ܯ
Some study was made for non-generic submodules in the next. A non-generic 
submodule is special and also simple. However it is not clear if non-generic submodules 
are able to produce all compact strict contractions. 

Another related question is the following 
Question (5.1.8)[191]: If ܯ is a submodule with codimension ݀݅݉(ܪଶ(ܦଶ) ⊝ (ܯ >
1, then can ܵ௭

  be normal? 
 If ܯ is a submodule of ܪଶ(ܦଶ), then compressions ܵ௭

  and ܵ௪
  on ܪଶ(ܦଶ) ⊝  ܯ

are a closely related pair. In studies of operator pairs, an important problem is the jointly-
invariant subspace problem. The jointly-invariant subspace problem for the pair 
(ܵ௭

 , ܵ௪
 ) is very hard. Actually it is tied up with the invariant subspace problem for 

Hilbert space operators. 
However, if either ௭ܵ

  or ܵ௪
  is in ܥ௢

  class, which means there is a non-zero r ߰ ∈
߰ such that either (ܦ)ஶܪ (ܵ௭

 ) = 0 or ߰ (ܵ௪
 ) = 0, then ( ௭ܵ

 , ܵ௪
 ) has a non-trivial jointly-

invariant subspace. We first state a lemma. This lemma will also be used. 
Lemma (5.1.9)[191]: If  ߶ is an inner function in ܪ௭

 , then 
(ଶܦ)ଶܪ ⊝ (ଶܦ)ଶܪ߶ = ௭ܪ)

 ⊝ ௭ܪ߶
 ) ⊗ ௪ܪ

 . 
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Proof. For every ݂ ∈ ௭ܪ
 ⊝ ௭ܪ߶

  and ݃ ∈ ௪ܪ
 , 

< ௝ݓ௜ݖ߶   ,݂݃ >=< ௜ݖ߶   ,݂ >< ݃, ௝ݓ >= 0,   ∀݅, ݆ ≥ 0. 
This implies that 

௭ܪ)
 ⊝ ௭ܪ߶

 ) ⊗ ௪ܪ
 ⊂ (ଶܦ)ଶܪ ⊝  .(ଶܦ)ଶܪ߶

Conversely, if ݂ ,ݖ) (ݓ = ∑ ௝ݓ
௝݂(ݖ)ஶ

௝ୀ଴  is any function in ܪଶ(ܦଶ) ⊝  then for (ଶܦ)ଶܪ߶
each ݅ ≥ 0 and ݇ ≥ 0, 

0 =< ௞ݓ௜ݖ߶   ,݂ >= ෍ < ௝ݓ
௝݂

ஶ

௝ୀ଴

, ௞ݓ௜ݖ߶ > 

                             =< ௞ݓ
௞݂, ௞ݓ௜ݖ߶ > 

                   =< ௞݂ , ௜ݖ߶ >. 
This shows that ݂ ௞ ∈ ௭ܪ

 ⊝ ௭ܪ߶
  for every ݇ ≥ 0 and therefore ݂ ∈ ௭ܪ)

 ⊝ ௭ܪ߶
 ) ⊗ ௪ܪ

 .  
Theorem (5.1.10)[191]: If  ܯ ⊂  is a submodule of infinite codimension and (ଶܦ)ଶܪ
either ௭ܵ

  or ܵ௪
  is in class ܥ௢

 , then ܵ௭
  and ܵ௪

  have a non-trivial jointIy-invariant 
subspace. 
Proof. If ܵ௪

  is in ܥ௢
 , then ܵ௪

  has a minimal function ߶(ݓ) ∈  Since .(ܦ)ஶܪ
߶ݍ = (1ݍ)߶ݍ = ߶(ܵ௪

(1ݍ)(  = 0,                                     (4) 
߶ is in ܯ. If ߶ =  is a ܯ because ܯ is the inner-outer factorization, then ߰ is in ܨ߰
submodule. So without loss of generality we assume ߶ is inner. There are two cases. 
Case 1. If ߶ can be factorized nontrivially into a product of two inner functions as 

(ݓ)߶ = ߶ଵ(ݓ)߶ଶ(ݓ), 
then by the minimality of ߶ and the arguments in (4) neither ߶ଵ nor ߶ଶ is in ܯ. If we 
set 

෡ܯ = (ଶܦ)ଶܪଵ߶}ݏ݋݈ܿ +  {ܯ
then clearly ܯ෡  is a submodule which contains ܯ properly. 

We now show that ܯ෡ ≠ ෡ܯ In fact if .(ଶܦ)ଶܪ =  then there is a sequence ,(ଶܦ)ଶܪ
{݃௡ ∶ ݊ ≥ 0} ⊂ and a sequence {ℎ௡ (ଶܦ)ଶܪ ∶ ݊ ≥ 0} ⊂  such that ܯ

lim
௡→ஶ

߶ଵ݃௡ + ℎ௡ = 1. 
This implies that 

lim
௡→ஶ

߶ଶ߶ଵ݃௡ + ߶ଶℎ௡ = ߶ଶ. 
But {߶݃௡, ߶ଶℎ௡ ∶ ݊ ≥ 0} is a subset of ܯ, so ߶ଶ needs to be in ܯ which contradicts the 
minimality of ߶ So ܯ෡ ⊝  is a non-trivial jointly invariant subspace of ܵ௭ and ܵ௪ by ܯ
the remarks. 
Case 2. If ߶ = ௪ିఒ

ଵିఒ௪
 for some ߣ ∈ (ଶܦ)ଶܪ߶ then ,ܦ = ݓ) − (ଶܦ)ଶܪ(ߣ ⊂  and by ܯ

Lemma (5.1.9) 

(ଶܦ)ଶܪ ⊝ ݓ) − (ଶܦ)ଶܪ(ߣ =
1

1 − ݓߣ
௭ܪ . 

This in particular implies that ܪଶ(ܦଶ) ⊝ ݓ) −  ܯ is invariant for ௭ܶ. Since (ଶܦ)ଶܪ(ߣ
is invariant for ௭ܶ and 

ܯ ⊝ ݓ) − (ଶܦ)ଶܪ(ߣ = ܯ ∩ ൫ܪଶ(ܦଶ) ⊝ ݓ) −  ,൯(ଶܦ)ଶܪ(ߣ
ܯ ⊝ ݓ) −  ,is also invariant for ௭ܶ. By Beurling's theorem (ଶܦ)ଶܪ(ߣ
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ܯ ⊝ ݓ) − (ଶܦ)ଶܪ(ߣ =
(ݖ)߰

1 − ݓߣ
 ௭ܪ

for some inner function ߰ ∈  ௭ and thereforeܪ

ܯ =
(ݖ)߰

1 − ݓߣ
ݓ)⨁௭ܪ −  .(ଶܦ)ଶܪ(ߣ

If ߰(ݖ) = ௭ିఓ
ଵିఓ௭

 for some ߤ ∈  will be of codimension i which contradicts the ܯ then ,ܦ
assumption, so ߰ must have a non-trivial inner factor, say ߰ଵ. If we let 

෡ܯ =
߰ଵ

1 − ݓߣ
ݓ)⨁௭ܪ −  ,(ଶܦ)ଶܪ(ߣ

then ܯ෡ ⊝ is a non-trivial invariant subspace for ௭ܵ ܯ . Moreover, since ݓ − ߣ ∈
,ܯ ܵ௪ = (ଶܦ)ଶܪ on ܫߣ ⊝ ෡ܯ ,ܯ ⊝ is also invarint for ܵ௪ ܯ . 

It is shown in [207] that if ௭ܵ  doubly commutes with ܵ௪,, e.g., ܵ௭ܵ௪
∗ = ܵ௪

∗
௭ܵ  and 

௭ܵܵ௪
∗ = ܵ௪ܵ௭ , then either ܵ௭  or ܵ௪  is in class ܥ௢. So Theorem (5.1.10) has the following 

Corollary (5.1.11)[191]: If ܵ ௭  and ܵ ௪ doubly commute on a quotient module ܪଶ(ܦଶ) ⊝
 .then they have a non-trivial jointIy-invariant subspace ,ܯ

In the study of the evaluation operator, it is necessary to make a study of another 
kind of operator, the difference quotient operators. For every ߣ ∈  we define ܦ
difference, quotient operators ܦ௭,ఒ and ܦ௪,ఒ from ܪଶ(ܦଶ) to itself by 

,ݖ)௭,ఒ݂ܦ (ݓ =
,ݖ)݂ (ݓ − ,ߣ)݂ (ݓ

ݖ − ߣ ,ݖ)௪,ఒ݂ܦ   , (ݓ =
,ݖ)݂ (ݓ − ,ݖ)݂ (ߣ

ݓ − ߣ . 
One verifies that ܦ௭,ఒ and ܦ௪,ఒ are operator valued analytic functions in ߣ. The 
following lemma describes the adjoints of the difference quotient operators. 
Lemma (5.1.12)[191]: For every ݂ ∈  ,(ଶܦ)ଶܪ

௭,ఒܦ
∗ ݂ =

ݖ
1 − ݖߣ

௪,ఒܦ  ;݂
∗ ݂ =

ݓ
1 − ݓߣ

݂. 

Proof. We prove the first equality. For every ݂, ݃ ∈  ,(ଶܦ)ଶܪ
< ݃, ௭,ఒܦ

∗ ݂ >=< ݂      ,௭,ఒ௚ܦ > 

                                    =<
݃ − (∙,ߣ)݃

ݖ − ߣ
,       ݂ > 

                                      =< ݃ − ,(∙,ߣ)݃
݂

ݖ − ߣ
> 

=< ݃ − ,(∙,ߣ)݃
݂ݖ

1 − ݖߣ
>=< ݃,

݂ݖ
1 − ݖߣ

>.     

Since ቛ ଵ
ଵିఒ௭

ቛ
ஶ

= (1 −  ଵ, it follows from Lemma (5.1.12) thatି(|ߣ|

ฮܦ௭,ఒฮ = ฮܦ௭,ఒ
∗ ฮ = (1 − ,ଵି(|ߣ| ฮܦ௪,ఒฮ = ฮܦ௪,ఒ

∗ ฮ = (1 −  .ଵି(|ߣ|
The following lemma is easily checked. 
Lemma (5.1.13)[191]: For all ߣ and ߟ in ܦ, 

(a) (ߣ)ܮ commutes with ௪ܶ and ܴ(ߣ) commutes with ௭ܶ; 
(b) ܦ௭,ఒ commutes with ௪ܶ and ܦ௪,ఒ commutes with ௭ܶ; 
(c) ܦ௭,ఒ commutes with ܴ(ߟ) and ܦ௪,ఒ commutes with (ߟ)ܮ. 

Lemma (5.1.13)(a) can be used to generalize Lemma (5.1.3). 



142 

Corollary (5.1.14)[191]: If ܯ is z-invariant, then ܴ(ߣ) restricted to ܯ ⊝  is ܯ௡ݖ
Hiilbert-Schmidt for every ߣ ∈  .݊ and every integer ܦ
Proof. It follows directly from Lemma (5.1.3), Lemma (5.1.13)(a) and the fact that 

ܯ ⊝ ܯ௡ݖ = ⨁௝ୀ଴
௡ିଵݖ௝(ܯ ⊝  .(ܯݖ

For simplicity, we denote ܦ௭,଴ by ܦ௭ and ܦ௪,଴by ܦ௪. ܦ௭ and ܦ௪ are contractions. 
The difference quotient operators are related to the compression operators in 

many ways. 
One example is that when restricted to quotient modules, they are the analytic 

extensions of  ௭ܵ
∗ and ܵ௪

∗ . If ܯ is ݖ-invariant and ݂ ∈ (ଶܦ)ଶܪ ⊝  is ݂ݖ then ,ܯ
orthogonal to ܯ and 

ܵ௭
∗݂ =  ݂ݖݍ

                      = ݂ݖܲ −  ݂ݖ݌
          =  ݂ݖܲ

                                                  =
,ݖ)݂ (ݓ − ݂(0, (ݓ

ݖ =  .௭݂ܦ
This shows that ܦ௭|ுమ(஽మ)⊝ெ = ௭ܵ

∗. 
Another important property of ܦ௭ is that it maps space ܯ ⊝ (ଶܦ)ଶܪ into ܯݖ ⊝

 is z-invariaalt. We state this fact as ܯ when ܯ
Lemma (5.1.15)[191]: If ܯ is z-invariant, then ܦ௭(ܯ ⊝ (ܯݖ ⊂ (ଶܦ)ଶܪ ⊝  .ܯ
Proof. It suffices to show that ܦ௭ℎ is orthogonal to ܯ for every ℎ ∈ ܯ ⊝  .ܯݖ

In fact for every ߮ ∈  ,ܯ
< ,௭ℎܦ ߮ >=< ߮ݖ   ,௭ℎܦݖ >=< ℎ − ℎ(0,∙),   ߮ݖ >= 0. 

By using Lemma (5.1.12) and the idea of Lemma (5.1.15), one easily checks the 
following 
Proposition (5.1.16)[191]: If ܯ is z-invariant, then ܦ௭

௡ maps ܯ ⊝ (ଶܦ)ଶܪ into ܯ௝ݖ ⊝
 and ܯ

௭ܦ
௡|ெ⊝௭೙ெ = ௡|ெ⊝௭೙ெݖݍ = ൫ݖ݌௡|ுమ(஽మ)⊝ெ൯

∗
 

for every natural number n. 
௭ܦ ௭,ఒ has an analytic expression in terms ofܦ

  and ௭ܵ
∗. 

Lemma (5.1.17)[191]: For every ݃ ∈ ܯ ⊝ ௭,ఒ݃ܦ ,ܯݖ = (1 − ߣ ௭ܵ
∗)ିଵܦ௭

 ݃. 
Proof. 

(1 − ߣ ௭ܵ
௭,ఒ݃ܦ(∗ = 1)ݍ − (ݖߣ

݃ − (∙,ߣ)݃
ݖ − ߣ  

                                    = 1)ݍ − (ݖߣ
൫݃ݖ − ൯(∙,ߣ)݃

1 − ݖߣ
 

                    = ݃ݖݍ −  (∙,ߣ)݃ݖݍ
                = ݃ݖݍ =  .௭݃ܦ

The next corollary follows directly from Lemma (5.1.15) and Lemma (5.1.17). 
Corollary (5.1.18)[191]: If ܯ is ݖ-invariant, then ܦ௭,ఒ maps ܯ ⊝ (ଶܦ)ଶܪ into ܯݖ ⊝
ߣ for every ܯ ∈  .ܦ

Corollary (5.1.18) will be used. 
We study the essential spectrum of  ௭ܵ . 
We begin by proving the first statement of the following 
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Theorem (5.1.19)[191]: If ܯ is z-invariant and ߣ ∈ then ௭ܵ ,ܦ −  is Fredholm on ߣ
(ଶܦ)ଶܪ ⊝  ெ⊝௭ெ is FredhoIm, and moreover|(ߣ)ܮ  if and only if ܯ

݅݊݀(ܵ௭ିఒ) = ݅݊݀൫(ߣ)ܮ൯. 
Proof. If ܣ is an operator on a separable Hilbert space ܪ, then it is well known that ܣ is 
not Fredholm if and only if there is a sequence {ݔ௡ ∶ ݊ ≥ 0} ⊂  which converges ܪ
weakly to 0 and is bounded below(e.g., ‖ݔ௡‖ ≥ ܿ > 0 for some constant'e and all 
interger ݊ sufficiently large) such that 

lim
௡→ஶ

‖௡ݔܣ‖ = 0. 
We now assume ܵ ௭ − } is not Fredholm and ߣ ௡݂ ∶ ݊ ≥ 0} ⊂ (ଶܦ)ଶܪ ⊝  is a sequence ܯ
that converges weakly to 0 and is bounded below such that 

lim
௡→ஶ

‖ܵ௭ିఒ ௡݂‖ = 0.                                                     (5) 
Since 

௭ܵିఒ ௡݂ = ݖ) − (ߣ ௡݂ − ݖ)݌ − (ߣ ௡݂  
= ݖ) − (ߣ ௡݂ − ݖ݌ ௡݂ ,                                                     (6) 

we have that 
ݖ݌‖ ௡݂‖ଶ = ݖ)‖ − (ߣ ௡݂‖ଶ − ‖ܵ௭ିఒ ௡݂‖ଶ 

which implies that {ݖ݌ ௡݂ ∶ ݊ ≥ 0} is bounded below by (5). Since ݂ݖ݌ ∈ ܯ ⊝  for ܯݖ
all ݂ ∈ (ଶܦ)ଶܪ ⊝ ݖ݌} ,ܯ ௡݂ ∶ ݊ ≥ 0} is a sequence in ܯ ⊝  By Proposition .ܯݖ
(5.1.16), for every ℎ ∈ ܯ ⊝  ,ܯݖ

< ݖ݌ ௡݂ , ℎ >=< ௡݂ ௭ℎܦ   , >. 
So {ݖ݌ ௡݂ ∶ ݊ ≥ 0} also converges weakly to 0. Moreover, by (6) 

)(ߣ)ܮ ௭ܵିఒ ௡݂) = ݖ݌)(ߣ)ܮ− ௡݂) 
and therefore 

lim
௡→ஶ

ݖ݌)(ߣ)ܮ‖ ௡݂)‖ ≤ (1 − ଶ)ିଵ|ߣ| ଶ⁄ lim
௡→ஶ

‖ ௭ܵିఒ ௡݂‖ = 0. 
So (ߣ)ܮ|ெ⊝௭ெ is not Fredholm. 

Conversely, if {ℎ௡ ∶ ݊ ≥ 0} ⊂ ܯ ⊝  weakly converges to 0 and is bounded ܯݖ
below such 

lim
௡→ஶ

‖ℎ௡(ߣ)ܮ‖ = 0,                                                      (7) 
then first of all ൛ܦ௭,ఒℎ௡ ∶ ݊ ≥ 0ൟ converges wealdy to 0, and by Corollary (5.1.18) it is 
a sequence in ܪଶ(ܦଶ) ⊝  Since .ܯ

ฮܦ௭,ఒℎ௡ฮ = ብ
ℎ௡ − ℎ௡(ߣ)ܮ

ݖ − ߣ
ብ 

                                        ≥
1

1 + |ߣ|
(‖ℎ௡‖ −  ,(‖ℎ௡(ߣ)ܮ‖

൛ܦ௭,ఒℎ௡ ∶ ݊ ≥ 0ൟ is bounded below by (7). Moreover, 
௭ܵିఒܦ௭,ఒℎ௡ = ℎ௡)ݍ − (ℎ௡(ߣ)ܮ =  (ℎ௡(ߣ)ܮ)ݍ−

and hence 
lim

௡→ஶ
ฮܵ௭ିఒܦ௭,ఒℎ௡ฮ ≤ lim

௡→ஶ
‖ℎ௡(ߣ)ܮ‖ = 0. 

This shows that ܵ௭ିఒ is not Fredholm. Thus we conclude that ܵ௭ିఒ is Fredholm if and 
only if (ߣ)ܮ|ெ⊝௭ெ is Fredholm. 

We now prove the second statement of Theorem (5.1.19). 
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If ܵ௭ିఒ and (ߣ)ܮ|ெ⊝௭ெ are Fredholm, we now show that ݅ ݊݀(ܵ௭ିఒ) = ݅݊݀൫(ߣ)ܮ൯ 
by proving that 

݀݅݉൫ݎ݁ܭ( ௭ܵିఒ)൯ = ݀݅݉ ቀݎ݁ܭ൫(ߣ)ܮ൯ቁ 
and that 

݀݅݉൫ݎ݁ܭ݋ܥ(ܵ௭ିఒ)൯ = ݀݅݉ ቀݎ݁ܭ݋ܥ൫(ߣ)ܮ൯ቁ. 
We first define a map ܺ ∶ )ݎ݁ܭ  ௭ܵିఒ) →  ൯ by(ߣ)ܮ൫ݎ݁ܭ

݂ܺ = ݖ) −  .݂(ߣ
If ݂ ∈ )ݎ݁ܭ ௭ܵିఒ), then (ݖ − ݂(ߣ ∈ ݖ) and since ,ܯ −  is orthogonal to ݂(ߣ
,ܯݖ ݖ) − ݂(ߣ ∈ ܯ ⊝ ݖ) It is obvious that .ܯݖ − ݂(ߣ ∈  ൯. So ܺ is well(ߣ)ܮ൫ݎ݁ܭ
defined. It is not hard to see that ܺ is bounded and injective. If ℎ ∈  ൯, then(ߣ)ܮ൫ݎ݁ܭ

௭,ఒℎܦ =
ℎ

ݖ − ߣ
 

which is in ܪଶ(ܦଶ) ⊝ ௭,ఒℎܦby Corollary (5.1.18). Moreover ܵ௭ିఒ ܯ = ℎݍ = 0 and 
௭,ఒℎܦܺ = ℎ. This shows that ܺ is also surjective and hence 

݀݅݉൫ݎ݁ܭ(ܵ௭ିఒ)൯ = ݀݅݉ ቀݎ݁ܭ൫(ߣ)ܮ൯ቁ. 

To show that ݀݅݉൫ݎ݁ܭ݋ܥ(ܵ௭ିఒ)൯ = ݀݅݉ ቀݎ݁ܭ݋ܥ൫(ߣ)ܮ൯ቁ, we define a map ܻ ∶
൯(ߣ)ܮ൫ݎ݁ܭ݋ܥ  → )ݎ݁ܭ݋ܥ ௭ܵିఒ) by 

ܻ݃ =
(ݓ)݃

1 − ݖߣ
, 

where ݃ ∈ ൯(ߣ)ܮ൫ݎ݁ܭ݋ܥ ⊂ ௪. For every ℎܪ ∈  ,ܯ

< ܻ݃, ℎ >= න
(ݓ)݃

1 − ݖߣ
ℎ(ݖ, (ݓ

|ݖ݀|
ߨ2

|ݓ݀|
ߨ2

 

்మ
= න (ݓ)݃

 

்
න

ℎ(ݖ, (ݓ
1 − ݖߣ

|ݖ݀|
ߨ2

 

்

|ݓ݀|
ߨ2

 

                               = න ,ߣ)ℎ(ݓ)݃ (ݓ
|ݓ݀|
ߨ2

 

்
=< ݃, ℎ(ߣ)ܮ >. 

Since ܯ)(ߣ)ܮ ⊝ (ܯݖ = ݃ and (cf. [207]) (ܯ)(ߣ)ܮ  ∈ ,൯(ߣ)ܮ൫ݎ݁ܭ݋ܥ < ݃, ℎ(ߣ)ܮ >=
0. This shows that ܻ݃ ∈ (ଶܦ)ଶܪ ⊝  .ܯ

Moreover, for every ݂ ∈ (ଶܦ)ଶܪ ⊝  ,ܯ

< ܻ݃, ௭ܵିఒ݂ >=< ܻ݃, ݖ) − ݂(ߣ >= න (ݓ)݃
 

்
න

ݖ) − ,ݖ)݂(ߣ (ݓ
1 − ݖߣ

|ݖ݀|
ߨ2

 

்

|ݓ݀|
ߨ2

 

                                      = න (ݓ)݃ ∙ 0
|ݓ݀|
ߨ2

 

்
= 0. 

This concludes that ܻ݃ ∈ ݃ for all (௭ିఒܵ)ݎ݁ܭ݋ܥ ∈  ൯ and hence ܻ is well(ߣ)ܮ൫ݎ݁ܭ݋ܥ
defined. It is not hard to see that ܻ is bounded and injective. If ߰ is any function in 
ݖ) then first of all ߰ is orthogonal to ,(௭ିఒܵ)ݎ݁ܭ݋ܥ − ݂ Moreover, for every .ܯ(ߣ ∈
(ଶܦ)ଶܪ ⊝  ,ܯ

0 =< ߰, ௭ܵିఒ݂ >=< ߰, ݖ) − ݂(ߣ >. 
This concludes that ߰ is orthogonal to (ݖ − ܯ(ߣ + ݖ) − (ଶܦ)ଶܪ)(ߣ ⊝  which is (ܯ
equal to (ݖ −  and hence by Lemma (5.1.9) and the fact that ,(ଶܦ)ଶܪ(ߣ

௭ܪ ⊝ ݖ) − ௭ܪ(ߣ = C൫1 − ൯ݖߣ
ିଵ
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we have that 

,ݖ)߰ (ݓ =
(ݓ)݃

1 − ݖߣ
 

for some ݃ ∈ ݃ ௪. To show that ߰ is in the range of ܻ, we only need to check thatܪ ∈
൯. In fact, for every ℎ(ߣ)ܮ൫ݎ݁ܭ݋ܥ ∈  ,ܯ

< ݃, ℎ(ߣ)ܮ ≥ න ,ߣ)ℎ(ݓ)݃ (ݓ
|ݓ݀|
ߨ2

 

்
 

                                   = න
(ݓ)݃

1 − ݖߣ
ℎ(ݖ, (ݓ

|ݖ݀|
ߨ2

|ݓ݀|
ߨ2

 

்మ
 

       =< ߰, ℎ >= 0. 
This concludes that ܻ is surjective and hence 

(௭ିఒܵ)ݎ݁ܭ݋ܥ݉݅݀ =  .൯(ߣ)ܮ൫ݎ݁ܭ݋ܥ݉݅݀
We point out that based on Equality (2) and techniques in functional model theory (cf. 
[216]) one may give a simpler proof of Theorem (5.1.19). But the proof here fits into 
our setting and it contains ideas and techniques that are useful in other places. 

The proof of the following corollary is similar to that of Theorem 2.6 in [207], 
but since it is short, we include it here. 
Corollary (5.1.20)[191]: If ܯ is a submoduIe of  ܪଶ(ܦଶ) with ܯ ⊝ ܯݖ) +  (ܯݓ
infinite dimensional, then 

)௘ߪ ௭ܵ) = ௘(ܵ௪)ߪ =  .ܦ
Proof. If {݃௡ ∶ ݊ ≥ 0} ⊂ ܯ ⊝ ܯݖ) + (ܯݓ = ܯ) ⊝ (ܯݖ ∩ ܯ) ⊝  is an (ܯݓ
orthonormal basis, then for every ߣ ∈  ,ܦ

෍‖ܴ(ߣ)݃௡‖ଶ < ∞
ஶ

௝ୀ଴

 

by Lemma (5.1.3). This in particular implies that 
lim

௡→ஶ
‖௡݃(ߣ)ܴ‖ = 0 

which means ߣ ∈ ௘(ܵ௪) by Theorem (5.1.19) and the first few lines of its proof. ܵ௪ߪ  is 
clearly a contraction and ߪ௘(ܵ௪) is a closed set, so we have 

௘(ܵ௪)ߪ =  .ܦ
The proof of ߪ௘(ܵ௭) =   .is similar ܦ
Corollary (5.1.21)[191]: If ܯ is z-invariant and (ߣ)ܮ is compact on ܪଶ(ܦଶ) ⊝  then ,ܯ

௭ܵିఒ is Fredholm if and only if ௭ܵ  is Fredholm, and in which case 
݅݊݀( ௭ܵ) = ݅݊݀(ܵ௭ିఒ). 

Proof. For every ݂ ∈ ܯ ⊝  we can write ,ܯݖ
,ݖ)݂ (ݓ = ݂(0, (ݓ + ,ݖ)(௭݂ܦ)ݖ  ,(ݓ

and therefore, 
݂(ߣ)ܮ = ,ߣ)݂ (ݓ = ݂(0)ܮ +  .௭݂ܦ(ߣ)ܮߣ

So on ܯ ⊝  ,ܯݖ
(ߣ)ܮ − (0)ܮ = ௭ܦ(ߣ)ܮߣ . 

Since ܦ௭ maps ܯ ⊝ (ଶܦ)ଶܪ into ܯݖ ⊝  ுమ(஽మ)⊝ெ compact, then|(ߣ)ܮ if ,ܯ
ெ⊝௭ெ|(ߣ)ܮ −   .ெ⊝௭ெ is compact, and the corollary follows from Theorem (5.1.19)|(0)ܮ
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Corollary (5.1.21) suggests that the compactness of the evaluation operators on 
(ଶܦ)ଶܪ ⊝  has implications on the spectral properties of the compressions. We will ܯ
study some sufficient conditions under which the evaluation operators are compact on 
the quotient ܪଶ(ܦଶ) ⊝  .ܯ

One necessary condition will be given for singly generated submodules after a 
study of compression operators. 

Lemma (5.1.5) implies that for any ߣ ∈ ,ܦ  is (0)ܮ is compact if and only if (ߣ)ܮ
compact. So we only need to study the compactness of (0)ܮ on ܪଶ(ܦଶ) ⊝  and we ,ܯ
assume except in Theorem (5.1.27), ܯ stands for submodules in ܪଶ(ܦଶ). 

We now study some sufficient conditions for the compactness of evaluation 
operators on quotient ܪଶ(ܦଶ) ⊝  .ܯ

The simplest case is ܯ = ௭ܪ is a polynomial in ݌ where [݌] . The following 
corollary is a consequence of  Lemma (5.1.9). 
Corollary (5.1.22)[191]: If  (ݖ)݌ is a polynomial of degree ܰ , then the right evaluation 
(ଶܦ)ଶܪ from (ߣ)ܴ ⊝ ߣ ௭ is of at most rank ܰ for everyܪ to [݌] ∈  .ܦ
Proof. If (ݖ)݌ =  is a finite (ݖ)߶ then ,݌ is the inner-outer factorization of (ݖ)ܨ(ݖ)߶
Blaschke product with at most ܰ zeros in ܦ and the dimension of  ܪ௭ ⊝ ௭ܪ߶  is less 
than or equal to ܰ (cf. [216]). By Lemma (5.1.9), 

(ଶܦ)ଶܪ ⊝ [݌] = (ଶܦ)ଶܪ ⊝ (ଶܦ)ଶܪ = ௭ܪ) ⊝ (௭ܪ߶ ⊗  ௪ܪ
and hence the range of ܴ(ߣ) on ܪଶ(ܦଶ) ⊝ ௭ܪ is [݌] ⊝ ௭ܪ߶  and therefore the rank of 
 .ܰ is less than or equal to (ߣ)ܴ

Since ܴ(0) maps ܪଶ(ܦଶ) ⊝ (ଶܦ)ଶܪ ௭ toܪ ௭, its adjoint ܴ(0)∗ mapsܪ to ܯ ⊝
ܴ And it is conceivable that functions in the range of .ܯ (0)∗ depends largely on variable 
 .The following lemma reflects this phenomenon .ݖ
Lemma (5.1.23)[191]: (0)∗ܴ(0)ܮ ∶ ௭ܪ → ௪ܪ  is Hilbert-Schmidt. 
Proof. For every ℎ ∈ (ଶܦ)ଶܪ ⊝ ݂ and every ܯ ∈  ,௭ܪ

< ܴ∗(0)݂, ℎ >=< ݂, ܴ(0)ℎ >=< ݂, ℎ >=< ,݂ݍ ℎ >. 
So ܴ∗(0)݂ =  and hence ݂ݍ

݂(0)∗ܴ(0)ܮ = ݂ݍ(0)ܮ = ݂)(0)ܮ −  .(݂݌
Since ݂݌ ∈ ܯ ⊝ ݂ for every ܯݓ ∈ ,௭ܪ ு೥|݌(0)ܮ  is Hilbert-Schmidt by a parallel 
statement of Lemma (5.1.3) for the left evaluation on ܯ ⊝  and the corollary ,ܯݓ
follows easily from the additional fact that (0)ܮ|ு೥ is of rank 1.  
Corollary (5.1.24)[191]: If there is a bounded invertible linear map ܸ ∶ ௭ܪ →  ௪ suchܪ
that for all ݂ ∈ (ଶܦ)ଶܪ ⊝  ܯ

݂(0)ܮ = ܸ. ܴ(0)݂, 
then both (0)ܮ and ܴ(0) are compact. 
Proof. Since ܸܴ(0)ܴ∗(0) =  is Hilbert-Schmidt by Lemma (0)∗ܴ(0)ܴܸ ,(0)∗ܴ(0)ܮ
(5.1.23), and hence ܴ(0)ܴ∗(0) is Hilbert-Schmidt since ܸ is invertible. Therefore ܴ (0) 
is compact, and so is (0)ܮ. 

This corollary means that if functions in ܪଶ(ܦଶ) ⊝  have certain symmetries ܯ
in ݖ and ݓ then the evaluation operators are Hilbert-Schmidt on ܪଶ(ܦଶ) ⊝  .ܯ
Example (5.1.25)[191]: The submodule ܯ = ݖ] −  .is mentioned in many papers [ݓ
One feature of ܪଶ(ܦଶ) ⊝  ,.e.g ,ݓ and ݖ is that functions in it are symmetric in ܯ
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,ݖ)݂ (ݓ = ,ݓ)݂ ݂ ଶ for everyܦ on (ݖ ∈ (ଶܦ)ଶܪ ⊝  So if ܸ is the map which sends .ܯ
every ݃(ݖ) ∈ ௪ܪ in (ݓ)݃ ௭ toܪ , then ܸ is unitary and 

݂(0)ܮ =  ,݂(ݖ)ܴܸ
and hence by Corollary (5.1.24) (0)ܮ and ܴ (0) are compact. We will give another proof 
to this fact by using a direct computation. 

Another sufficient condition follows, but are need the following simple fact. 
Lemma (5.1.26)[191]: If ܣ ∶ . ܺ → ܻ is a bounded linear map and ‖ݔܣ‖ ≥  for a ‖ݔ‖ܿ
fixed positive constant c and every ݔ ∈ ܺ, then ܣ∗ܣ is invertibIe. 
Proof. It is easy to see that ܣ∗ܣ is injective and has dense range. We now show that ܣ∗ܣ 
has closed range by showing it is bounded below. In fact, for every ݔ ∈ ܺ with ‖ݔ‖ =
1, 

‖ݔܣ∗ܣ‖ = sup‖௬‖ஸଵ|< ,ݔܣ∗ܣ ݕ >| 
≥< ,ݔܣ∗ܣ ݔ >     

                  = ଶ‖ݔܣ‖ ≥ ܿଶ‖ݔ‖ଶ = ܿଶ. 
Theorem (5.1.27)[191]: If ܯ is z-invariant and there is an integer ݊ such that ‖ ௭ܵ

௡‖ <
1 on ܪଶ(ܦଶ) ⊝ (ଶܦ)ଶܪ is HiIbert-Schmidt on (ߣ)ܴ then ,ܯ ⊝ ߣ for every ܯ ∈  .ܦ
Proof. Since ௭ܵ

௡݂ + ௡݂ݖ݌ =  ,௡݂ݖ
‖ܵ௭

௡݂‖ଶ + ௡݂‖ଶݖ݌‖ = ‖݂‖ଶ. 
Therefore, 

௡݂‖ଶݖ݌‖ ≥ (1 − ‖ ௭ܵ
௡‖ଶ)‖݂‖ଶ. 

By Proposition (5.1.16) and Lemma (5.1.26), ܦ௭
௡ ∶ ܯ ⊝ ܯ௡ݖ → (ଶܦ)ଶܪ ⊝  .is onto ܯ

Since for every ߣ ∈ ܯ restricted to (ߣ)ܴ ܦ ⊝  is Hilbert-Schmidt by Corollary ܯ௡ݖ
(5.1.14) and ܴ(ߣ) comnmtes with ܦ௭, ܴ(ߣ)ܦ௭

௡ is Hilbert-Schmidt. But ܦ௭
௡ is onto, so 

(ଶܦ)ଶܪ restricted to (ߣ)ܴ ⊝     .is Hilbert-Schmidt ܯ
The following corollary is more concrete. 

Corollary (5.1.28)[191]: If  ℎ(ݖ, (ݓ = ௡ݖ + ,ݖ)߶  for some natural number ݊ and (ݓ
߶ ∈ with ‖߶‖ஶ (ଶܦ)ஶܪ < 1, then ܴ (ଶܦ)ଶܪ restricted to (ߣ) ⊝ [ℎ] is Hilbert-Schmidt 
for every ߣ ∈  .ܦ
Proof. Since ܪଶ(ܦଶ) ⊝ [ℎ] is a quotient module, 

௭ܵ
௡ + ܵథ = ܵ௭೙ାథ = ௛ܵ = 0. 

It follows that 
‖ܵ௭

௡‖ = ฮܵథ
 ฮ ≤ ‖߶‖ஶ < 1 

and the corollary follows from Theorem (5.1.27). 
The simplest case of Corollary (5.1.28) is the following 

Example (5.1.29)[191]: If ܯ = ݖ] − ߤ for some [ݓߤ ∈ then ܵ௭ ,ܦ
 = ௪ܵߤ

  on 
(ଶܦ)ଶܪ ⊝ and hence ‖ܵ௭ ܯ

 ‖ ≤ |ߤ| < 1. So ܴ(ߣ) is Hilbert-Schmidt for every ߣ ∈  .ܦ
However, computation shows that (ߣ)ܮ is not compact for any ߣ ∈  We now give a .ܦ
direct proof. 

If ݁଴ = 1 and 
݁௡(ݖ, (ݓ = ܿ௡((ݖߤ)௡ + ݓ௡ିଵ(ݖߤ) + ⋯ + ௡ିଵݓݖߤ + ,(௡ݓ ݊ ≥ 0, 

where ܿ௡ = ට ଵି|ఓ|మ

ଵି|ఓ|మ೙శమ , then, with some computations, one checks that {݁௡ ∶ ݊ ≥ 0} is 

an orthonormal basis for ܪଶ(ܦଶ) ⊝ ݖ] −  and [ݓߤ
ܴ(0)݁௡ = ܿ௡(ݖߤ)௡. 
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It follows that 

෍‖ܴ(0)݁௡‖ଶ < ∞
ஶ

௡ୀ଴

 

and hence ܴ(0) is ttilbert-Schmidt. 
However 

௡݁(0)ܮ = ܿ௡ݓ௡ . 
Since 

lim
௡→ஶ

ܿ௡ = ඥ1 − ଶ|ߤ| > 0, 
 .is not compact (0)ܮ

The following corollary generalizes Theorem (5.1.27) in the case when ݊ = 1. 
Corollary (5.1.30)[191]: If there is a ߙ ∈ ‖ such that ܦ ௭ܵିఈ‖ < 1 −  is (ߣ)ܴ then ,|ߙ|
Hilbert-Schmidt for every , ߣ ∈  .ܦ
Proof. Since 

௓ܵିఈ݂ = ݖ) − ݂(ߙ − ݖ)݌ − ݂(ߙ = ݖ) − ݂(ߙ −  ,݂ݖ݌
we have 

‖ܵ௭ିఈ݂‖ଶ + ଶ‖݂ݖ݌‖ = ݖ)‖ −  .ଶ‖݂(ߙ
This implies that 

ଶ‖݂ݖ݌‖ = ݖ)‖ − ଶ‖݂(ߙ − ‖ ௭ܵିఈ݂‖ଶ 
                            ≥ (1 − ଶ‖݂‖ଶ(|ߙ| − ‖ܵ௭ିఈ‖ଶ‖݂‖ଶ. 

If ‖ܵ௭ିఈ‖ < 1 − ௭ܦ then |ߙ|
∗ =  is bounded below and the corollary follows from the ݖ݌

proof of Theorem (5.1.27).  
This kind of submodules are subjects of many studies. It was shown in [193] that 

if ܯ is unitarily equivalent to ܪଶ(ܦଶ) as ܣ(ܦଶ)-modules, then there is a inner function, 
say r such that ܯ =  One useful corollary of this fact is that modules of this .(ଶܦ)ଶܪ߶
kind have simple reproducing kernels. To be precise, if ߶ is inner and ܭఎ  is the (ݖ)
reproducing kernel of ܯ = ߟ where ,(ଶܦ)ଶܪ߶ = ,ଵߟ) ,(ଶߟ ݖ = ,ଵݖ)  ଶ then oneܦ ଶ) inݖ

verifies that If ܭఎ(ݖ) = థ(௭)థ(ఎ)
(ଵିఎభ௭భ)(ଵିఎమ௭మ), and ܭఎ

(ݖ)ୄ = ଵିథ(௭)థ(ఎ)
(ଵିఎభ௭భ)(ଵିఎమ௭మ) is the 

reproducing kernel of ܪଶ(ܦଶ) ⊝  .(ଶܦ)ଶܪ߶
The Kilbert-Schmidtness of (0)ܮ on ܪଶ(ܦଶ) ⊝  can be completely (ଶܦ)ଶܪ߶

determined. We need a lemma to move on. 
Lemma (5.1.31)[191]: A bounded linear operator ܶ ∶ (ଶܦ)ଶܪ  ⊝ ܯ → -௪ is Hilbertܪ
Schmidt if and only if 

଴ழ௥ழଵ݌ݑݏ න ቈන หܶܭఎ
ห(ݓݎ)ୄ

ଶ |ଵߟ݀|
ߨ

|ଶߟ݀|
ߨ

 

்మ
቉

 

்

|ݓ݀|
ߨ2 < ∞, 

and moreover 

ܶ∗ܶݎݐ = ଴ழ௥ழଵ݌ݑݏ න ቈන หܶܭఎ
หଶ(ݓݎ)ୄ |ଵߟ݀|

ߨ
|ଶߟ݀|

ߨ

 

்మ
቉

 

்

|ݓ݀|
ߨ2

. 

Proof. If ൛ ௝݁|݆ ≥ 0ൟ is an orthonormal basis for ܪଶ(ܦଶ) ⊝  then ,ܯ

ఎܭ
(ݖ)ୄ = ෍ ௝݁(ݖ) ௝݁(ߟ)

ஶ

௝ୀ଴
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and 

ఎܭܶ
(ߣ)ୄ = ෍ ܶ ௝݁(ߣ) ௝݁(ߟ)

ஶ

௝ୀ଴

ߣ   , ∈  .ܦ

Since for every ݂ ∈ ߣ and (ܦ)ଶܪ ∈  ,ܦ

ଶ|(ߣ)݂| ≤
‖݂‖ଶ

1 −  ଶ|ߣ|

and ܶ is Hilbert-Schmidt, 

෍หܶ ௝݁(ߣ)หଶ
ஶ

௝ୀ଴

≤ ෍
ฮܶ ௝݁ฮ

ଶ

1 − ଶ|ߣ| < ∞
ஶ

௝ୀ଴

, 

and therefore ܶܭఎ
 and ,(ଶܦ)ଶܪ is in ,ߟ as a function in ,(ߣ)ୄ

න ቚܶܭఎ
ቚ(ߣ)ୄ

ଶ |ଵߟ݀|
ߨ

|ଶߟ݀|
ߨ

 

்మ
= ෍หܶ ௝݁(ߣ)ห

ଶ
ஶ

௝ୀ଴

. 

Since หܶ ௝݁(ߣ)ห
ଶ
 is subharmonic in ߣ for all ݆ ≥ 0, 

଴ழ௥ழଵ݌ݑݏ න ቈන หܶܭఎ
หଶ(ݓݎ)ୄ |ଵߟ݀|

ߨ
|ଶߟ݀|

ߨ

 

்మ
቉

 

்

|ݓ݀|
ߨ2

                                    

           = ଴ழ௥ழଵ݌ݑݏ න ෍หܶ ௝݁(ݓݎ)ห
ଶ

ஶ

௝ୀ଴

 

்

|ݓ݀|
ߨ2

 

= lim
௥→ଵష

න ෍หܶ ௝݁ หଶ(ݓݎ)
ஶ

௝ୀ଴

 

்

|ݓ݀|
ߨ2

 

= lim
௥→ଵష

෍ න หܶ ௝݁ หଶ(ݓݎ)
 

்

ஶ

௝ୀ଴

|ݓ݀|
ߨ2

 

                          = ෍ lim
௥→ଵష

න หܶ ௝݁(ݓݎ)หଶ
 

்

|ݓ݀|
ߨ2

ஶ

௝ୀ଴

 = ෍ฮܶ ௝݁ฮଶ
ஶ

௝ୀ଴

. 

The second equality from the bottom needs explanation. The inequality 

lim
௥→ଵష

෍ න หܶ ௝݁(ݓݎ)ห
ଶ 

்

ஶ

௝ୀ଴

|ݓ݀|
ߨ2 ≥ ෍ lim

௥→ଵష
න หܶ ௝݁ ห(ݓݎ)

ଶ 

்

|ݓ݀|
ߨ2

ஶ

௝ୀ଴

 

comes from Fatou's lemma. On the other hand, by the subharmonicity 

lim
௥→ଵష

න หܶ ௝݁(ݓݎ)ห
ଶ 

்

|ݓ݀|
ߨ2 ≥ න หܶ ௝݁(ݓݎ)ห

ଶ 

்

|ݓ݀|
ߨ2  

for each ݆ and all 0 < ݎ < 1, therefore 

෍ lim
௥→ଵష

න หܶ ௝݁(ݓݎ)หଶ
 

்

|ݓ݀|
ߨ2

ஶ

௝ୀ଴

≥ ෍ න หܶ ௝݁(ݓݎ)หଶ
 

்

|ݓ݀|
ߨ2

ஶ

௝ୀ଴

, 

which implies that 
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෍ lim
௥→ଵష

න หܶ ௝݁(ݓݎ)ห
ଶ 

்

|ݓ݀|
ߨ2

ஶ

௝ୀ଴

≥ lim
௥→ଵష

෍ න หܶ ௝݁(ݓݎ)ห
ଶ 

்

ஶ

௝ୀ଴

|ݓ݀|
ߨ2 . 

Example (5.1.32)[191]: If ܯ =  for some inner function ߶, then (ଶܦ)ଶܪ߶

ఎܭ
(ݖ)ୄ =

1 − (ߟ)߶(ݖ)߶
(1 − ଵ)(1ݖଵߟ −  .(ଶݖଶߟ

So 

ఎܭ(0)ܮ
ୄ = ఎܭ

ୄ(0, (ଶݖ =
1 − ߶(0, ,ଵߟ)߶(ଶݖ (ଶߟ

(1 − (ଶݖଶߟ , 

and one checks that 

න หܭఎ
ୄ(0, ଶ)หݖݎ

ଶ |ଵߟ݀|
ߨ

|ଶߟ݀|
ߨ

 

்మ
=

1 − |߶(0, ଶ)|ଶݖݎ

1 − ଶݎ . 

So if (0)ܮ is Hilbert-Schmidt on ܪଶ(ܦଶ) ⊝  ,then by Leman (5.1.31) and its proof ,ܯ

∞ > sup
଴ழ௥ழଵ

න න หܭఎ
ୄ(0, ଶ)หݖݎ

ଶ |ଵߟ݀|
ߨ

|ଶߟ݀|
ߨ

|ଶݖ݀|
ߨ

 

்మ

 

்
= lim

௥→ଵష
න

1 − |߶(0, ଶ)|ଶݖݎ

1 − ଶݎ

 

்

|ଶݖ݀|
ߨ  

= න lim
௥→ଵష

1 − |߶(0, ଶ)|ଶݖݎ

1 − ଶݎ
|ଶݖ݀|

ߨ

 

்
,    

which is possible only if ߶(0,  ,ଶ) is almost everywhere equal to 1 on ܶ. Thereforeݖ
‖߶‖ = ‖߶(0)ܮ‖ = 1, 

and this implies that ߶(ݖ, (ݓ = ߶(0,  .(ݓ
For simplicity we denote ߶(0,  and continue to find out more about (ݓ)߶ by (ݓ

this ߶(ݓ). Since ߶ is inner, ߶ܪ௪  is a dosed subspace of ܪ௪ which is invariant for 
multiplicaton by ݓ and it is easy to check that ܪ௪ ⊝ (ଶܦ)ଶܪ ௪is a subset ofܪ߶ ⊝  .ܯ
Since functions in ܪ௪ ⊝  .is an isometry acting on it (0)ܮ ,ݖ ௪ are independent ofܪ߶
The compactness of (0)ܮ implies that ܪ௪ ⊝  ௪ is finite dimensional, which isܪ߶
possible only if ߶ is a finite Blaschke product. 

On the other hand if ߶ is a finite Blaschke product with zeros ߙଵ, ,ଶߙ … , ௡ߙ , 
counting multiplicity, then 

(ݓ)߶ = ߶ଵ ⋯ ߶௡, 
where ߶௝ =

௪ିఈೕ

ଵିఈೕ௪
. Since 

1 − ଶ|(ݓݎ)߶|

= 1 − |߶ଵ(ݓݎ)|ଶ + |߶ଵ(ݓݎ)|ଶ(1 − |߶ଶ(ݓݎ)|ଶ) + ⋯
+ |߶ଵ ⋯ ߶௡(ݓݎ)|ଶ(1 − |߶௡(ݓݎ)|ଶ), 

and 
1 − ห߶௝(ݓݎ)ห

ଶ

1 − ଶݎ =
1 − หߙ௝ห

ଶ

ห1 − หݓ௝ߙݎ
ଶ, 

we have that 

lim
௥→ଵష

1 − ଶ|(ݓݎ)߶|

1 − ଶݎ = ෍
1 − หߙ௝หଶ

ห1 − หݓ௝ߙ
ଶ

௡

௝ୀଵ

. 

So by Lemma (5.1.31), (0)ܮ is Hilbert-Schmidt on ܪଶ(ܦଶ) ⊝  .ܯ
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It is convenient to calculate the trace for (0)ܮ(0)∗ܮ at this point. By Lemma 
(5.1.31) and the argument above 

(0)ܮ(0)∗ܮݎݐ = න ෍
1 − หߙ௝ห

ଶ

1 − ݓ௝ߙ

௡

௝ୀ଴

 

்

|ݓ݀|
ߨ2

= ݊. 

We conclude this example by 
Corollary (5.1.33)[191]: If ߶ is inner, then (0)ܮ is tfilbert-Schmidt on ܪଶ(ܦଶ) ⊝
 and in which case ,ݓ if and only if ߶ is a finite Blaschke product in (ଶܦ)ଶܪ߶

(0)ܮ(0)∗ܮݎݐ = ݊, 
where ݊ is the number of zeros of ߶ in ܦ counting multiplicity. 

When M is rank 1, e.g. ܯ = [ℎ], a good necessary condition can be given.  
We first study the relations among the compression operators, the evaluation 

operators and the difference quotient operators, we then show that the compactness of 
evaluation operators leads to interesting spectral properties of the compression 
operators. 

Here we note that most of the results are stated for ܵ ௭ , but at some places we will 
use the corresponding results for ܵ௪ . 

The following proposition is not hard to cheek. 
Proposition (5.1.34)[191]: If ܯ is a z-invariant subspace of ܪଶ(ܦଶ), then for every f 
݂ ∈ (ଶܦ)ଶܪ ⊝ ݃ and ܯ ∈ ܯ ⊝  ܯݖ

(a) ܵ௭
∗

௭݂ܵ + ௭ܦ௭ܦ
∗݂ = ݂; 

(b) ܵ௭ܵ௭
∗݂ + ൫(0)ܮ|ுమ(஽మ)⊝ெ൯

∗
൫(0)ܮ|ுమ(஽మ)⊝ெ൯݂ = ݂; 

(c) ܵ௭ܦ௭݃ + ൫(0)ܮ|ுమ(஽మ)⊝ெ൯
∗
൫(0)ܮ|ெ⊝௭ெ൯݃ = 0; 

(d) ܦ௭
௭݃ܦ∗ + ൫(0)ܮ|ெ⊝௭ெ൯∗൫(0)ܮ|ெ⊝௭ெ൯݃ = ݃. 

Proof. (a). 
ܵ௭

∗ܵ௭݂ = ݂ݖ)ݖݍ −  (݂ݖ݌
           = ݂)ݍ −  (݂ݖ݌ݖ

                                  = ݂ − ݂ݖ݌ݖݍ = ݂ − ௭ܦ௭ܦ
∗݂ 

by Proposition (5.1.16). 
(b). Since ݂ ∈ (ଶܦ)ଶܪ ⊝  and hence ܯ is orthogonal to ݂ݖ ,ܯ

݂ݖݍ =                      ݂ݖܲ
= ݂)ݖܲ − ݂(0)ܮ + (݂(0)ܮ = ݂)ݖ −           .(݂(0)ܮ

Therefore, 
ܵ௭ ௭ܵ

∗݂ =  ݂ݖݍݖݍ
                                                           = ݂)ݖݖݍ − (݂(0)ܮ = ݂ −  ݂(0)ܮݍ

                                = ݂ −  .݂(0)ܮ∗(0)ܮ
The last equality follows from Lemma (5.1.4) in the case ߣ = 0. 

(c). 

௭ܵܦ௭݃ = ݖݍ
݃ − ݃(0,∙)

ݖ
 

              = ݃ݍ −  ݃(0)ܮݍ
                                      = −൫(0)ܮ|ுమ(஽మ)⊝ெ൯

∗
 ݃(0)ܮ

by Lemma (5.1.4). 
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(d). By Proposition (5.1.16), 

௭ܦ
௭݃ܦ∗ = ݖ݌

݃ − ݃(0,∙)
ݖ = ݃ −  .݃(0)ܮ݌

Since ݃ is arbitrary and for any ߶ ∈  ௪ܪ
< ݃   ,߶݌ >=< ߶,   ݃ >=< ݃(0)ܮ   ,߶ >, 

ுೢ|݌  is the adjoiat of (0)ܮ|ெ⊝௭ெ  and therefore 
௭ܦ

௭݃ܦ∗ = ݃ − ൫(0)ܮ|ெ⊝௭ெ൯
∗
൫(0)ܮ|ெ⊝௭ெ൯݃. 

The following corollary follows quickly from Proposition (5.1.34). 
Corollary (5.1.35)[191]: If ܯ is z-invariant with ܪଶ(ܦଶ) ⊝  is infinte dimensional ܯ
and (0)ܮ is compact on ܪଶ(ܦଶ) ⊝ ‖then ‖ܵ௭ ܯ = 1. 
Proof. Lemma (5.1.34)(b) shows that on ܪଶ(ܦଶ) ⊝  ܯ

௭ܵܵ௭
∗ = ܫ −  .(0)ܮ(0)∗ܮ

If ܪଶ(ܦଶ) ⊝ is compact, then the spectrum of ܵ௭ (0)ܮ is infinite dimensional and ܯ ௭ܵ
∗ 

contains 1 and hence ‖ ௭ܵ‖ଶ = ‖ܵ௭ܵ௭
∗‖ ≥ 1. But ܵ௭  is a contraction, so ‖ ௭ܵ‖ = 1. 

If ܯ is a submodule such that S~ is a strict contraction, then ܴ(0) is Hilbert-
Schmidt on ܪଶ(ܦଶ) ⊝ ‖by Theorem (5.1.27) which implies that ‖ܵ௪ ܯ = 1 by 
Corollary (5.1.35) when ܪଶ(ܦଶ) ⊝  is infinite diraension. We state this observation ܯ
as the following 
Corollary (5.1.36)[191]: If ܯ is a submodule such that ௭ܵ  and ܵ௪ are both strict 
contractions then ܪଶ(ܦଶ) ⊝  .is finite dimensional ܯ

If (0)ܮ is compact on ܪଶ(ܦଶ) ⊝  then a generalization of Proposition ,ܯ
(5.1.34)(b) gives a spectral picture of ௭ܵ . 
Theorem (5.1.37)[191]: If ܯ is z-invariant and (0)ܮ restricted on ܪଶ(ܦଶ) ⊝  is ܯ
compact, then 

)ߪ ௭ܵ) ∩ ܦ ⊂ )௣ߪ ௭ܵ) ∪ ௣(ܵ௭ߪ
∗). 

Proof. If ߣ ∈ (ݖ)and ߮ఒ ܦ = ௭ିఒ
ଵିఒ௭

 then for any ݃ ∈ (ଶܦ)ଶܪ ⊝  ,ܯ
ܵఝഊ

∗ ݃ =  ఒ݃߮ݍ
            = ܲ߮ఒ݃ 

                                                          = ܲ߮ఒ൫݃ − ൯(∙,ߣ)݃ + ܲ߮ఒ(ߣ)ܮ݃ 
                                                         = ߮ఒ൫݃ − ൯(∙,ߣ)݃ + ܲ߮ఒ(ߣ)ܮ݃. 

One checks that 
ܲ߮ఒ(ߣ)ܮ݃ = ܲ߮ఒ݃(ߣ,∙) =  ,(∙,ߣ)݃ߣ−

and hence 
ܵఝഊܵఝഊ

∗ ݃ = ൫݃ݍ − ൯(∙,ߣ)݃ −  (∙,ߣ)ఒ݃߮ߣݍ
        = ݃ − ൫1ݍ +  ݃(ߣ)ܮఒ൯߮ߣ

                             = ݃ − (1 − ൫1ݍ(ଶ|ߣ| − ൯ݖߣ
ିଵ

 ݃(ߣ)ܮ
                = ݃ − (1 −  ݃(ߣ)ܮ(ߣ)∗ܮ(ଶ|ߣ|

 
by Lemma (5.1.4). So 

ܵఝഊܵఝഊ
∗ = ܫ − (1 −  (8)                                      .(ߣ)ܮ(ߣ)∗ܮ(ଶ|ߣ|

Since (ߣ)ܮ is compact, ܵఝഊܵఝഊ
∗  is Fredholm. Moreover, 
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ܵఝഊ = ܵ
൫ଵିఒ௭൯

షభܵ௭ିఒ 

and ܵ
൫ଵିఒ௭൯

షభ  is invertible, so ௭ܵିఒܵ௭ିఒ
∗  is Fredholm.If ܵ௭ିఒ

∗  has trivial kernel, then 

௭ܵିఒ ௭ܵିఒ
∗  is invertible and therefore ௭ܵିఒ is onto. So if ܵ௭ିఒ also has trivial kernel then 

is in the resolvant set of ௭ܵ ߣ . 
We give some sufficient conditions for the compactness of the evaluation 

operators on quotient spaces. If ܯ is a submodule of rank 1, e.g., ܯ = [ℎ] for some ℎ ∈
(ଶܦ)ଶܪ on (0)ܮ then behaviors of ܵ௭ and ,(ଶܦ)ଶܪ ⊝  reflect properties of  ℎ. We ܯ
now give a necessary condition for the compactness of (0)ܮ in terms of ℎ. We state a 
lemma first. 
Lemma (5.1.38)[191]: If {ܨఒ|ߣ ∈  is a norm continuous:family of selfadjoint {ܦ
Fredholm operators on a Hilbert space ܪ, then ݀  is a lower semi-continuous (ఒܨݎ݁ܭ)݉݅
function in ߣ. 
Proof. Let ߣ଴ ∈ ఒబܨݎ݁ܭ to ܪ be any point and ଴ܲ be the projection from ܦ , then one 
verifies that ܨఒబ + ଴ܲ is invertible. If ߣ௡ is a sequence in ܦ converging to ߣ଴, then ܨఒ೙ +

଴ܲ converges to ܨఒబ + ଴ܲ in operator norm which implies that ܨఒ೙ + ଴ܲ is invertible for 
all ߣ௡  dose enough to ߣ଴. 

Since 
଴ܲ|௄௘௥ிഊ೙

= ൫ܨఒ೙ + ଴ܲ൯|௄௘௥ிഊ೙
, 

Po maps ܨݎ݁ܭఒ೙ injectively into ܨݎ݁ܭఒబ. This implies that 
݀݅݉൫ܨݎ݁ܭఒ೙൯ ≤ ݀݅݉൫ܨݎ݁ܭఒబ൯ 

when ߣ௡ is sufficiently close to ߣ଴.  
A definition is needed in order to state our next theorem. For every fixed ߣ ∈  ܦ

and ℎ ∈ ,ߣ)denote the number of zeros of ℎ (ߣ)we let ܼ௛ (ଶܦ)ଶܪ  is (ߣ)So ܼ௛ .ܦ in (ݓ
an integer-valued function in ߣ. 
Theorem (5.1.39)[191]: If (0)ܮ is compact on ܪଶ(ܦଶ) ⊝ [ℎ], then ܼ ௛(ߣ) is a constant. 
Proof. If ߣ ∈ (ߣ)߶ and ܦ = ௭ିఒ

ଵିఒ௭
, then 

ܵథഊܵథഊ
∗ + (1 − (ߣ)ܮ(ߣ)∗ܮ(ଶ|ߣ| =  ܫ

by Equality (8). If (0)ܮ is compact on ܪଶ(ܦଶ) ⊝ [ℎ] then by Lemma (5.1.5), (ߣ)ܮ is 
compact on ܪଶ(ܦଶ) ⊝ [ℎ] for every ߣ ∈ which implies that ܵథഊܵథഊ ,ܦ

∗  is Fredholm for 
all ߣ ∈ Since ܵథഊ .ܦ = ଵܵିఒ௭

ିଵ ܵ௭ିఒܵ௭ିఒܵ௭ିఒ
∗  is Fredholm for all ߣ ∈  and it is easy to ܦ

see that { ௭ܵିఒܵ௭ିఒ
∗ ∶ ߣ  ∈  is a norm-continuous family of setfadjoint operators. So by {ܦ

Lemma (5.1.38) ݀ ݎ݁ܭ)݉݅ ௭ܵିఒܵ௭ିఒ
∗ ) is a finite lower semi-continuous function in ߣ. By 

the Fredholmness of ௭ܵିఒܵ௭ିఒ
∗ )݁݃݊ܽݎ , ௭ܵିఒ) is closed and its codimension is equal to 

ݎ݁ܭ)݉݅݀ ௭ܵିఒܵ௭ିఒ
∗ ). By the relation between (ߣ)ܮ|ெ⊝௭ெ  and ௭ܵ  (cf Equality (2)), 

ܯ)(ߣ)ܮ ⊝  ௪, and moreover it was shown thatܪ is closed in (ܯݖ
)ݎ݁݇݋ܥ݉݅݀ ௭ܵ − (ߣ =  ,ெ⊝௭ெ൯|(ߣ)ܮ൫ݎ݁݇݋ܥ݉݅݀

so 
ܯ)(ߣ)ܮ ⊝ (ܯݖ = ܯ(ߣ)ܮ = [ℎ(ߣ,∙)], 

and 
௪ܪ)݉݅݀ ⊝ [ℎ(ߣ,∙)]) =  ெ⊝௭ெ൯|(ߣ)ܮ൫ݎ݁݇݋ܥ݉݅݀

                                                                    = )ݎ݁݇݋ܥ݉݅݀ ௭ܵ − (ߣ = )ݎ݉݅݀ ௭ܵିఒ ௭ܵିఒ
∗ ), 
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where [ℎ(ߣ,∙)] is the submoduie in ܪ௪  generated by function ℎ(ߣ,  Since .(ݓ
ܼ௛(ߣ) = ݀݅݉ ௪ܪ ⊝ [ℎ(ߣ,∙)], 

ܼ௛(ߣ) is a finite lower semi-continuous function in ߣ. 
We now show that ܼ௛(ߣ) is a constant. If we fix a ݎ ∈ (0,1) and let 

ܰ = (ߣ)௛ܼ}݌ݑݏ ∶ ߣ  ∈  ,{ܦݎ
then by the lower semi-continuity of ܼ௛(ߣ) over ܦ, ܰ is finite. We define 

ேܧ = ߣ} ∈ ܦݎ ∶  ܼ௛(ߣ) = ܰ}. 
for every fixed ߣ ∈ ߟ ே, we can choose anܧ ∈ (0,1) such that the zeros of ℎ(ߣ,  lie (ݓ
inside ܦߟ. 

By compIex function theory, if ߤ in ܦݎ is close enough to ߣ then ܼ ௛(ߤ) and ܼ ௛(ߣ) 
have the same number of zeros in ܦߟ which follows that ܼ௛(ߤ) ≥ ܰ  and this is possible 
only if  ܼ௛(ߤ) = ܰ and therefore ߤ is in ܧே. This shows that ܧே is open. But by the 
lower semi-continuity of ܼ௛(ߣ)ܧே is also closed, so ܧே = (ߣ)and hence ܼ௛ ,ܦݎ = ܰ 
for all ߣ ∈ ݎ The proof is finished if we let .ܦݎ → 1ି.                                                                     
Example (5.1.40)[191]: If ℎ(ݖ, (ݓ = ݖ −  then ,ݓ0.5

ܼ௛(ߣ) = ൜0,    0.5 ≤ |ߣ| < 1;
|ߣ|     ,1 < 0.5.         

This implies that (ߣ)ܮ is not compact on ܪଶ(ܦଶ) ⊝ ݖ] −  .[ݓ0.5
The following example shows that the condition in Theorem (5.1.39) is not 

sufficient. 
Example (5.1.41)[191]: Let ℎ(ݖ, (ݓ = (ݓ)߶ where (ݓ)߶(ݖ)߶ = ݌ݔ݁ ቀ݅ ௪ାଵ

௪ିଵ
ቁ which 

is a singular inner function, and set ܯ = ℎܪଶ(ܦଶ). It is not hard to check that ܪ௪ ⊝
௪ܪ(ݓ)߶ ⊂ (ଶܦ)ଶܪ ⊝ ௪ܪ ,is a singular inner function (ݓ)߶ and since ,ܯ ⊝ ௪ܪ(ݓ)߶  
is infinite dimensional. Since (0)ܮ acts on ܪ௪ ⊝ ௪ܪ(ݓ)߶  as an isometry, it is not 
compact.But ܼ௛(ߣ) is constant 0. 
Question (5.1.42)[191]: What is a necessary and sufficient condition for the 
compactness of (0)ܮ on ܪଶ(ܦଶ) ⊝  ?is of rank 1 ܯ in the case ܯ

The case when h is a polynomial seems more interesting. If ݌ is a polynomial in 
,ݖ)ܥ (ଶܦ)ଶܪ is compact on (0)ܮ for which (ݓ ⊝  (0)ܮ then ,݌ is a factor of ݍ and ,[݌]
is compact on ܪଶ(ܦଶ) ⊝ (ଶܦ)ଶܪ since [ݍ] ⊝ (ଶܦ)ଶܪ is a subspace of [ݍ] ⊝  This .[݌]
means that if ݌ satisfies certain conditions which make (0)ܮ compact then so does every 
factor of ݌. 

Since the evaluation operators and ܵ௭ , ܵ௪  are closely related, the compactness of 
 .has an effect on their behaviors. The following theorem is an example (0)ܮ
Theorem (5.1.43)[191]: If (0)ܮ is compact on ܪଶ(ܦଶ) ⊝ ݎ݁݇)݉݅݀ and ܯ ௭ܵ) < ∞, 
then 

(a) ܦ௭|ெ⊝௭ெ  ;ݐܿܽ݌݉݋ܿ ݏ݅ 
(b) [ ௭ܵ

∗, ܵ௪] ݅ݐܿܽ݌݉݋ܿ ݏ; 
(c)  [ܵ௭

∗, ௭ܵ] ݅ݐܿܽ݌݉݋ܿ ݏ. 
Proof. (a). Since 

ܵ௭ ௭ܵ
∗ = 1 −  ,(0)ܮ(0)∗ܮ

௭ܵܵ௭
∗ is Fredholm, and hence has closed range with finite codimension. This implies that 

௭ܵhas closed range with finite codimension. If ݀݅݉(݇݁ݎ ௭ܵ) < ∞ then ܵ௭  is Fredholm. 
Since by Proposition (5.1.34)(c) 
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௭ܵܦ௭ = −൫(0)ܮ|ுమ(஽మ)⊝ெ൯
∗
 ெ⊝௭ெ|(0)ܮ

which is compact under the condition, ܦ௭|ெ⊝௭ெ is compact. 
(b) Since for every ݂ ∈ (ଶܦ)ଶܪ ⊝ ݂ݖ݌ ܯ = 0, ௭ܵ

∗݂ = ݂ݖݍ =  where ܲ is ,݂ݖܲ
the orthogonal projection from ܮଶ(ܶଶ) onto ܪଶ(ܦଶ). Therefore 

[ܵ௭
∗,   ܵ௪]݂ = ݂ݓݍݖݍ − ݂ݖܲݓݍ = ݂ݓݍݖݍ −  ݂ݖݓݍ

                                = ݂ݓ)ݖݍ− − (݂ݓݍ  = ݂ݓ݌ݖݍ− = ௪ܦ௭ܦ−
∗ ݂, 

where the last equality comes from a parallel statement of Proposition (5.1.16) for ܦ௪. 
Since ܦ௭|ெ⊝௭ெ is compact, [ ௭ܵ

∗,   ܵ௪] is compact. 
(c) Since by Proposition (5.1.34) 

[ܵ௭
∗,   ௭ܵ] = (0)ܮ(0)∗ܮ − ௭ܦ௭ܦ

∗, 
the assertions in c also follows from the fact that ܦ௭|ெ⊝௭ெ is compact.   

Note that if we assume in Theorem (5.1.43) that (0)ܮ is tIilbert-Schmidt on 
(ଶܦ)ଶܪ ⊝  then the operators in assertions a and b are both Hilbert-Schmidt, and ܯ
[ܵ௭

∗,   ܵ௭] is trace class. 
Many results obtained so far have manifested a close tie between ௭ܵ  and (0)ܮ. 

This tie is not only theorectically interesting, but also practically useful. Examples show 
that in some cases it is much easier to calculate (0)ܮ, but in other cases it is much easier 
to deal with ௭ܵ . The relationship between the two makes it possible to study them even 
in the hard cases. 

Remarks preceeding Theorem (5.1.7) say that ௭ܵ  serves as a canonical model for 
a large class of contractions. It will be interesting to see how the results apply to some 
concrete examples. In the following we will take a look at the unilateral shift of a finite 
multiplicity and the Bergman shift. Both operators have been extensively studied. The 
following two examples show that we can get new results if we study these two 
operators of  ܪଶ(ܦଶ). 
Example (5.1.44)[191]: We first look at the unilateral shift. If ݊ is any integer and we 
let 

ܭ = (ଶܦ)ଶܪ ⊝  ,(ଶܦ)ଶܪ௡ݓ
then by Lemma (5.1.9) 

ܭ = ௭ܪ ⊕ ௭ܪݓ ⊕ ⋯ ⊕ ௭ܪ௡ିଵݓ  
which is equivalent to the vector valued Hardy space ܪଶ(ܶ,  isܭ ௭ onܪ ଶ), andܥ
equivalent to ܫ⨂ݖ௡. It is easy to see that for every ߣ ∈  ,ܦ

(ܭ)(ߣ)ܮ = ,1}݊ܽ݌ݏ ,ݓ ,ଶݓ … ,  {௡ݓ
and hence (ߣ)ܮ is of rank n when restricted to ܭ. 
Example (5.1.45)[191]: If ܯ = ݖ] − (ଶܦ)ଶܪ then ,[ݓ ⊝ ݖ] −  is equivalent to [ݓ
௔ܮ

ଶ the Bergman space over the unit disc (cf. [215]), and ܵ௭ ,(ܦ)  on ܪଶ(ܦଶ) ⊝ ݖ] −  ,[ݓ
whirl1 is equal to ܵ௪, is unitarily equivalent to the Bergman shift. We see in Example 
(5.1.25) that evaluation operators on ܪଶ(ܦଶ) ⊝  are compact. This fact is also ܯ
obtained by the following computation. It is known that 

݁௡(ݖ, (ݓ =
1

√݊ + 1
௡ݖ) + ݓ௡ିଵݖ + ⋯ + ௡ିଵݓݖ + ,(௡ݓ ݊ ≥ 0 

is an orthonormal basis for ܪଶ(ܦଶ) ⊝ ݖ] −  and from which it is easy to see that the [ݓ
left evaluations behave similarly as the right evaluations do. We suffice to check the 
compactness for ܴ(0). 
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If ݂ = ∑ ௝ܿ ௝݁
ஶ
௝ୀ଴  is any function in ܪଶ(ܦଶ) ⊝ ݖ] −  then ,[ݓ

ܴ(0)݂ = ෍ ܿ௡ܴ(0)݁௡

ஶ

௡ୀ଴

= ෍
ܿ௡

√݊ + 1
௡ݖ

ஶ

௡ୀ଴

. 

If we let ܷ ∶ (ଶܦ)ଶܪ  ⊝ ݖ] − [ݓ → ௭ܪ  be the operator defined by 
ܷ(݁௡) = ݊   ,௡ݖ ≥ 0; 

and ܭ ∶ ௭ܪ  → ௭ܪ  be the map defined by 

(௡ݖ)ܭ =
1

√݊ + 1
݊   ,௡ݖ ≥ 0 

then ܷ is a unitary map and ܭ is compact. Computations above actually yield the polar 
decomposition of  ܴ(0): 

ܴ(0)݂ =  .݂ܷܭ
This implies that ܴ(ߣ) ∶ (ଶܦ)ଶܪ ⊝ ݖ] − [ݓ → ௭ܪ  is compact. 
 
The observations in Example (5.1.44), (5.1.45), Corollary (5.1.21), Corollary (5.1.36) 
and Theorem (5.1.37) are combined to give the following 
Theorem (5.1.46)[191]: We assume that ℋ is ܪଶ(ܶ, ௔ܮ ௡) orܥ

ଶ  and ܺ is the (ܦ)
multiplication by the coordinate function ݖ in ℋ. If ܰ is an invariant subspace of ܵ and 
ܺ is the compression of  ܵ to the quotient space ℋ ⊝ ܰ then 

(a) ℋ ⊝ ܰ is finite dimensional if ܺ is a strict contraction; 
(b) ߪ(ܺ) ∩ ܦ ⊂ (ܺ)௣ߪ ∪  ;(∗ܺ)௣ߪ
(c) if ܺ is Fredholm, then ܺ − (ܺ)݀݊݅ is Fredholm with ind ߣ = ݅݊݀(ܺ −  for all (ߣ

ߣ ∈  .ܦ
Proof. If ܽ bounded linear operator is compact, then it is compact when restricted to 
any closed subspace. Example (5.1.44) and (5.1.45) show that the evaluation operators 
are compact on ℋ and hence they are compact on ℋ ⊝ ܰ. The theorem then follows 
from Corollary (5.1.21), Corollary (5.1.36) and Theorem (5.1.37). 

We look at in Theorem (5.1.46)(a) in the case ℋ =  .(ܶ)ଶܪ
If ܰ is a invariant subspace of ݖ in ܪଶ(ܶ), then By Beurling's Theorem ܰ =

(ܶ)ଶܪ to ݖ ଶ(ܶ) for some inner function ߶ The compression ofܪ߶ ⊝ ܰ is of class ܥ௢ 
and its spectrum is equal to the spectrum of ߶ (cf. [194][204]).If the compression is a 
strict contraction, then ߶ has no singular part and its zero set has no accummulation 
point on the unit circle which is possible only if ߶ is a finite Blaschke product and hence 
(ܶ)ଶܪ ⊝ ܰ is finite dimensional. 
Section (5.2): A Coburn Type Theorem:  

For ॻ be the boundary of the open unit disk ॰ in the complex plane ℂ. The bidisk 
॰ଶ and torus ॻଶ are the cartesian products of 2 copies of ॰ and ॻ respectively. We let 
௣(ॻଶ)ܮ = ,௣(ॻଶܮ ߪ denote the usual Lebesgue space on ॻଶ where (ߪ =  ଶ is theߪ
normalized Haar measure on ॻଶ. The Hardy space ܪଶ(॰ଶ) is the closure of the 
holomorphic polynomials in ܮଶ(ॻଶ). As is well known, we can identify a function in 
 ଶ(॰ଶ) with its holomorphic extension to ॰ଶ via the Poisson extension. Thus, we willܪ
use the same notation for a function ݂ ∈  ଶ(॰ଶ) and its holomorphic extension ݂ onܪ
॰ଶ. Let Pdenote the orthogonal projection from ܮ௣(ॻଶ) onto ܪଶ(॰ଶ). For a function 
ݑ ∈  is defined by ݑ ஶ(ॻଶ), the Toeplitz operator ௨ܶ with symbolܮ
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௨݂ܶ =  (݂ݑ)ܲ
for functions ݂ ∈  .ଶ(॰ଶ)ܪ ଶ(॰ଶ). Then clearly ௨ܶ is a bounded linear operator onܪ

On the Hardy space of the unit disk, a celebrated theorem of Coburn asserts that 
for a nonzero Toeplitz operator, we have either it is injective or its adjoint operator is 
injective. This theorem is implicit in the proof of Theorem 4.1 of [219]. See also 
Proposition 7.2.4 of [220]. Later, Vukotić [224] reproved the theorem by making the 
statement above more explicit by showing that the range of a nonzero Toeplitz operator 
which is not injective contains the set of all analytic polynomials. 

We naturally consider the corresponding problem for Toeplitz operators acting 
on the Hardy space of the bidisk. First of all, we should mention that the Coburn type 
theorem fails generally on the bidisk. For an example, one can see 

ܶ௭మ௪ഥ మ(ݖ) = 0 = ௭ܶమ௪ഥ మ
∗  (ݖ)

on ܪଶ(॰ଶ) where ܵ∗ denotes the adjoint operator of a bounded operator ܵ. Thus the 
Toeplitz operator ܶ ௭మ௪ഥ మ doesn’t satisfy the Coburn type theorem. On the other hand, we 
can easily see that a Toeplitz operator with a nonzero (anti-)holomorphic symbol 
satisfies the Coburn type theorem on ܪଶ(॰ଶ). Also, one can check that a Toeplitz 
operator induced by a symbol depending only one variable satisfies the Coburn type 
theorem on ܪଶ(॰ଶ); see Corollary (5.2.16). In view of this observation, we naturally 
pose the following problem: For which symbol, does the corresponding Toeplitz 
operator satisfy the Coburn type theorem on ܪଶ(॰ଶ)? 

Motivated by examples mentioned above, we consider three classes of symbols 
as outlined below: 

(i) symbols of the form ݑ = ߮ + ത߰ where ത߮ , ߰ are bounded holomorphic on ॰ଶ and 
(a) ߮ is bounded by 1 and ߰ is inner, 
(b) Or ߮ = ߰ is general and (ݖ)߮ =  ,is inner (ݓ)߰
(c) Or ߰ is not assumed to be inner. 

(ii) symbols of the form ݑ = ,݂ where (ݓ)݃(ݖ)݂ ݃ are bounded on ॻ. 
(iii) symbols of the form ݑ = ∑ ℎఫഥ ௝ஶݓ(ݖ)

௝ୀ଴  where ℎ௝  is holomorphic on ॰. 
We then provide several sufficient conditions on the symbols ݑ for which ௨ܶ 

satisfies the Coburn type theorem on ܪଶ(॰ଶ). More explicitly, we first consider 
pluriharmonic symbols of the form ߮ + ߰ where ߮ ∈  ஶ(॰ଶ) and ߰ is a non-constantܪ
inner function. Here the space ܪஶ(॰ଶ) denotes the space of all bounded holomorphic 
functions on ॰ଶ and we write ‖߮‖ஶ for the essential supremum norm for a function 
߮ ∈  ஶ(॰ଶ) is called inner if the modulus ofܪ ஶ(॰ଶ). Also we say that a function inܮ
its radial limit is equal to 1 a.e. on ॻଶ; see [223]. For such a pluriharmonic symbol ݑ =
߮ + ത߰, if ‖߮‖ஶ < 1, then we first show that ௨ܶ

∗ is injective but ௨ܶ is not injective. 
Moreover we describe the kernel of ௨ܶ; see Theorem (5.2.2). 

Specially, for symbols of the form ݑ = (ݖ)߮ + ത߰(ݓ) where ߮ and ߰ depend on 
a different single variable, we show that the boundedness condition ‖߮‖ஶ < 1 can be 
removed. More explicitly, we characterize the injectivity of ௨ܶ and then, as an 
application, we show that the corresponding Toeplitz operator satisfies the Coburn type 
theorem on ܪଶ(॰ଶ); see Theorem (5.2.3) and Corollary (5.2.4). 

We also consider general ߰ other than inner functions. For such symbols ݑ =
(ݖ)߮ + ത߰(ݓ), if ‖߮‖ஶ ≠ ‖߰‖ஶ or ‖߮‖ஶ = ‖߰‖ஶ = 1 together with certain boundary 
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conditions, then we show that ܶ ௨ satisfies the Coburn type theorem; see Theorem (5.2.5) 
and Theorem (5.2.9). But we don’t know whether a Toeplitz operator with general 
pluriharmonic symbol satisfies the Coburn type theorem on ܪଶ(॰ଶ). 

We consider symbols which are products of two one variable functions depending 
on a different single variable. We consider symbols of the form ݑ =  where (ݓ)݃(ݖ)݂
݂, ݃ ∈  ஶ(ܶ) are nonzero functions. For such a symbol, we first describe the kernel ofܮ

௨ܶ and then, as immediate consequences, obtain several kinds of symbols of Toeplitz 
operators satisfying the Coburn type theorem; see Theorem (5.2.13) and its corollaries. 

We consider the symbols of the form ݑ = ∑ ℎത௝(ݖ)ݓ௝ஶ
௝ୀ଴  where ℎ௝ is holomorphic 

on ॰. We then show that the dimension of kernel of ௨ܶ can be 0 or ∞ according to 
choices of ℎ௝; see Theorem (5.2.19). We were not able to characterize the injectivity for 
Toeplitz operators with general symbol. 

We let ܪଶ(॰) for the Hardy space of the unit disk ॰ and ܮ௣(ॻ) = ,ܶ)௣ܮ  (ଵߪ
denote the usual Lebesgue space on ॻ where ߪଵ is the normalized Lebesgue measure on 
ॻ. Also we write ܳ for the orthogonal projection from ܮଶ(ॻ) onto ܪଶ(॰). With the 
identification of a function in ܪଶ(॰) with its holomorphic extension on ॰, for each ݖ ∈
॰, the reproducing kernel ܭ௭ for ܪଶ(॰) is the well known Cauchy kernel given by 

(ߞ)௭ܭ =
1

1 − ߞ̅ݖ
, ߞ ∈ ॻ. 

Thus the projection ܳ can be written as 

ܳఝ(ݖ) = න ଵߪ௭തതത݀ܭ߮

 

ॻ

 

for ߮ ∈ ݑ ଶ(ॻ). Givenܮ ∈  ௨ with symbolݐ ஶ(ॻ), the 1-dimensional Toeplitz operatorܮ
 ଶ(॰) defined byܪ is the bounded linear operator on ݑ

௨݂ݐ =  (݂ݑ)ܳ
for functions ݂ ∈  .ଶ(॰)ܪ

Recall that we can also identify a function in ܪଶ(॰ଶ) with its holomorphic 
extension on ॰ଶ. With this identification, given ݔ = ,ݖ) (ݓ ∈ ॰ଶ, the reproducing 
kernel ܴ௫ for ܪଶ(॰ଶ) is given by 

ܴ௫(ݕ) =
1

(1 − 1)(ߞ̅ݖ − (ߟഥݓ , ݕ = ,ߞ) (ߟ ∈ ॻଶ 

and thus we can write the projection ܲ as    ܲ߮(ݔ) = ∫ ܴ߮௫തതതത݀ߪଶ
 

ॻమ  for ߮ ∈  ଶ(ॻଶ). Seeܮ
Chapter 3 of [223] or Chapter 9 of [225] for details and related facts. Noting 
ܴ(௭,௪)(ߞ, (ߟ =  we have ,(ߟ)௪ܭ(ߞ)௭ܭ

,ݖ)[(ߟ)݃(ߞ)݂]ܲ (ݓ =  (ݓ)݃ܳ(ݖ)݂ܳ
for every ݂, ݃ ∈ ݂̅ܳ ଶ(ॻ). Sinceܮ = ݂(0)തതതതതത for every ݂ ∈  ଶ(॰), it follows thatܪ

ܶ௭మ௪ഥమ(ݖ) = ഥݓଷݖ)ܲ ଶ) = ഥݓ)ܳ(ଷݖ)ܳ ଶ) = 0. 
Similarly, since ௨ܶ

∗ = ௨ܶഥ for every ݑ ∈ ஶ(ॻଶ), one sees that ௭ܶమ௪ഥమܮ
∗ (ݖ) = ܶ௭మ௪ഥ మ(ݖ) =

0. This shows that both ܶ௭మ௪ഥ మ  and its adjoint operator are not injective and hence the 
Coburn type theorem fails on ܪଶ(॰ଶ). 

We consider several kinds of pluriharmonic symbols and then study the problem 
of when the corresponding Toeplitz operators are injective. Given a function ݂ ∈
 ଶ(॰ଶ), we letܪ
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‖݂‖ = ቌ sup
଴ஸ௥ழଵ

න|݂(ߞݎ, ,ߞ)ଶߪ݀ ଶ|(ߟݎ (ߟ
 

ॻమ

ቍ

ଵ/ଶ

 

be the usual ܪଶ(॰ଶ)-norm of ݂. 
We start with the following simple and useful lemma. 

Lemma (5.2.1)[218]: Let ݑ = ߮ + ത߰, where ߰ is an inner function on ॰ଶ and ߮ ∈
ஶ(॰ଶ) with ‖߮‖ஶܮ ≤ 1. If ݑ ≢ 0, then ௨ܶ

∗ is injective on ܪଶ(॰ଶ). 
Proof. Suppose ௨ܶ

∗ℎ = 0 for some ℎ ∈ )ܲ ଶ(॰ଶ) and thenܪ ത߮ℎ) + ߰ℎ = 0. Since ߰ is 
inner, we note  

‖ℎ‖ = ‖߰ℎ‖ = ‖ܲ( ത߮ℎ)‖ ≤ ‖ ത߮ℎ‖ ≤ ‖ℎ‖  
and then ‖ܲ( ത߮ℎ)‖ = ‖ ത߮ℎ‖. Thus ܲ( ത߮ℎ) = ത߮ℎ and 

തℎݑ = ത߮ℎ + ߰ℎ = ܲ( ത߮ℎ) + ߰ℎ =  0. 
Since ݑ ≡ 0, we have ℎ = 0 and ௨ܶ

∗ is injective, as desired. The proof is complete. 
In addition, if ‖߮‖ஶ < 1, then ௨ܶ is not injective as shown in the following. The 

notation ker  .ܮ stands for the kernel of an operator ܮ
Theorem (5.2.2)[218]: Let ߰ be a non-constant inner function on ॰ଶ and ߮ ∈  .ஶ(॰ଶ)ܪ
Assume ‖߮‖ஶ < 1 and put ݑ = ߮ + ത߰. Then ௨ܶ

∗ is injective but ௨ܶ is not injective on 
 ଶ(॰ଶ). Moreover we haveܪ

ker ௨ܶ =
1

1 + ߮߰
ଶ(॰ଶ)ܪ] ⊖  ଶ(॰ଶ)]                                 (9)ܪ߰

and dim ker ௨ܶ = ∞. 
Proof. By Lemma (5.2.1), ௨ܶ

∗ is injective on ܪଶ(॰ଶ). To prove (9), we first note that 
1/(1 + ߮߰) ∈ ஶ(॰ଶ) because ‖߮‖ஶܪ < 1. Since ߰ is inner, ݑ = ߮ + ത߰ = ത߰(߰߮ +
1) a.e. on ॻଶ and hence ܶ ௨ = ܶటഥ ଵܶାఝట . Since 1 + ߮߰ is invertible in ܪஶ(॰ଶ), we have 

ker ௨ܶ =
1

1 + ߮߰ ker ܶటഥ =
1

1 + ߮߰
ଶ(॰ଶ)ܪ] ⊝  [ଶ(॰ଶ)ܪ߰

because ker ܶటഥ = ൫ran ܶట൯ୄ = ଶ(॰ଶ)ܪ] ⊖  ଶ(॰ଶ)], so (9) holds as desired. Theܪ߰
proof is complete. 

We don’t know whether condition ‖߮‖ஶ < 1 in Theorem (5.2.2) is essential. But, 
if ߮ and ߰ depend on a different variable each other, we will show that one of ௨ܶ and 

௨ܶ
∗ is injective. Thus the corresponding Toeplitz operator satisfies the Coburn type 

theorem on ܪଶ(॰ଶ). 
We let ܪଶ(ݖ) and ܪଶ(ݓ) be the ݖ and ݓ variable Hardy spaces respectively. 

Also, we write ܪஶ(ݖ) and ܪஶ(ݓ) for the spaces of all bounded holomorphic functions 
depending on only ݖ and ݓ variable respectively. 

We denote by ball ܪஶ(ݖ) the closed unit ball of ܪஶ(ݖ). It is well known that 
߮ ∈ball ܪஶ(ݖ) is an extreme point of ball ܪஶ(ݖ) if and only if 

න log(1 − |߮|) ଵߪ݀

 

ॻ

=  −∞. 

Moreover, if ߮ ∈ ball ܪஶ(ݖ) is not an extreme point of ball ܪஶ(ݖ), then there is an 
outer function ߟ ∈ ball ܪஶ(ݖ) satisfying |߮|ଶ + ଶ|ߟ| = 1 a.e. on ॻ. See Chapter 9 of 
[222] for details and related facts. 
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Let ߰ ∈  be a non-constant inner function and put (ݓ)ଶܪ
:(ݓ)టܭ = (ݓ)ଶܪ ⊖  .(ݓ)ଶܪ(ݓ)߰

Then it is known that ܭట(ݓ) ≠ {0}  and   ܪଶ(ݓ) =
∞
⨁  

݊ = 0
௡(ݓ)߰(ݓ)టܭ . 

Moreover, we have 

ଶ(॰ଶ)ܪ =

∞
ໄ  

݊ = 0
ଶ(॰ଶ)ܪ] ⊖  ௡(ݓ)߰[ଶ(॰ଶ)ܪ(ݓ)߰

=

∞
ໄ  

݊ = 0
(ݖ)ଶܪൣ ⊗ ௡(ݓ)൧߰(ݓ)టܭ . 

Let {݁௞: ݇ ≥ 0} denote an orthonormal basis of ܭట(ݓ). Since {݁௞߰௡ : ݊, ݇ ≥ 0} is an 
orthonormal basis of ܪଶ(ݓ), it follows that 

ଶ(॰ଶ)ܪ ⊖ ଶ(॰ଶ)ܪ(ݓ)߰ =

∞
ໄ  

݇ = 0
݁௞(ݓ)ܪଶ(ݖ), 

and  

ଶ(॰ଶ)ܪ =

∞
ໄ  

݇ = 0
݁௞(ݓ)߰(ݓ)௡ܪଶ(ݖ).                                 (10) 

The following result characterizes non-injective Toeplitz operators in case when such 
߮ and ߰ depend on a different variable each other. 
Theorem (5.2.3)[218]: Let ߰ ∈ ߮ be a non-constant inner function and (ݓ)ஶܪ ∈
,ݖ)ݑ Put .(ݖ)ஶܪ (ݓ = (ݖ)߮ + ത߰(ݓ). Then the following statements are equivalent. 

(i) ௨ܶ is not injective on ܪଶ(॰ଶ). 
(ii) ‖߮‖ஶ ≤ 1 and ߮ is not an extreme point of ball ܪஶ(ݖ). 

In which case, we have 

ker ௨ܶ =
(ݖ)ߟ

1 + (ݓ)߰(ݖ)߮ ଶ(॰ଶ)ܪ] ⊖  [ଶ(॰ଶ)ܪ(ݓ)߰

and dim ker ௨ܶ = ∞, where ߟ ∈ ball ܪஶ(ݖ) is an outer function satisfying |߮|ଶ +
ଶ|ߟ| = 1 a.e. on ॻ. 
Proof. First assume (i) and then ௨݂ܶ = 0 for some nonzero function ݂ ∈  ଶ(॰ଶ). Byܪ
(10), we may write 

݂ = ෍ ௡݂,௞(ݖ)݁௞(ݓ)߰(ݓ)௡,
ஶ

௡,௞ୀ଴

,ݖ  ݓ ∈ ॰                               (11) 

where ௡݂,௞(ݖ) ∈ ,݊ for every (ݖ)ଶܪ ݇ ≥ 0. Since ߰ is inner, we note that 

0 = ௨݂ܶ = ݂(ݖ)߮ + ෍ ܲ൫ ௡݂,௞݁௞߰௡ ത߰൯
ஶ

௡,௞ୀ଴
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= ݂(ݖ)߮ + ෍ ෍ ௡݂,௞(ݖ)݁௞(ݓ)
ஶ

௞ୀ଴

௡ିଵ(ݓ)߰
ஶ

௡ୀଵ

 

= ෍ (ݖ)߮ ௡݂,௞(ݖ)݁௞(ݓ)߰(ݓ)௡
ஶ

௡,௞ୀ଴

+ ෍ ௡݂ାଵ,௞(ݖ)݁௞(ݓ)߰(ݓ)௡
ஶ

௡,௞ୀ଴

 

        = ෍ (ݖ)߮ൣ ௡݂,௞(ݖ) + ௡݂ାଵ,௞(ݖ)݁௞(ݓ)߰(ݓ)௡൧
ஶ

௡,௞ୀ଴

 

for all ݖ, ݓ ∈ ॰. It follows that ߮ ௡݂,௞ + ௡݂ାଵ,௞ = 0 for every ݊, ݇ ≥ 0 and hence, for 
each ݇ ≥ 0, ௡݂,௞ = ଴݂,௞(−߮)௡ for all ݊. Thus 

݂ = ෍ ଴݂,௞(ݖ)൫−߮(ݖ)൯
௡

݁௞(ݓ)߰(ݓ)௡
ஶ

௡,௞ୀ଴

. 

Since ݂ ∈ :ଶ(॰ଶ) and {݁௞߰௡ܪ ݊, ݇ ≥ 0} is an orthonormal basis of ܪଶ(ݓ), we see 

∞ > ‖݂‖ଶ = ෍ ฮ ଴݂,௞(−߮)௡ฮ
ଶ

ஶ

௡,௞ୀ଴

= න ൭෍ห ଴݂,௞ห
ଶ

ஶ

௞ୀ଴

൱
 

ॻ

൭෍|߮|ଶ௡
ஶ

௡ୀ଴

൱  .ଵߪ݀

Since ݂ ≠ 0, we have ଴݂,ℓ ≠ 0 for some ℓ ≥ 0. Thus the above shows that |߮(ݖ)| < 1 
a.e. on ॻ and then ‖߮‖ஶ ≤ 1. Also, we have 

න
∑ ห ଴݂,௞หଶஶ

௞ୀ଴
1 − |߮|ଶ ଵߪ݀ 

 

ॻ

< ∞                                                  (12) 

and 

݂ =
1

1 + (ݓ)߰(ݖ)߮ ෍ ଴݂,௞(ݖ)݁௞(ݓ)
ஶ

௞ୀ଴

.                                      (13) 

Now, noting 

logห ଴݂,ℓ (ݖ)หଶ ≤ log
∑ ห ଴݂,௞(ݖ)ห

ଶஶ
௞ୀ଴

1 − ଶ|(ݖ)߮| ≤
∑ ห ଴݂,௞(ݖ)ห

ଶஶ
௞ୀ଴

1 − ଶ|(ݖ)߮| , 

we have by the Jensen inequality 

−∞ < න logห ଴݂,ℓ ห
ଶ

ଵߪ݀

 

ॻ

≤ න log ෍ห ଴݂,ℓ ห
ଶ

ஶ

௞ୀ଴

ଵߪ݀

 

ॻ

− න log(1 − |߮|ଶ) ଵߪ݀

 

ॻ

 

         ≤ න
∑ ห ଴݂,௞ห

ଶஶ
௞ୀ଴

1 − |߮|ଶ ଵߪ݀

 

ॻ

< ∞. 

We also have 

−∞ < න logห ଴݂,ℓ หଶ ଵߪ݀

 

ॻ

≤ න log ෍ห ଴݂,௞ หଶ
ஶ

௞ୀ଴

ଵߪ݀

 

ॻ

 

and 

0 ≤ − න log(1 − |߮|) ଵߪ݀

 

ॻ

≤ ∞.                 
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Then, the above inequalities imply −∞ < ∫ log(1 − |߮|) ଵߪ݀
 

ॻ  and hence ߮ is not an 
extreme point of ball ܪஶ(ݖ). Thus (ii) holds. 

Now assume (ii) and show (i). By the remark just before this proposition, there is 
an outer function ߟ ∈ satisfying |߮|ଶ (ݖ)ஶܪ ݈݈ܾܽ + ଶ|ߟ| = 1 a.e. on ॻ. Thus 

ଶ|ߟ|

1 − |߮|ଶ =  1    a. e. on ॻ.                                               (14) 

To prove (i), it suffices to show 
(ݖ)ߟ

1 + (ݓ)߰(ݖ)߮ ଶ(॰ଶ)ܪ] ⊖ [ଶ(॰ଶ)ܪ(ݓ)߰ ⊂ ker ௨ܶ .                     (15) 

To do this, we let ݃ ∈ and ℎ (ݖ)ଶܪ ∈  Note .(ݓ)టܭ
(ݓ)ℎ(ݖ)݃(ݖ)ߟ
1 + (ݓ)߰(ݖ)߮ = ෍ ൯(ݖ)߮−൫(ݓ)ℎ(ݖ)݃(ݖ)ߟ

௡
௡(ݓ)߰

ஶ

௡ୀ଴

 

for all ݖ, ݓ ∈ ॰. Since ℎ ∈ we have ℎ߰௡ ,(ݓ)టܭ ⊥ ℎ߰௞  for every ݊, ݇ ≥ 0 with ݊ ≠ ݇ 
and then  

ብ
(ݓ)ℎ(ݖ)݃(ݖ)ߟ
1 + ብ(ݓ)߰(ݖ)߮

ଶ

= ෍ฮ(ݖ)݃(ݖ)ߟ൫−߮(ݖ)൯
௡

ฮ
ଶ

‖ℎ(ݓ)߰(ݓ)௡‖ଶ
ஶ

௡ୀ଴

           

=  ‖ℎ(ݓ)‖ଶ න
ଶ|(ݖ)݃(ݖ)ߟ|

1 − ଶ|(ݖ)߮| ଵߪ݀ 

 

ॻ

= ‖ℎ(ݓ)‖ଶ‖݃(ݖ)‖ଶ < ∞ 

and hence 

,ݖ)߯ :(ݓ =
(ݓ)ℎ(ݖ)݃(ݖ)ߟ
1 + (ݓ)߰(ݖ)߮ ∈  .ଶ(॰ଶ)ܪ

Moreover we see 

௨ܶ߯ = ߮߯ + ܲ ൭෍ ℎ(− ߮)௡߰௡݃ߟ ത߰
ஶ

௡ୀ଴

൱ = ߮߯ + ෍ ℎ(− ߮)௡ାଵ߰௡݃ߟ
ஶ

௡ୀ଴

 

                         = ෍[߮(−߮)௡ + (−߮)௡ାଵ]݃ߟℎ߰௡
ஶ

௡ୀ଴

=  0  

and thus (15) follows as desired. 
To complete the proof, we need to show that the reverse inclusion of (15) holds. 

To prove this, let ݂ ∈ ker ௨ܶ and then ܶ ௨݂ = 0. Then, using the same notation as in (11), 
we have from (12) and (14) 

∞ > න
∑ ห ଴݂,௞ห

ଶஶ
௞ୀ଴

1 − |߮|ଶ ଵߪ݀

 

ॻ

= න
ଶ|ߟ| ∑ ห ଴݂,௞/ߟห

ଶஶ
௞ୀ଴

1 − |߮|ଶ ଵߪ݀

 

ॻ

= න ෍ ฬ ଴݂,௞

ߟ
ฬ

ଶஶ

௞ୀ଴

ଵߪ݀

 

ॻ

. 

Thus ଴݂,௞ ∈ ݇ for every (ݖ)ଶܪߟ ≥ 0 and (13) shows 

݂ ∈
(ݖ)ߟ

1 + (ݓ)߰(ݖ)߮

∞
ໄ  

݇ = 0
݁௞(ݓ)ܪଶ(ݖ) =

(ݖ)ߟ
1 + (ݓ)߰(ݖ)߮

ଶ(॰ଶ)ܪ] ⊖  [ଶ(॰ଶ)ܪ(ݓ)߰

because {݁௞(ݓ)}௞ஹ଴ is an orthonormal basis of ܭట(ݓ). Thus we get 
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ker ௨ܶ ⊂
(ݖ)ߟ

1 + (ݓ)߰(ݖ)߮
ଶ(॰ଶ)ܪ] ⊖  [ଶ(॰ଶ)ܪ(ݓ)߰

as desired. The proof is complete. 
Having Theorem (5.2.3), we have two remarks by using the same notations being 

there. 
(a) If ߮ is an extreme point in ball ܪஶ(ݖ), Theorem (5.2.3) shows ker ௨ܶ = {0}. 

If ‖߮‖ஶ ≤ 1 and ߮ is not an extreme point of ball ܪஶ(ݖ), we have by Theorem (5.2.3) 

ker ௨ܶ =
(ݖ)ߟ

1 + (ݓ)߰(ݖ)߮
ଶ(॰ଶ)ܪ] ⊖  .[ଶ(॰ଶ)ܪ(ݓ)߰

If ‖߮‖ஶ < 1, then ߟ is invertible in ܪஶ(ݖ) and hence 

ker ௨ܶ =
1

1 + (ݓ)߰(ݖ)߮
ଶ(॰ଶ)ܪ] ⊖  ,[ଶ(॰ଶ)ܪ(ݓ)߰

which is already noticed in (a). Also, if ‖߮‖ஶ = 1, then ߟ is not invertible in ܪஶ(ݖ), so 
we have 

ker ௨ܶ =
(ݖ)ߟ

1 + (ݓ)߰(ݖ)߮
ଶ(॰ଶ)ܪ] ⊖  [ଶ(॰ଶ)ܪ(ݓ)߰

⫋
1

1 + (ݓ)߰(ݖ)߮ ଶ(॰ଶ)ܪ] ⊖  .[ଶ(॰ଶ)ܪ(ݓ)߰

(b) Given a non-constant function ߠ ∈ ஶ(ॻ), it turns out that kerܮ ఏݐ =
ଶ(॰)ܪ]݌ ⊖  on ॻ. Also, it ݍ and an inner function ݌ ଶ(॰)] for an outer functionܪݍݖ
has been known that the map 

ଶ(॰)ܪ ⊖ ଶ(॰)ܪݍݖ ∋ ݂ → ݂݌ ∈ ker  ఏݐ
is an isometry; see [221] for details. In view of Theorem (5.2.3) together with this result, 
we remark that the map 

ଶ(॰ଶ)ܪ ⊖ ݂ଶ(॰ଶ)ܪ(ݓ)߰ →
ߟ

1 + ߮߰
݂ ∈ ker ௨ܶ 

is an isometry. To see this, let ݂ ∈ ଶ(॰ଶ)ܪ ⊖  ଶ(॰ଶ) and writeܪ(ݓ)߰

,ݖ)݂ (ݓ = ෍ ௞݂(ݖ)݁௞(ݓ)
ஶ

௞ୀ଴

, ௞݂(ݖ) ∈  .(ݖ)ଶܪ

Then we note 
(ݖ)ߟ

1 + (ݓ)߰(ݖ)߮ ,ݖ)݂ (ݓ = ෍ (ݖ)ߟ ௞݂(ݖ)൫−߮(ݖ)൯௡݁௞(ݓ)߰(ݓ)௡
ஶ

௞,௡ୀ଴

. 

Since ݁௞߰௡ ⊥ ௜݁߰௝ for (݇, ݊) ≠ (݅, ݆), we have 
(ݖ)ߟ ௞݂(ݖ)൫−߮(ݖ)൯

௡
݁௞(ݓ)߰(ݓ)௡ ⊥ (ݖ)ߟ ௜݂(ݖ)൫−߮(ݖ)൯

௝
݁௜(ݓ)߰(ݓ)௝ 

for (݇, ݊) ≠ (݅, ݆). Hence 

ฯ
ߟ

1 + ߮߰
݂ฯ

ଶ
= ෍ ߟ‖ ௞݂(−߮)௡݁௞߰௡‖ଶ

ஶ

௞,௡ୀ଴

                                            

                        = ෍ ߟ‖ ௞݂߮௡‖ଶ
ஶ

௞,௡ୀ଴

= ෍ න
|ଶ|ߟ| ௞݂|ଶ

1 − |߮|ଶ

 

ॻ

ଵߪ݀

ஶ

௞ୀ଴

= ‖݂‖ଶ. 

As a simple application of Theorem (5.2.3), we have the following. 
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Corollary (5.2.4)[218]: Let ߰ ∈ ߮ be a non-constant inner function and (ݓ)ஶܪ ∈
ݑ Put .(ݖ)ஶܪ = (ݖ)߮ + ത߰(ݓ). Then either ௨ܶ or ௨ܶ

∗ is injective on ܪଶ(॰ଶ). 
Proof. Suppose ௨ܶ is not injective. Theorem (5.2.3) shows ‖߮‖ஶ ≤ 1 and then ௨ܶ

∗ =
ఝܶഥାట is injective by Lemma (5.2.1). The proof is complete. 

We don’t know whether the condition “߰ is inner” in Corollary (5.2.4) is 
essential. So we have a natural question: For non-constant ݑ = (ݖ)߮ + ത߰(ݓ) where 
߮, ߰ ∈ ஶ(॰), is either ௨ܶ or ௨ܶܪ

∗ injective? In the rest, we will discuss this question 
under certain conditions on the essential sup-norms of ߮, ߰. 

We let ܪஶ(॰) denote the space of all bounded holomorphic functions on ॰ and 
use the same notation ‖߮‖ஶ = sup

௭∈॰
߮ for |(ݖ)߮| ∈ ߮ ஶ(॰). Also, forܪ ∈  ஶ(॰), putܪ

(߮)ܧ = ൛݁௜ఏ ∈ ॻ: ห߮൫݁௜ఏ൯ห ≥ 1ൟ 
and write |ܵ| for the Lebesgue measure of a Borel set ܵ ⊂ ॻ. 
Theorem (5.2.5)[218]: Let ߮, ߰ ∈ ݑ ஶ(॰) be non-constant andܪ = (ݖ)߮ + ത߰(ݓ). If 
‖߮‖ஶ = ‖߰‖ஶ, then either ௨ܶ or ௨ܶ

∗ is injective on ܪଶ(॰ଶ). 
Proof. We may assume that 0 < ‖߰‖ஶ < 1 < ‖߮‖ஶ. We shall prove that ௨ܶ is 
injective. To prove this, suppose not. Then ௨݂ܶ = 0 for some ݂ ∈ ݂ ଶ(॰ଶ) withܪ ≠ 0. 
Since 

0 = ௨݂ܶ = ܲ(݂߮ + ത݂߰) = ݂߮ + టܶ
∗ ݂, 

we see టܶ
∗݂ = −݂߮ and hence 

ܶట
∗ଶ݂ = టܶ(௪)

∗ (݂(ݖ)߮−) = (ݖ)߮− టܶ(௪)
∗ ݂ = (−߮)ଶ݂. 

Repeating the same argument, we have టܶ
∗௡݂ = (−߮)௡݂ for each ݊ = 1, 2,···. Since 

‖߮‖ஶ > 1, we have ߪଶ(ܧ(߮) × ॻ) > 0 and then 

ฮܶట
∗௡݂ฮ = ‖߮௡݂‖ଶ = න|߮|ଶ௡|݂|ଶ݀ߪଶ

 

ॻమ

≥ න |݂|ଶ݀ߪଶ

 

ா(ఝ)×ॻ

>  0 

for each ݊ because ݂ is nonzero. On the other hand, since ‖߰‖ஶ < 1, we have 
ฮ టܶ

∗௡݂ฮ ≤ ฮ టܶ
∗ ฮ௡ ≤ ‖߰‖ஶ

௡ ‖݂‖ → 0 
as ݊ → ∞, which is a contradiction. The proof is complete. 

As an immediate consequence of Theorem (5.2.5), we have the following, 
because ߮(ݖ) + ത߰(ݓ) = (ݖ)߮ + ܿ + (ݓ)߰ − ܿ̅തതതതതതതതതതതത for any constant ܿ. 
Corollary (5.2.6)[218]: Let ߮, ߰ ∈ ݑ ஶ(॰) be non-constant andܪ = (ݖ)߮ + ത߰(ݓ). If 
‖߮ + ܿ‖ஶ ≠ ‖߰ − ܿ̅‖ஶ for some ܿ ∈ ℂ, then either ௨ܶ or ௨ܶ

∗ is injective. 
The following lemma is quite well known. For the sake of completeness we 

provide a proof. 
Lemma (5.2.7)[218]: Let ߮ ∈ ஶ(॰) be a non-constant function with ‖߮‖ஶܪ ≤ 1. 
Then ฮݐఝ

∗௡݂ฮ → 0 as ݊ → ∞ for every ݂ ∈  .ଶ(॰)ܪ
Proof. For each ݖ ∈ ॰ and each integer ݊ ≥ 1, we first have 

ฮݐఝ
∗௡ܭ௭ฮ =  .‖௭ܭ‖௡|(ݖ)߮|

Since ‖߮‖ஶ ≤ 1 and ߮  is non-constant, we have |߮(ݖ)| < 1. It follows that ฮݐఝ
∗௡ܭ௭ฮ →

0 as ݊ → ∞. Since the set of all linear combinations of reproducing kernels is dense 
ఝݐଶ(॰) and ฮܪ

∗௡ฮ ≤ 1 for all ݊, we have the assertion. The proof is complete. 
In case when ‖߮‖ஶ = ‖߰‖ஶ, we have the following. 
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Lemma (5.2.8)[218]: Let ߮, ߰ ∈  ஶ(॰) be non-constant functions satisfying thatܪ
‖߮‖ஶ = ‖߰‖ஶ = 1. Put ݖ)ݑ, (ݓ = (ݖ)߮ + |(߮)ܧ| If .(ݓ)߰ > 0, then ௨ܶ is injective 
on ܪଶ(॰ଶ). 
Proof. Suppose there exists a nonzero ݂ ∈ ଶ(॰ଶ) satisfying that ௨݂ܶܪ = 0. By the 
proof of Theorem (5.2.5), we have ܶట(௪)

∗௡ ݂ = ൫−߮(ݖ)൯
௡

݂ and hence 

ฮ టܶ
∗௡݂ฮଶ = න|߮|ଶ௡|݂|ଶ݀ߪ

 

ॻమ

≥ න |݂|ଶ݀ߪ
 

ா(ఝ)×ॻ

> 0                            (16) 

for every ݊ ≥ 1. Writing ݂(ݖ, (ݓ = ∑ ௞݂(ݓ)ݖ௞ஶ
௞ୀ଴  where ௞݂(ݓ) ∈  we have ,(ݓ)ଶܪ

ܶట
∗௡݂(ݖ, (ݓ = ෍ ܲ( ത߰௡

௞݂)(ݓ)ݖ௞
ஶ

௞ୀ଴

= ෍൫ݐట
∗௡

௞݂൯(ݓ)ݖ௞
ஶ

௞ୀ଴

 

for all ݖ, ݓ ∈ ॰ and hence 

ฮܶట
∗௡݂ฮଶ = ෍ฮݐట

∗௡
௞݂ฮଶ

ஶ

௞ୀ଴

≤ ෍‖ ௞݂‖ଶ
ஶ

௞ୀ଴

= ‖݂‖ଶ < ∞. 

By Lemma (5.2.7), applying the Lebesgue dominated convergence theorem, we have 
ฮ టܶ

∗௡݂ฮ → 0 as ݊ → ∞, which contradicts to (16). The proof is complete. 
As an immediate consequence, we have the following. 

Theorem (5.2.9)[218]: Let ߮, ߰ ∈  ஶ(॰) be non-constant functions satisfying thatܪ
‖߮‖ஶ = ‖߰‖ஶ = 1. Put ݖ)ݑ, (ݓ = (ݖ)߮ + ത߰(ݓ). If either |ܧ(߮)| > 0 or |ܧ(߰)| > 0, 
then either ௨ܶ or ௨ܶ

∗ is injective on ܪଶ(॰ଶ). 
In view of Theorem (5.2.9), we ask a natural question: For ݑ = (ݖ)߮ + ത߰(ݓ) 

where ߮ , ߰ ∈ ,ஶ(॰)ܪ ‖߮‖ஶ = ‖߰‖ஶ = 1 and |ܧ(߮)| = |(߰)ܧ| = 0, is either ܶ ௨ or ܶ ௨
∗ 

injective on ܪଶ(॰ଶ)? 
We close with another observation. Before doing this, we have the following 

which can be easily checked. 
Lemma (5.2.10)[218]: Let ߰ = (ݖ)߰ ∈  ஶ(॰) be a nonzero function. Then theܪ
following statements are equivalent. 

(i) ߰ is an outer function. 
(ii) ݐట

∗  is injective on ܪଶ(॰). 
(iii) ܶ ట

∗  is injective on ܪଶ(॰ଶ). 
Proposition (5.2.11)[218]: Let ߮, ߰ ∈ ݑ ஶ(॰) be non-constant functions andܪ =
(ݖ)߮ + ത߰(ݓ). If ߮ has a non-constant inner factor and ߰ is an outer function, then ௨ܶ 
is injective on ܪଶ(॰ଶ). 
Proof. Suppose there exists a nonzero ݂ ∈ ଶ(॰ଶ) such that ௨݂ܶܪ = 0. Write ߮(ݖ) =
 for the inner-outer factorization of ߮. Since (ݖ)ܱ(ݖ)ܫ

ଶ(॰ଶ)ܪ =

∞
ໄ  

݊ = 0
ଶ(॰ଶ)ܪ] ⊖  ,௡(ݖ)ܫ[ଶ(॰ଶ)ܪ(ݖ)ܫ

we may write ݂ = ∑ ௡݂(ݖ)ܫ௡ஶ
௡ୀℓ , where ௡݂ ∈ ଶ(॰ଶ)ܪ ⊝ ଶ(॰ଶ) for some ℓܪ(ݖ)ܫ ≥ 0 

with ℓ݂ ≠ 0. Then we have 
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0 = ௨݂ܶ = ݂߮ + ܶట
∗ ݂ = ෍ (ݖ)ܱ ௡݂(ݖ)ܫ௡ାଵ

ஶ

௡ୀℓ

+ ෍൫ టܶ
∗

௡݂൯(ݖ)ܫ௡
ஶ

௡ୀℓ

. 

Since టܶ
∗

௡݂ ∈ ଶ(॰ଶ)ܪ ⊝ ݊ ଶ(॰ଶ) for everyܪ(ݖ)ܫ ≥ ℓ, we have టܶ
∗

ℓ݂ = 0. But, since ߰  
is outer, we have ℓ݂ = 0 by Lemma (5.2.10). This is a contradiction and therefore ௨ܶ is 
injective on ܪଶ(॰ଶ). The proof is complete. 

We consider symbols which are products ݑ =  of two bounded (ݓ)߰(ݖ)߮
functions ߮, ߰ on ॻ. 

The following lemma will be useful in our applications. 
Lemma (5.2.12)[218]: Let ߮, ߰ ∈ ݑ ஶ(ॻ) and putܮ = Then we have ௨ܶ .(ݓ)߰(ݖ)߮ =

ఝܶ(௭)ܶట(௪) = టܶ(௪) ఝܶ(௭). 
Proof. Let ݂, ݃ ∈ (ݓ)݃(ݓ)߰ ଶ(॰) and writeܪ = ݃ଵ(ݓ) +  for some (ݓ)݃ట(௪)ݐ
݃ଵ(ݓ) ∈ (ݓ)ଶ(ॻ) with ݃ଵܮ ⊥  Then we have .(ݓ)ଶܪ

௨݂ܶ(ݖ)݃(ݓ) = ܲ ቂ߮(ݖ)݂(ݖ) ቀ݃ଵ(ݓ) +  ቁቃ(ݓ)݃ట(௪)ݐ
  =  ൧(ݓ)݃ట(௪)ݐ(ݖ)݂(ݖ)߮ൣܲ 
= ఝܶ(௭)݂(ݖ)ݐట(௪)݃(ݓ) =  ఝܶ(௭) టܶ(௪)݂(ݖ)݃(ݓ).               

Similarly ௨݂ܶ(ݖ)݃(ݓ) = టܶ(௪) ఝܶ(௭)݂(ݖ)݃(ݓ). Since ܪଶ(॰ଶ) = (ݖ)ଶܪ ⊗  we ,(ݓ)ଶܪ
have ௨ܶ = ఝܶ(௭) టܶ(௪) = టܶ(௪) ఝܶ(௭), as desired. The proof is complete. 

We describe the kernel of a Toeplitz operator whose symbol is a product of one 
variable functions. 
Theorem (5.2.13)[218]: Let ߮, ߰ ∈ ݑ ஶ(ॻ) be nonzero functions andܮ =  .(ݓ)߰(ݖ)߮
Then we have 

ker ௨ܶ = ൣker ఝ(௭)ݐ ⊗ ൧(ݓ)ଶܪ + (ݖ)ଶܪൣ ⊗ ker  . ట(௪)൧ݐ
Moreover if ker ௨ܶ ≠ {0}, then dim ker ௨ܶ = ∞. 
Proof. By Lemma (5.2.12), we see 

ൣker ఝ(௭)ݐ  ⊗ ൧(ݓ)ଶܪ + (ݖ)ଶܪൣ ⊗ ker ట(௪) ൧ݐ ⊂ ker ௨ܶ. 
To prove the reverse inclusion, we note that 

ଶ(॰ଶ)ܪ = ൣker ఝ(௭)ݐ ⊗ (ݓ)ଶܪ + (ݖ)ଶܪ ⊗ ker   ట(௪)൧ݐ
⊕ ൫ܪଶ(ݖ) ⊖ ker ఝ(௭)൯ݐ ⊗ (ݓ)ଶܪ) ⊝ ൫ker            .ట(௪)൯ݐ

Thus, to complete the proof, it suffices to show that ௨ܶ is injective on 
:ܧ = ൫ܪଶ(ݖ) ⊖ ker ఝ(௭)൯ݐ ⊗ (ݓ)ଶܪ) ⊝ ൫ker  .ట(௪)൯ݐ

To do this, suppose ௨݂ܶ = 0 for some ݂ ∈  ௜ஹ଴ be an orthonormal basis{(ݖ)௜݁} and let ܧ
of ܪଶ(ݖ) ⊖ ker  ఝ(௭). Then we may writeݐ

݂ = ෍ ௜݂(ݓ) ௜݁(ݖ)
ஶ

௜ୀ଴

, ௜݂ ∈ (ݓ)ଶܪ ⊖ ker  .ట(௪)ݐ

By Lemma (5.2.12), we have 

0 = ௨݂ܶ = ఝܶ(௭) ෍ టܶ(௪) ௜݂(ݓ) ௜݁(ݖ)
ஶ

௜ୀ଴

= ఝܶ(௭) ෍൫ݐట(௪) ௜݂൯(ݓ)݁௜(ݖ)
ஶ

௜ୀ଴

. 

Also, since 
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෍൫ݐట(௪) ௜݂൯(ݓ)݁௜(ݖ)
ஶ

௜ୀ଴

∈ ൫ܪଶ(ݖ) ⊝ ker ఝ(௭)൯ݐ ⊗  ,(ݓ)ଶܪ

we write 

෍൫ݐట(௪) ௜݂൯(ݓ) ௜݁(ݖ)
ஶ

௜ୀ଴

= ෍ ݃௝(ݖ)ݓ௝
ஶ

௝ୀ଴

, ݃௝ ∈ (ݖ)ଶܪ ⊝ ker  .ఝ(௭)ݐ

Then, we have 

0 = ఝܶ(௭) ෍ ݃௝(ݖ)ݓ௝
ஶ

௝ୀ଴

= ෍൫ݐఝ(௭)݃௝൯(ݖ)ݓ௝
ஶ

௝ୀ଴

, 

so we have ݐఝ݃௝ = 0 for every ݆ ≥ 0. Since ݃௝ ⊥ ker ఝ, we have ݃௝ݐ = 0 for every ݆. 
Therefore 

෍൫ݐట(௪) ௜݂൯(ݓ)݁௜(ݖ)
ஶ

௜ୀ଴

=  0, 

which shows that ݐట ௜݂ = 0 for every ݅ ≥ 0. Also, since ௜݂ ⊥ ker టݐ , we see ௜݂ = 0 for 
every ݅, so ݂ = 0. Thus ௨ܶ is injective on ܧ, as desired. The proof is complete. 

We remark in passing that Theorem (5.2.13) can be generalized to tensor products 
of bounded linear operators on Hilbert spaces by the same way as in the proof: If ܣ and 
 respectively, then ܭ and ܪ are bounded linear operators on Hilbert spaces ܤ

ker(ܣ ⊗ (ܤ  = [ker(ܣ) ⊗ [ܭ + ܪ] ⊗ ker(ܤ)]. 
As immediate consequences of Theorem (5.2.13), we have several applications. 
Corollary (5.2.14)[218]: Let ߮, ߰ ∈ ݑ ஶ(ॻ) be nonzero functions andܮ =  .(ݓ)߰(ݖ)߮
Then ௨ܶ is injective on ܪଶ(॰ଶ) if and only if both ݐఝ and ݐట are injective on ܪଶ(॰). 
Corollary (5.2.15)[218]: Let ߮, ߰ ∈ ଵݑ ஶ(ॻ) be nonzero functions. Putܮ =  (ݓ)߰(ݖ)߮
and ݑଶ = (ݖ)߮ ത߰(ݓ). Then one of ௨ܶభ , ௨ܶభ

∗ , ௨ܶమ  and ௨ܶమ
∗  is injective on ܪଶ(॰ଶ). 

Proof. By the Coburn theorem, we see that either ݐఝ or ݐఝഥ  is injective on ܪଶ(॰). Also 
either ݐట or ݐటഥ  is injective on ܪଶ(॰). Hence there are four cases to consider and then 
the result follows from Corollary (5.2.14). The proof is complete. 

Taking ߮ = 1 or ߰ = 1 in Corollary (5.2.15), we see that Toeplitz operators with 
symbols which depend on only one variable satisfy the Coburn type theorem. 
Corollary (5.2.16)[218]: Let ݑ ∈  .ஶ(ॻଶ) be a symbol depending on only one variableܮ
Then either ௨ܶ or ௨ܶ

∗ is injective on ܪଶ(॰ଶ). 
For symbols which are products of holomorphic and antiholomorphic functions, 

we have the following. 
Corollary (5.2.17)[218]: Let ߮, ߰ ∈ ݑ ஶ(॰) be nonzero functions and putܪ =
(ݖ)߮ ത߰(ݓ). Then ௨ܶ is injective on ܪଶ(॰ଶ) if and only if ߰ is an outer function. 
Proof. Since ߮ ∈  ,ఝ(௭) is injective. By Corollary (5.2.14)ݐ ஶ(॰) is nonzero, we noteܪ
we see ௨ܶ is injective if and only if ݐట(௪)

∗  is injective, which is in turn equivalent to that 
߰ is an outer function by Lemma (5.2.10). The proof is complete. 

As an immediate consequence of Corollary (5.2.17), we have the following. 
Corollary (5.2.18)[218]: Let ߮, ߰ ∈ ݑ ஶ(॰) be nonzero and putܪ = (ݖ)߮ ത߰(ݓ). Then, 
either ௨ܶ or ௨ܶ

∗ is injective on ܪଶ(॰ଶ) if and only if either ߮ or ߰ is a outer function. 
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We consider symbols of the form ݑ = ∑ ℎത௝(ݖ)ݓ௝ஶ
௝ୀ଴  with certain ℎ௝ ∈  and (ݖ)ஶܪ

then characterize the kernels of the corresponding Toeplitz operators. 
Theorem (5.2.19)[218]: Let ݑ ∈  ஶ(ॻଶ) be a nonzero function having the followingܮ
form; ݑ = ∑ ℎത௝(ݖ)ݓ௝ஶ

௝ୀ଴  where ℎ௝ ∈ ݆ for every (ݖ)ஶܪ ≥ 0 and ℎ଴ ≠ 0. Then the 
following statements hold. 

(i) For ݂ ∈ ݂ ଶ(॰ଶ) withܪ = ∑ ௞݂(ݖ)ݓ௞ஶ
௞ୀ଴  where each ௞݂ ∈ ݂ we have ,(ݖ)ଶܪ ∈

ker ௨ܶ if and only if ∑ ௛ℓషೖݐ
∗

௞݂
ℓ
௞ୀ଴ = 0 for every ℓ ≥ 0. 

(ii) If ℎ଴ is an outer function, then ௨ܶ is injective on ܪଶ(॰ଶ). 
(iii) Suppose that ℎ଴ is a non-constant inner function and 0 < ݎ < ଵ

ଶ
. If ฮℎ௝ฮ

ஶ
≤ ௝ݎ  

for every ݆ ≥ 1, then dim ker ௨ܶ = ∞. 
(iv) Suppose ℎ଴ is a non-constant inner function and ℎଵ = ܿ for some constant ܿ  with 

ܿ ≥ 1. Then ௨ܶ is injective on ܪଶ(॰ଶ). 
(v) If ൛ℎ௝ൟ

௝ஹ଴
 has a non-constant common inner factor, then ௨ܶ is not injective on 

ଶ(॰ଶ) and dimܪ ker ௨ܶ = ∞. 
Proof. (i) Noting 

௨݂ܶ = ܲ ቌ෍ ෍ ℎത௝(ݖ)
ஶ

௞ୀ଴
௞݂(ݖ)ݓ௞ା௝

ஶ

௝ୀ଴

ቍ = ܲ ቌ෍ ቌ෍ ℎതℓି௞(ݖ) ௞݂(ݖ)
ℓ

௞ୀ଴

ቍ ℓݓ
ஶ

ℓୀ଴

ቍ 

                                                      = ෍ ൮෍ ௛ℓషೖݐ
∗

௞݂

ℓ

௞ୀ଴

൲(ݖ) ߱ℓ
ஶ

ℓୀ଴

, 

we see that (i) holds. 
(ii) Let ݂ = ∑ ௞݂(ݖ)ݓ௞ஶ

௞ୀ଴ ∈ ݉ ଶ(॰ଶ) be any nonzero function andܪ ≥ 0 be the 
smallest integer such that ௠݂ ≠ 0. Since h0is outer, ݐ௛బ

∗  is injective by Lemma (5.2.10). 
It follows that 

෍ ௛೘షೖݐ
∗

௞݂

௠

௞ୀ଴

= ௛బݐ
∗

௠݂ ≠ 0. 

By (i), ݂ ∉ ker ௨ܶ and (ii) holds. 
(iii) Since ℎ଴ is a non-constant inner function, we may take ଴݂ ∈  such that (ݖ)ଶܪ

௛బݐ
∗

଴݂ = 0 and ‖ ଴݂‖ = 1. Inductively we define 

ℓ݂ାଵ(ݖ) = −ℎ଴(ݖ) ෍ ௛ℓశభషೖݐ
∗

௞݂

ℓ

௞ୀ଴

(ݖ) + ܽℓାଵ ଴݂(ݖ) ∈  (ݖ)ଶܪ

where |ܽℓାଵ| ≤ ℓାଵ for every ℓݎ ≥ 0. Then we have 

෍ ௛ℓశభషೖݐ
∗

௞݂

ℓ

௞ୀ଴

= ෍ ௛ℓశభషೖݐ
∗

௞݂

ℓ

௞ୀ଴

+ ௛బݐ
∗

ℓ݂ାଵ =  0 

for every ℓ ≥ 0. Also note 
‖ ଵ݂‖ = ฮ− ℎ଴ݐ௛భ

∗
଴݂ + ܽଵ ଴݂ฮ ≤ ‖ℎଵ‖ஶ‖ ଴݂‖ + |ܽଵ|‖ ଴݂‖ ≤  .ݎ2
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By induction, we shall show that ‖ ℓ݂‖ ≤ 2ℓݎℓ for every ℓ ≥ 1. Suppose that ‖ ℓ݂‖ ≤
2ℓݎℓ for every 1 ≤ ℓ ≤ ݉. Then we note 

‖ ௠݂ାଵ‖ ≤ ෍ฮݐ௛೘శభషೖ
∗

௞݂ฮ
௠

௞ୀ଴

+ ௠ାଵݎ ≤ ෍‖ℎ௠ାଵି௞‖ஶ

௠

௞ୀ଴

‖ ௞݂‖ +  ௠ାଵݎ

≤ ෍ ௞ݎ௠ାଵି௞2௞ݎ
௠

௞ୀ଴

+ ௠ାଵݎ = 2௠ାଵݎ௠ାଵ                 

and hence ‖ ℓ݂‖ ≤ ℓ for every ℓ(ݎ2) ≥ 0. Set ݂(ݖ, (ݓ = ∑ ௞݂(ݖ)ݓ௞ஶ
௞ୀ଴ . By the 

observation above, we have 

‖݂‖ଶ = ะ෍ ௞݂(ݖ)ݓ௞
ஶ

௞ୀ଴

ะ
ଶ

= ෍‖ ௞݂(ݖ)‖ଶ
ஶ

௞ୀ଴

 ≤ ෍(2ݎ)ଶ௞
ஶ

௞ୀ଴

< ∞. 

Hence ݂ ∈ ݂ ଶ(॰ଶ) andܪ ≠ 0. Now, by (i), we have ݂ ∈ ker ௨ܶ and ker ௨ܶ ≠ {0}. 
Moreover, the construction of ݂ above shows that dim ker ௨ܶ = ∞. 

(iv) Suppose there is a nonzero ݂ ∈ ଶ(॰ଶ) such that ௨݂ܶܪ = 0. Write ݂ =
∑ ௞݂(ݖ)ݓ௞ஶ

௞ୀ଴  where each ௞݂ ∈ ݉ and let (ݖ)ଶܪ ≥ 0 be the smallest integer such that 
௠݂ ≠ 0. Then, by (i) 

෍ ௛ℓషೖݐ
∗

௞݂

ℓ

௞ୀ଴

(ݖ) = 0                                                    (17) 

for every ℓ ≥ 0. When ℓ = ݉ in (17), we have 0 = ∑ ௛೘షೖݐ
∗

௞݂
௠
௞ୀ଴ = ௛బݐ

∗
௠݂ . 

Since ℎ଴ is inner, it follows that ௠݂ ∈ (ݖ)ଶܪ ⊝ ℎ଴ܪଶ(ݖ). Also, if we take ℓ =
݉ + 1 in (17), we have 

0 = ෍ ௛೘శభషೖݐ
∗

௞݂

௠

௞ୀ଴

= ௛భݐ
∗

௠݂ + ௛బݐ
∗

௠݂ାଵ = ܿ ௠݂ + ௛బݐ
∗

௠݂ାଵ 

and hence ݂ ௠ାଵ = −ܿℎ଴ ௠݂ + ݃௠ାଵ for some ݃ ௠ାଵ ∈ (ݖ)ଶܪ ⊝ ℎ଴ܪଶ(ݖ). We also have 

              0 = ෍ ௛೘శమషೖݐ
∗

௞݂

௠

௞ୀ଴

= ௛మݐ
∗

௠݂ + ௛భݐ
∗

௠݂ାଵ + ௛బݐ
∗

௠݂ାଶ 

= ௛మݐ
∗

௠݂ + ܿ ௠݂ାଵ + ௛బݐ
∗

௠݂ାଶ = ௛మݐ
∗

௠݂ + ܿ݃௠ାଵ − ܿଶ
௠݂ + ௛బݐ

∗
௠݂ାଶ. 

Hence 
௠݂ାଶ =  −ℎ଴൫ݐ௛మ

∗
௠݂ + ܿ݃௠ାଵ − ܿଶℎ଴ ௠݂൯ + ݃௠ାଶ 

for some ݃௠ାଶ ∈ (ݖ)ଶܪ ⊝ ℎ଴ܪଶ(ݖ). Since ݐ௛మ
∗

௠݂ ∈ (ݖ)ଶܪ ⊝ ℎ଴ܪଶ(ݖ), we have 
௠݂ାଶ = ൣ݃௠ାଶ − ℎ଴൫ݐ௛మ

∗
௠݂ + ܿ݃௠ାଵ൯൧ + ܿଶℎ଴

ଶ
௠݂  

∈ (ݖ)ଶܪ] ⊝ ℎ଴
ଶܪଶ(ݖ)] ⊕ ℎ଴

ଶܪଶ(ݖ). 
Repeating the same argument, we may write 

௠݂ା௜ = ௜ܩ + ܿ௜ℎ଴
௜

௠݂ ∈ (ݖ)ଶܪൣ ⊝ ℎ଴
௜ ൧(ݖ)ଶܪ ⊕ ℎ଴

௜  (ݖ)ଶܪ
for every ݅ ≥ 1. Hence 

∞ > ‖݂‖ଶ = ‖ ௠݂‖ଶ + ෍‖ ௠݂ା௜‖ଶ
ஶ௜

௜ୀଵ

≥  ‖ ௠݂‖ଶ + ෍ ܿଶ௜‖ ௠݂‖ଶ
ஶ

௜ୀଵ

= ∞ 

because ܿ ≥ 1, which is a contradiction. Thus ker ௨ܶ = {0} by (i). 
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(v) Let (ݖ)ߟ be a non-constant common inner factor of ൛ℎ௝ൟ
௝ஹ଴

. For each ݆ ≥ 0, 

we may write ℎ௝ = ℎത௝ߟ  for some ℎ෨௝ ∈ (ݖ)ଶܪ Take a nonzero function ݃ in .(ݖ)ஶܪ ⊖
݃ߟ̅ Note .(ݖ)ଶܪߟ  ⊥ and ℎത௝݃ (ݖ)ଶܪ ⊥  for each ݆. Hence for each nonnegative (ݖ)ଶܪ
integer ݉, we have 

௨ܶ(݃ݓ௠) =  ܲ ቌ෍ ℎത௝(ݖ)݃(ݖ)ݓ௝ା௠
ஶ

௝ୀ଴

ቍ =  0. 

Therefore ௨ܶ is not injective and  [ܪଶ(ݖ) ⊖ [(ݖ)ଶܪߟ ⊗ (ݓ)ଶܪ ⊂ ker ௨ܶ. 
Hence dim ker ௨ܶ = ∞. The proof is complete. 
In conjunction with Theorem (5.2.19), we finally have the following which is a 

consequence of Lemma (5.2.1). 
Proposition (5.2.20)[218]: Let ߮ be a non-constant inner function on ॰ and put ݑ =
ݖ −  .ଶ(॰ଶ)ܪ ഥ. Then ௨ܶ is injective onݓ(ݖ)߮
Corollary (5.2.21)[307]: Let ݑ௥ = ߮௥ + ߰௥തതതത,where ߰௥  be an inner functions on ॰ଶ and 
߮௥ ∈ ஶ(॰ଶ) with ‖߮௥‖ஶܮ ≤ 1. If ݑ௥ ≢ 0, then ௨ܶೝ

∗  is injective on ܪଶ(॰ଶ). 
Proof. Suppose ௨ܶೝ

∗ ℎ௥ = 0 for some ℎ௥ ∈ ଶ(॰ଶ) and then ܲ(߮௥തതതℎ௥)ܪ + ߰௥ℎ௥ = 0. 
Since ߰௥ is inner, we note  

‖ℎ௥‖ = ‖߰௥ℎ௥‖ = ‖ܲ(߮௥തതതℎ௥)‖ ≤ ‖߮௥തതതℎ௥‖ ≤ ‖ℎ௥‖ 
and then ‖ܲ(߮௥തതതℎ௥)‖ = ‖߮௥തതതℎ௥‖. Thus ܲ(߮௥തതതℎ௥) = ߮௥തതതℎ௥ and 

௥തതതℎ௥ݑ = ߮௥തതതℎ௥ + ߰௥ℎ௥ = ܲ(߮௥തതതℎ௥) + ߰௥ℎ௥ =  0. 
Since ݑ௥ ≡ 0, we have ℎ௥ = 0 and ௨ܶೝ

∗  is injective, as desired. The proof is complete. 
Corollary (5.2.22)[307]: Let ߰௥  be a non-constant inner functions on ॰ଶ and ߮௥ ∈
ஶ(॰ଶ). Assume ‖߮௥‖ஶܪ < 1 and put ݑ௥ = ߮௥ + ߰௥തതതത. Then ௨ܶೝ

∗  is injective but ௨ܶೝ  is 
not injective on ܪଶ(॰ଶ). Moreover we have 

ker ௨ܶೝ =
1

1 + ߮௥߰௥
ଶ(॰ଶ)ܪ] ⊖ ߰௥ܪଶ(॰ଶ)] , 

and dim ker ௨ܶೝ = ∞. 
Proof. By Lemma (5.2.1), ௨ܶೝ

∗  is injective on ܪଶ(॰ଶ). To prove (1), we first note that 
1/(1 + ߮௥߰௥) ∈ ஶ(॰ଶ) because ‖߮௥‖ஶܪ < 1. Since ߰௥ is inner, ݑ௥ = ߮௥ + ߰௥തതതത =
߰௥തതതത(߰௥߮௥ + 1) a.e. on ॻଶ and hence ௨ܶೝ = ܶటೝതതതത ଵܶାఝೝటೝ .  Since 1 + ߮௥߰௥ is invertible  
in ܪஶ(॰ଶ), we have 

ker ௨ܶೝ = ଵ
ଵାఝೝటೝ

ker ܶటೝതതതത = ଵ
ଵାఝೝటೝ

ଶ(॰ଶ)ܪ] ⊝ ߰௥ܪଶ(॰ଶ)], 

because ker ܶటೝതതതത = ൫ran టܶೝ ൯
ୄ

= ଶ(॰ଶ)ܪ] ⊖ ߰௥ܪଶ(॰ଶ)], so (1) holds as desired. The 
proof is complete. 
Corollary (5.2.23)[307]: Let ߰௥ ∈ ݖ)ஶܪ +  be a non-constant inner functions and (ߝ
߮௥ ∈ ,ݖ)௥ݑ Put .(ݖ)ஶܪ ݖ + (ߝ = ߮௥(ݖ) + ߰௥തതതത(ݖ +  Then the following statements are .(ߝ
equivalent. 

(i) ௨ܶೝ  is not injective on ܪଶ(॰ଶ). 
(ii) ‖߮௥‖ஶ ≤ 1 and ߮௥ are not an extreme points of ball ܪஶ(ݖ). 

In which case, we have 
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ker ௨ܶೝ =
(ݖ)௥ߟ

1 + ߮௥(ݖ)߰௥(ݖ + (ߝ
ଶ(॰ଶ)ܪ] ⊖ ߰௥(ݖ +  [ଶ(॰ଶ)ܪ(ߝ

and dim ker ௨ܶೝ = ∞, where ߟ௥ ∈ ball ܪஶ(ݖ) are an outer functions satisfying |߮௥|ଶ +
௥|ଶߟ| = 1 a.e. on ॻ. 
Proof. First assume (i) and then ௨ܶೝ ௥݂ = 0 for some nonzero functions ௥݂ ∈  .ଶ(॰ଶ)ܪ
By (2), we may write 

௥݂ = ෍ ( ௥݂)௡,௞(ݖ)݁௞(ݖ + ݖ)௥߰(ߝ + ,௡(ߝ
ஶ

௡,௞ୀ଴

,ݖ          ݖ + ߝ ∈ ॰ 

where ( ௥݂)௡,௞(ݖ) ∈ ,݊ for every (ݖ)ଶܪ ݇ ≥ 0. Since ߰௥ are inners, we note that 

0 = ௨ܶೝ ௥݂ = ߮௥(ݖ) ௥݂ + ෍ ܲ൫( ௥݂)௡,௞݁௞߰௥
௡߰௥തതതത൯

ஶ

௡,௞ୀ଴

                  

= ߮௥(ݖ) ௥݂ + ෍ ෍( ௥݂)௡,௞(ݖ)݁௞(ݖ + (ߝ
ஶ

௞ୀ଴

߰௥(ݖ + ௡ିଵ(ߝ
ஶ

௡ୀଵ

             

                = ෍ ߮௥(ݖ)( ௥݂)௡,௞(ݖ)݁௞(ݖ + ݖ)௥߰(ߝ + ௡(ߝ
ஶ

௡,௞ୀ଴

 

                   + ෍ ( ௥݂)௡ାଵ,௞(ݖ)݁௞(ݖ + ݖ)௥߰(ߝ + ௡(ߝ
ஶ

௡,௞ୀ଴

 

= ෍ ൣ߮௥(ݖ)( ௥݂)௡,௞(ݖ) + ( ௥݂)௡ାଵ,௞(ݖ)݁௞(ݖ + ݖ)௥߰(ߝ + ௡൧(ߝ
ஶ

௡,௞ୀ଴

 

for all ݖ, ݖ + ߝ ∈ ॰. It follows that ߮௥( ௥݂)௡,௞ + ( ௥݂)௡ାଵ,௞ = 0 for every ݊, ݇ ≥ 0 and 
hence, for each ݇ ≥ 0, ( ௥݂)௡,௞ = ( ௥݂)଴,௞(−߮௥)௡ for all ݊. Thus 

௥݂ = ෍ ( ௥݂)଴,௞(ݖ)൫−߮௥(ݖ)൯
௡

݁௞(ݖ + ݖ)௥߰(ߝ + ௡(ߝ
ஶ

௡,௞ୀ଴

. 

Since ௥݂ ∈ ଶ(॰ଶ) and {݁௞߰௥ܪ
௡: ݊, ݇ ≥ 0} is an orthonormal basis of ܪଶ(ݖ +  we see ,(ߝ

∞ > ‖ ௥݂‖ଶ = ෍ ฮ( ௥݂)଴,௞(−߮௥)௡ฮଶ
ஶ

௡,௞ୀ଴

= න ൭෍ห( ௥݂)଴,௞หଶ
ஶ

௞ୀ଴

൱
 

ॻ

൭෍| ௥݂|ଶ௡
ஶ

௡ୀ଴

൱  .ଵߪ݀

Since ௥݂ ≠ 0, we have ( ௥݂)଴,ℓ ≠ 0 for some ℓ ≥ 0. Thus the above shows that |߮௥(ݖ)| <
1 a.e. on ॻ and then ‖߮௥‖ஶ ≤ 1. Also, we have 

න
∑ ห( ௥݂)଴,௞หଶஶ

௞ୀ଴
1 − |߮௥|ଶ ଵߪ݀ 

 

ॻ

< ∞ 

and      

௥݂ =
1

1 + ߮௥(ݖ)߰௥(ݖ + (ߝ ෍( ௥݂)଴,௞(ݖ)݁௞(ݖ + (ߝ
ஶ

௞ୀ଴

. 

Now, noting 
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logห( ௥݂)଴,ℓ (ݖ)ห
ଶ

≤ log
∑ ห( ௥݂)଴,௞(ݖ)หଶஶ

௞ୀ଴

1 − |߮௥(ݖ)|ଶ ≤
∑ ห( ௥݂)଴,௞(ݖ)หଶஶ

௞ୀ଴

1 − |߮௥(ݖ)|ଶ . 

We have by the Jensen inequality 

−∞ < න logห( ௥݂)଴,ℓ หଶ ଵߪ݀

 

ॻ

≤ න log ෍ห( ௥݂)଴,ℓ หଶ
ஶ

௞ୀ଴

ଵߪ݀

 

ॻ

− න log(1 − |߮௥|ଶ) ଵߪ݀

 

ॻ

 

              ≤ න
∑ ห( ௥݂)଴,௞หଶஶ

௞ୀ଴

1 − |߮௥|ଶ ଵߪ݀

 

ॻ

< ∞. 

We also have   

−∞ < න logห( ௥݂)଴,ℓ ห
ଶ

ଵߪ݀

 

ॻ

≤ න log ෍ห( ௥݂)଴,௞ ห
ଶ

ஶ

௞ୀ଴

ଵߪ݀

 

ॻ

. 

and                

0 ≤ − න log(1 − |߮௥|) ଵߪ݀

 

ॻ

≤ ∞. 

Then, the above inequalities imply −∞ < ∫ log(1 − |߮௥|) ଵߪ݀
 

ॻ  and hence ߮௥ are not an 
extreme points of ball ܪஶ(ݖ). Thus (ii) holds. Now assume (ii) and show (i). By the 
remark just before this proposition, there is an outer functions  ߟ௥ ∈  (ݖ)ஶܪ ݈݈ܾܽ
satisfying |߮௥|ଶ + ௥|ଶߟ| = 1 a.e. on ॻ. Thus 

௥|ଶߟ|

1 − |߮௥|ଶ =  1    a. e. on ॻ. 

To prove (i), it suffices to show 
(ݖ)௥ߟ

1 + ߮௥(ݖ)߰௥(ݖ + (ߝ ଶ(॰ଶ)ܪ] ⊖ ߰௥(ݖ + [ଶ(॰ଶ)ܪ(ߝ ⊂ ker ௨ܶೝ . 

To do this, we let ݃௥ ∈ and ℎ௥ (ݖ)ଶܪ ∈ టೝܭ
ݖ) +  Note .(ߝ

ݖ)ℎ௥(ݖ)௥݃(ݖ)௥ߟ + (ߝ
1 + ߮௥(ݖ) ߰௥(ݖ + (ߝ = ෍ ݖ)ℎ௥(ݖ)௥݃(ݖ)௥ߟ + ൯(ݖ)൫−߮௥(ߝ

௡
 ߰௥(ݖ + ௡(ߝ

ஶ

௡ୀ଴

 

for all ݖ, ݖ + ߝ ∈ ॰. Since ℎ௥ ∈ టೝܭ
ݖ) + we have ℎ௥߰௥ ,(ߝ

௡ ⊥ ℎ௥߰௥
௞ for every ݊, ݇ ≥

0 with ݊ ≠ ݇ and then  

       ብ
ݖ)ℎ௥(ݖ)௥݃(ݖ)௥ߟ + (ߝ
1 + ߮௥(ݖ)߰௥(ݖ + (ߝ ብ

ଶ

 

         = ෍ฮߟ௥(ݖ)݃௥(ݖ)൫−߮௥(ݖ)൯௡ฮ
ଶ

‖ℎ௥(ݖ + ݖ)௥߰ (ߝ + ௡‖ଶ(ߝ
ஶ

௡ୀ଴

 

= ‖ℎ௥(ݖ + ଶ‖(ߝ න
ଶ|(ݖ)௥݃(ݖ)௥ߟ|

1 − |߮௥(ݖ)|ଶ ଵߪ݀ 

 

ॻ

= ‖ℎ௥(ݖ + ଶ‖(ݖ)ଶ‖݃௥‖(ߝ < ∞ 

and hence           

,ݖ)߯ ݖ + :(ߝ =
ݖ)ℎ௥(ݖ)௥݃(ݖ)ߟ + (ߝ
1 + ߮௥(ݖ) ߰௥(ݖ + (ߝ ∈  .ଶ(॰ଶ)ܪ

Moreover we see 
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௨ܶೝ ߯ = ߮௥߯ + ܲ ൭෍ ௥ ݃௥ℎ௥(− ߮௥)௡߰௥ߟ
௡߰௥തതതത

ஶ

௡ୀ଴

൱ = ߮௥߯ + ෍ ௥݃௥ℎ௥(− ߮௥)௡ାଵ߰௥ߟ
௡

ஶ

௡ୀ଴

 

              = ෍[߮௥(−߮௥)௡ + (−߮௥)௡ାଵ]ߟ௥݃௥ℎ௥߰௥
௡

ஶ

௡ୀ଴

= 0  

and thus (7) follows as desired. 
To complete the proof, we need to show that the reverse inclusion of (7) holds. 

To prove this, let ௥݂ ∈ ker ௨ܶೝ  and then ௨ܶೝ ௥݂ = 0. Then, using the same notation as in 
(3), we have from (4) and (6) 

∞ > න
∑ ห( ௥݂)଴,௞ห

ଶஶ
௞ୀ଴

1 − |߮௥|ଶ ଵߪ݀

 

ॻ

= න
௥|ଶߟ| ∑ ห( ௥݂)଴,௞/ߟ௥ห

ଶஶ
௞ୀ଴

1 − |߮௥|ଶ ଵߪ݀

 

ॻ

= න ෍ ฬ
( ௥݂)଴,௞

௥ߟ
ฬ

ଶஶ

௞ୀ଴

ଵߪ݀

 

ॻ

. 

Thus ( ௥݂)଴,௞ ∈ ݇ for every (ݖ)ଶܪ௥ߟ ≥ 0 and (5) shows 

௥݂ ∈
(ݖ)௥ߟ

1 + ߮௥(ݖ)߰௥(ݖ + (ߝ

∞
ໄ  

݇ = 0
݁௞(ݖ +  (ݖ)ଶܪ(ߝ

                       =
(ݖ)௥ߟ

1 + ߮௥(ݖ)߰௥(ݖ + (ߝ
ଶ(॰ଶ)ܪ] ⊖ ߰௥(ݖ +  [ଶ(॰ଶ)ܪ(ߝ

because {݁௞(ݖ + టೝܭ ௞ஹ଴ is an orthonormal basis of{(ߝ
ݖ) +  Thus we get .(ߝ

ker ௨ܶೝ ⊂
(ݖ)௥ߟ

1 + ߮௥(ݖ)߰௥(ݖ + (ߝ
ଶ(॰ଶ)ܪ] ⊖ ߰௥(ݖ +  [ଶ(॰ଶ)ܪ(ߝ

as desired. The proof is complete. 
Corollary (5.2.24)[307]: Let  ߰௥ ∈ ݖ)ஶܪ +  be a non-constant inner functions and (ߝ
߮௥ ∈ ௥ݑ Put .(ݖ)ஶܪ = ߮௥(ݖ) + ߰௥തതതത(ݖ + Then either ௨ܶೝ .(ߝ  or ௨ܶೝ

∗  is injective on 
 .ଶ(॰ଶ)ܪ
Proof. Suppose ܶ ௨ೝ  is not injective. Theorem (5.2.3) shows ‖߮௥‖ஶ ≤ 1 and then  ܶ ௨ೝ

∗ =
ܶటೝതതതതାటೝ

 is injective by Lemma (5.2.1). The proof is complete. 
Corollary (5.2.25)[307]:  Let ߮௥ , ߰௥ ∈ ௥ݑ ஶ(॰) be non-constant andܪ = ߮௥(ݖ) +
߰௥തതതത(ݖ + If ‖߮௥‖ஶ .(ߝ = ‖߰௥‖ஶ, then either ௨ܶೝ  or ௨ܶೝ

∗  is injective on ܪଶ(॰ଶ). 
Proof. We may assume that 0 < ‖߰௥‖ஶ < 1 < ‖߰௥‖ஶ. We shall prove that ௨ܶೝ  is 
injective. To prove this, suppose not. Then ௨ܶೝ ௥݂ = 0 for some ௥݂ ∈ ଶ(॰ଶ) with ௥݂ܪ ≠
0. Since  

0 = ௨ܶೝ ௥݂ = ܲ(߮௥ ௥݂ + ߰௥തതതത ௥݂) = ߮௥ ௥݂ + టܶೝ
∗

௥݂ , 
we see టܶೝ

∗
௥݂ = −߮௥ ௥݂  and hence  

(ܶటೝ
∗ )ଶ

௥݂ = టܶೝ(௭ାఌ)
∗ (−߮௥(ݖ) ௥݂) = −߮௥(ݖ) టܶೝ(௭ାఌ)

∗
௥݂ = (−߮௥)ଶ

௥݂ . 
Repeating the same argument, we have ( టܶೝ

∗ )௡
௥݂ = (−߮௥)௡

௥݂ for each ݊ = 1, 2,···. 
Since ‖߮௥‖ஶ > 1, we have ߪଶ(ܧ(߮௥) × ॻ) > 0 and then 

ฮ( టܶೝ
∗ )௡

௥݂ฮ = ‖߮௥
௡

௥݂‖ଶ = න|߮௥|ଶ௡| ௥݂|ଶ݀ߪଶ

 

ॻమ

≥ න | ௥݂|ଶ݀ߪଶ

 

ா(ఝೝ)×ॻ

>  0 

for each ݊ because ௥݂  is nonzero. On the other hand, since ‖߰௥‖ஶ < 1, we have 
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ฮ( టܶೝ
∗ )௡

௥݂ฮ ≤ ฮ టܶೝ
∗ ฮ

௡
≤ ‖߰௥‖ஶ

௡ ‖ ௥݂‖ → 0 
as ݊ → ∞, which is a contradiction. The proof is complete. 
Corollary (5.2.26)[307]: Let ߮௥ ∈ ஶ(॰) be a non-constant function with ‖߮௥‖ஶܪ ≤
1. Then ฮ(ݐఝೝ

∗ )௡
௥݂ฮ → 0 as ݊ → ∞ for every ௥݂ ∈  .ଶ(॰)ܪ

Proof. For each ݖ ∈ ॰ and each integer ݊ ≥ 1, we first have 
ฮ(ݐఝೝ

∗ )௡ܭ௭ฮ = |߮௥(ݖ)|௡‖ܭ௭‖. 
Since ‖߮௥‖ஶ ≤ 1 and ߮௥  is non-constant, we have |߮௥(ݖ)| < 1. It follows that 
ฮ(ݐఝೝ

∗ )௡ܭ௭ฮ → 0 as ݊ → ∞. Since the set of all linear combinations of reproducing 
kernels is dense ܪଶ(॰) and ฮ(ݐఝೝ

∗ )௡ฮ ≤ 1 for all ݊, we have the assertion. The proof is 
complete. 
Corollary (5.2.27)[307]:  Let ߮௥, ߰௥ ∈  ஶ(॰) be non-constant functions satisfyingܪ
that ‖߮௥‖ஶ = ‖߰௥‖ஶ = 1. Put ݑ௥(ݖ, ݖ + (ߝ = ߮௥(ݖ) + ߰௥(ݖ + |(௥߮)ܧ| If .(ߝ > 0, 
then ௨ܶೝ  is injective on ܪଶ(॰ଶ). 
Proof. Suppose there exists a nonzero ௥݂ ∈ ଶ(॰ଶ) satisfying that ௨ܶೝܪ ௥݂ = 0. By the 
proof of Theorem (5.2.5), we have ( టܶೝ

∗ )௭ାఌ
௡

௥݂ = ൫−߮௥(ݖ)൯
௡

௥݂  and hence 

ฮ(ܶటೝ
∗ )௡

௥݂ฮଶ = න|߮௥|ଶ௡| ௥݂|ଶ݀ߪ
 

ॻమ

≥ න | ௥݂|ଶ݀ߪ
 

ா(ఝೝ)×ॻ

> 0 

for every ݊ ≥ 1. Writing ௥݂(ݖ, ݖ + (ߝ = ∑ ( ௥݂)௞(ݖ + ௞ஶݖ(ߝ
௞ୀ଴  where ( ௥݂)௞(ݖ + (ߝ ∈

ݖ)ଶܪ +  we have ,(ߝ

(ܶటೝ
∗ )௡

௥݂(ݖ, ݖ + (ߝ = ෍ ܲ൫ ௥߰തതതത௡( ௥݂)௞൯(ݖ + ௞ݖ(ߝ
ஶ

௞ୀ଴

= ෍൫(ݐటೝ
∗ )௡( ௥݂)௞൯(ݖ + ௞ݖ(ߝ

ஶ

௞ୀ଴

 

for all ݖ, ݖ + ߝ ∈ ॰ and hence 

ฮ( టܶೝ
∗ )௡݂ฮ

ଶ
= ෍ฮ(ݐటೝ

∗ )௡( ௥݂)௞ฮ
ଶ

ஶ

௞ୀ଴

≤ ෍‖( ௥݂)௞‖ଶ
ஶ

௞ୀ଴

= ‖( ௥݂)‖ଶ < ∞. 

By Lemma (5.2.7), applying the Lebesgue dominated convergence theorem, we have 
ฮ( టܶೝ

∗ )௡
௥݂ฮ → 0 as ݊ → ∞, which contradicts to (8). The proof is complete. 

Corollary (5.2.28)[307]: Let ߮௥, ߰௥ ∈ ௥ݑ ஶ(॰) be non-constant functions andܪ =
߮௥(ݖ) + ߰௥തതതത(ݖ + If ߮௥ has a non-constant inner factor and ߰௥ .(ߝ  are an outer functions, 
then ௨ܶೝ  is injective on ܪଶ(॰ଶ) 
Proof. Suppose there exists a nonzero ݂ ௥ ∈ ܶ ଶ(॰ଶ) such thatܪ ௨ೝ ௥݂ = 0. Write  ߮ ௥(ݖ) =
for the inner-outer factorization of ߮௥ (ݖ)ܱ(ݖ)ܫ . Since 

ଶ(॰ଶ)ܪ =

∞
ໄ  

݊ = 0
ଶ(॰ଶ)ܪ] ⊖  ,௡(ݖ)ܫ[ଶ(॰ଶ)ܪ(ݖ)ܫ

we may write ௥݂ = ∑ ( ௥݂)௡(ݖ)ܫ௡ஶ
௡ୀℓ , where ( ௥݂)௡ ∈ ଶ(॰ଶ)ܪ ⊝  ଶ(॰ଶ) for someܪ(ݖ)ܫ

ℓ ≥ 0 with ( ௥݂)ℓ ≠ 0. Then we have 

0 = ௨ܶೝ ௥݂ = ߮௥ ௥݂ + ܶటೝ
∗

௥݂ = ෍ )(ݖ)ܱ ௥݂)௡(ݖ)ܫ௡ାଵ
ஶ

௡ୀℓ

+ ෍൫ܶటೝ
∗ ( ௥݂)௡൯(ݖ)ܫ௡

ஶ

௡ୀℓ

. 
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Since టܶೝ
∗ ( ௥݂)௡ ∈ ଶ(॰ଶ)ܪ ⊝ ݊ ଶ(॰ଶ) for everyܪ(ݖ)ܫ ≥ ℓ, we have టܶೝ

∗ ( ௥݂)ℓ = 0. But, 
since ߰௥ is outer, we have ( ௥݂)ℓ = 0 by Lemma (5.2.10). This is a contradiction and 
therefore ௨ܶೝ  is injective on ܪଶ(॰ଶ). The proof is complete. 
Corollary (5.2.29)[307]: Let ߮௥, ߰௥ ∈ ௥ݑ ஶ(ॻ) and putܮ = ߮௥(ݖ)߰௥(ݖ +  then we .(ߝ
have ௨ܶೝ = ఝܶೝ(௭)  ܶటೝ(௭ାఌ) = టܶೝ(௭ାఌ) ఝܶೝ(௭). 
Proof. Let ௥݂ , ݃௥ ∈ ݖ)ଶ(॰) and write ߰௥ܪ + ݖ)௥݃(ߝ + (ߝ = (݃௥)ଵ(ݖ + (ߝ +
ݖ)టೝ(௭ାఌ)݃௥ݐ + ݖ)for some (݃௥)ଵ (ߝ + (ߝ ∈ ݖ)ଶ(ॻ) with (݃௥)ଵܮ + (ߝ ⊥ ݖ)ଶܪ +  .(ߝ
Then we have 

௨ܶೝ ௥݂(ݖ)݃௥(ݖ + (ߝ = ܲ ቂ߮௥(ݖ) ௥݂(ݖ) ቀ(݃௥)ଵ(ݖ + (ߝ + ݖ)టೝ(௭ାఌ)݃௥ݐ +  ቁቃ(ߝ
  =  ܲൣ߮௥(ݖ) ௥݂(ݖ)ݐటೝ(௭ାఌ)݃௥(ݖ +  ൧(ߝ

= ఝܶೝ(௭) ௥݂(ݖ)ݐటೝ(௭ାఌ)݃௥(ݖ +      (ߝ
=  ఝܶೝ(௭) టܶೝ(௭ାఌ) ௥݂(ݖ)݃௥(ݖ +   .(ߝ

Similarly ௨ܶೝ ௥݂(ݖ)݃௥(ݖ + (ߝ = టܶೝ(௭ାఌ) ఝܶೝ(௭) ௥݂(ݖ)݃௥(ݖ + ଶ(॰ଶ)ܪ Since .(ߝ =
(ݖ)ଶܪ ⊗ ݖ)ଶܪ + we have ௨ܶೝ ,(ߝ = ఝܶೝ(௭) టܶೝ(௭ାఌ) =  ܶటೝ(௭ାఌ) ఝܶೝ(௭), as desired. The 
proof is complete. 
Corollary (5.2.30)[307]: Let ߮௥,  ߰௥ ∈ ௥ݑ ஶ(ॻ) be nonzero functions andܮ =
߮௥(ݖ) ߰௥(ݖ +  Then we have .(ߝ

ker ௨ܶೝ = ൣker ఝೝ(௭)ݐ ⊗ ݖ)ଶܪ + ൧(ߝ + (ݖ)ଶܪൣ ⊗ ker  .టೝ(௭ାఌ)൧ ݐ
Moreover if ker ௨ܶೝ ≠ {0}, then dim ker ௨ܶೝ = ∞. 
Proof. By Lemma (5.2.12), we see 

ൣker ఝೝ(௭)ݐ  ⊗ ݖ)ଶܪ + ൧(ߝ + (ݖ)ଶܪൣ ⊗ ker టೝ(௭ାఌ) ൧ ݐ ⊂ ker ௨ܶೝ . 
To prove the reverse inclusion, we note that 

ଶ(॰ଶ)ܪ = ൣker ఝೝ(௭)ݐ ⊗ ݖ)ଶܪ + (ߝ + (ݖ)ଶܪ ⊗ ker  టೝ(௭ାఌ)൧ ݐ
⊕ ൫ܪଶ(ݖ) ⊖ ker ఝೝ(௭)൯ݐ ⊗ ݖ)ଶܪ) + (ߝ ⊝ ൫ker      .టೝ(௭ାఌ)൯ ݐ

Thus, to complete the proof, it suffices to show that ௨ܶೝ  is injective on 
:ܧ = ൫ܪଶ(ݖ) ⊖ ker ఝೝ(௭)൯ݐ ⊗ ݖ)ଶܪ) + (ߝ ⊝ ൫ker  .టೝ(௭ାఌ)൯ ݐ

To do this, suppose ௨ܶೝ ௥݂ = 0 for some ௥݂ ∈  ௜ஹ଴ be an orthonormal{(ݖ)௜݁} and let ܧ
basis of ܪଶ(ݖ) ⊖ ker  ఝೝ(௭). Then we may writeݐ

௥݂ = ෍( ௥݂)௜(ݖ + (ߝ ௜݁(ݖ)
ஶ

௜ୀ଴

, ( ௥݂)௜ ∈ ݖ)ଶܪ + (ߝ ⊖ ker  .టೝ(௭ାఌ) ݐ

By Lemma (5.2.12), we have 

0 = ௨ܶೝ ௥݂ = ఝܶೝ(௭) ෍  ܶటೝ(௭ାఌ)( ௥݂)௜(ݖ + (ߝ ௜݁(ݖ)
ஶ

௜ୀ଴

   

= ఝܶೝ(௭) ෍൫ݐ టೝ(௭ାఌ)( ௥݂)௜൯(ݖ + (ߝ ௜݁(ݖ)
ஶ

௜ୀ଴

          

Also, since 

෍൫ݐటೝ(௭ାఌ)( ௥݂)௜൯(ݖ + (ߝ ௜݁(ݖ)
ஶ

௜ୀ଴

∈ ൫ܪଶ(ݖ) ⊝ ker ఝೝ(௭)൯ݐ ⊗ ݖ)ଶܪ +  ,(ߝ
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we write 

෍൫ݐటೝ(௭ାఌ)( ௥݂)௜൯(ݖ + (ߝ ௜݁(ݖ)
ஶ

௜ୀ଴

                       

= ෍(݃௥)௝(ݖ)(ݖ + ௝(ߝ
ஶ

௝ୀ଴

, (݃௥)௝ ∈ (ݖ)ଶܪ ⊝ ker  .ఝೝ(௭)ݐ

Then, we have 

0 = ܶఝೝ(௭) ෍(݃௥)௝(ݖ)(ݖ + ௝(ߝ
ஶ

௝ୀ଴

= ෍൫ݐఝೝ(௭)(݃௥)௝൯(ݖ)(ݖ + ௝(ߝ
ஶ

௝ୀ଴

, 

so we have ݐఝೝ (݃௥)௝ = 0 for every ݆ ≥ 0. Since (݃௥)௝ ⊥ ker ఝೝݐ , we have (݃௥)௝ = 0 
for every ݆. Therefore 

෍൫ݐటೝ(௭ାఌ)( ௥݂)௜൯(ݖ + (ݖ)௜݁(ߝ
ஶ

௜ୀ଴

=  0, 

which shows that ݐటೝ ( ௥݂)௜ = 0 for every ݅ ≥ 0. Also, since ( ௥݂)௜ ⊥ ker టೝݐ , we see 
( ௥݂)௜ = 0 for every ݅, so ௥݂ = 0. Thus ௨ܶೝ  is injective on ܧ, as desired. The proof is 
complete. 
Corollary (5.2.31)[307]: Let ߮௥ , ߰௥ ∈ ଵ(௥ݑ) ஶ(ॻ) be nonzero functions. Putܮ =
߮௥(ݖ)߰௥(ݖ + ଶ(௥ݑ) and (ߝ = ߮௥(ݖ)߰௥തതതത(ݖ + Then one of (ܶ௨ೝ)భ .(ߝ , (ܶ௨ೝ)భ

∗ , (ܶ௨ೝ)మ and 
(ܶ௨ೝ)మ
∗  is injective on ܪଶ(॰ଶ). 

Proof. By the Coburn theorem, we see that either ݐఝೝ  or ݐఝೝതതതത is injective on ܪଶ(॰). Also 
either ݐటೝ  or ݐటೝതതതത is injective on ܪଶ(॰). Hence there are four cases to consider and then 
the result follows from Corollary (5.2.14). The proof is complete. 
Corollary (5.2.32)[307]: Let ߮௥ , ߰௥ ∈ ௥ݑ ஶ(॰) be nonzero functions and putܪ =
߮௥(ݖ)߰௥തതതത(ݖ + Then ௨ܶೝ .(ߝ  is injective on ܪଶ(॰ଶ) if and only if ߰௥ are an outer 
functions. 
Proof. Since ߮ ௥ ∈  ,ఝೝ(௭) is injective. By Corollary (5.2.14)ݐ ஶ(॰) is nonzero, we noteܪ
we see ௨ܶೝ  is injective if and only if ݐటೝ(௭ାఌ)

∗  is injective, which is in turn equivalent to 
that ߰௥  are an outer functions by Lemma (5.2.10). The proof is complete. 
Corollary (5.2.33)[307]: Let ݑ௥ ∈  ஶ(ॻଶ) be a nonzero functions having the followingܮ
form; ݑ௥ = ∑ (ℎ௥)തതതതതത௝(ݖ)(ݖ + ௝ஶ(ߝ

௝ୀ଴  where (ℎ௥)௝ ∈ ݆ for every (ݖ)ஶܪ ≥ 0 and (ℎ௥)଴ ≠
0. Then the following statements hold. 

(i) For ௥݂ ∈ ଶ(॰ଶ) with ௥݂ܪ = ∑ ( ௥݂)௞(ݖ)(ݖ + ௞ஶ(ߝ
௞ୀ଴  where each ( ௥݂)௞ ∈  ,(ݖ)ଶܪ

we have ௥݂ ∈ ker ௨ܶೝ  if and only if ∑ ℓషೖ(௛ೝ)ݐ
∗ ( ௥݂)௞

ℓ
௞ୀ଴ = 0 for every ℓ ≥ 0. 

(ii) If (ℎ௥)଴ is an outer function, then ௨ܶೝ  is injective on ܪଶ(॰ଶ). 
(iii) Suppose that (ℎ௥)଴ is a non-constant inner function and 0 < ݎ < ଵ

ଶ
. If 

ฮ(ℎ௥)௝ฮ
ஶ

≤ ௝ݎ  for every ݆ ≥ 1, then dim ker ௨ܶೝ = ∞. 
(iv) Suppose (ℎ௥)଴ is a non-constant inner function and (ℎ௥)ଵ = ܿ for some constant 

ܿ with ܿ ≥ 1. Then ௨ܶೝ  is injective on ܪଶ(॰ଶ). 
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(v) If ൛(ℎ௥)௝ൟ
௝ஹ଴

 has a non-constant common inner factor, then ௨ܶೝ  is not injective 
on ܪଶ(॰ଶ) and dim ker ௨ܶೝ = ∞. 

Proof. (i) Noting 

௨ܶೝ ௥݂ = ܲ ቌ෍ ෍(ℎ௥)തതതതതത௝(ݖ)
ஶ

௞ୀ଴

( ௥݂)௞(ݖ)(ݖ + ௞ା௝(ߝ
ஶ

௝ୀ଴

ቍ 

                  = ܲ ቌ෍ ቌ෍(ℎ௥)തതതതതതℓି௞(ݖ)( ௥݂)௞(ݖ)
ℓ

௞ୀ଴

ቍ ݖ) + ℓ(ߝ
ஶ

ℓୀ଴

ቍ 

  = ෍ ൮෍ ℓషೖ(௛ೝ)ݐ
∗ ( ௥݂)௞

ℓ

௞ୀ଴

൲(ݖ) ݖ) + ℓ(ߝ
ஶ

ℓୀ଴

, 

we see that (i) holds. 
(ii) Let ௥݂ = ∑ ( ௥݂)௞(ݖ)(ݖ + ௞ஶ(ߝ

௞ୀ଴ ∈ ݉ ଶ(॰ଶ) be any nonzero function andܪ ≥
0 be the smallest integer such that ( ௥݂)௠ ≠ 0. Since (ℎ௥)଴ is outer, ݐ(௛ೝ)బ

∗  is injective by 
Lemma (5.2.10). It follows that 

෍ ೘షೖ(௛ೝ)ݐ
∗ ( ௥݂)௞

௠

௞ୀ଴

= ௛ೝݐ)
∗ )଴( ௥݂)௠ ≠ 0. 

By (i), ௥݂ ∉ ker ௨ܶೝ  and (ii) holds. 
(iii) Since (ℎ௥)଴ is a non-constant inner function, we may take ( ௥݂)଴ ∈  (ݖ)ଶܪ

such that ݐ(௛ೝ)బ
∗ ( ௥݂)଴ = 0 and ‖( ௥݂)଴‖ = 1. Inductively we define 

( ௥݂)ℓାଵ(ݖ) = −(ℎ௥)଴(ݖ) ෍ ௛ೝݐ)
∗ )௠ି௞( ௥݂)௞

ℓ

௞ୀ଴

(ݖ) + ܽℓାଵ( ௥݂)଴(ݖ) ∈  (ݖ)ଶܪ

where |ܽℓାଵ| ≤ ℓାଵ for every ℓݎ ≥ 0. Then we have 

෍(ݐ௛ೝ
∗ )௠ି௞( ௥݂)௞

ℓ

௞ୀ଴

= ෍(ݐ௛ೝ
∗ )଴( ௥݂)௞

ℓ

௞ୀ଴

+ బ(௛ೝ)ݐ
∗ ( ௥݂)ℓାଵ =  0 

for every ℓ ≥ 0. Also note 
‖( ௥݂)ଵ‖ = ฮ− (ℎ௥)଴ݐ(௛ೝ)భ

∗ ( ௥݂)଴ + ܽଵ( ௥݂)଴ฮ ≤ ‖(ℎ௥)ଵ‖ஶ‖( ௥݂)଴‖ + |ܽଵ|‖( ௥݂)଴‖ ≤  .଴ݎ2
By induction, we shall show that ‖( ௥݂)ℓ‖ ≤ 2ℓݎ଴

ℓ for every ℓ ≥ 1. Suppose that 
‖( ௥݂)ℓ‖ ≤ 2ℓݎ଴

ℓ for every 1 ≤ ℓ ≤ ݉. Then we note 

‖( ௥݂)௠ାଵ‖ ≤ ෍ฮ(ݐ௛ೝ
∗ )௠ି௞( ௥݂)௞ฮ

௠

௞ୀ଴

+ ௠ାଵݎ ≤ ෍‖(ℎ௥)௠ାଵି௞‖ஶ

௠

௞ୀ଴

‖( ௥݂)௞‖ +  ௠ାଵݎ

                         ≤ ෍ ଴ݎ
௠ାଵି௞2௞ݎ଴

௞
௠

௞ୀ଴

+ ଴ݎ
௠ାଵ = 2௠ାଵݎ଴

௠ାଵ 

and hence ‖( ௥݂)ℓ‖ ≤ ℓ for every ℓ(଴ݎ2) ≥ 0. Set ݂ ௥(ݖ, ݖ + (ߝ = ∑ ( ௥݂)௞(ݖ)(ݖ + ௞ஶ(ߝ
௞ୀ଴ . 

By the observation above, we have 
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‖( ௥݂)‖ଶ = ะ෍( ௥݂)௞(ݖ)(ݖ + ௞(ߝ
ஶ

௞ୀ଴

ะ
ଶ

= ෍‖( ௥݂)௞(ݖ)‖ଶ
ஶ

௞ୀ଴

 ≤ ෍(2ݎ଴)ଶ௞
ஶ

௞ୀ଴

< ∞. 

Hence ௥݂ ∈ ଶ(॰ଶ) and ௥݂ܪ ≠ 0. Now, by (i), we have ௥݂ ∈ ker ௨ܶೝ  and ker ௨ܶೝ ≠ {0}. 
Moreover, the construction of ௥݂ above shows that dim ker ௨ܶೝ = ∞. 

(iv) Suppose there is a nonzero ௥݂ ∈ ଶ(॰ଶ) such that ௨ܶೝܪ ௥݂ = 0. Write ௥݂ =
∑ ( ௥݂)௞(ݖ)(ݖ + ௞ஶ(ߝ

௞ୀ଴  where each ( ௥݂)௞ ∈ ݉ and let (ݖ)ଶܪ ≥ 0 be the smallest integer 
such that ( ௥݂)௠ ≠ 0. Then, by (i) 

෍ (௛ೝ)ݐ
∗

௠ି௞
( ௥݂)௞

ℓ

௞ୀ଴

(ݖ) = 0 

for every ℓ ≥ 0. When ℓ = ݉ in (9), we have 0 = ∑ ೘షೖ(௛ೝ)ݐ
∗ ( ௥݂)௞

௠
௞ୀ଴ = బ(௛ೝ)ݐ

∗ ( ௥݂)௠. 
Since (ℎ௥)଴ is inner, it follows that ( ௥݂)௠ ∈ (ݖ)ଶܪ ⊝ (ℎ௥)଴ܪଶ(ݖ). Also, if we 

take ℓ = ݉ + 1 in (9), we have 

0 = ෍ ೘షೖ(௛ೝ)ݐ
∗ ( ௥݂)௞

௠

௞ୀ଴

= భ(௛ೝ)ݐ
∗ ( ௥݂)௠ + బ(௛ೝ)ݐ

∗ ( ௥݂)௠ାଵ = ܿ( ௥݂)௠ + బ(௛ೝ)ݐ
∗ ( ௥݂)௠ାଵ 

and hence ( ௥݂)௠ାଵ = −ܿ(ℎ௥)଴( ௥݂)௠ + (݃௥)௠ାଵ for some (݃௥)௠ାଵ ∈ (ݖ)ଶܪ ⊝
(ℎ௥)଴ܪଶ(ݖ). We also have 

0 = ෍ ೘శమషೖ(௛ೝ)ݐ
∗ ( ௥݂)௞

௠

௞ୀ଴

= మ(௛ೝ)ݐ
∗ ( ௥݂)௠ + భ(௛ೝ)ݐ

∗ ( ௥݂)௠ାଵ + బ(௛ೝ)ݐ
∗ ( ௥݂)௠ାଶ 

                 = మ(௛ೝ)ݐ
∗ ( ௥݂)௠ + ܿ( ௥݂)௠ାଵ + బ(௛ೝ)ݐ

∗ ( ௥݂)௠ାଶ 
                 = మ(௛ೝ)ݐ

∗ ( ௥݂)௠ + ܿ(݃௥)௠ାଵ − ܿଶ( ௥݂)௠ + బ(௛ೝ)ݐ
∗ ( ௥݂)௠ାଶ. 

Hence 
( ௥݂)௠ାଶ =  −(ℎ௥)଴൫ݐ(௛ೝ)మ

∗ ( ௥݂)௠ + ܿ(݃௥)௠ାଵ − ܿଶ(ℎ௥)଴( ௥݂)௠൯ + (݃௥)௠ାଶ   
for some (݃௥)௠ାଶ ∈ (ݖ)ଶܪ ⊝ (ℎ௥)଴ܪଶ(ݖ). Since ݐ(௛ೝ)మ

∗ ( ௥݂)௠ ∈ (ݖ)ଶܪ ⊝ (ℎ௥)଴ܪଶ(ݖ), 
we have 

( ௥݂)௠ାଶ = ൣ(݃௥)௠ାଶ − (ℎ௥)଴൫ݐ(௛ೝ)మ
∗ ( ௥݂)௠ + ܿ(݃௥)௠ାଵ൯൧ + ܿଶ(ℎ௥)଴

ଶ( ௥݂)௠ 
                            ∈ (ݖ)ଶܪ] ⊝ (ℎ௥)଴

ଶܪଶ(ݖ)] ⊕ (ℎ௥)଴
ଶܪଶ(ݖ). 

Repeating the same argument, we may write 
( ௥݂)௠ା௜ = ௜ܩ + ܿ௜(ℎ௥)଴

௜ ( ௥݂)௠ ∈ (ݖ)ଶܪൣ ⊝ (ℎ௥)଴
௜ ൧(ݖ)ଶܪ ⊕ (ℎ௥)଴

௜  (ݖ)ଶܪ
for every ݅ ≥ 1. Hence 

∞ > ‖ ௥݂‖ଶ = ‖( ௥݂)௠‖ଶ + ෍‖( ௥݂)௠ା௜‖ଶ
ஶ௜

௜ୀଵ

≥  ‖( ௥݂)௠‖ଶ + ෍ ܿଶ௜‖( ௥݂)௠‖ଶ
ஶ

௜ୀଵ

= ∞ 

because ܿ ≥ 1, which is a contradiction. Thus ker ௨ܶೝ = {0} by (i). 
(v) Let ߟ௥(ݖ) be a non-constant common inner factor of ൛(ℎ௥)௝ൟ

௝ஹ଴
. For each ݆ ≥

0, we may write (ℎ௥)௝ = ௥(ℎ௥)തതതതതത௝ for some (ℎ௥)෫௝ߟ ∈  Take a nonzero function ݃௥ .(ݖ)ஶܪ
in ܪଶ(ݖ) ⊖ ௥തതത݃௥ߟ Note .(ݖ)ଶܪ௥ߟ  ⊥ and (ℎ௥)തതതതതത௝݃௥ (ݖ)ଶܪ ⊥  for each ݆. Hence for (ݖ)ଶܪ
each nonnegative integer ݉, we have 
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௨ܶೝ
(݃௥(ݖ + (௠(ߝ =  ܲ ቌ෍(ℎ௥)തതതതതത௝(ݖ)݃௥(ݖ)(ݖ + ௝ା௠(ߝ

ஶ

௝ୀ଴

ቍ =  0. 

Therefore ௨ܶೝ  is not injective and  [ܪଶ(ݖ) ⊖ [(ݖ)ଶܪ௥ߟ ⊗ ݖ)ଶܪ + (ߝ ⊂ ker ௨ܶೝ . Hence 
dim ker ௨ܶೝ = ∞. The proof is complete. 
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Chapter 6 
Pointwise Multipliers with Density and Brown–Halmos Theorem 

We obtain characterization of pointwise multipliers between Nakano spaces. We 
also discuss factorization problem for Musielak–Orlicz spaces and exhibit some 
differences between Orlicz and Musielak–Orlicz cases. We show that there exists a 
separable weighted ܮଵ space ܺ such that the sequence ݂ ∗  ௡ does not always convergeܨ
to ݂ ∈ ܺ in the norm of ܺ. On the other hand, we prove that the set ஺࣪ is dense in ܪ[ܺ] 
under the assumption that ܺ is merely separable. We specify our results to the case of 
variable Lebesgue spaces ܺ = ܻ ௣(·) andܮ = ܺ ௤(·) and to the case of Lorentz spacesܮ =
ܻ = ,(ݓ)௣,௤ܮ 1 < ݌ < ∞, 1 ≤ ݍ < ∞ with Muckenhoupt weights ݓ ∈  .௣(ॻ)ܣ
Section (6.1): Orlicz Function Spaces and Factorization: 

Given two Orlicz spaces ܮఝభ  , ఝܮ  over the same measure space, the space of point 
wise multipliers ܮ)ܯఝభ , ݕݔ such that ,ݔ ఝ) is the space of all functionsܮ ∈ ఝܮ  for each 
ݕ ∈ ఝభܮ , equipped with the operator norm. The problem of identifying such spaces was 
investigated by many, starting from Shragin [240], Ando [227], O’Neil [237] and 
Zabreiko–Rutickii [242], who gave a number of partial answers. 

These investigations were continued in number of directions and results were 
presented in different forms. One of them is the following result from Maligranda–
Nakaii [234], which states that if for two given Young functions ߮, ߮ଵ there is a third 
one ߮ଶ satisfying 

߮ଵ
ିଵ߮ଶ

ିଵ ≈ ߮ିଵ,                                                      (1) 
Then  

ఝభܮ)ܯ  , (ఝܮ = ఝమܮ .                                                  (2) 
This result, however, neither gives any information when such a function ߮ ଶ exists, nor 
says anything how to find it. Further, it was proved in [231, Cor. 6.2] that condition (1) 
is necessary for a wide class of ߮, ߮ଵ functions satisfying some additional properties, 
but at the same time Example 7.8 from [231] ensures that in general it is not a case, i.e. 
there are functions ߮, ߮ଵ such that no Young function ߮ଶ satisfies (1), while 
ఝభܮ)ܯ , (ఝܮ = ஶܮ , which is also Orlicz space generated by the function ߮ଶ defined as 
߮ଶ(ݐ) = 0 for 0 ≤ ݐ ≤ 1 and ߮ ଶ(ݐ) = ∞ for 1 <  In particular, these functions do not .ݐ
satisfy (1), although (2) holds. 

On the other hand, there is a natural candidate for a function ߮ଶ satisfying  
ఝభܮ)ܯ , (ఝܮ = ఝమܮ  . 

Such a function is the following generalization of Young conjugate function (a kind of 
generalized Legendre transform considered also in convex analysis, for example in 
[241]) defined for two Orlicz functions ߮, ߮ଵ as 

߮ ⊖ ߮ଵ(ݐ) = sup
௦வ଴

(ݐݏ)߮} − ߮ଵ(ݏ)}. 

The function ߮ − ߮ଵ is called to be conjugate to ߮ଵ with respect to ߮. 
Also in [231] this construction was compared with condition (1) and it happens 

that very often ߮ଶ = ߮ ⊖ ߮ଵ satisfies (1) (cf. [231, Thm. 7.9]), but once again Example 
7.8 from [231] shows that ߮ଶ = ߮ ⊖ ߮ଵ need not satisfy (1). In that example, anyhow, 
there holds ܮஶ = ఝ⊖ఝభܮ , so that ܮ)ܯఝభ , (ఝܮ = ఝ⊖ఝభܮ . Therefore, it is natural to expect 
that in general 

ఝభܮ)ܯ , (ఝܮ = ఝ⊖ఝభܮ ,                                              (3) 
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as was already conjectured in [231]. In fact, such theorem was stated for Orlicz N 
functions by Maurey in [236], but his proof depends heavily on the false conjecture, that 
the construction ߮ ⊖ ߮ଵ enjoys involution property, i.e. ߮ ⊖ (߮ ⊖ ߮ଵ) = ߮ଵ (see 
Example 7.12 in [231] for counterexample). 

On the other hand, the formula (3) was already proved for Orlicz sequence spaces 
by Djakov and Ramanujan in [230], where they used a slightly modified construction 
߮ ⊖ ߮ଵ (the supremum is taken only over 0 < ݏ ≤ 1). This modification appeared to 
be appropriate for sequence case, because then only behaviour of Young functions for 
small arguments is important, while cannot be used for function spaces. Anyhow, we 
will borrow some ideas from [230]. 

We show that (3) holds in full generality for Orlicz function spaces, as well over 
finite and infinite nonatomic measure. Then we use this result to find that ߮ଶ = ߮ ⊖ ߮ଵ 
satisfies (1) if and anly if ܮఝభ  factorizes ܮఝ, which completes the discussion from [232]. 

Let ܮ଴ = ,଴(Ωܮ Σ,  be the space of all classes of equivalence (with respect to (ߤ
equality ߤ −a.e.) of ߤ −measurable, real valued functions on Ω, where (Ω, Σ,  is a (ߤ
ߪ −finite complete measure space. A Banach space ܺ ⊂  ଴ is called the Banach idealܮ
space if it satisfies the so called ideal property, i.e. ݔ ∈ ,଴ܮ ݕ ∈ ܺ with |ݔ| ≤  implies |ݕ|
ݔ ∈ ܺ and ‖ݔ‖௑ ≤ |ݔ| ௑ (here‖ݕ‖  ≤ |(ݐ)ݔ| means that |ݕ|  ≤ ߤ for |(ݐ)ݕ| −a.e. ݐ ∈
Ω), and it contains a weak unit, i.e. a function ݔ ∈ ܺ such that (ݐ)ݔ > 0 for ߤ −a.e. ݐ ∈
Ω. When (Ω, Σ,  is purely nonatomic measure space, the respective space is called (ߤ
Banach function space (abbreviation B.f.s.), while in case of ℕ with counting measure 
we shall speak about Banach sequence space. A Banach ideal space ܺ  satisfies the Fatou 
property when given a sequence (ݔ௡) ⊂ ܺ, satisfying ݔ௡ ↑ ߤ ݔ −a.e. and sup

௡
௡‖௑ݔ‖ <

∞, there holds ݔ ∈ ܺ and ‖ݔ‖௑ ≤ sup
௡

௡‖௑ݔ‖ . 

Writing ܺ = ܻ for two B.f.s. we mean that they are equal as set, but norms are 
just equivalent. Recall also that for two Banach ideal spaces ܺ , ܻ over the same measure 
space, the inclusion ܺ ⊂ ܻ is always continuous, i.e. there is ܿ > 0 such that ‖ݔ‖௒ ≤
ݔ ௑ for each‖ݔ‖ܿ ∈ ܺ. 

Given two Banach ideal spaces ܺ, ܻ over the same measure space (Ω, Σ,  the ,(ߤ
space of point wise multipliers from ܺ to ܻ is defined as 

,ܺ)ܯ ܻ) = ݕ}  ∈ :଴ܮ ݕݔ ∈ ܻ for all ݕ ∈ ܺ} 
with the natural operator norm 

ெ(௑,௒)‖ݕ‖ = sup
‖௫‖೉ஸଵ

௒‖ݕݔ‖ . 

When there is no risk of confusion we will just write ‖·‖ெ for the norm of ܯ(ܺ, ܻ). 
A space of point wise multipliers may be trivial, for example for nonatomic 

measure space ܮ)ܯ௣, (௤ܮ = {0} when 1 ≤ ݌ <  and therefore it need not be a Banach ,ݍ
function space in the sense of above definition. Anyhow, it is a Banach space with the 
ideal property (see for example [235]). To provide some intuition for multipliers let us 
recall that ܮ)ܯ௣, (௤ܮ = ௥ܮ  when ݌ > ݍ ≥ 1, ݌/1 + = ݎ/1 ,ܺ)ܯ and ݍ/1  (ଵܮ = ܺ, 
where ܺ is the Köthe dual of ܺ (see [231,232,235]). 

A function ߮: [0, ∞) → [0, ∞] will be called a Young function if it is convex, 
non-decreasing and ߮(0) = 0. We will need the following parameters 

ܽఝ = sup{ݐ ≥ 0: (ݐ)߮ = 0}  and ܾఝ = sup{ݐ ≥ 0: (ݐ)߮ < ∞}. 
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A Young fuction ߮ is called Orlicz function when ܾఝ = ∞. For a Young function ߮ by 
߮ିଵ we understand the right-continuous inverse defined as ߮ିଵ(߭) = inf{ݑ ≥
0: (ݑ)߮ > ߭} for ߭ ≥ 0. 

Let ߮ be a Young function. The Orlicz space ܮఝ is defined as 
ఝܮ = ൛ݔ ∈ :଴ܮ (ݔߣ)ఝܫ < ∞ for some ߣ > 0ൟ, 

where the modular ܫఝ is given by 

(ݔ)ఝܫ = න ߤ݀(|ݔ|)߮
 

ஐ

 

and the Luxemburg–Nakano norm is defined as 
ఝ‖ݔ‖ = inf ቄߣ > 0: ఝܫ ቀ

ݔ
ߣ

ቁ ≤ 1ቅ. 
We point out here that the function ߮ ≡ 0 is excluded from the definition of Young 
functions, but we allow ߮ (ݑ) = ∞ for each ݑ > 0 and understand that in this case ܮఝ =
{0}. 

We will often use the following relation between norm and modular. For ݔ ∈ ఝܮ  
ఝ‖ݔ‖ ≤ 1 ⇒ (ݔ)ఝܫ ≤  ఝ,                                           (4)‖ݔ‖

(see for example [233]). 
Given two Orlicz functions ߮, ߮ଵ, the conjugate function ߮ ⊖ ߮ଵ of ߮ଵ with 

respect to ߮ is defined by 
߮ ⊖ ߮ଵ(ݑ) = sup

଴ஸ௦
(ݑݏ)߮} − ߮ଵ(ݏ)}, 

for ݑ ≥ 0. Since we need to deal with Young functions, one may be confused by 
possibility of appearance of indefinite symbol ∞ − ∞ in the above definition, when 
ܾఝ, ܾఝభ < ∞. To avoid such a situation we understand that for Young functions ߮, ߮ଵ 
the conjugate function ߮ ⊖ ߮ଵ is defined as 

߮ ⊖ ߮ଵ(ݑ) =

⎩
⎪
⎨

⎪
⎧

sup
଴ஸ௦ழஶ

(ݑݏ)߮} − ߮ଵ(ݏ)} , when ܾఝభ = ∞,

sup
଴ழ௦ழ௕കభ

(ݑݏ)߮} − ߮ଵ(ݏ)} , when ܾఝభ < ∞ and ߮ଵ൫ܾఝభ ൯ = ∞,

sup
଴ழ௦ஸ௕കభ

(ݑݏ)߮} − ߮ଵ(ݏ)} , when ܾఝభ < ∞ and ߮ଵ൫ܾఝభ ൯ < ∞.

 

Notice that it is just a natural generalization of conjugate function in a sense of Young, 
i.e. when ߮(ݑ) = we get the classical conjugate function ߮ଵ ݑ

∗ to ߮ଵ. Of course, 
functions ߮, ߮ଵ and ߮ ⊖ ߮ଵ satisfy the generalized Young inequality, i.e. 

(߭ݑ)߮ ≤ ߮ ⊖ ߮ଵ(ݑ) + ߮ଵ(߭) 
for each ݑ, ߭ ≥ 0. 

We will also need the following construction.  
Definition (6.1.1)[226]: For two Young functions ߮, ߮ଵ and 0 < ܽ < ܾఝభ  we define 

߮ ⊖௔ ߮ଵ(ݑ) = sup
଴ஸ௦ஸ௔

(ݑݏ)߮} − ߮ଵ(ݏ)} , ݑ ≥ 0. 

Such defined function ߮ ⊖௔ ߮ଵ enjoys the following elementary properties. 
Lemma (6.1.2)[226]: Let ߮, ߮ଵ be two Young functions. 

(i) ߮ ⊖௔ ߮ଵ is Young function for each 0 < ܽ < ܾఝభ . 
(ii) For each ݐ ≥  0 there holds 
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lim
௔→௕കభ

ష ߮ ⊖௔ ߮ଵ(ݑ) = ߮ ⊖௔ ߮ଵ(ݑ). 

Notice that dilations of Young functions do not change Orlicz spaces, i.e. when 
߮ is a Young function and ߰ is defined by ߰(ݑ)  = ܽ for some (ݑܽ)߮  > 0, then ܮఝ =
టܮ . It gives a reason to expect that dilating ߮, ߮ଵ results in dilation of ߮ ⊖ ߮ଵ. 

In fact, let ߮, ߮ଵ be Young functions and put ߰(ݑ) = ,(ݑܽ)߮ ߰ଵ(ݑ) = ߮ଵ(ܾݑ). 
Then 

߰ ⊖ ߰ଵ(ݑ) = sup
଴ழ௦

൫߮(ܽݏݑ) − ߮ଵ(ܾݏ)൯ = sup
଴ழ௦

ቆ߮ ቀ
ݏݑܽ

ܾ ቁ − ߮ଵ(ݏ)ቇ   

= ߮ ⊖ ߮ଵ(ܽݑ/ܾ). 
Moreover, if ܾఝ = ܾఝభ < ∞, then supremum in the definition of ߮ ⊖ ߮ଵ is attained for 
each ݑ <  1, i.e. for each ݑ < 1 there is 0 < ݏ < ܾఝభ  such that ߮ ⊖ ߮ଵ(ݑ) = (ݏݑ)߮ −
߮ଵ(ݏ). In particular, ܾఝ⊖ఝభ = 1. 

Let us also recall that a fundamental function ఝ݂ of an Orlicz space ܮఝ is defined 
for 0 ≤ ݐ ≤ (ݐ)as ఝ݂ (Ω)ߤ = (ܣ)ߤ ఝ, where‖ܣ߯‖ =  ,Notice that it is well defined .ݐ
since ‖߯ܣ‖ఝ does not depend on particular choice of measurable set ܣ ⊂ Ω with 
(ܣ)ߤ  =  in general Orlicz spaces belong to the class of the so called rearrangement) ݐ 
invariant spaces—see for example [228] for respective definitions). 

Further, it is well known that ఝ݂ is given by the formula ఝ݂(ݐ) = ଵ
ఝషభ(ଵ/௧), for 0 <

ݐ < and ఝ݂(0) (Ω)ߤ = 0. In particular, the fundamental function of ܮఝ is right-
continuous at 0 if and only if ܾఝ = ∞, or equivalently, ܾఝ = ∞ if and only if for each 
ߝ > 0 there is ߜ >  0 such that if ܣ ∈ Σ, (ܣ)ߤ  < ఝ‖ܣ߯‖ then ߜ  <  .ߝ

Since now on we are interested only in Orlicz function spaces, so that the 
underlying measure space (Ω, Σ,  is understood to be purely nonatomic for all spaces (ߤ
below. 
Lemma (6.1.3)[226]: Let ߮, ߮ଵ be Young functions such that ܾఝ < ∞ and ܾఝభ = ∞. 
Then 

ఝభܮ)ܯ , (ఝܮ  = {0}. 
Proof. The proof follows immediately from Proposition 3.2 in [231], since under our 
assumptions ܮఝభ ⊄ ఝܮ ஶ butܮ ⊂ ஶܮ .  
Lemma (6.1.4)[226]: Let ߮, ߮ଵ be Young functions and ܾఝ < ∞. Then 

ఝభܮ)ܯ , (ఝܮ ⊂  .ஶܮ
Proof. Suppose that ܮ)ܯఝభ , (ఝܮ ⊄ ஶ. Then there exists 0ܮ ≤ ݕ ∈ ఝభܮ)ܯ  ,  ఝ) such thatܮ
ெ‖ݕ‖ = 1 and for each ݊ >  0 

ݐ})ߤ ∈ Ω: (ݐ)ݕ ≥ ݊}) > 0. 
Denote ܣ௡ = ݐ} ∈ Ω: (ݐ)ݕ ≥ ݊} for ݊ ∈ ℕ. Then ฮ݊߯஺೙ ฮ

ெ
≤ 1 and for ܣ௡బ  chosen in 

such a way that ߤ൫ܣ௡బ൯ < ∞, it follows 

ெ‖ݕ‖ ≥ ฮ݊߯஺೙ฮ
ெ

≥
݊

ฮ߯ܣ௡బ ฮ
ఝభ

ቛ߯஺೙ ߯஺೙బ
ቛ

ఝ
=

݊

ቛ߯஺೙బ
ቛ

ఝభ

ฮ߯஺೙ฮ
ఝ

≥
ܾ݊ఝ

ିଵ

ቛ߯஺೙బ
ቛ

ఝభ

, 

for each ݊ > ݊଴. This contradiction shows that ܮ)ܯఝభ , (ఝܮ ⊂   .ஶܮ
We are in a position to prove the main theorem. 
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Theorem (6.1.5)[226]: Let ߮, ߮ଵ be Young functions. Then 
ఝభܮ)ܯ , (ఝܮ = ఝ⊖ఝభܮ . 

Proof. The inclusion 
ఝ⊖ఝభܮ ⊂ ఝభܮ)ܯ ,  ఝ)                                                    (5)ܮ

is well known (see [227,231,234] or [237]) and follows from equivalence of generalized 
Young inequality and inequality ߮ଵ

ିଵ(߮ ⊖ ߮ଵ)ିଵ ≲ ߮ିଵ. For the completeness of 
presentation we present the proof which employs the generalized Young inequality 
directly. If ߮ ⊖ ߮ଵ(ݑ) = ∞ for each ݑ > 0 then ܮఝ⊖ఝభ = {0} and inclusion trivially 
holds. 

Suppose ܮఝ⊖ఝభ ≠ {0}, i.e. ߮ ⊖ ߮ଵ(ݑ) < ∞ for some ݑ > 0. Let ݕ ∈ ఝ⊖ఝభܮ  and 
ݔ ∈  ఝభ be such thatܮ

ఝ⊖ఝభ‖ݕ‖ ≤
1
2

 and ‖ݔ‖ఝభ ≤
1
2

. 
Then generalized Young inequality gives 

(ݔݕ)ఝܫ ≤ ఝ⊖ఝభܫ
(ݕ) + ఝభܫ

(ݔ) ≤ 1. 
Consequently ݔݕ ∈ ఝ‖ݔݕ‖ ఝ andܮ ≤ 1. Therefore, ܮఝ⊖ఝభ ⊂ ఝభܮ)ܯ ,  ఝ) andܮ

ெ‖ݕ‖ ≤ ఝ⊖ఝభ‖ݕ‖4 . 
To prove the second inclusion it is enough to indicate a constant ܿ > 0 such that for 
each simple function ݕ ∈ ఝభܮ)ܯ ,  ఝ) there holdsܮ

ఝ⊖ఝభ‖ݕ‖ ≤  ெ.                                                     (6)‖ݕ‖ܿ
In fact, it follows directly from the Fatou property of both ܮఝ⊖ఝభ  and ܮ)ܯఝభ ,  ఝ) spacesܮ
(it is elementary fact that ܯ(ܺ, ܻ) has the Fatou property when ܻ has so). Let 0 ≤ ݕ  ∈
ఝభܮ)ܯ , ఝ) and 0ܮ ≤ ௡ݕ ↑ ߤ ݕ −a.e., where ݕ௡ are simple functions. Then, by (6), 

௡‖ఝ⊖ఝభݕ‖ ≤ ௡‖ெݕ‖ܿ →  ெ‖ݕ‖ܿ
and so the Fatou property of ܮఝ⊖ఝభ  implies ݕ ∈ ఝ⊖ఝభܮ  and ‖ݕ‖ఝ⊖ఝభ ≤  .ெ‖ݕ‖ܿ

The proof of (6) will be divided into four cases, depending on finiteness of ܾఝ 
and ܾఝభ . 

Consider firstly the most important case ܾ ఝ = ܾఝభ = ∞. Let 0 ≤ ݕ ∈ ఝభܮ)ܯ ,  (ఝܮ
be a simple function of the form ݕ = ∑ ܽ௞߯஻ೖ௞  and such that ‖ݕ‖ெ ≤ ଵ

ଶ
. We will show 

that for each ܽ > 1 
ఝ⊖ೌఝభܫ

(ݕ) ≤ 1. 
Let ܽ > 1 be arbitrary. For each ܽ௞ there exists ܾ௞ ≥ 0 such that 

߮(ܽ௞ܾ௞) = ߮ ⊖௔ ߮ଵ(ܽ௞) + ߮ଵ(ܾ௞). 
This is, for ݔ = ∑ ܾ௞߯஻ೖ௞ , there holds ߮(ݕݔ) = ߮ ⊖௔ ߮ଵ(ݔ) + ߮ଵ(ݕ). Note that from 
definition of ߮ ⊖௔ ߮ଵ we have (ݐ)ݔ ≤ ܽ for each ݐ ∈ Ω. Further, since ܾఝభ = ∞, there 
exists ݐ௔ > 0 such that ‖߯஺‖ఝభ ≤ ଵ

௔
 for each ܣ ⊂ Ω with (ܣ)ߤ < (Ω)ߤ ௔. Supposeݐ =

∞. Since (Ω, Σ, ߪ is (ߤ −finite and atomless, we can divide Ω into a sequence of pairwise 
disjoint sets (ܣ௡) with ߤ(ܣ௡) = ݊ ௔ for eachݐ ∈ ℕ and Ω = ⋃ (Ω)ߤ ௡. In the case ofܣ <
∞ the sequence (ܣ௡) may be chosen finite and such that ߤ(ܣ௡) = ߜ ≤ = ݊ ௔ for eachݐ
 1, . . . , ܰ with Ω = ⋃  .௡ܣ

In any case, for each ܣ௡ we have 
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ฮ߯ݔݕ஺೙ฮ
ఝ

≤ ஺೙ฮ߯ݔெฮ‖ݕ‖
ఝభ

≤
ܽ
2

ฮ߯஺೙ ฮ
ఝభ

≤
1
2

, 
because ߤ(ܣ௡) ≤ (ݐ)ݔ ௔ andݐ  ≤  ܽ for ݐ ∈ Ω. In consequence, using inequality 
߮ଵ(ݔ) ≤  ௡ܣ we have for each ,(ݔݕ)߮

஺೙൯߯ݔఝభ൫ܫ ≤ ஺೙൯߯ݔݕఝ൫ܫ ≤ ฮ߯ݔݕ஺೙ฮ
ఝ

≤
1
2

.                               (7) 
Define now 

௡ݔ = ෍ ஺ೖ߯ݔ

௡

௞ୀଵ

. 

We claim that ܫఝభ
(௡ݔ) ≤ ଵ

ଶ
 for each ݊. It will be shown by induction. For ݊ = 1 it comes 

from (7). Let ݊ >  1 and suppose 

ఝభܫ
(௡ିଵݔ) ≤

1
2. 

It follows 
ఝభܫ

(௡ݔ) = ఝభܫ
(௡ିଵݔ) + ஺೙൯߯ݔఝభ൫ܫ ≤ 1, 

thus ‖ݔ௡‖ఝభ ≤  1. Moreover, inequality  

௡‖ఝݔݕ‖ ≤
1
2

௡‖ఝభݔ‖ ≤
1
2

 
together with ߮ଵ(ݔ) ≤  imply (ݔݕ)߮

ఝభܫ
(௡ݔ) ≤ (௡ݔݕ)ఝܫ ≤ ௡‖ఝݔݕ‖ ≤

1
2

. 
 It means we proved the claim and can proceed with the proof. 

Clearly, ݔ௡ ↑ ߤ ݔ −a.e., thus from the Fatou property of ܮఝభ  we obtain that ݔ ∈
ఝభܮ  and 

ఝభ‖ݔ‖ ≤ sup
௡

௡ݔ‖ ‖ఝభ ≤ 1. 

Finally, inequalities ߮ ⊖௔ ߮ଵ(ݕ) ≤ ఝ‖ݔݕ‖ and (ݔݕ)߮ ≤ ଵ
ଶ

ఝభ‖ݔ‖ ≤ ଵ
ଶ
 give 

ఝ⊖ೌఝభܫ
(ݕ) ≤ (ݔݕ)ఝܫ ≤ ఝ‖ݔݕ‖ ≤

1
2

. 
Applying the Fatou Lemma we obtain 

ఝ⊖ఝభܫ
(ݕ) = න ߮ ⊖ ߮ଵ(ݕ)݀ߤ ≤ lim

௔→ஶ
inf න ߮ ⊖௔ ߮ଵ(ݕ)݀ߤ ≤

1
2

. 

In consequence ݕ ∈ ఝ⊖ఝభܮ  with ‖ݕ‖ఝ⊖ఝభ ≤ 1. This gives also constant for inclusion, 
i.e. 

ఝ⊖ఝభ‖ݕ‖ ≤  ,ெ‖ݕ‖2
When ݕ ∈ ఝభܮ)ܯ ,  .(ఝܮ

Let us consider the second case, this is ܾఝ = ∞ and ܾఝభ < ∞. Without loss of 
generality we can assume that ܾఝభ > 1. Let 0 ≤ ݕ ∈ ఝభܮ)ܯ ,  ఝ) be a simple functionܮ
satisfying ‖ݕ‖ெ ≤ ଵ

ଶ௕കభ
. Notice that ܾఝ = ∞ with ܾఝభ < ∞ imply that ܾఝ⊖ఝభ = ∞. 

Moreover, as before, there exists a simple function ݔ such that 0 < (ݐ)ݔ ≤ ܾఝభ  for each 
ݐ ∈ Ω and 

(ݔݕ)߮ = ߮ ⊖ ߮ଵ(ݕ) + ߮ଵ(ݔ) 
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As before, we can find ݐ଴ > 0 such that (ܣ)ߤ < ଴ implies ‖߯஺‖ఝభݐ ≤ 1. 
Selecting the sequence (ܣ௡) like previously, but with ߤ(ܣ௡) ≤ ௡ܣ ଴ for eachݐ , 

we obtain 

ฮ߯ݔݕ஺೙ฮ
ఝ

≤
ܾఝభ

2ܾఝభ

ฮ߯஺೙ ฮ
ఝభ

≤
1
2

. 

Define further 

݊_ݔ = ෍ ஺ೖ߯ݔ

௡

௞ୀଵ

. 

Then it may be proved by the same induction as before, that ܫఝభ
(௡ݔ) ≤ ଵ

ଶ
 for each ݊. 

Following respective steps from previous case we get 
ఝ⊖ఝభ‖ݕ‖ ≤ 2ܾఝభ

 .ெ‖ݕ‖
Let now ܾఝ , ܾఝభ < ∞. We can assume that ܾఝభ = ܾఝ = 1. 

From Lemma (6.1.4) it follows that there exists a constant ܿ ≥ 1 such that for 
each ݕ ∈ ఝభܮ)ܯ ,  ఝ) we haveܮ

ஶ‖ݕ‖ ≤  .ெ‖ݕ‖ܿ
Let 0 ≤ ݕ ∈ ఝభܮ)ܯ  , ெ‖ݕ‖ ఝ) be a simple function andܮ ≤ ଵ

ସ௖
. We have (ݐ)ݕ ≤ ଵ

ସ
≤

௕ക⊖കభ
ଶ

 for almost every ݐ ∈ Ω, therefore ߮ ⊖ ߮ଵ൫(ݐ)ݕ൯ < ∞. 
Consequently, we can choose a simple function ݔ satisfying 

(ݔݕ)߮ = ߮ ⊖ ߮ଵ(ݕ) + ߮ଵ(ݔ). 
Then (ݐ)ݔ ≤ ܾఝ = 1 for each ݐ ∈ Ω. Further, we can find ݐ଴ > 0 so that inequality 

‖߯஺‖ఝభ ≤ 2 
is fulfilled for each ܣ with (ܣ)ߤ ≤ ଴, just because limݐ

௧→଴శ ఝ݂(ݐ) = ܾఝ = 1. Choosing a 
sequence (ܣ௡) as in previous cases we get 

ฮ߯ݔݕ஺೙ฮ
ఝ

≤
1

4ܿ
ฮ߯஺೙ฮ

ఝభ
≤

1
2

. 
Once again we can show by induction that for each ݔ௡ = ∑ ஺ೖ߯ݔ

௡
௞ୀଵ  there holds 

ఝభܫ
(௡ݔ) ≤ ଵ

ଶ
. Therefore ‖ݔ௡‖ఝభ ≤ 1 and, by the Fatou property of ܮఝభ , ఝభ‖ݔ‖ ≤ 1. It 

follows 
ఝ‖ݔݕ‖ ≤ 1 

and by inequality ߮ ⊖ ߮ଵ(ݕ) ≤  we obtain (ݔݕ)߮
ఝ⊖ఝభܫ

(ݕ) ≤ (ݔݕ)ఝܫ ≤ ఝ‖ݔݕ‖ ≤ 1. 
In consequence 

ఝ⊖ఝభ‖ݕ‖ ≤  .ெ‖ݕ‖4ܿ
Finally, there left the trivial case of ܾఝ < ∞, ܾఝభ = ∞ to consider. However, 

Lemma (6.1.4) with the embedding (5) give 
ఝ⊖ఝభܮ = ఝభܮ)ܯ , (ఝܮ = {0} 

and the proof is finished.  
Recall that given two B.f.s. ܺ, ܻ over the same measure space, we say that ܺ 

factorizes ܻ when 
ܺ ⊙ ,ܺ)ܯ ܻ )  =  ܻ, 
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Where  
ܺ ⊙ ,ܺ)ܯ ܻ) = ݖ} ∈ :଴ܮ ݖ = ݔ for some ݕݔ ∈ ܺ, ݕ ∈ ,ܺ)ܯ ܻ)}. 

The idea of such factorization goes back to Lozanovskii, who proved that each B.f.s. 
factorizes ܮଵ. For more informations on factorization and its importance see [229,232] 
and [239] which are devoted mainly to this subject. 

Also in [232] one may find a discussion on factorization of Orlicz spaces (and 
even more general Calderón–Lozanovskii spaces). Having in hand our representation 
ఝభܮ)ܯ , (ఝܮ = ఝ⊖ఝభܮ  we are able to complete this discussion by proving sufficient and 
necessary conditions for factorization in terms of respective Young functions. 
We say that equivalence ߮ଵ

ିଵ߮ଶ
ିଵ ≈ ߮ିଵ holds for all [large] arguments when there are 

constants ܿ, < ܥ 0 such that 
ܿ߮ିଵ(ݑ) ≤ ߮ଵ

ିଵ(ݑ)߮ଶ
ିଵ(ݑ) ≤  (ݑ)ଵି߮ܥ

for all ݑ ≥ 0 [for some ݑ଴ > 0 and all ݑ >  .[଴ݑ
Theorem (6.1.8)[226]: Let ߮, ߮ଵ be two Young functions. Then ܮఝభ  factorizes ܮఝ , i.e. 
ఝభܮ ⊙ ఝభܮ)ܯ , (ఝܮ =  ఝ if and only ifܮ

(i) equivalence ߮ଵ
ିଵ(߮ ⊝ ߮ଵ)ିଵ ≈ ߮ିଵ is satisfied for all arguments when ߤ(Ω) =

∞. 
(ii) equivalence ߮ଵ

ିଵ(߮ ⊖ ߮ଵ)ିଵ ≈ ߮ିଵ is satisfied for large arguments when 
(Ω)ߤ < ∞, 

Proof. In the light of Theorem (6.1.7) 
ఝభܮ ⊙ ఝభܮ)ܯ , (ఝܮ = ఝభܮ ⊙ ఝ⊖ఝభܮ . 

Therefore ܮఝభ  factorizes ܮఝ if and only if ܮఝభ ⊙ ఝ⊖ఝభܮ =  ఝ. The latter, however, isܮ
equivalent with ߮ଵ

ିଵ(߮ ⊖ ߮ଵ)ିଵ ≈ ߮ିଵ for all, or for large arguments, depending on 
Ω, as proved in Corollary 6 from [232]. 
Section (6.2): Analytic Polynomials in Abstract Hardy Spaces: 

For 0 < ݌ ≤ ∞, let ܮ௣: =  ௣(ॻ) be the Lebesgue space on the unit circleܮ
ॻ: ݖ} ∈ ℂ: |ݖ| = 1} in the complex plane ℂ. For ݂ ∈  ଵ, letܮ

መ݂(݊) ≔
1

ߨ2 න ݂൫݁௜ఏ൯݁ି௜௡ఏ݀ߠ
గ

ିగ

,   ݊ ∈ ℤ, 

be the sequence of the Fourier coefficients of ݂. Let ܺ be a Banach space continuously 
embedded in ܮଵ. Following [264, p. 877], we will consider the abstract Hardy space 
 built upon the space ܺ, which is defined by [ܺ]ܪ

:[ܺ]ܪ = ൛݂ ∈ ܺ: መ݂(݊) = 0   for all    ݊ < 0ൟ. 
It is clear that if 1 ≤ ݌ ≤ ∞, then ܪ[ܮ௣] is the classical Hardy space ܪ௣. 

A function of the form 

(ݐ)ݍ = ෍ ௞ݐ௞ߙ
௡

௞ୀ଴

ݐ   , ∈ ॻ,   ߙ଴, … , ௡ߙ ∈ ℂ, 

is said to be an analytic polynomial on ॻ. The set of all analytic polynomials is denoted 
by ஺ܲ. It is well known that the set ஺ܲ is dense in ܪ௣ whenever 1 ≤ ݌ < ∞ (see, e.g., 
[254, Chap. III, Corollary 1.7(a)]). The density of the set ܲ ஺ in the abstract Hardy spaces 
 .was studied by [259] for the case when ܺ is a so-called Banach function space [ܺ]ܪ
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We recall the definition of a Banach function space. We equip ॻ with the 
normalized Lebesgue measure ݀݉(ݐ) = ଴ܮ Let .(ߨ2)/|ݐ݀|  be the space of all 
measurable complex-valued functions on ॻ. As usual, we do not distinguish functions 
which are equal almost everywhere (for the latter we use the standard abbreviation a.e.). 
Let ܮା

଴  be the subset of functions in ܮ଴ whose values lie in [0, ∞]. The characteristic 
function of a measurable set ܧ ⊂ ॻ is denoted by ߯ா. 

Following [252, Chap. 1, Definition 1.1], a mapping ߩ: ାܮ
଴ → [0, ∞] is called a 

Banach function norm if, for all functions ݂, ݃, ௡݂ ∈ ାܮ
଴  with ݊ ∈ ℕ, for all constants 

ܽ ≥ 0, and for all measurable subsets ܧ of ॻ, the following properties hold: 
(݂)ߩ(1ܣ) = 0 ⇔ ݂ = 0 ܽ. ݁. , (݂ܽ)ߩ = ,(݂)ߩܽ ݂)ߩ + ݃) ≤ (݂)ߩ +  ,(݃)ߩ
0(2ܣ) ≤ ݃ ≤ ݂ ܽ. ݁. ⟹ (݃)ߩ ≤  ,(the lattice property) (݂)ߩ
0(3ܣ) ≤ ௡݂ ↑ ݂ ܽ. ݁. ⟹ )ߩ ௡݂) ↑  ,(the Fatou property) (݂)ߩ
(ܧ)݉(4ܣ) < ∞ ⟹ (ܧ߯)ߩ < ∞, 

(5ܣ) න (ݐ)݉݀(ݐ)݂
 

ா

≤  (݂)ߩாܥ

with a constant ܥா ∈ (0, ∞) that may depend on ܧ and ߩ, but is independent of ݂ . When 
functions differing only on a set of measure zero are identified, the set ܺ  of all functions 
݂ ∈ (|݂|)ߩ ଴ for whichܮ < ∞ is called a Banach function space. For each ݂ ∈ ܺ, the 
norm of ݂ is defined by ‖݂‖௑ ≔  .(|݂|)ߩ

The set ܺ under the natural linear space operations and under this norm becomes 
a Banach space (see [252, Chap. 1, Theorems 1.4 and 1.6]). If ߩ is a Banach function 
norm, its associate norm ߩᇱ is defined on ܮା

଴  by 

(݃)ᇱߩ ≔ sup ൝න (ݐ)݉݀(ݐ)݃(ݐ)݂
 

ॻ

: ݂ ∈ ାܮ
଴ , (݂)ߩ ≤ 1ൡ , ݃ ∈ ାܮ

଴ . 

It is a Banach function norm itself [252, Chap. 1, Theorem 2.2]. The Banach function 
space ܺ ᇱ determined by the Banach function norm ߩᇱ is called the associate space (Kothe 
dual) of ܺ. The associate space ܺᇱ can be viewed as a subspace of the (Banach) dual 
space ܺ∗. 

Recall that ܮଵ is a commutative Banach algebra under the convolution 
multiplication defined for ݂, ݃ ∈  ଵ byܮ

(݂ ∗ ݃)൫݁௜ఏ൯ =
1

ߨ2 න ݂൫݁௜ఏି௜ఝ൯݃൫݁௜ఝ൯݀߮
గ

ିగ

,    ݁௜ఏ ∈ ॻ. 

For ݊ ∈ ℕ, let 

௡൫݁௜ఏ൯ܨ ≔ ෍ ቆ1 −
|݇|

݊ + 1ቇ ݁௜ఏ௞
௡

௞ୀି௡

=
1

݊ + 1 ቌ
sin ݊ + 1

2 ߠ

sin ߠ
2

ቍ

ଶ

, ݁௜ఏ ∈ ॻ, 

be the ݊ −th Fejer kernel. For ݂ ∈ ݊ ଵ, theܮ −th Fejer mean of ݂ is defined as the 
convolution ݂ ∗ ௡ܨ . 

Given ݂ ∈ ଵܮ , the Hardy-Littlewood maximal function is defined by 
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:(ݐ)(݂ܯ) = sup
ூ∋௧

1
(ܫ)݉ න|݂(߬)|݀݉(߬)

 

ூ

, ݐ ∈ ॻ; 

where the supremum is taken over all arcs ܫ ⊂ ॻ containing ݐ ∈ ॻ. The operator ݂ ⟼
 .is called the Hardy-Littlewood maximal operator ݂ܯ
Theorem (6.2.1)[251]: ([259, Theorem 3.3]). Suppose ܺ is a separable Banach 
function space on ॻ. If the Hardy-Littlewood maximal operator is bounded on the 
associate space ܺᇱ, then for every ݂ ∈ ܺ, 

lim
௡→ஶ

‖݂ ∗ ௡ܨ − ݂‖௑ = 0.                                                   (8) 
It is well known that for ݂ ∈  ଵ one hasܮ

(݂ ∗ ௡)൫݁௜ఏ൯ܨ = ෍ መ݂(݇)
௡

௞ୀି௡

ቆ1 −
|݇|

݊ + 1
ቇ ݁௜ఏ௞ ,   ݁௜ఏ ∈ ॻ 

(see, e.g., [260, Chap. I]). This implies that if ݂ ∈ [ܺ]ܪ ⊂ [ଵܮ]ܪ = ݂ ଵ, thenܪ ∗ ௡ܨ ∈
஺ܲ. Combining this observation with Theorem (6.2.1), we arrive at the following. 

Corollary (6.2.1)[251]:: ([8, Theorem 1.2]). Suppose ܺ  is a separable Banach function 
space on ॻ. If the Hardy-Littlewood maximal operator ܯ is bounded on its associate 
space ܺᇱ, then the set of analytic polynomials ஺ܲ is dense in the abstract Hardy space 
 .ܺ built upon the space [ܺ]ܪ

Note that if a Banach function space ܺ is, in addition, rearrangement invariant, 
then the requirement of the boundedness of ܯ on the space ܺᇱ 
can be omitted in Corollary (6.2.1) (see [259, Theorem 1.1] or [262, Lemma 1.3(c)]). 

Lesnik [261] conjectured that the same fact should be true for arbitrary, not 
necessarily rearrangement-invariant, Banach function spaces. 

We first observe that Theorem (6.2.1) does not hold for arbitrary separable 
Banach function spaces. For a function ܭ ∈  ௄ܥ ଵ, consider the convolution operatorܮ
with kernel ܭ defined by 

௄݂ܥ = ݂ ∗ ݂    ,ܭ ∈  .ଵܮ
It follows from [263, Theorem 2] that there exists a continuous function 

:݌ ॻ[1, ∞) such that the sequence of the convolution operators ܥி೙ is not uniformly 
bounded in the variable Lebesgue space ܮ௣(∙) defined as the set of all ݂ ∈   ଴ such thatܮ

න|݂(ݐ)|௣(௧)݀݉(ݐ)
 

ॻ

< ∞. 

It is well known (see, e.g., [255, Propostion 2.12, Theorem 2.78, Section 2.10.3]) that if 
:݌ ॻ → [1, ∞) is continuous, then ܮ௣(∙) is a separable Banach function space equipped 
with the norm 

‖݂‖௅೛(∙) = inf ൝ߣ > 0: න ቤ
(ݐ)݂

ߣ
ቤ

௣(௧)

(ݐ)݉݀
 

ॻ

≤ 1ൡ 

Since the norms of the convolution operators ܥி೙ may not be uniformly bounded on 
 ௣(∙), the standard argument, based on the uniform boundedness principle, leads us toܮ
the following. 
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Theorem (6.2.3)[251]:: There exist a separable Banach function space ܺ on ॻ and a 
function ݂ ∈ ܺ such that (8) is not fullled. 

We show that the separable Banach function space in Theorem (6.2.3) can be 
chosen as a weighted ܮଵ space, that is, the techniques of variable Lebesgue spaces can 
be omitted. 

In spite of the observation made in Theorem (6.2.3) and Theorem (6.2.7), we 
show that the requirement of the boundedness of the Hardy-Littlewood maximal 
operator ܯ on the associate space ܺᇱ of a separable Banach function space ܺ in 
Corollary (6.2.1) can be omitted. Thus, Lesnik's conjecture [261] is, indeed, true. 

We prove that a convolution operator ܥ௄ with a nonnegative symmetric kernel 
ܭ ∈  ଵ is bounded on a Banach function space ܺ if and only if it is bounded on itsܮ
associate space ܺᇱ. Further, we consider a special weight ݓ ∈ ଵܮ  such that ିݓଵ ∈  .ஶܮ
Then ܺ = is a separable Banach function space with the associate space ܺᇱ (ݓ)ଵܮ =
 ௄೙ൟ with nonnegativeܥWe show that the sequence of convolution operators ൛ .(ଵିݓ)ஶܮ
bounded symmetric kernels ܭ௡, satisfying ‖ܭ௡‖௅భ = 1 and a natural localization 
property, is not uniformly bounded on ܺᇱ =  and therefore, on its associate ,(ଵିݓ)ஶܮ
space ܺᇱᇱ = ܺ =  ,{௡ܨ} Applying this result to the sequence of the Fejer kernels .(ݓ)ଵܮ
we prove Theorem (6.2.7) with the aid of the uniform boundedness principle. 

We recall that the separability of a Banach function space ܺ  is equivalent to ܺ ∗ =
ܺᇱ . Further, we collect some facts on the identification of the Hardy spaces ܪ௣  on the 
unit circle and the Hardy spaces ܪ௣(॰) of analytic functions in the unit disk ॰. Finally, 
we give a proof of Theorem (6.2.11) based on an application of the Hahn-Banach 
theorem, a corollary of the Smirnov theorem and properties of the identification of ܪଵ 
with ܪଵ(॰). 

The Banach space of all bounded linear operators on a Banach space ܧ is denoted 
by (ܧ)ܤ. 
Lemma (6.2.4)[251]: Let ܺ be a Banach function space on ॻ and ܭ ∈  ଵ be aܮ
nonnegative function such that ܭ൫݁௜ఏ൯ = ߠ ൫݁ି௜ఏ൯ for almost allܭ ∈ ,ߨ−]  .[ߨ

Then the convolution operator ܥ௄ is bounded on the Banach function ܺ if and 
only if it is bounded on its associate space ܺᇱ. In that case 

௄‖஻(௑ᇲ)ܥ‖ =  ௄‖஻(௑).                                               (9)ܥ‖
Proof. Suppose ܥ௄ is bounded on ܺᇱ. Fix ݂ ∈ ܺ\{0}. Since ܭ ≥ 0, we have |݂ ∗ |ܭ ≤
|݂| ∗  ,According to the Lorentz-Luxemburg theorem (see, e.g., [252, Chap. 1 .ܭ
Theorem 2.7]), ܺ = ܺᇱᇱ with equality of the norms. Hence 

‖݂ ∗ ௑‖ܭ ≤ ‖|݂| ∗ ௑‖ܭ = ‖|݂| ∗ ௑ᇲᇲ‖ܭ                     

= sup ൝න(|݂| ∗ (ݐ)݉݀|(ݐ)݃|(ݐ)(ܭ
 

ॻ

: ݃ ∈ ܺᇱ, ‖݃‖௑ᇲ ≤ 1ൡ.   

Then for every ߝ > 0 there exists a function ℎ ∈ ܺᇱ such that ℎ ≥ 0, ‖ℎ‖௑ᇲ ≤ 1, and 

‖݂ ∗ ௑‖ܭ ≤ (1 + (ߝ න(|݂| ∗ (ݐ)݉݀(ݐ)ℎ(ݐ)(ܭ
 

ॻ

                          (10) 

Taking into account that ܭ൫݁௜ఏ൯ = ߠ ൫݁ି௜ఏ൯ for almost allܭ ∈ ℝ, by Fubini's theorem, 
we get  
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න(|݂| ∗ (ݐ)݉݀(ݐ)ℎ(ݐ)(ܭ
 

ॻ

= න(ℎ ∗ (ݐ)݉݀|(ݐ)݂|(ݐ)(ܭ
 

ॻ

. 

From this identity, Hölder's inequality for ܺ (see, e.g., [252, Chap. 1, Theorem 2.4]), 
and the boundedness of ܥ௄ on ܺᇱ, we obtain 

න(|݂| ∗ (ݐ)݉݀(ݐ)ℎ(ݐ)(ܭ
 

ॻ

≤ ‖݂‖௑‖ℎ ∗ ௑ᇲ‖ܭ ≤ ‖݂‖௑‖ܥ௄‖஻(௑ᇲ).             (11) 

It follows from (10)-(11) that 

௄‖஻(௑)ܥ‖ = sup
௙∈௑,௙ஷ଴

‖݂ ∗ ௑‖ܭ
‖݂‖௑

≤ (1 +  ௄‖஻(௑ᇲ)ܥ‖(ߝ

for every ߝ > 0, which implies the boundedness of ܥ௄ on ܺ and the inequality 
௄‖஻(௑)ܥ‖ ≤  ௄‖஻(௑ᇲ)                                                  (12)ܥ‖

If ܥ௄ is bounded on ܺ, then using the Lorentz-Luxemburg theorem and (12) with ܺᇱ in 
place of ܺ, we obtain that ܥ௄ is bounded on ܺᇱ and 

௄‖஻(௑ᇲ)ܥ‖ ≤ ௄‖஻(௑ᇲᇲ)ܥ‖ =  ௄‖஻(௑)                                     (13)ܥ‖
Combining (12)-(13), we arrive at (9).  
Lemma (6.2.5): Let 

൫݁௜ఏ൯ݓ ≔ ൞
√݉ ,   

ߨ
2݉ ≤ |ߠ| ≤

ߨ
2݉ − 1 , ݉ ∈ ℕ

1,   
ߨ

2݉ + 1
< |ߠ| <

ߨ
2݉

, ݉ ∈ ℕ
                         (14) 

Then the spaces 
(ݓ)ଵܮ = {݂ ∈ :଴ܮ ݓ݂ ∈ (ଵିݓ)ஶܮ   ,{ଵܮ = {݂ ∈ :଴ܮ ଵିݓ݂ ∈  {ஶܮ

are Banach function spaces on ॻ with respect to the norms 
‖݂‖௅భ(௪) = ௅భ‖ݓ݂‖ , ‖݂‖௅ಮ(௪షభ) = ଵ‖௅ಮିݓ݂‖ ,  

and ൫ܮଵ(ݓ)൯
ᇱ

=  .is separable (ݓ)ଵܮ Moreover, the space .(ଵିݓ)ஶܮ
Proof. It is clear that ିݓଵ ∈  ஶ and, sinceܮ

௅భ‖ݓ‖                            =
1

ߨ2
න ߠ൫݁௜ఏ൯݀ݓ

గ

ି஠

 

= ෍ ൬
1

2݉ −
1

2݉ + 1൰
ஶ

௠ୀଵ

+ ෍ √݉ ൬
1

2݉ − 1 −
1

2݉൰
ஶ

௠ୀଵ

< ∞,   (15) 

we also have ݓ ∈  (ଵିݓ)ஶܮ and (ݓ)ଵܮ ଵ. Then it follows from [258, Lemma 2.5] thatܮ
are Banach function spaces and ൫ܮଵ(ݓ)൯

ᇱ
=  Finally, the separability of the .(ଵିݓ)ஶܮ

space ܮଵ(ݓ) follows from [258, Proposition 2.6] and [252, Chap. 1, Corollary 5.6].  
Theorem (6.2.6)[251]: Let {ܭ௡} be a sequence of bounded functions ܭ௡ : ॻ → ℂ such 
that 

௡൫݁௜ఏ൯ܭ ≥ ௡൫݁௜ఏ൯ܭ   ,0 = .௡൫݁ି௜ఏ൯  aܭ e.  on [−ߨ,  (16)                       ,[ߨ
1

ߨ2
න ߠ௡൫݁௜ఏ൯݀ܭ

గ

ିగ

= 1,                                                (17) 

and 
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lim
௡→ஶ

sup
ఌஸ|ఏ|ஸగ

௡൫݁௜ఏ൯ܭ = 0   for each ߝ > 0.                             (18) 

If ݓ is the weight given by (14), then the convolution operators ܥ௄೙ are bounded on 
݊ for all (ݓ)ଵܮ and on (ଵିݓ)ஶܮ ∈ ℕ, however, 

sup
௡∈ℕ

ฮܥ௄೙ฮ
஻ቀ௅ಮ(௪షభ)ቁ

= ∞,                                             (19) 

sup
௡∈ℕ

ฮܥ௄೙ฮ
஻ቀ௅భ(௪)ቁ

= ∞.                                               (20) 

Proof. By (14)-(15), ݓ ∈ ଵିݓ ଵ andܮ ∈ ஶܮ . Therefore, for every ݊ ∈ ℕ, 

ฮܥ௄೙ ݂ฮ
௅భ(௪) ≤

1
ߨ2

ะ න ߠ௡൫݁௜(∙ିఏ൯ห݂൫݁௜ఏ൯ห݀ܭ
గ

ିగ

ะ
௅భ(௪)

 

                       ≤
1

ߨ2 නฮܭ௡൫݁௜(∙ିఏ൯ฮ௅భ(௪)ห݂൫݁௜ఏ൯ห݀ߠ
గ

ିగ

 

≤
1

ߨ2
௡‖௅ಮܭ‖  ௅భ‖݂‖௅భ‖ݓ‖

            =
1

ߨ2
௅భ‖ݓଵ݂ିݓ‖௅భ‖ݓ‖௡‖௅ಮܭ‖  

                        ≤
1

ߨ2
 ଵ‖௅ಮ‖݂‖௅భ(௪)ିݓ‖௅భ‖ݓ‖௡‖௅ಮܭ‖

Hence 

ฮܥ௄೙ฮ
஻ቀ௅భ(௪)ቁ

≤
1

ߨ2
௅భ‖ݓ‖௡‖௅ಮܭ‖ ଵ‖௅ಮିݓ‖ ,   ݊ ∈ ℕ. 

It follows from (16) and Lemmas (6.2.4)-(6.2.5) that the operators ܥ௄೙ are bounded on 
݊ for all (ଵିݓ)ஶܮ ∈ ℕ. Moreover, (19) implies (20). 

Let us prove (19). Consider the sequence 

߭௠൫݁௜ఏ൯ ≔ ൞
√݉,

ߨ
2݉

≤ ߠ ≤
ߨ

2݉ − 1
,           

ߠ   ,0 ∈ ,ߨ−] \[ߨ ቂ
ߨ

2݉ ,
ߨ

2݉ − 1ቃ
݉ ∈ ℕ. 

Then it follows from (14) that ‖߭௠‖௅ಮ(௪షభ) for all ݉ ∈ ℕ. 
Fix ݉ ∈ ℕ. According to (17) and the localization property (18), there exists 

݊(݉) ∈ ℕ such that 

න ߠ௡൫݁௜ఏ൯݀ܭ
଴

ି గ
(ଶ௠)మ

=
1
2 න ߠ௡൫݁௜ఏ൯݀ܭ

గ
(ଶ௠)మ

ି గ
(ଶ௠)మ

≥
1
3   for all ݊ ≥ ݊(݉). 

Since ܭ௡ ∈ ݊ ଵ, for everyܮ ≥ ݊(݉), there exists ߜ௡ > 0 such that 

න ߠ௡൫݁௜ఏ൯݀ܭ

ିఋ೙

ି గ
(ଶ௠)మ

≥
1
4

 

Therefore, for almost all ߴ ∈ ቂ గ
ଶ௠

− ,௡ߜ గ
ଶ௠

ቃ, one gets 
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൫ܥ௄೙߭௠൯൫݁௜ణ൯ =
√݉
ߨ2

න ߠ௡൫݁௜ణି௜ఏ൯݀ܭ

గ
ଶ௠ିଵ

గ
ଶ௠

 

                                    ≥
√݉
ߨ2 න ߠ௡൫݁௜ణି௜ఏ൯݀ܭ

గ
ଶ௠ା గ

(ଶ௠)మ

గ
ଶ௠

 

                                  =
√݉
ߨ2 න ߟ௡൫݁௜ఎ൯݀ܭ

ణି గ
ଶ௠

ణି గ
ଶ௠ି గ

(ଶ௠)మ

 

≥
√݉
ߨ2 න ߟ௡൫݁௜ఎ൯݀ܭ

ିఋ೙

ି గ
(ଶ௠)మ

≥
√݉
ߨ8                      (21) 

In view of (14), ݓ൫݁௜ఏ൯ = 1 for all ߴ ∈ ቀmax ቄ గ
ଶ௠

− ௡ߜ , గ
ଶ௠ାଵ

ቅ , గ
ଶ௠

ቁ. Hence, it follows 
from (21) that 

ฮܥ௄೙ ߭௠ฮ
௅ಮ(௪షభ) ≥

√݉
ߨ8

  for all   ݊ ≥ ݊(݉), 
while ‖߭௠‖௅ಮ(௪షభ) = 1. So, 

ฮܥ௄೙ ฮ
஻ቀ௅ಮ(௪షభ)ቁ

≥
√݉
ߨ8

  for all   ݊ ≥ ݊(݉) 

Since ݉ ∈ ℕ is arbitrary, the latter inequality immediately implies (19).  
Theorem (6.2.7)[252]: (Main result 1). There exist a nonnegative function ݓ ∈ ଵܮ  
such that ିݓଵ ∈ ஶܮ  and a function ݂ in the separable Banach function space 

ܺ = (ݓ)ଵܮ = {݂ ∈ ;଴ܮ ݓ݂ ∈  {ଵܮ
such that (8) is not fullled. 
Proof. Let ܺ =  is the weight given by (14). By Lemma (6.2.5), ܺ is a ݓ where ,(ݓ)ଵܮ
separable Banach function space. It is well known (and not difficult to check) that the 
sequence {ܨ௡} of the Fejer kernels is a sequence of bounded functions satisfying (16)-
(18). By Theorem (6.2.6), the operators ܥி೙ are bounded on ܺ for every ݊ ∈ ℕ. 

Assume that (8) is fullled for all ݂ ∈ ܺ. Then, for all ݂ ∈ ܺ, the sequence ൛ܥி೙݂ൟ 
is bounded in ܺ. Therefore, by the uniform boundedness principle, the sequence 
ቄฮܥி೙ฮ

஻(௑)ቅ is bounded, but this contradicts (20). 
Thus, there exists a function ݂ ∈ ܺ such that (8) does not hold. 
Combining [252, Chap. I, Corollaries 4.3 and 5.6] and observing that the measure 

݀݉ is separable (for the definition of a separable measure, see, e.g., [252,p. 27] or [257, 
Chap. I, Section 6.10]), we arrive at the following. 
Theorem (6.2.8)[251]: Let ܺ be a Banach function space on ॻ. Then ܺ is separable if 
and only if its dual space ܺ∗ is isometrically isomorphic to the associate space ܺᇱ. 
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Let ॰ denote the open unit disk in the complex plane ℂ. Recall that a function ܨ 
analytic in ॰ is said to belong to the Hardy space ܪ௣(॰), 0 < ݌ ≤ ∞, if the integral 
mean 

,ݎ)௣ܯ (ܨ = ቌ
1

ߨ2
නหܨ൫݁ݎ௜ఏ൯ห௣݀ߠ

గ

ିగ

ቍ

ଵ/௣

, 0 < ݌ < ∞ 

,ݎ)ஶܯ (ܨ = max
ିగஸఏஸగ

หܨ൫݁ݎ௜ఏ൯ห,                                                 
remains bounded as ݎ → 1. If ܨ ∈ ,௣(॰)ܪ 0 < ݌ ≤ ∞, then the nontangential 

݂൫݁௜ఏ൯ = lim
௥→ଵି଴

 ௜ఏ൯݁ݎ൫ܨ
exists for almost all ߠ ∈ ,ߨ−]  and the boundary (see, e.g., [256, Theorem 2.2]) [ߨ
function ݂ = ݂൫݁௜ఏ൯ belongs to ܮ௣. 

The following lemma is an immediate consequence of the Smirnov theorem (see, 
e.g., [256, Theorem 2.11]). 
Lemma (6.2.9)[251]: If ܨ ∈ ݌ ௣(॰) for someܪ ∈ (0,1) and its boundary function ݂ 
belongs to ܮଵ, then ܨ ∈  .ଵ(॰)ܪ

Recall that if ݂ ∈  into ॰, given by the Poisson ܨ ଵ then its analytic extensionܪ
integral 

௜ఏ൯݁ݎ൫ܨ =
1

ߨ2
න ,ݎ)ܲ ߠ − ߮)݂൫݁௜ఝ൯݀߮

గ

ିగ

,   0 ≤ ݎ < 1, ߨ− ≤ ߠ ≤  ,ߨ

where 

,ݎ)ܲ (ߠ =
1 − ଶݎ

1 − ݎ2 cos ߠ + ଶݎ ,    0 ≤ ݎ < 1,     − ߨ ≤ ߠ ≤  ߨ
is the Poisson kernel, belongs to ܪଵ(॰) and the boundary function of ܨ coincides with 
݂ a.e. on ॻ (see, e.g., [256, Theorem 3.1]). 

It is important to note that the Taylor coefficients of ܨ ∈  ௣(॰) coincide withܪ
the Fourier coefficients of its boundary function ݂ ∈  .௣. One has the followingܮ
Theorem (6.2.10)[251]: ([256, Theorem 3.4]). Let (ݖ)ܨ = ∑ ܽ௡ݖ௡ஶ

௡ୀ଴  belong to 
ଵ(॰) and let ൛ܪ መ݂(݊)ൟ be the sequence of the Fourier coefficients of its boundary 
function ݂ ∈ (݊)ଵ. Then መ݂ܮ = ܽ௡ for all ݊ ≥ 0 and መ݂(݊) = 0 for ݊ < 0. 
Theorem (6.2.11)[251]: (Main result 2). If ܺ is a separable Banach function space on 
ॻ, then the set of analytic polynomials ஺ܲ is dense in the abstract Hardy space ܪ[ܺ] 
built upon the space ܺ. 
Proof. Suppose ஺ܲ is not dense in ܪ[ܺ]. Take any function ݂ ∈  that does not [ܺ]ܪ
belong to the closure of ܲ ஺ with respect to the norm of ܺ . Since ܺ is separable, it follows 
from Theorem (6.2.8) that ܺ∗ is isometrically isomorphic to ܺᇱ. Then, by a corollary of 
the Hahn-Banach theorem (see, e.g., [253, Chap. 7, Theorem 4.1]), there exists a 
function ݃ ∈ ܺᇱ ⊂  ଵ such thatܮ

න ݂൫݁௜ఏ൯݃൫݁௜ఏ൯݀ߠ ≠ 0
గ

ିగ

                                              (22) 

and  



195 

න ߠ൫݁௜ఏ൯݃൫݁௜ఏ൯݀݌ ≠ 0
గ

ିగ

  for all ݌ ∈ ஺ܲ. 

In particular, if ݌൫݁௜ఏ൯ = ݁௜௡ఏ with ݊ = 0,1,2, …, then 
ො݃(−݊) = 0  for all ݊ = 0,1,2, …                                      (23) 

Hence ݃ ∈ [ᇱܺ]ܪ ⊂ ݂ ଵ . For functionsܪ ∈ [ܺ]ܪ ⊂ ݃ ଵ andܪ ∈ [ᇱܺ]ܪ ⊂  and ܨ ଵ, letܪ
 .denote their analytic extensions to the unit disk ॰ by means of their Poisson integrals ܩ
Then ܨ, ܩ ∈ (0)ܩ ଵ(॰). It follows from (23) and Theorem (6.2.10) thatܪ = 0. Since 
,ܨ ܩ ∈ ܩܨ ,ଵ(॰), by Hölder's inequalityܪ ∈ ݂ ଵ/ଶ(॰). On the other hand, sinceܪ ∈ ܺ 
and ݃ ∈ ܺᇱ, it follows from Hölder's inequality for Banach function spaces (see [252, 
Chap. 1, Theorem 2.4]) that ݂݃ ∈ ܩܨ ଵ. Then it follows from Lemma (6.2.9) thatܮ ∈
 .ଵ(॰)ܪ

Since (ܩܨ)(0) = (0)ܩ(0)ܨ  =  0, applying Theorem (6.2.10) to ܩܨ, we obtain 
݂෢݃ (0) = 0, that is, 

න ݂൫݁௜ఏ൯݃൫݁௜ఏ൯݀ߠ = 0
గ

ିగ

 

which contradicts (22). 
Section (6.3): A pair of Abstract Hardy Spaces: 

For 1 ≤ ݌ ≤ ∞, let ܮ௣: =  ௣(ॻ) represent the standard Lebesgue space on theܮ
unit circle Tin the complex plane ℂ with respect to the normalized Lebesgue measure 
(ݐ)݉݀ = ݂ For .(ߨ2)/|ݐ݀| ∈  ଵ, letܮ

መ݂(݊): =
1

ߨ2 න ݂൫݁௜ఝ൯݁ି௜௡ఝ  ݀߮
గ

ିగ

, ݊ ∈ ℤ, 

be the sequence of the Fourier coefficients of ݂. For 1 ≤ ݌ ≤ ∞, the classical Hardy 
spaces ܪ௣ are defined by 

:௣ܪ = ൛݂ ∈ :௣ܮ መ݂(݊) = 0  for all ݊ < 0ൟ. 
Consider the operators ܵ  and ܲ, defined for a function ݂ ∈ ݐ ଵ and an a.e. pointܮ ∈ ॻ by 

:(ݐ)(݂ܵ) =
1
݅ߨ p. v. න

݂(߬)
߬ − ݐ ݀߬

 

ॻ

, :(ݐ)(݂ܲ) =
(ݐ)݂ + (ݐ)(݂ܵ)

2 ,              (24) 

respectively, where the integral is understood in the Cauchy principal value sense. The 
operator ܵ is called the Cauchy singular integral operator. It is well known that the 
operators ܲ and ܵ are bounded on ܮ௣ if ݌ ∈ (1, ∞) and are not bounded on ܮ௣  if ݌ ∈
{1, ∞} (see, e.g., [270, Section 4.4] or [271, Section 1.42]). Note that using the 
elementary equality 

݁௜ఏ

݁௜ఏ − ݁௜ణ =
1
2

൬1 + ݅ cot
ߴ − ߠ

2
൰ , ,ߠ ߴ ∈ ,ߨ−]  ,[ߨ

one can write for ݂ ∈ ∋ ߴ ଵ andܮ ,ߨ−]  ,[ߨ

(݂ܵ)൫݁௜ణ൯ =
1
ߨ

p. v. න
݂൫݁௜ఏ൯݁௜ఏ

݁௜ఏ − ݁௜ణ ߠ݀
గ

ିగ

=  መ݂(0) +  ,൫݁௜ణ൯(݂ܥ)݅

where the operator ܥ, called the Hilbert transform, is defined for ݂ ∈  ଵ byܮ
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:൫݁௜ణ൯(݂ܥ) =
1

ߨ2
p. v. න ݂൫݁௜ఏ൯ cot

ߴ − ߠ
2

ߠ݀ 
గ

ିగ

, ߴ ∈ ,ߨ−]  (25)                  .[ߨ

Hence the definition of ݂ܲ for ݂ ∈  ଵ in terms of the Cauchy singular integral operatorܮ
given by the second equality in (24) is equivalent to the following definition in terms of 
the Hilbert transform and the zeroth Fourier coefficient of ݂ (cf. [278, p.104] and [271, 
Section 1.43]): 

݂ܲ: =
1
2

(݂ + (݂ܥ݅ +
1
2

መ݂(0).                                          (26) 
If ݂ ∈ ݂ܲ ଵ is such thatܮ ∈  ଵ, thenܮ

ܲ෢݂ (݊) = መ݂(݊) for ݊ ≥ 0, ݂ܲ(݊) = 0 for ݊ < 0.                        (1.4) 
Since we are not able to provide a precise reference to this well known fact, we will give 
its proof. Note that definitions (24) can be extended to more general Jordan curves in 
place of ॻ (see, e.g., [270] and also [281,282,286]), while definitions (25) and (26) are 
used only in the case of the unit circle. If 1 < > ݌ ∞, then the operator ܲ projects ܮ௣  
onto ܪ௣. In view of this fact, the operator ܲ is usually called the Riesz projection. 
  For ܽ ∈ ஶܮ , the Toeplitz operator ܶ ௔ with symbol a on ܪ௣, 1 < ݌ < ∞, is defined 
by 

௔݂ܶ = ܲ(݂ܽ), ݂ ∈ ௣ܪ . 
The theory of Toeplitz operators has its origins in Otto Toeplitz [303]. Brown and 
Halmos [272, Theorem4] proved that an operator on ܪଶ is a Toeplitz operator if and 
only if its matrix with respect to the standard basis is a Toeplitz matrix, that is, an infinite 
matrix of the form ൫ ௝ܽି௞൯

௝,௞ୀ଴
ஶ

 (see also [298, Part B, Theorem 4.1.4] and [300, 
Theorem 1.8]). An analogue of this result is true for Toeplitz operators acting on 
,௣ܪ 1 < ݌ < ∞ (see [271, Theorem 2.7]). Tolokonnikov [304] was the first to study 
Toeplitz operators acting between different Hardy spaces ܪ௣ and ܪ௤ . In particular, [304, 
Theorem 4] contains a description of all symbols generating bounded Toeplitz operators 
from ܪ௣ to ܪ௤  for 0 < ,݌ ݍ ≤ ∞. 

Let ܺ be a Banach function space. For the moment, we observe only that it is 
continuously embedded in ܮଵ. Following [305, p.877], we consider the abstract Hardy 
space ܪ[ܺ] built upon the space ܺ, which is defined by 

:[ܺ]ܪ = ൛݂ ∈ ܺ: መ݂(݊) = 0  forall  ݊ < 0ൟ. 
It is clear that if 1 ≤ ≥ ݌ ∞, then ܪ[ܮ௣] is the classical Hardy space ܪ௣. 
Lemma (6.3.1)[265]: If the operator ܲ  defined by (24) is bounded on a Banach function 
space ܺ over the unit circle ॻ, then its image ܲ(ܺ) coincides with the abstract Hardy 
space ܪ[ܺ] built upon ܺ. 

Since ܺ ⊂  ଵ, this lemma follows immediately from formula (27) and theܮ
uniqueness theorem for Fourier series (see, e.g., [289, Chap.1, Theorem 2.7]). 

Thus, the operator ܲ  projects the Banach function space ܺ  onto the abstract Hardy 
space ܪ[ܺ]. We will call ܲ the Riesz projection as in the case of the spaces ܮ௣ with 1 <
> ݌ ∞. 

The Brown–Halmos theorem was extended by the first to abstract Hardy spaces 
-built upon reflexive rearrangement-invariant Banach function spaces ܺ with non [ܺ]ܪ
trivial Boyd indices [283, Theorem 4.5]. Under this assumption, the Riesz projection ܲ 
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is bounded on ܺ. Further, it was shown in [284, Theorem 1] that the Brown–Halmos 
theorem remains true for abstract Hardy spaces built upon arbitrarily, not necessarily 
rearrangement-invariant, reflexive Banach function spaces ܺ under the assumption that 
the Riesz projection is bounded on ܺ. In particular, it is true for the weighted Hardy 
spaces ܪ௣(ݓ), 1 < ݌ < ∞, with Muckenhoupt weights ݓ ∈  .௣(ॻ) [284, Corollary 9]ܣ

The space of all bounded linear operators from a Banach space ܧ to a Banach 
space ܨ is denoted by ܧ)ܤ, ,ܧ)ܤ for (ܧ)ܤ We adopt the standard abbreviation .(ܨ  .(ܧ
We will write ܧ = ,coincide as sets and there are constants ܿଵ ܨ and ܧ if ܨ ܿଶ ∈ (0, ∞) 
such that ܿଵ‖݂‖ா ≤ ‖݂‖ி ≤ ܿଶ‖݂‖ாfor all ݂ ∈ ܧ and ,ܧ ≡  coincide as sets ܨ and ܧ if ܨ
and ‖݂‖ா = ‖݂‖ி  for all ݂ ∈  .ܧ

We study Toeplitz operators acting between abstract Hardy spaces ܪ[ܺ] and 
 built upon different Banach function spaces ܺ and ܻ over the unit circle ॻ. We [ܻ]ܪ
extend further the results by Leśnik [293], who additionally assumed that the Banach 
function spaces ܺ and ܻ are rearrangement-invariant. Let ܮ଴ be the space of all 
measurable complex-valued functions on ॻ. Following [295], let ܯ(ܺ, ܻ) denote the 
space of point wise multipliers from ܺ to ܻ defined by ܯ(ܺ, ܻ): = {݂ ∈ :଴ܮ ݂݃ ∈
ܻ for all ݃ ∈ ܺ} and equipped with the natural operator norm 

‖݂‖ெ(௑,௒) = ฮܯ௙ฮ
஻(௑,௒) = sup

‖௚‖೉ஸଵ
‖݂݃‖௒. 

Here ܯ௙ stands for the operator of multiplication by ݂  defined by ൫ܯ௙݃൯(ݐ) =  (ݐ)݃(ݐ)݂
for ݐ ∈ ॻ. 

In particular, ܯ(ܺ, ܺ) ≡ ஶܮ . Note that it may happen that the space ܯ(ܺ, ܻ) 
contains only the zero function. For instance, if 1 ≤ ݌ < ݍ ≤ ∞, then ܮ)ܯ௣, (௤ܮ = {0}. 
The continuous embedding ܮஶ ⊂ ,ܺ)ܯ ܻ) holds if and only if  ܺ ⊂ ܻ continuously. For 
example, if 1 ≤ ݍ ≤ ≥ ݌ ∞, then ܮ௣ ⊂ ௤ܮ  and ܮ)ܯ௣, ௤ܮ ) ≡ ௥ܮ , where 1/ݎ = ݍ/1 −
 .For these and many other properties and examples, we refer to [291,294,295,297] .݌/1

If the Riesz projection ܲ is bounded on the space ܻ, then one can define the 
Toeplitz operator ௔ܶ with symbol ܽ ∈ ,ܺ)ܯ ܻ) by 

௔݂ܶ = ܲ(݂ܽ), ݂ ∈  [ܺ]ܪ
(cf. [293]). It follows from Lemma (6.3.1) that ௔݂ܶ ∈  ,and, clearly [ܻ]ܪ

‖ ௔ܶ‖஻(ு[௑],ு[௒]) ≤ ‖ܲ‖஻(௒)‖ܽ‖ெ(௑,௒). 
Let ܺᇱ be the associate space of ܺ. For ݂ ∈ ܺ and ݃ ∈ ܺᇱ, put 

〈݂, ݃〉: = න (ݐ)݉݀(ݐ)݃(ݐ)݂
 

ॻ

. 

For ݊ ∈ ℤ and ߬ ∈ ॻ, put ߯௡(߬) ∶= ߬௡ . Then the Fourier coefficients of a function ݂ ∈
(݊)ଵ can be expressed by መ݂ܮ = 〈݂, ߯௡〉 for ݊ ∈ ℤ. With this notation, the main result 
reads as follows. 
Theorem (6.3.2)[265]: (à la Brown–Halmos). Let ܺ, ܻ be two Banach function spaces 
over the unit circle ॻ. Suppose that ܺ  is separable and the Riesz projection ܲ  is bounded 
on the space ܻ. If ܣ ∈ ,[ܺ]ܪ)ܤ  and there exists a sequence {ܽ௡}௡∈ℤ of complex ([ܻ]ܪ
numbers such that 

௝߯ܣ〉 , ߯௞〉 = ܽ௞ି௝ for all ݆, ݇ ≥ 0,                                      (28) 
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then there is a function ܽ ∈ ,ܺ)ܯ ܻ) such that ܣ = ௔ܶ and ොܽ(݊) = ܽ௡ for all ݊ ∈ ℤ. 
Moreover, 

‖ܽ‖ெ(௑,௒) ≤ ‖ ௔ܶ‖஻(ு[௑],ு[௒]) ≤ ‖ܲ‖஻(௒)‖ܽ‖ெ(௑,௒).                     (29) 
Under the additional assumption that the Banach function spaces ܺ and Yare 
rearrangement-invariant, this result was recently obtained by Leśnik [293, Theorem 
4.2]. 

The above theorem and the fact that ܯ(ܺ, ܺ)  ≡  ஶ (see [295, Theorem 1])ܮ
immediately imply the following. 
Corollary (6.3.3)[265]:  Let ܺ be a separable Banach function spaces over the unit 
circle ॻ and let the Riesz projection ܲ be bounded on ܺ. If ܣ ∈  and there is a ([ܺ]ܪ)ܤ
sequence {ܽ௡}௡∈ℤ of complex numbers satisfying (28),  then there exists a function ܽ ∈
ܣ ஶ such thatܮ = ௔ܶ and ොܽ(݊) = ܽ௡ for all ݊ ∈ ℤ. Moreover, 

‖ܽ‖௅ಮ ≤ ‖ ௔ܶ‖஻(ு[௑]) ≤ ‖ܲ‖஻(௑)‖ܽ‖௅ಮ . 
Note that Corollary (6.3.3) is also new. Under the additional assumption that the Banach 
function space ܺ is reflexive, it was proved by [284, Theorem 1]. On the other hand, 
under the additional hypothesis that ܺ is rearrangement-invariant, it is established in 
[293, Corollary 4.4]. 

We collect preliminary facts on Banach function spaces ܺ, including results on 
the density of the set of all trigonometric polynomials ܲ in ܺ and the density of the set 
of all analytic polynomials ஺ܲ in the abstract Hardy space ܪ[ܺ] built upon ܺ. Further, 
we show that if each function in the closure (ܺᇱ)௕ of all simple functions in the associate 
space ܺᇱ has absolutely continuous norm, then the norm of any function ݂ ∈ ܺ can be 
expressed as follows: 

‖݂‖௑ = sup{|〈݂, ݌ :|〈݌ ∈ ܲ, ௑ᇲ‖݌‖ ≤ 1}.                             (30) 
We conclude several facts from complex analysis on the Hilbert transform and 

inner functions. In particular, we recall a result by Qiu [301, Lemma 5.1] (see also [273, 
Theorem 7.2]) saying that, for every measurable set ܧ ⊂ ॻ and an arc ߛ ⊂ ॻ of the same 
measure, there exists an inner function ݑ such that ିݑଵ(ߛ) and ܧ coincide almost 
everywhere. 

We start the consequences of the boundedness of the operator ܲ defined by (24) 
with a discussion of operators of weak type. It is easy to see that if the Riesz projection 
ܲ is bounded on ܺ, then the Hilbert transform ܥ is of weak types (ܮஶ, ܺ) and (ܮஶ , ܺᇱ). 
Using the existence of the inner function umentioned above and properties of the Hilbert 
transform, we show that if ܥ is of weak types (ܮஶ, ܺ) and (ܮஶ, ܺᇱ), then each function 
in the closures ܺ௕  and (ܺᇱ)௕ of the simple functions in ܺ and ܺᇱ, respectively, has 
absolutely continuous norm. Thus, for every ݂ ∈ ܺ, formula (30) holds under the only 
assumption that ܲ ∈  .(ܺ)ܤ

We present a proof of Theorem (6.3.2). Armed with the density of the set of 
analytic polynomials ܲ ஺ in the abstract Hardy space ܪ[ܺ] built upon a separable Banach 
function space ܺ and formula (30) with ܻ such that ܲ ∈  in place of ܺ, we can (ܻ)ܤ
adapt the proofs given in [271, Theorem 2.7] (for ܺ = ܻ = > ௣ with 1ܮ > ݌ ∞) and 
in [293, Theorem 4.2] (for the case of separable rearrangement-invariant spaces ܺ ⊂ ܻ 
such that ܻ has non-trivial Boyd indices) to our setting. 
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We specify the result of Theorem (6.3.2) to the case of variable Lebesgue spaces 
(also known as Nakano spaces) ܺ = ܻ ௣(·) andܮ = (ݐ)ݍ/௤(·). It is known that if 1ܮ  =
(ݐ)݌/1  + ݐ for (ݐ)ݎ/1 ∈ ॻ, then ܯ൫ܮ௣(·), ௤(·)൯ܮ =  ܲ ௥(·) and that the Riesz projectionܮ
is bounded on ܮ௤(·) if the variable exponent ݍ is sufficiently smooth and bounded away 
from 1 and ∞. Since the spaces ܮ௣(·) and ܮ௤(·) are not rearrangement-invariant, in 
general, the main result cannot be obtained from [293, Theorem 4.2]. 

We apply Corollary (6.3.3) to the case of Lorentz spaces ܮ௣,௤(ݓ), 1 < ݌ <
∞, 1 ≤ ݍ < ∞, with Muckenhoupt weights ݓ ∈  ,௣(ॻ). Under these assumptionsܣ
 is a separable Banach function space and the Riesz projection ܲ is bounded on (ݓ)௣,௤ܮ
 is not reflexive and not rearrangement-invariant. Hence the (ݓ)௣,ଵܮ The space .(ݓ)௣,௤ܮ
earlier results of [284, Theorem 1] and [293, Corollary 4.4] are not applicable to the 
space ܮ௣,ଵ(ݓ), while Corollary (6.3.3) is. 

Let ܮା
଴  be the subset of functions in ܮ଴ whose values lie in [0, ∞]. The 

characteristic (indicator) function of a measurable set ܧ ⊂ ॻ is denoted by ॴா . 
Following [266, Chap.1, Definition 1.1], a mapping ߩ: ାܮ

଴ → [0, ∞] is called a 
Banach function norm if, for all functions ݂, ݃, ௡݂ ∈ ାܮ

଴  with ݊ ∈ ℕ, for all constants 
ܽ ≥ 0, and for all measurable subsets ܧ of ॻ, the following properties hold: 

(݂)ߩ(1ܣ) = 0 ⇔ ݂ = 0 ܽ. ݁. , (݂ܽ)ߩ = ,(݂)ߩܽ ݂)ߩ + ݃) ≤ (݂)ߩ +  ,(݃)ߩ
0 (2ܣ) ≤ ݃ ≤ ݂ ܽ. ݁. ⇒ (݃)ߩ ≤  ,(the lattice property)(݂)ߩ
0 (3ܣ) ≤ ௡݂ ↑ ݂ ܽ. ݁. ⇒ )ߩ ௡݂) ↑  ,(the Fatou property)(݂)ߩ
(ܧ)݉(4ܣ) < ∞ ⇒ (ॴா)ߩ < ∞, 

(5ܣ) න (ݐ)݉݀(ݐ)݂
 

ா

≤  (݂)ߩாܥ

with a constant ܥா ∈ (0, ∞) that may depend on ܧ and ߩ, but is independent of ݂ . When 
functions differing only on a set of measure zero are identified, the set ܺ  of all functions 
݂ ∈ (|݂|)ߩ ଴ for whichܮ < ∞ is called a Banach function space. For each ݂ ∈ ܺ, the 
norm of ݂ is defined by ‖݂‖௑: =  The set ܺ under the natural linear space .(|݂|)ߩ
operations and under this norm becomes a Banach space (see [266, Chap.1, Theorems 
1.4 and 1.6]). If ߩ is a Banach function norm, its associate norm ߩᇱ is defined on ܮା

଴  by 

:(݃)ᇱߩ = sup ൝න (ݐ)݉݀(ݐ)݃(ݐ)݂
 

ॻ

: ݂ ∈ ାܮ
଴ , (݂)ߩ ≤ 1ൡ , ݃ ∈ ାܮ

଴ . 

It is a Banach function norm itself [266, Chap.1, Theorem 2.2]. The Banach function 
space ܺ ᇱ determined by the Banach function norm ߩᇱ is called the associate space (Köthe 
dual) of ܺ. The associate space ܺᇱ can be viewed as a subspace of the (Banach) dual 
space ܺ∗. 

For ݊ ∈ ℤା: = {0, 1, 2, . . . }, a function of the form ∑ ௞߯௞ߙ
௡
௞ୀି௡ , where ߙ௞ ∈ ℂ for 

all ݇ ∈ {−݊, . . . , ݊}, is called a trigonometric polynomial of order ݊. The set of all 
trigonometric polynomials is denoted by ܲ. Further, a function of the form ∑ ௞߯௞ߙ

௡
௞ୀ଴  

with ߙ௞ ∈ ℂ for ݇ ∈ {0, . . . , ݊} is called an analytic polynomial of order ݊ . The set of all 
analytic polynomials is denoted by ஺ܲ. 

Following [266, Chap.1, Definition 3.1], a function ݂ in a Banach function space 
ܺ is said to have absolutely continuous norm in ܺ if ฮ݂ॴఊ೙ฮ

௑
→ 0 for every sequence 
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௡∈ℕ of measurable sets such that ݂ॴఊ೙{௡ߛ} → 0 almost everywhere as ݊ → ∞. The set of 
all functions of absolutely continuous norm in ܺ is denoted by ܺ௔. If ܺ௔ = ܺ, then one 
says that ܺ has absolutely continuous norm. Let ଴ܵ be the set of all simple functions on 
ॻ. Following [266, Chap.1, Definition 3.9], let ܺ௕  denote the closure of ܵ଴ in the norm 
of ܺ. 
Lemma (6.3.4)[265]:  Let ܺ be a Banach function space over the unit circle ॻ. If ܺ௔ =

௕ܺ , then the set of trigonometric polynomials ܲ is dense in ܺ௕. 
Proof. The proof is analogous to the proof of [285, Lemma 2.2.1]. Assume that ܲ is not 
dense in ܺ௕ . Then, by a corollary of the Hahn–Banach theorem (see, e.g., [267, Chap.7, 
Theorem 4.2]), there exists a nonzero functional ߉ ∈ (ܺ௕ )∗ such that (݌)߉ = 0 for all 
݌ ∈ ܲ. It follows from [266, Chap.1, Theorems 3.10 and 4.1] that if ܺ௔ = ܺ௕ , then 
(ܺ௕)∗ = ܺᇱ. Hence there exists a nonzero function ℎ ∈ ܺᇱ ⊂  ଵ such thatܮ

න (ݐ)݉݀(ݐ)ℎ(ݐ)݌
 

ॻ

= 0   forall   ݌ ∈ ܲ. 

Taking (ݐ)݌ = ݊ ௡ forݐ ∈ ℤ, we obtain that all Fourier coefficients of ℎ ∈  ,ଵ vanishܮ
which implies that ℎ = 0 a.e. on ॻ by the uniqueness theorem of the Fourier series (see, 
e.g., [289, Chap. I, Theorem 2.7]). This contradiction proves that ܲ is dense in ܺ௕ . 

Combining the above lemma with [266, Chap.1, Corollary 5.6 and Theorem 
3.11], we arrive at the following well known result. 
Corollary (6.3.5)[265]: A Banach function space ܺ  over the unit circle Tis separable if 
and only if the set of trigonometric polynomials ܲ is dense in ܺ. 

The analytic counterpart of the above result had a hard birth. First, observe that 
under the additional assumption that the Riesz projection ܲ  is bounded on ܺ, the density 
of the set of analytic polynomials ஺ܲ in the abstract Hardy space ܪ[ܺ] trivially follows 
from (27), Lemma (6.3.1), and Corollary (6.3.5) (see [284, Lemma 4]). Leśnik [292] 
conjectured that the boundedness of ܲ is superfluous here and ஺ܲ must be dense in the 
abstract Hardy space ܪ[ܺ] under the hypothesis that ܺ is merely separable. 

If ܺ is a separable rearrangement-invariant Banach function space, then 
‖݂ ∗ ௡ܨ − ݂‖௑  →  0 for every ݂ ∈ ܺ as ݊ → ∞,                          (31) 

Where {ܨ௡} is the sequence of the Fejér kernels on the unit circle ॻ. The property in (31) 
implies the density of ஺ܲ in ܪ[ܺ] (see, e.g., [293, Lemma 3.1(c)] or [285, Theorem 
1.0.1]). If ܺ is an arbitrary separable Banach function space, then (31) is true under the 
assumption that the Hardy–Littlewood maximal operator ܯ is bounded on its associate 
space ܺᇱ [285, Theorem 3.2.1], whence ஺ܲ is dense in ܪ[ܺ] (see [285, Theorem 1.0.2]). 
Finally, in [287, Theorem 1.4] we constructed a separable weighted ܮଵ space ܺ such 
that (31) does not hold. On the other hand, we proved Leśnik’s conjecture. 
Lemma (6.3.6)[265]: ([287, Theorem 1.5]). If ܺ is a separable Banach function space 
over the unit circle ॻ, then the set of analytic polynomials ஺ܲ is dense in the abstract 
Hardy space ܪ[ܺ] built upon the space ܺ. 

Let ܺ be a Banach function space over the unit circle ॻ and ܺᇱ be its associate 
space. Then for every ݂ ∈ ܺ and ℎ ∈ ܺᇱ, one has the following well known formulae: 

‖݂‖௑ = sup{|〈݂, ݃〉|: ݃ ∈ ܺᇱ , ‖݃‖௑ᇲ ≤  1} ,                                 (32) 
‖݂‖௑ = sup{|〈݂, ݃ :|〈ݏ ∈ ଴ܵ, ௑ᇲ‖ݏ‖ ≤  1} ,                                  (33) 
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‖ℎ‖௑ᇲ = sup{|〈ℎ, ݃ :|〈ݏ ∈ ܵ଴, ௑‖ݏ‖ ≤  1}.                                   (34) 
Equality (32) follows from [266, Chap.1, Theorem 2.7 and Lemma 2.8]. Equality (33) 
can be proved by a literal repetition of the proof of [288, Lemma 2.10]. Equality (34) is 
obtained by applying formula (33) to ℎ ∈ ܺᇱ and recalling that ܺ ≡ ܺᇱᇱ in view of the 
Lorentz–Luxemburg theorem (see [266, Chap.1, Theorem 2.7]). 
Lemma (6.3.7)[265]: Let ܺ be a Banach function space over the unit circle ॻ. If 
(ܺᇱ)௔ = (ܺᇱ)௕, then for every ݂ ∈ ܺ, 

‖݂‖௑ = sup{|〈݂, ݌ :|〈݌ ∈ ܲ, ௑ᇲ‖݌‖ ≤ 1}.                            (35) 
Proof. Since ܲ ⊂ ܺᇱ, equality (32) immediately implies that 

‖݂‖௑ ≥ sup{|〈݂, ݌ :|〈݌ ∈ ܲ, ௑ᇲ‖݌‖ ≤ 1}.                            (36) 
Take any ݃ ∈ (ܺᇱ)௕ such that 0 < ‖݃‖௑ᇲ ≤ 1. Since (ܺᇱ)௔ = (ܺᇱ)௕, it follows from 
Lemma (6.3.4) that there is a sequence ݍ௡ ∈ ܲ\{0} such that ‖ݍ௡ − ݃‖௑ᇲ → 0 as ݊ →
∞. For ݊ ∈ ℕ, put ݌௡: = (‖݃‖௑ᇲ/‖ݍ௡‖௑ᇲ)ݍ௡ ∈ ܲ. Then, arguing as in [284, Lemma 5], 
one can show that 

|〈݂, ݃〉| = lim
௡→ஶ

|〈݂, |〈௡݌ ≤ sup
௡∈ℕ

|〈݂, |〈௡݌ ≤ sup{|〈݂, :|〈݌ ݌ ∈ ܲ, ௑ᇲ‖݌‖ ≤ 1}. 

This inequality and equality (32) imply that 
‖݂‖௑ ≤ sup{|〈݂, ݌ :|〈݌ ∈ ܲ, ௑ᇲ‖݌‖ ≤ 1}.                             (37) 

Combining inequalities (36) and (37), we arrive at equality (35). 
Note that Leśnik proved formula (35) for arbitrary rearrangement-invariant 

Banach function spaces ܺ (see [293, Lemma 3.2]). His proof relies on the interpolation 
theorem of Calderón (see [266, Chap.3, Theorem 2.2]), which allows one to prove that 
for ݂ ∈ ܺᇱ, the sequence ݌௡ = ݂ ∗ ௡ܨ ∈ ܲ satisfies ‖݌௡‖௑ᇲ ≤ ‖݂‖௑ᇲ  for all ݊ ∈ ℕ. In the 
setting of arbitrary Banach function spaces, the tools based on interpolation are not 
available, but one can prove (35) for translation-invariant Banach function spaces and 
their weighted generalizations with positive continuous weights (cf. [288, Corollary 
2.13]). We show that if the Riesz projection ܲ is bounded on a Banach function space 
ܺ, then (ܺᇱ)௔ = (ܺᇱ)௕, whence formula (35) holds. 

Let ॰ denote the open unit disk in the complex plane ܥ. Recall that a function ܨ 
analytic in ॰ is said to belong to the Hardy space ܪ௣(॰), 0 < ݌ ≤ ∞, if 

ு೛(॰)‖ܨ‖ ≔ sup
଴ஸ௥ழଵ

ቌ
1

ߨ2
නหܨ൫݁ݎ௜ఏ൯ห

௣
ߠ݀

గ

ିగ

ቍ

ଵ/௣

< ∞, 0 < ݌ < ∞,  :ுಮ(॰)‖ܨ‖

= sup
௭∈॰

|(ݖ)ܨ| < ∞.                                                                

Recall that an inner function is a function ݑ ∈ ൫݁௜ఏ൯หݑஶ(॰) such that หܪ = 1 for a.e. 
ߠ ∈ ,ߨ−]  .[ߨ

The following important fact was observed by Nordgren (see corollary to [299, 
Lemma 1] and also [274, Remark 9.4.6]). 
Lemma (6.3.8)[265]: If ݑ is an inner function such that (0)ݑ = 0, then ݑ is a measure-
preserving transformation from ॻ onto itself. 
Proof. We include a sketch of the proof for the readers’ convenience. Let ܩ be an 
arbitrary measurable subset of ॻ and let ℎ be the bounded harmonic function on ॰ with 
the boundary values equal to ॴீ . Then ℎ ∘  is the bounded harmonic function on ॰ ݑ
with the boundary values equal to ॴ௨షభ(ܩ), and 
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(ܩ)݉ =
1

ߨ2
න ॴீ൫݁௜ఏ൯݀ߠ

గ

ିగ

= ℎ(0) = ℎ൫(0)ݑ൯ 

            =
1

ߨ2
න ॴ௨షభ(ீ)൫݁௜ఏ൯݀ߠ

గ

ିగ

= ݉൫ିݑଵ(ܩ)൯, 

which completes the proof. 
The next result is one of the most important ingredients in our proof. It appeared 

in [301, Lemma 5.1] and [273, Theorem 7.2]. 
Theorem (6.3.9)[265]: If ܧ ⊂ ॻ is a measurable set and ߛ ⊂ ॻ is an arc such that 
(ܧ)݉ = (0)ݑ satisfying ݑ then there exists an inner function ,(ߛ)݉ = 0 and such that 
the sets ିݑଵ(ߛ) and ܧ are equal almost everywhere. 

For ߴ ∈ ,ߨ−] ݎ and [ߨ ∈ [0, 1), let 

௥ܲ(ߴ): =
1 − ଶݎ

1 − ݎ2 cos ߴ + ଶݎ  , ܳ௥(ߴ): =
ݎ2 sin ߴ

1 − ݎ2 cos ߴ +   ଶݎ
be the Poisson kernel and the conjugate Poisson kernel, respectively. 
Theorem (6.3.10)[265]: Let 1 < > ݌ ∞. 

(a) If ݂ ∈  ௣ is a real-valued function, then the function defined byܮ

௜ణ൯݁ݎ൫ݑ =
1

ߨ2
න ݂൫݁௜ఏ൯( ௥ܲ + ݅ܳ௥)(ߴ − ߠ݀(ߠ

గ

ିగ

, ߴ ∈ ,ߨ−] ,[ߨ ݎ ∈ [0, 1),           (38) 

belongs to the Hardy space ܪ௣(॰). Its nontangential boundary values ݑ൫݁௜ణ൯ as ݖ →
݁௜ణ exist for a.e. ߴ ∈ ,ߨ−]   and [ߨ

Re ݑ൫݁௜ణ൯ = ݂൫݁௜ణ൯, Im ݑ൫݁௜ణ൯ = .ܽ ൫݁௜ణ൯ for(݂ܥ) ݁. ߴ ∈ ,ߨ−]  (39)          ,[ߨ
Where ܥ is the Hilbert transform defined by (25). 

(b) If ݑ ∈ (0)ݑ௣(॰) and Imܪ = 0, then there is a real-valued function ݂ ∈  ௣ܮ
such that (38) holds. 

This statement is well known (see, e.g., [291, Chap. I, Section ܦ and Chap.V, 
Section B.2◦]). 
Proof of formula (27). Since ݂ ∈  ଵ, the Cauchy integralܮ

(ݖ)ܨ =
1

݅ߨ2
න

݂(߬)
߬ − ݖ

݀߬
 

ॻ

, ݖ ∈ ॰, 

belongs to ܪ௣(॰) for all 0 < > ݌ 1 (see, e.g., [277, Theorem 3.5]). By Privalov’s 
theorem (see, e.g., [279, Chap. X, §3, Theorem1]), the nontangential limit of (ݖ)ܨ as 
ݖ → ݁௜ణ coincides with (݂ܲ)൫݁௜ణ൯ for a.e. ߴ ∈ ,ߨ−]  Hence, taking into account that .[ߨ
݂ܲ ∈  ,ଵ, by Smirnov’s theorem (see, e.g., [279, Chap. IX, §4, Theorem 4] or [277ܮ
Theorem 3.4]), ܨ ∈  ଵ(॰). Then (27) follows from [277, Theorem 3.4] and the formulaܪ
for the Taylor coefficients of ܨ: 

1
݊!

(0)(௡)ܨ =
1

݅ߨ2
න

݂(߬)
߬௡ାଵ ݀߬

 

॰

=
1

ߨ2
න ݂൫݁௜ఝ൯݁ି௜௡ఝ ݀߮

గ

ିగ

= መ݂(݊), ݊ ≥ 0, 

Which completes the proof. 
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Let ܺ and ܻ be Banach function spaces over the unit circle. Following [268], we 
say that a linear operator ܣ: ܺ → ,ܺ) ଴ is of weak typeܮ ܻ) if there exists a constant ܥ >
0 such that for all ߣ > 0 and ݂ ∈ ܺ, 

ฮॴ{఍∈ॻ:|(஺௙)(఍)|வఒ}ฮ௒
≤ ܥ

‖݂‖௑

ߣ
.                                         (40) 

We denote the infimum of the constants ܥ satisfying (40) by ‖ܣ‖ௐ(௒,௑) and the set of 
all operators of weak type (ܺ, ܻ) by ܹ(ܺ, ܻ). 
Lemma (6.3.11)[265]: Let ܺ, ܻ be Banach function spaces over the unit circle ॻ. If ܣ ∈
,ܺ)ܤ ܻ), then ܣ ∈ ܹ(ܺ, ܻ) and ‖ܣ‖ௐ(௑,௒) ≤  .஻(௑,௒)‖ܣ‖
Proof. For all ߣ > 0, ݂ ∈ ܺ and almost all ߬ ∈ ॻ, one has 

ॴ{఍∈ॻ: |(஺௙)(఍)|வఒ}(߬) ≤ ॴ{఍∈ॻ: |(஺௙)(఍)|வఒ}(߬)
|(߬)(݂ܣ)|

ߣ
≤

|(߬)(݂ܣ)|
ߣ

. 
It follows from the above inequality, the lattice property, and the boundedness of the 
operator ܣ that 

ฮॴ{఍∈ॻ: |(஺௙)(఍)|வఒ}ฮ
௒

≤ ฯ
݂ܣ
ߣ ฯ

௒
≤ ஻(௑,௒)‖ܣ‖

‖݂‖௑

ߣ , 

which completes the proof. 
For a set ܩ ⊂ ,ߨ−]  we use the following notation ,[ߨ

ॴீ
∗ ൫݁௜ఏ൯: = ൜ 1, ߠ ∈ ,ܩ 

0, ߠ ∈ ,ߨ−]   .ܩ \ [ߨ

Let |ܩ| denote the Lebesgue measure of ܩ. 
Lemma (6.3.12)[265]: For every measurable set ܧ ⊂ ,ߨ−] with 0 [ߨ < |ܧ| ≤  ,2/ߨ
there exists a measurable set ܨ ⊂ ,ߨ−] |ܨ| with [ߨ =  such that ߨ

ห(ܥॴி
∗ )൫݁௜ణ൯ห >

1
ߨ ቤlog ቆ√2 sin

|ܧ|
2 ቇቤ   for a. e.   ߴ ∈  (41)                    .ܧ

Proof. Let ℓ ∶= ൛݁௜ఎ ∈ ॻ ∶ ߨ − |ܧ| < ߟ <  ൟ. By Theorem (6.3.9), there exists an innerߨ
function ܸ such that ܸ(0) = 0 and 

ܸ൫݁௜ణ൯ ∈ ൜ ℓ for ܽ. ݁. ߴ ∈ ,ܧ
ॻ\ℓ for a. e. ߴ ∈ ,ߨ−]  (42)                                  .ܧ\[ߨ

Consider the set 
:ܨ = ൛ߠ ∈ ,ߨ−] Im ܸ൫݁௜ఏ൯ :[ߨ ≤ 0ൟ.                                     (43) 

Since ܸ(0) = 0 and ܸ  is inner, it defines a measure-preserving transformation of ॻ onto 
itself due to Lemma (6.3.8). Therefore, 

|ܨ| = ห൛ߴ ∈ ,ߨ−] Im ݁௜ణ :[ߨ ≤ 0ൟห =  .ߨ
For ߟ ∈ ,ߨ−] ݎ and [ߨ ∈ [0, 1), let 

:௜ఎ൯݁ݎ൫ݓ =
1

ߨ2
න ॴ[ିగ,଴]

∗ ൫݁௜఍൯( ௥ܲ + ݅ܳ௥) (ߟ − ߞ݀(ߞ
గ

ିగ

. 

By Theorem (6.3.10), the function ݓ ∈  ଶ(॰) has nontangential boundary valuesܪ
ݖ ൫݁௜ఎ൯ asݓ → ݁௜ఎ for a.e. ߟ ∈ ,ߨ−]  and [ߨ

Re ݓ൫݁௜ఎ൯ = ॴ[ିగ,଴]
∗ ൫݁௜ఎ൯ for a. e. ߟ ∈ ,ߨ−]  (44)                        ,[ߨ

Im ݓ൫݁௜ఎ൯ = ൫ܥॴ[ିగ,଴]
∗ ൯൫݁௜ఎ൯ for a. e. ߟ ∈ ,ߨ−]  (45)                 .[ߨ

It is clear that for ߟ ∈ ߨ) − ,|ܧ|  ,(ߨ
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൫ܥॴ[ିగ,଴]
∗ ൯൫݁௜ఎ൯ =

1
ߨ2

න cot
ߟ − ߞ

2
ߞ݀ 

଴

ିగ

=
1
ߨ

log sin
ߟ
2

−
1
ߨ

log sin
ߟ + ߨ

2
.          (46) 

Since |ܧ| ∈ (0, ߟ we have for all ,[2/ߨ ∈ ߨ) − ,|ܧ|  ,(ߨ

log sin
ߟ
2

> log sin
ߨ
4

=  − log √2 ≥ log sin
|ܧ|
2

> log sin
ߟ + ߨ

2
.               (47) 

It follows from (45)–(47) that for a.e. ߟ ∈ ߨ) − ,|ܧ|  ,(ߨ

หIm ݓ൫݁௜ఎ൯ห >
1
ߨ ቆ− log √2 − log sin

|ܧ|
2 ቇ =

1
ߨ ቤlog ቆ√2 sin

|ܧ|
2 ቇቤ.          (48) 

Consider now the function ܹ = ݓ ∘ ܸ, which belongs to ܪଶ(॰) (see, e.g., [277, Section 
2.6]). In view of (43) and (44), we have 

Reܹ൫݁௜ణ൯ = ቊ
1 if Im ܸ൫݁௜ణ൯ ≤ 0,
0 if Im ܸ൫݁௜ణ൯ > 0

= ॴி
∗ ൫݁௜ణ൯ fora. e.  ߴ ∈ ,ߨ−]  .[ߨ

Then, by Theorem (6.3.10), 
Im ܹ൫݁௜ణ൯ = ॴிܥ)

∗ )൫݁௜ణ൯ for a. e. ߴ ∈ ,ߨ−]  (49)                         .[ߨ
If ߴ ∈ then it follows from (42) that ܸ൫݁௜ణ൯ ,ܧ ∈ ℓ. In this case inequality (48) implies 
that for a.e. ߴ ∈  ,ܧ

หIm ܹ൫݁௜ణ൯ห = หIm ܸݓ൫݁௜ణ൯ห >
1
ߨ

| log ቆ√2 sin
|ܧ|
2

ቇ.                 (50) 

Combining equality (49) and inequality (50), we arrive at (41). 
Lemma (6.3.13)[265]: Let ܺ be a Banach function space over the unit circle ॻ. If the 
Hilbert transform ܥ is of weak type (ܮஶ , ܺ), then for every measurable set ܧ ⊂ ,ߨ−]  [ߨ
with 0 < |ܧ| ≤  one has ,2/ߨ

‖ॴா
∗ ‖௑ ≤

ௐ(௅ಮ‖ܥ‖ߨ ,௑)

ฬlog ൬√2 sin |ܧ|
2 ൰ฬ

.                                            (51) 

Proof. Let 

ߣ =
1
ߨ

ቤlog ቆ√2 sin
|ܧ|
2

ቇቤ. 

By Lemma (6.3.12), there exists a measurable set ܨ ⊂ ,ߨ−] |ܨ| with [ߨ =  such that ߨ
for a.e. ߬ ∈ ॻ, 

ॴா
∗ (߬) ≤ ॴ{఍∈ॻ:|(஼ॴಷ

∗ )(఍)|வఒ}(߬). 
Therefore, by the lattice property, taking into account that ܥ ∈ ,ஶܮ)ܹ ܺ), we obtain 

‖ॴா
∗ ‖௑ ≤ ฮॴ{఍∈ॻ:|(஼ॴಷ

∗ )(఍)|வఒ}ฮ௑
≤

1
ߣ

ௐ(௅ಮ‖ܥ‖ ,௑)‖ॴி
∗ ‖௅ಮ =

ௐ(௅ಮ,௑)‖ܥ‖ߨ

ฬlog ൬√2 sin |ܧ|
2 ൰ฬ

, 

which completes the proof. 
Theorem (6.3.14)[265]: Let ܺ be a Banach function space over the unit circle ॻ. If the 
Hilbert transform ܥ is of weak type (ܮஶ, ܺ), then ܺ௔ = ܺ௕ . 
Proof. Let ߁ ⊂ ॻ be a measurable set. Consider a sequence of measurable subsets 
௡∈ℕ of ॻ such that ॴఊ೙{௡ߛ} → 0 a.e. on ॻ. By the dominated convergence theorem, 
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(௡ߛ)݉ = න ॴఊ೙
(߬)݀݉(߬)

 

ॻ

→ ݊ ݏܽ 0 → ∞. 

Without loss of generality, one can assume that 0 < (௡ߛ)݉ ≤ 1/4 for all ݊ ∈ ℕ. For 
every ݊ ∈ ℕ, there exists a measurable set ܧ௡ ⊂ ,ߨ−] such that ॴఊ೙ [ߨ

(߬) = ॴா೙
∗ (߬) for 

all ߬ ∈ ॻ. It is clear that |ܧ௡| = (௡ߛ)݉ߨ2 ≤ ݊ for 2/ߨ ∈ ℕ. By Lemma (6.3.13), for 
every ݊ ∈ ℕ, 

ฮॴ௰ॴఊ೙ฮ
௑

≤ ฮॴఊ೙ฮ
௑

= ฮॴா೙
∗ ฮ

௑
≤

ௐ(௅ಮ‖ܥ‖ߨ ,௒)

ฬlog ൬√2 sin |௡ܧ|
2 ൰ฬ

=
ௐ(௅ಮ,௒)‖ܥ‖ߨ

หlog൫√2 sin൫݉ߨ(ߛ௡)൯൯ห
. 

Since ݉(ߛ௡) → 0 as ݊ → ∞, the above estimate implies that ฮॴ௰ॴఊ೙ฮ
௑

→ 0 as ݊ → ∞. 
Thus the function ॴ௰ has absolutely continuous norm. By [266, Chap.1, Theorem 3.13], 

௔ܺ = ܺ௕. 
Lemma (6.3.15)[265]: Let ܺ be a Banach function space over the unit circle ॻ and ܺᇱ 
be its associate space. If ܥ ∈ ,௕ܺ)ܤ ܺ), then ܥ ∈ ,௕(ᇱܺ))ܤ ܺᇱ) and 

஻((௑ᇲ)್,௑)‖ܥ‖ ≤  ஻(௑್,௑).                                         (52)‖ܥ‖
Proof. It is well known that the operator ݅ܥ is a self-adjoint operator on the space ܮଶ  
(see, e.g., [298, Section 5.7.3(a)]). Therefore, for all ݏ, ߭ ∈ ܵ଴ ⊂  ଶ, one hasܮ

,߭ܥ〉 〈ݏ = −〈߭,  (53)                                               .〈ݏܥ
It follows from equalities (34), (53), and Hölder’s inequality (see [266, Chap.1, 
Theorem 2.4]) that for every ߭ ∈ ଴ܵ, 

௑ᇲ‖߭ܥ‖ = sup{|〈߭ܥ, :|〈ݏ ݏ ∈ ଴ܵ , ௑‖ݏ‖ ≤ 1} = sup{|〈߭, :|〈ݏܥ ݏ ∈ ଴ܵ, ௑‖ݏ‖ ≤ 1} 
≤ sup{‖߭‖௑ᇲ ݏ :௑‖ݏܥ‖ ∈ ଴ܵ, ௑‖ݏ‖ ≤ 1} ≤ ஻(௑್‖ܥ‖ ,௑)‖߭‖௑ᇲ .     

Since ଴ܵ  is dense in (ܺᇱ)௕, we conclude that ܥ ∈ ,௕(ᇱܺ))ܤ ܺᇱ) and (52) holds. 
Lemma (6.3.16)[265]: Let ܺ be a Banach function space over the unit circle ॻ and ܺᇱ 
be its associate space. If the Riesz projection ܲ is bounded on ܺ, then ܥ ∈ ஶܮ)ܹ , ܺ) 
and ܥ ∈ ,ஶܮ)ܹ ܺᇱ). 
Proof. Since ܺ is continuously embedded into ܮଵ, the functional ݂ ⟼ መ݂(0) is 
continuous on the space ܺ. Then it follows from (26) that ܲ ∈ ܥ if and only if (ܺ)ܤ ∈
(ܺ)ܤ ஶ is continuously embedded into ܺ, one hasܮ Since .(ܺ)ܤ ⊂ ,ஶܮ)ܤ ܺ). By 
Lemma (6.3.11), ܮ)ܤஶ, ܺ) ⊂ ,ஶܮ)ܹ ܺ). These observations imply that ܥ ∈ ஶܮ)ܹ , ܺ) 
if ܲ ∈ Since ܺ௕ .(ܺ)ܤ  is a Banach space isometrically embedded into ܺ (see [266, 
Chap.1, Theorem 3.1]), we see that ܥ ∈ (ܺ)ܤ ⊂ ௕ܺ)ܤ , ܺ) if ܲ ∈  Then, by .(ܺ)ܤ
Lemma (6.3.15), ܥ ∈ ,௕(ᇱܺ))ܤ ܺᇱ). Taking into account that ܮஶ is continuously 
embedded into (ܺᇱ)௕ (see, e.g., [266, Chap.1, Proposition 3.10]), we get ܥ ∈
௕(ᇱܺ))ܤ , ܺᇱ) ⊂ ஶܮ)ܤ , ܺᇱ), which implies that ܥ ∈ ஶܮ)ܹ , ܺᇱ) in view of Lemma 
(6.3.11). 

Now we are in a position to formulate the main result. 
Theorem (6.3.17)[265]: Let ܺ be a Banach function space over the unit circle ॻ. If the 
Riesz projection ܲ is bounded on ܺ, then ܺ௔ = ܺ௕ and (ܺᇱ)௔ = (ܺᇱ)௕. 
Proof. If the Riesz projection ܲ is bounded on a Banach function space ܺ, then the 
Hilbert transform ܥ is of weak types (ܮஶ, ܺ) and (ܮஶ , ܺᇱ) in view of Lemma (6.3.16). 
In turn, ܥ ∈ ஶܮ)ܹ , ܺ) implies that ܺ௔ = ܺ௕  and ܥ ∈ ,ஶܮ)ܹ ܺᇱ) implies that (ܺᇱ)௔ =
(ܺᇱ)௕ due to Theorem (6.3.14). 
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Combining Theorem (6.3.17) and Lemma (6.3.7), we immediately arrive at the 
following. 
Corollary (6.3.18)[265]: Let ܺ be a Banach function space over the unit circle ॻ. If the 
Riesz projection ܲ is bounded on ܺ, then for every ݂ ∈ ܺ, 

‖݂‖௑ = sup{|〈݂, :|〈݌ ݌ ∈ ܲ, ௑ᇲ‖݌‖ ≤ 1}. 
Lemma (6.3.19)[265]: Let ܺ, ܻ be Banach functions spaces over the unit circle ॻ. 
Suppose ܺ is separable and ܣ ∈ ,ܺ)ܤ ܻ). If there exists a sequence {ܽ௡}௡∈ℤ of complex 
numbers such that 

,௝߯ܣ〉 ߯௞〉 = ܽ௞ି௝ for all ݆, ݇ ∈ ℤ,                                     (54) 
then there exists a function ܽ ∈ ,ܺ)ܯ ܻ) such that ܣ =  ௔ andܯ

ොܽ(݊) = ܽ௡ for all ݊ ∈ ℤ. 
Proof. This statement was proved in [293, Lemma 4.1] under the additional hypothesis 
that ܺ and ܻ are rearrangement-invariant Banach function spaces. Put ܽ: = ଴߯ܣ ∈ ܻ. 
Then, one can show exactly as in [293] that (݂ܽ) (݆̂) = ݆ for all (݆̂) (݂ܣ) ∈ ℤ and ݂ ∈
ܲ. Therefore, ݂ܣ = ݂ܽ for all ݂ ∈ ܲ in view of the uniqueness theorem for Fourier series 
(see, e.g., [289, Chap.1, Theorem 2.7]). 

Now let ݂ ∈ ܺ. Since the space ܺ  is separable, the set ܲ  is dense in ܺ  by Corollary 
(6.3.5). Then there exists a sequence ݌௡ ∈ ܲ such that ݌௡ → ݂ in ܺ and, whence, ݌ܣ௡ →
݊ in ܺ as ݂ܣ → ∞. By [266, Chap.1, Theorem 1.4], ݌௡ → ݂ and ݌ܣ௡ → ݂ܽ in measure 
as ݊ → ∞. Then ܽ݌௡ → ݂ܽ in measure as ݊ → ∞ (see, e.g., [269, Corollary 2.2.6]). 
Hence, the sequence ݌ܣ௡ =  and ݂ܽ as ݂ܣ ௡ converges in measure to the functions݌ܽ
݊ → ∞. This implies that ݂ܣ and ݂ܽ coincide a.e. on ॻ (see, e.g., the discussion 
preceding [296, Theorem 2.2.3]). Thus ݂ܣ = ݂ܽ for all ݂ ∈ ܺ. This means that ܣ =  ௔ܯ
and ܽ ∈ ,ܺ)ܯ ܻ) by the definition of ܯ(ܺ, ܻ). 

We present a proof of our extension of the Brown–Halmos theorem. Although it 
follows the scheme of the proof of [271, Theorem 2.7] with modifications that are 
necessary in the setting of different spaces ܺ and ܻ(cf. [293, Theorem 4.2]), it uses 
results obtained (e.g., Theorem (6.3.17) and Corollary (6.3.18)) and in [287] (see 
Lemma (6.3.6) above). We provide details for the sake of completeness. 

Since ܲ ∈ it follows from Theorem (6.3.17) that (ܻᇱ)௔ ,(ܻ)ܤ = (ܻᇱ)௕. Then, by 
Lemma (6.3.4), the set of trigonometric polynomials ܲ is dense in (ܻᇱ)௕. Therefore, 
(ܻᇱ)௕  is separable. It follows from [266, Chap.1, Theorems 3.11 and 4.1] that 
((ܻᇱ)௕)∗ = ܻᇱᇱ. On the other hand, by the Lorentz–Luxemburg theorem (see [266, 
Chap.1, Theorem 2.7]), ܻᇱᇱ ≡ ܻ. Thus, the Banach function space ܻ is canonically 
isometrically isomorphic to the dual space ((ܻᇱ)௕)∗ of the separable Banach space 
(ܻᇱ)௕ . 

For ݊ ≥ 0, put ܾ௡: = ߯ି௡߯ܣ௡. Then ܾ௡ ∈ ܻ and 
‖ܾ௡‖௒ = ௡‖௒߯ܣ‖ = ௡‖ு[௒]߯ܣ‖ ≤  ஻(ு[௑],ு[௒])‖߯௡‖௑‖ܣ‖

=  ஻(ு[௑],ு[௒])‖1‖௑.                                             (55)‖ܣ‖
Put 

ܸ = ቊݕ ∈ (ܻᇱ)௕: ௒ᇲ‖ݕ‖ <
1

஻(ு[௑],ு[௒])‖1‖௑‖ܣ‖
ቋ. 

It follows from the Hölder inequality (see [266, Chap.1, Theorem 2.4]) and (55) that 
|〈ܾ௡ , |〈ݕ ≤ ‖ܾ௡‖௒‖ݕ‖௒ᇲ < 1 forall ݕ ∈ ܸ, ݊ ≥ 0. 
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Applying a corollary of the Banach–Alaoglu theorem (see, e.g., [302, Theorem 3.17]) 
to the neighborhood ܸ of zero in the separable Banach space (ܻᇱ)௕ and the sequence 
{ܾ௡}௡∈ℕ ⊂ ܻ = ൫(ܻᇱ)ܾ൯∗, we deduce that there exists a function ܾ ∈ ܻ such that some 
subsequence ൛ܾ௡ೖ ൟ

௞∈ℕ
of {ܾ௡}௡∈ℕ converges to bin the weak-* topology of ((ܻᇱ)௕)∗. It 

follows from [266, Chap.1, Proposition 3.10] that ߯௝ ∈ (ܻᇱ)௕ for all ݆ ∈ ℤ. Hence 
lim

௞→ାஶ
〈ܾ௡ೖ , ߯௝〉 = 〈ܾ, ߯௝〉 for all ݆ ∈ ℤ.                                   (56) 

On the other hand, we get from the definition of ܾ௡ and (28) for ݊௞ + ݆ ≥ 0, 
〈ܾ௡ೖ , ߯௝〉 = 〈߯ି௡ೖ߯ܣ௡ೖ , ߯௝〉 = ௡ೖ߯ܣ〉 , ߯௡ೖା௝〉 = ௝ܽ .                      (57) 

It follows from (56) and (57) that 
〈ܾ, ߯௝〉 = ௝ܽ  for all ݆ ∈ ℤ.                                             (58) 

Now define the mapping ܤ by 
:ܤ ܲ → ܻ, ݂ ⟼ ܾ݂.                                                 (59) 

Assume that ݂ and ݃ are trigonometric polynomials of order ݉ and ݎ, respectively. 
Using equalities (28) and (58) and definition (59), one can show that for ݊ ≥ max{݉,  ,{ݎ

,݂ܤ〉 ݃〉 = 〈߯ି௡ܣ(߯௡݂), ݃〉.                                          (60) 
It is clear that for those ݊, one has ߯௡݂ ∈ ܣ Since .[ܺ]ܪ ∈ ,[ܺ]ܪ)ܤ  we obtain ,([ܻ]ܪ

௒‖(௡݂߯)ܣ‖ = ு[௒]‖(௡݂߯)ܣ‖ ≤  ஻(ு[௑],ு[௒])‖߯௡݂‖ு[௑]‖ܣ‖
=  ஻(ு[௑],ு[௒])‖݂‖௑.                          (61)‖ܣ‖

Hence, by the Hölder inequality (see [266, Chap.1, Theorem 2.4]), we deduce from (61) 
that 

|〈߯ି௡ܣ(߯௡݂), ݃〉| ≤ ‖߯ି௡ܣ(߯௡݂)‖௒‖݃‖௒ᇲ =  ௒‖݃‖௒ᇲ‖(௡݂߯)ܣ‖
≤ ஻(ு[௑],ு[௒])‖݂‖௑‖݃‖௒ᇲ‖ܣ‖ .                                         (62) 

It follows from (60) and (62) that 
,݂ܤ〉| ݃〉| ≤ lim sup

௡→ஶ
|〈߯ି௡ܣ(߯௡݂), ݃〉| 

≤ ஻(ு[௑],ு[௒])‖݂‖௑‖݃‖௒ᇲ‖ܣ‖ .                                (63) 
Since the Riesz projection ܲ is bounded on ܻ, inequality (63) and Corollary (6.3.18) 
imply that for every ݂ ∈ ܲ, 

௒‖݂ܤ‖ = sup{|〈݂ܤ, ݃〉|: ݃ ∈ ܲ, ‖݃‖௒ᇲ ≤ 1}  ≤  .஻(ு[௑],ு[௒])‖݂‖௑‖ܣ‖
Since ܺ is separable, the set ܲ is dense in ܺ in view of Corollary (6.3.5). Hence the 
above inequality shows that the linear mapping defined in (59) extends to an operator 
ܤ ∈ ,ܺ)ܤ ܻ) with 

஻(௑,௒)‖ܤ‖ ≤  ஻(ு[௑],ு[௒]).                                       (64)‖ܣ‖
We deduce from (58)–(59) that 

௝߯ܤ〉 , ߯௞〉 = 〈ܾ߯௝ , ߯௞〉 = 〈ܾ, ߯௞ି௝〉 = ܽ௞ି௝ for all ݆, ݇ ∈ ℤ. 
Then, by Lemma (6.3.19), there exists a function ܽ ∈ ,ܺ)ܯ ܻ) such that ܤ =  ௔ andܯ
ොܽ(݊) = ܽ௡ for all ݊ ∈ ℤ. Moreover, 

஻(௑,௒)‖ܤ‖ = ௔‖஻(௑,௒)ܯ‖ = ‖ܽ‖ெ(௑,௒).                                  (65) 
It follows from the definition of the Toeplitz operator ௔ܶ that  

〈 ௔ܶ߯௝ , ߯௞〉 = ොܽ(݇ − ݆) forall ݆, ݇ ≥ 0. 
Combining this identity with (28), we obtain 

〈 ௔ܶ߯௝ , ߯௞〉 = ܽ௞ି௝ = ௝߯ܣ〉 , ߯௞〉 for all ݆, ݇ ≥ 0.                          (66) 
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Since ௔ܶ߯௝ , ௝߯ܣ ∈ [ܻ]ܪ ⊂  ଵ, it follows from (66) and the uniqueness theorem forܪ
Fourier series (see, e.g., [289, Chap.1, Theorem  2.7]) that ௔ܶ߯௝ = ݆ ௝ for all߯ܣ ≥ 0. 
Therefore, 

௔݂ܶ = ݂ for all ݂ܣ ∈ ஺ܲ.                                                (67) 
By Lemma (6.3.6), ܲ ஺ is dense in ܪ[ܺ]. This observation and (67) imply that ܶ ௔ =  on ܣ
 and [ܺ]ܪ

‖ ௔ܶ‖஻(ு[௑],ு[௒]) =  ஻(ு[௑],ு[௒]).                                     (68)‖ܣ‖
Combining inequality (64) with equalities (65) and (68), we arrive at the first inequality 
in (29). The second inequality in (29) is obvious. 

Let ܤ(ॻ) be the set of all measurable functions ݌: ॻ → [1, ∞]. For ݌ ∈  put ,(ॻ)ܤ

ஶܶ
௣(·): = ݐ} ∈ ॻ: (ݐ)݌ = ∞}. 

For a function ݂ ∈  ଴, considerܮ

߷௣(·)(݂): = න (ݐ)݉݀(ݐ)௣|(ݐ)݂| + ‖݂‖
௅ಮቀॻಮ

೛(·)ቁ

 

ॻ\ॻಮ
೛(·)

. 

The variable Lebesgue space ܮ௣(·) is defined (see, e.g., [275, Definition 2.9]) as the set 
of all measurable functions ݂ ∈ (ߣ/݂)(·)଴ such that ߷௣ܮ < ∞ for some ߣ > 0. This space 
is a Banach function space with respect to the Luxemburg–Nakano norm given by 

‖݂‖௅೛(·): = inf{ߣ > 0: ߷௣(·)(݂/ߣ) ≤ 1} 
(see [275, Theorems 2.17, 2.71 and Section 2.10.3]). If ݌ ∈  (·)௣ܮ is constant, then (ॻ)ܤ
is nothing but the standard Lebesgue space ܮ௣. Variable Lebesgue spaces are often 
called Nakano spaces. See Maligranda [296] for the role of Hidegoro Nakano in the 
study of variable Lebesgue spaces. 

For ݌ ∈  put ,(ॻ)ܤ
ି݌ ∶= ess inf

௧∈ॻ
(ݐ)݌ , ା݌ ∶= ess inf

௧∈ॻ
 .(ݐ)݌

It is well known that the variable Lebesgue space ܮ௣(·)(ॻ) is separable if and only if 
ା݌ < ∞ and is reflexive if and only if 1 < ,ି݌ ା݌ < ∞ (see, e.g., [275, Theorem 2.78 
and Corollary 2.79]). 

The following result was obtained by Nakai [297, Example 4.1]under the 
additional hypothesis 

sup
௧∈ॻ\ॻಮ

ೝ(·)
(ݐ)ݎ < ∞ 

(and in the more general setting of quasi-Banach variable Lebesgue spaces over 
arbitrary measure spaces). Nakai also mentioned in [297, Remark 4.2] (without proof) 
that this hypothesis is superfluous. One can find its proof in the present form in [286, 
Theorem 4.8]. 
Theorem (6.3.20)[265]: Let ݌, ,ݍ ݎ ∈  be related by (ॻ)ܤ

1
(ݐ)ݍ =

1
(ݐ)݌ +

1
(ݐ)ݎ , ݐ ∈ ॻ.                                         (69) 

Then ܯ൫ܮ௣(·), ௤(·)൯ܮ =  .(·)௥ܮ
We say that an exponent ݍ ∈  is log-Hölder continuous (cf. [275, Definition (ॻ)ܤ

2.2]) if 1 < ିݍ ≤ ାݍ < ∞ and there exists a constant ܥ௤(·) ∈ (0, ∞) such that 
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(ݐ)ݍ| − |(߬)ݍ ≤
(·)௤ܥ

− log|ݐ − ߬|  for all ݐ, ߬ ∈ ॻ satisfying |ݐ − ߬| < 1/2. 

The class of all log-Hölder continuous exponent will be denoted by ܪܮ(ॻ). Some 
authors denote this class by ℙ୪୭୥  (ॻ) (see, e.g., [290, Section 1.1.4]). The following 
result is well known (see, e.g., [290, Section 10.1] or [284, Lemma 12]). 
Theorem (6.3.21)[265]: If ݍ ∈  .(·)௤ܮ then the Riesz projection ܲ is bounded on ,(ॻ)ܪܮ
Applying Theorems (6.3.2), (6.3.20), and (6.3.21), we arrive at the following. 
Theorem (6.3.22)[265]: Let ݌, ,ݍ ݎ ∈ ݍ be related by (69). Suppose (ॻ)ܤ ∈  and (ॻ)ܪܮ
ା݌ < ∞. If ܽ linear operator ܣ is bounded form ܮൣܪ௣(·)൧ to ܮൣܪ௤(·)൧ and there exists a 
sequence {ܽ௡}௡∈ℤ of complex numbers such that 

௝߯ܣ〉 , ߯௞〉 = ܽ௞ି௝ for all ݆, ݇ ≥  0, 
then there is a function ܽ ∈ ܣ ௥(·) such thatܮ = ௔ܶ and ොܽ(݊) = ܽ௡ for all ݊ ∈ ℤ. 
Moreover, there exist constants ܿ௣,௤, ௣,௤ܥ ∈ (0, ∞) depending only on ݌ and ݍ such that 

ܿ௣,௤‖ܽ‖௅ೝ(·) ≤ ‖ ௔ܶ‖஻൫ுൣ௅೛(·)൧,ுൣ௅೜(·)൧൯ ≤ (·)௣,௤‖ܲ‖஻൫௅೜(·)൯‖ܽ‖௅ೝܥ . 
Note that if ݌, ݍ ∈  ௣,௤ in the aboveܥ coincide, then the constants ܿ௣,௤ and (ॻ)ܪܮ
inequality are equal to one (cf. [284, Corollary 13]). 

The distribution function ௙݉ of an a.e. finite function ݂ ∈  ଴ is given byܮ
௙݉(ߣ): = ݐ}݉ ∈ ॻ: |(ݐ)݂| > ,{ߣ ߣ ≥ 0. 

The non-increasing rearrangement of an a.e. finite function ݂ ∈ ଴ܮ  is defined by 
:(ݔ)∗݂ = inf൛ߣ: ݉௙(ߣ) ≤ ൟݔ , ݔ ∈ [0, 1]. 

We refer to [266, Chap.2, Section 1] for properties of distribution functions and non-
increasing rearrangements. 

Two a.e. finite functions ݂, ݃ ∈  ଴ are said to be equimeasurable if theirܮ
distribution functions coincide: ݉ ௙(ߣ) = ݉௚(ߣ) for all ߣ ≥ 0. A Banach function space 
ܺ over the unit circle ॻ is called rearrangement-invariant if for every pair of 
equimeasurable functions ݂, ݃ ∈ ,଴ܮ ݂ ∈ ܺ implies that ݃ ∈ ܺ and the equality ‖݂‖௑ =
‖݃‖௑ holds. For a rearrangement-invariant Banach function space ܺ , its associate space 
ܺᇱ is also rearrangement-invariant (see [266, Chap.2, Proposition 4.2]). 

Let ݂ be an a.e. finite function in ܮ଴. For ݔ ∈ (0, 1], put 

(ݔ)∗∗݂ =
1
ݔ න ݕ݀(ݕ)∗݂

௫

଴

. 

Suppose 1 < > ݌ ∞ and 1 ≤ ݍ ≤ ∞. The Lorentz space ܮ௣,௤ consists of all a.e. finite 
functions ݂ ∈  ଴ for which the quantityܮ

‖݂‖௅೛,೜ =

⎩
⎪
⎨

⎪
⎧

ቌන ቀݔଵ/௣݂∗∗(ݔ)ቁ
ݔ݀
݀

ଵ

଴

ቍ

ଵ/௤

, if 1 ≤ > ݍ   ∞,

sup
଴ழ௫ழଵ

ቀݔଵ/௣݂∗∗(ݔ)ቁ , if ݍ = ∞,

 

is finite. It is well known that ܮ௣,௤ is a rearrangement-invariant Banach function space 
with respect to the norm ‖·‖௅೛,೜  (see, e.g., [266, Chap.4, Theorem 4.6], where the case 
of spaces of infinite measure is considered; in the case of spaces of finite measure, the 



210 

proof is the same). It follows from [266, Chap.2, Proposition 1.8 and Chap.4, Lemma 
4.5] that ܮ௣,௣ = ௣ܮ  (with equivalent norms). 

For ݍ ∈ [1, ∞], put ݍᇱ = ݍ)/ݍ − 1)with the usual conventions 1/0 = ∞ and 
1/∞ = 0. A function ݓ ∈ ାܮ

଴  is referred to as a weight if 0 < (߬)ݓ  < ∞ for a.e. ߬ ∈
ॻ. 

Let 1 < ݌ < ∞ and 1 ≤ ݍ ≤ ∞. Suppose ݓ: ॻ → [0, ∞] is a weight such that ݓ ∈
ݓ/௣,௤ and 1ܮ ∈ ௣ᇲ,௤ᇲܮ . The weighted Lorentz space ܮ௣,௤(ݓ) is defined as the set of all 
a.e. finite functions ݂ ∈ ݓ݂ ଴ such thatܮ ∈  .௣,௤ܮ

The next lemma follows directly from well known results on Lorentz spaces. 
Lemma (6.3.23)[265]: Let 1 < > ݌ ∞, 1 ≤ ݍ ≤ ∞ and ݓ: ॻ → [0, ∞] be a weight 
such that ݓ ∈ ௣,௤ܮ , ݓ/1 ∈ ௣ᇲ,௤ᇲܮ . 

(a) The space ܮ௣,௤(ݓ) is a Banach function space with respect to the norm 
‖݂‖௅೛,೜(௪) = ௣ᇲ,௤ᇲܮ ௅೛,೜ and‖ݓ݂‖  .is its associate space (ݓ/1)

(b) If 1 < ݍ < ∞, then the space ܮ௣,௤(ݓ) is reflexive. 
(c) The space ܮ௣,ଵ(ݓ) is separable and non-reflexive. 

Proof.(a) In view of [266, Chap. 4, Theorem 4.7], the associate space of the Lorentz 
space ܮ௣,௤, up to equivalence of norms, is the Lorentz space ܮ௣ᇲ,௤ᇲ . It is easy to check 
that ܮ௣,௤(ݓ) is a Banach function space and ܮ௣ᇲ,௤ᇲ  .is its associate space (ݓ/1)

(b) Note that ܮ௣,௤(ݓ) ∋ ݂ ⟼ ݂ݓ ∈  (ݓ)௣,௤ܮ ௣,௤ is an isometric isomorphism ofܮ
and ܮ௣,௤. Hence these spaces have the same Banach space theory properties, e.g., 
reflexivity and separability. If 1 < ,݌ ݍ < ∞, then ܮ௣,௤ is reflexive in view of [266, 
Chap.4, Corollary 4.8]. Then the weighted Lorentz space ܮ௣,௤(ݓ) is reflexive too. 

(c) If 1 < > ݌ ∞, then ܮ௣,ଵ has absolutely continuous norm and (ܮ௣,ଵ)∗ =
 ,௣,ଵ is separable in view of [266, Chap.1ܮ ௣ᇲ,ஶ(see [266, Chap. 4, Corollary 4.8]). Thenܮ
Corollary 5.6]. It is known that 

∗(௣,ஶܮ)௣,ଵܮ =  ∗∗(௣,ଵܮ)
(see [276, p.83]). Hence ܮ௣,ଵ is non-reflexive. Therefore, ܮ௣,ଵ(ݓ) is also separable and 
nonrefexive. 

Let 1 < > ݌ ∞ and ݓ be a weight. It is well known that the Riesz projection ܲ 
is bounded on the weighted Lebesgue space ܮ௣(ݓ): = {݂ ∈ :଴ܮ ݓ݂ ∈  ௣} if and only ifܮ
the weight ݓ satisfies the Muckenhoupt ܣ௣ −condition, that is, 

sup
ఊ⊂ॻ

ቌ
1

(ߛ)݉ න (߬)݉݀(߬)௣ݓ
 

ఊ

ቍ

ଵ
௣

ቌ
1

(ߛ)݉ න (߬)݉݀(߬)௣ᇲିݓ
 

ఊ

ቍ

ଵ/௣

< ∞, 

where the supremum is taken over all subarcs ߛ of the unit circle ॻ (see [280]and also 
[270, Section 6.2], [271, Section 1.46], [298, Section 5.7.3(h)]). In this case, we will 
write ݓ ∈  .௣(ॻ)ܣ
Lemma (6.3.24)[265]: Let 1 < ݌ < ∞ and 1 ≤ ݍ ≤ ∞. If ݓ ∈ ݓ ௣(ॻ), thenܣ ∈  ௣,௤ܮ
and 1/ݓ ∈ ௣ᇲ,௤ᇲܮ . 
Proof. By the stability property of Muckenhoupt weights (see, e.g., [270, Theorem 
2.31]), there exists ߝ > 0 such that ݓ ∈ ݏ ௦(ॻ) for allܣ ∈ ݌) − ,ߝ ݌ + ݓ ,Therefore .(ߝ ∈
ݓ/௦ and 1ܮ ∈ ݏ ௦ᇲ for allܮ ∈ ݌) − ,ߝ ݌ + ,ଵݏ In particular, if .(ߝ ݌ ଶ are such thatݏ − ߝ <
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ଵݏ < ݌ < ଶݏ < ݌ + ݓ then ,ߝ ∈ ௦మܮ = ௦మ,௦మܮ ⊂ ݓ/௣,௤ and 1ܮ ∈ ௦భܮ
ᇲ = ௦భܮ

ᇲ ,௦భ
ᇲ ⊂  ௣ᇲ,௤ᇲ inܮ

view of the embeddings of Lorentz spaces (see, e.g., [266, Chap.4, remark after 
Proposition 4.2]). 

Lemmas (6.3.23)(a) and (6.3.24) imply that if ݓ ∈  is a (ݓ)௣,௤ܮ ௣(ॻ), thenܣ
Banach function space. 
Theorem (6.3.25)[265]: Let 1 < > ݌ ∞ and 1 ≤ ݍ ≤ ∞. If ݓ ∈  ௣(ॻ), then the Rieszܣ
projection ܲ is bounded on the weighted Lorentz space ܮ௣,௤(ݓ). 
Proof. It follows from [266, Chap.4, Theorem 4.6] and [281, Theorem 4.5] that the 
Cauchy singular integral operator ܵ is bounded on ܮ௣,௤(ݓ). Thus, the Riesz projection 
ܲ is bounded on ܮ௣,௤(ݓ) in view of (24). 

The next theorem is an immediate consequence of Corollary (6.3.3), Lemmas 
(6.3.23) and (6.3.24), and Theorem (6.3.25). 
Theorem (6.3.26)[265]: Let 1 < > ݌ ∞, 1 ≤ ݍ < ∞, and ݓ ∈  ௣(ॻ). If an operatorܣ
 and there exists a sequence [(ݓ)௣,௤ܮ]ܪ is bounded on the abstract Hardy space ܣ
{ܽ௡}௡∈ℤ of complex numbers such that 

௝߯ܣ〉 , ߯௞〉 = ܽ௞ି௝ for all ݆, ݇ ≥ 0, 
then there is a function ܽ ∈ ܣ ஶ such thatܮ = ௔ܶ and ܽො(݊) = ܽ௡ for all ݊ ∈ ℤ. Moreover, 

‖ܽ‖௅ಮ ≤ ‖ ௔ܶ‖஻(ு[௅೛,೜(௪)]) ≤ ‖ܲ‖஻൫௅೛,೜(௪)൯‖ܽ‖௅ಮ . 
For ݌ = this result is contained in [284, Corollary 9]. For 1 ݍ < ݍ < ∞, this result 

as well follows from [284, Theorem1]. The most interesting case is when ݍ = 1 because 
in this case the weighted Lorentz space ܮ௣,ଵ(ݓ) is separable and non-reflexive. 
Moreover, it is not rearrangement-invariant. Therefore [284, Theorem 1] and [293, 
Corollary 4.4] are not applicable, while Corollary (6.3.3) works in this case. 
Corollary (6.3.27)[307]: Let ܺ be a Banach function space over the unit circle ॻ. If 
ܺ௔ೝ = ܺ௕ೝ , then the set of trigonometric polynomials ܲ is dense in ܺ௕ೝ . 
Proof. The proof is analogous to the proof of [285, Lemma 2.2.1]. Assume that ܲ  is not 
dense in ܺ ௕ೝ . Then, by a corollary of the Hahn–Banach theorem (see, e.g., [267, Chap.7, 
Theorem 4.2]), there exists a nonzero functional ܣ௥ ∈ (ܺ௕ೝ )∗ such that ܣ௥(݌) = 0 for 
all ݌ ∈ ܲ. It follows from [266, Chap.1, Theorems 3.10 and 4.1] that if ܺ௔ೝ = ܺ௕ೝ , then 
(ܺ௕ೝ )∗ = ܺᇱ. Hence there exists a nonzero function ℎ௥ ∈ ܺᇱ ⊂   ଵ such thatܮ

න ෍ (ݐ)݉݀(ݐ)ℎ௥(ݐ)݌
 

ॻ

= 0         for all ݌ ∈ ܲ.  

Taking (ݐ)݌ = ݊ ௡ forݐ ∈ ℤ, we obtain that all Fourier coefficients of ℎ௥ ∈ ଵܮ  vanish, 
which implies that ℎ௥ = 0 a.e. on ॻ by the uniqueness theorem of the Fourier series 
(see, e.g., [289, Chap. I, Theorem 2.7]). This contradiction proves that ܲ  is dense in ܺ ௕ೝ . 
Corollary (6.3.28)[307]: Let ܺ be a Banach function space over the unit circle ॻ. If 
(ܺᇱ)௔ೝ = (ܺᇱ)௕ೝ , then for every ௥݂ ∈ ܺ,  

‖ ௥݂‖௑ = sup{|〈 ௥݂ , ݌ :|〈݌ ∈ ܲ, ௑ᇲ‖݌‖ ≤ 1}. 
Proof. Since ܲ ⊂ ܺᇱ, equality (32) immediately implies that 

‖ ௥݂‖௑ ≥ sup{|〈 ௥݂ , ݌ :|〈݌ ∈ ܲ, ௑ᇲ‖݌‖ ≤ 1}. 
Take any ݃௥ ∈ (ܺᇱ)௕ೝ  such that 0 < ‖݃௥‖௑ᇲ ≤ 1. Since (ܺᇱ)௔ೝ = (ܺᇱ)௕ೝ , it follows 
from Lemma (6.3.4) that there is a sequence ݍ௡ ∈ ܲ\{0} such that ‖ݍ௡ − ݃௥‖௑ᇲ → 0 as 
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→ ∞. For ݊ ∈ ℕ, put ݌௡: = (‖݃௥‖௑ᇲ/‖ݍ௡‖௑ᇲ)ݍ௡ ∈ ܲ. Then, arguing as in [284, Lemma 
5], one can show that 
|〈 ௥݂ , ݃௥ 〉| = lim

௡→ஶ
|〈 ௥݂ , |〈௡݌ ≤ sup

௡∈ℕ
|〈 ௥݂ , |〈௡݌ ≤ sup{|〈 ௥݂ , 1 + :|〈ߝ ݌ ∈ ܲ, ‖1 + ௑ᇲ‖ߝ ≤ 1}. 

This inequality and equality (32) imply that   
‖ ௥݂‖௑ ≤ sup{|〈 ௥݂ , 1 + ݌ :|〈ߝ ∈ ܲ, ‖1 + ௑ᇲ‖ߝ ≤ 1}. 

Combining inequalities (36) and (37), we arrive at equality (35). 
Corollary (6.3.29)[307]: If ݑ௥ is an inner function such that ݑ௥(0) = 0, then ݑ௥ is a 
measure-preserving transformation from ॻ onto itself. 
Proof. We include a sketch of the proof for the readers’ convenience. Let ܩ௥ be an 
arbitrary measurable subset of ॻ and let ℎ௥ be the bounded harmonic function on ॰ with 
the boundary values equal to ॴ ೝீ . Then ℎ௥ ∘  ௥ is the bounded harmonic function on ॰ݑ
with the boundary values equal to ॴ௨ೝ

షభ(ܩ௥), and 

(௥ܩ)݉ =
1

ߨ2
න ෍ ॴீೝ൫݁௜ఏ൯݀ߠ

గ

ିగ

= ෍ ℎ௥(0) = ෍ ℎ௥൫ݑ௥(0)൯ 

      =
1

ߨ2 න ෍ ॴ௨ೝ
షభ(ீೝ)൫݁௜ఏ൯݀ߠ

గ

ିగ

= ෍ ݉൫ݑ௥
ିଵ(ܩ௥)൯, 

which completes the proof. 
Corollary (6.3.10)[307]: Let ܺ, ܺ +  .be Banach function spaces over the unit circle ॻ ߝ
If ܣ௥ ∈ ,ܺ)ܤ ܺ + ௥ܣ then ,(ߝ ∈ ௥ܹ(ܺ, ܺ + ௥‖ௐೝ(௑,௑ାఌ)ܣ‖ and (ߝ ≤  .௥‖஻(௑,௑ାఌ)ܣ‖
Proof. For all ߣ > 0, ௥݂ ∈ ܺ and almost all ߬ ∈ ॻ, one has 

෍ ॴ{఍∈ॻ: |(஺ೝ௙ೝ)(఍)|வఒ} (߬) ≤ ෍ ॴ{఍∈ॻ: |(஺ೝ௙ೝ)(఍)|வఒ} (߬)
௥ܣ)| ௥݂)(߬)|

ߣ
≤ ෍

௥ܣ)| ௥݂)(߬)|
ߣ

. 
It follows from the above inequality, the lattice property, and the boundedness of the 
operator ܣ௥  that 

ቛ෍ ॴ{఍∈ॻ: |(஺ೝ௙ೝ)(఍)|வఒ}ቛ
௑ାఌ

≤ ෍ ฯ
௥ܣ ௥݂

ߣ
ฯ

௑ାఌ
≤ ෍‖ܣ௥‖஻(௑,௑ାఌ) ෍

‖ ௥݂‖௑

ߣ
, 

which completes the proof. 
Corollary (6.3.31)[307]: For every measurable set ܧ ⊂ ,ߨ−] with 0 [ߨ < |ܧ| ≤  ,2/ߨ
there exists a measurable set ܨ௥ ⊂ ,ߨ−] |௥ܨ| with [ߨ =  such that ߨ

ห൫ܥ௥ॴிೝ
∗ ൯൫݁௜ణ൯ห >

1
ߨ ቤlog ቆ√2 sin

|ܧ|
2 ቇቤ   for a. e.   ߴ ∈   .ܧ

Proof. Let ℓ ∶= ൛݁௜ఎ ∈ ॻ ∶ ߨ − |ܧ| < ߟ <  ൟ. By Theorem (6.3.9), there exists an innerߨ
function ௥ܸ  such that ௥ܸ(0) = 0 and 

௥ܸ൫݁௜ణ൯ ∈ ൜ ℓ for ܽ. ݁. ߴ ∈ ,ܧ
ॻ\ℓ for a. e. ߴ ∈ ,ߨ−]  .ܧ\[ߨ

Consider the set 
:௥ܨ = ൛ߠ ∈ ,ߨ−] Im ௥ܸ൫݁௜ఏ൯ :[ߨ ≤ 0ൟ. 

Since ௥ܸ(0) = 0 and ௥ܸ  is inner, it defines a measure-preserving transformation of ॻ 
onto itself due to Lemma (6.3.8). Therefore,    

|௥ܨ| = ห൛ߴ ∈ ,ߨ−] Im ݁௜ణ :[ߨ ≤ 0ൟห =  .ߨ
For ߟ ∈ ,ߨ−] ଴ݎ and [ߨ ∈ [0, 1), let 
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:଴݁௜ఎ൯ݎ௥൫ݓ =
1

ߨ2
න ॴ[ିగ,଴]

∗ ൫݁௜఍൯൫ ௥ܲబ + ݅ܳ௥బ൯ (ߟ − ߞ݀(ߞ
గ

ିగ

. 

By Theorem (6.3.10), the function ݓ௥ ∈  ଶ(॰) has nontangential boundary valuesܪ
௥൫݁௜ఎݓ ൯ as ݖ → ݁௜ఎ  for a.e. ߟ ∈ ,ߨ−]            and [ߨ

Re ݓ௥൫݁௜ఎ൯ = ॴ[ିగ,଴]
∗ ൫݁௜ఎ൯ for a. e. ߟ ∈ ,ߨ−]  ,[ߨ

Im ݓ௥൫݁௜ఎ൯ = ൫ܥ௥ॴ[ିగ,଴]
∗ ൯൫݁௜ఎ൯ for a. e. ߟ ∈ ,ߨ−]  .[ߨ

It is clear that for ߟ ∈ ߨ) − ,|ܧ|  ,(ߨ

൫ܥ௥ॴ[ିగ,଴]
∗ ൯൫݁௜ఎ൯ =

1
ߨ2 න cot

ߟ − ߞ
2 ߞ݀ 

଴

ିగ

=
1
ߨ log sin

ߟ
2 −

1
ߨ log sin

ߟ + ߨ
2 . 

Since |ܧ| ∈ (0, ߟ we have for all ,[2/ߨ ∈ ߨ) − ,|ܧ|  ,(ߨ

log sin
ߟ
2

> log sin
ߨ
4

=  − log √2 ≥ log sin
|ܧ|
2

> log sin
ߟ + ߨ

2
. 

It follows from (45)–(47) that for a.e. ߟ ∈ ߨ) − ,|ܧ|  ,(ߨ

หIm ݓ௥൫݁௜ఎ൯ห >
1
ߨ

ቆ− log √2 − log sin
|ܧ|
2

ቇ =
1
ߨ

ቤlog ቆ√2 sin
|ܧ|
2

ቇቤ. 

Consider now the function ௥ܹ = ௥ݓ ∘ ௥ܸ, which belongs to ܪଶ(॰) (see, e.g., [277, 
Section 2.6]). In view of (43) and (44), we have 

Re ௥ܹ൫݁௜ణ൯ = ቊ
1 if Im ௥ܸ൫݁௜ణ൯ ≤ 0,
0 if Im ௥ܸ൫݁௜ణ൯ > 0

= ॴிೝ
∗ ൫݁௜ణ൯ for  a. e.  ߴ ∈ ,ߨ−]  .[ߨ

Then, by Theorem (6.3.10),  
Im ௥ܹ൫݁௜ణ൯ = ൫ܥ௥ॴிೝ

∗ ൯൫݁௜ణ൯       for a. e. ߴ ∈ ,ߨ−]  .[ߨ
If ߴ ∈ then it follows from (42) that ௥ܸ൫݁௜ణ൯ ,ܧ ∈ ℓ. In this case inequality (48) implies 
that for a.e. ߴ ∈  ,ܧ

หIm ௥ܹ൫݁௜ణ൯ห = หIm ݓ௥ ௥ܸ൫݁௜ణ൯ห >
1
ߨ

| log ቆ√2 sin
|ܧ|
2

ቇ. 

Combining equality (49) and inequality (50), we arrive at (41). 
Corollary (6.3.32)[307]: Let ܺ be a Banach function space over the unit circle ॻ. If the 
Hilbert transform ܥ௥ is of weak type (ܮஶ, ܺ), then for every measurable set ܧ ⊂ ,ߨ−]  [ߨ
with 0 < |ܧ| ≤   one has ,2/ߨ

‖ॴா
∗ ‖௑ ≤

௥‖ௐೝ(௅ಮ,௑)ܥ‖ߨ

ฬlog ൬√2 sin |ܧ|
2 ൰ฬ

. 

Proof. Let  

ߣ =
1
ߨ ቤlog ቆ√2 sin

|ܧ|
2 ቇቤ. 

By Lemma (6.3.12), there exists a measurable set ܨ௥ ⊂ ,ߨ−] |௥ܨ| with [ߨ =  such that ߨ
for a.e. ߬ ∈ ॻ,   

ॴா
∗ (߬) ≤ ॴ൛఍∈ॻ:ห൫஼ೝॴಷೝ

∗ ൯(఍)หவఒൟ(߬). 
Therefore, by the lattice property, taking into account that ܥ௥ ∈ ௥ܹ(ܮஶ, ܺ), we obtain 
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‖ॴா
∗ ‖௑ ≤ ቛॴ൛఍∈ॻ:ห൫஼ೝॴಷೝ

∗ ൯(఍)หவఒൟቛ௑
≤

1
ߣ

௥‖ௐೝ(௅ಮ,௑)ฮॴிೝܥ‖
∗ ฮ

௅ಮ =
௥‖ௐೝ(௅ಮܥ‖ߨ ,௑)

ฬlog ൬√2 sin |ܧ|
2 ൰ฬ

, 

which completes the proof. 
Corollary (6.3.33)[307]: Let ܺ be a Banach function space over the unit circle ॻ. If the 
Hilbert transform ܥ௥ is of weak type (ܮஶ, ܺ), then ܺ௔ೝ = ܺ௕ೝ . 
Proof. Let ߁ ⊂ ॻ be a measurable set. Consider a sequence of measurable subsets 
௡∈ℕ of ॻ such that ॴఊ೙{௡ߛ} → 0 a.e. on ॻ. By the dominated convergence theorem, 

(௡ߛ)݉ = න ॴఊ೙
(߬)݀݉(߬)

 

ॻ

→ ݊ ݏܽ 0 → ∞. 

Without loss of generality, one can assume that 0 < (௡ߛ)݉ ≤ 1/4 for all ݊ ∈ ℕ. For 
every ݊ ∈ ℕ, there exists a measurable set ܧ௡ ⊂ ,ߨ−] such that ॴఊ೙ [ߨ

(߬) = ॴா೙
∗ (߬) for 

all ߬ ∈ ॻ. It is clear that |ܧ௡| = (௡ߛ)݉ߨ2 ≤ ݊ for 2/ߨ ∈ ℕ. By Lemma (6.3.13), for 
every ݊ ∈ ℕ, 

ฮॴ௰ॴఊ೙ฮ
௑

≤ ฮॴఊ೙ฮ
௑

= ฮॴா೙
∗ ฮ

௑
≤

௥‖ௐೝ(௅ಮܥ‖ߨ ,௑ାఌ)

ฬlog ൬√2 sin |௡ܧ|
2 ൰ฬ

=
௥‖ௐೝ(௅ಮ,௑ାఌ)ܥ‖ߨ

หlog൫√2 sin൫݉ߨ(ߛ௡)൯൯ห
. 

Since ݉(ߛ௡) → 0 as ݊ → ∞, the above estimate implies that ฮॴ௰ॴఊ೙ฮ
௑

→ 0 as ݊ → ∞. 
Thus the function ॴ௰ has absolutely continuous norm. By [266, Chap.1, Theorem 3.13], 
ܺ௔ೝ = ܺ௕ೝ . 
Corollary (6.3.34)[307]: Let ܺ be a Banach function space over the unit circle ॻ and 
ܺᇱ be its associate space. If ܥ௥ ∈ ௕ೝܺ)ܤ , ܺ), then ܥ௥ ∈ ௕ೝ(ᇱܺ))ܤ , ܺᇱ) and 

௥‖஻൫(௑ᇲ)್ೝܥ‖ ,௑൯ ≤ ௥‖஻൫௑್ೝܥ‖ ,௑൯. 
Proof. It is well known that the operator ݅ܥ௥ is a self-adjoint operator on the space ܮଶ  
(see, e.g., [298, Section 5.7.3(a)]). Therefore, for all ݏ, ߭ ∈ ܵ଴ ⊂  ଶ, one hasܮ

,௥߭ܥ〉 〈ݏ = −〈߭,   〈ݏ௥ܥ
It follows from equalities (34), (53), and Hölder’s inequality (see [266, Chap.1, 
Theorem 2.4]) that for every ߭ ∈ ଴ܵ,  

௥߭‖௑ᇲܥ‖ = sup{|〈ܥ௥߭, :|〈ݏ ݏ ∈ ܵ଴, ௑‖ݏ‖ ≤ 1} = sup{|〈߭, :|〈ݏ௥ܥ ݏ ∈ ଴ܵ , ௑‖ݏ‖ ≤ 1} 
≤ sup{‖߭‖௑ᇲ ݏ :௑‖ݏ௥ܥ‖ ∈ ܵ଴, ௑‖ݏ‖ ≤ 1} ≤ ௥‖஻൫௑್ೝܥ‖ ,௑൯‖߭‖௑ᇲ . 

Since ଴ܵ  is dense in (ܺᇱ)௕ೝ , we conclude that ܥ௥ ∈ ௕ೝ(ᇱܺ))ܤ , ܺᇱ) and (52) holds. 
Corollary (6.3.35)[307]: Let ܺ be a Banach function space over the unit circle ॻ and 
ܺᇱ be its associate space. If the Riesz projection ܲ  is bounded on ܺ , then ܥ௥ ∈ ௥ܹ(ܮஶ , ܺ) 
and ܥ௥ ∈ ௥ܹ(ܮஶ, ܺᇱ). 
Proof. Since ܺ is continuously embedded into ܮଵ, the functional ௥݂ ⟼ ௥݂෡ (0) is 
continuous on the space ܺ. Then it follows from (26) that ܲ ∈ ௥ܥ if and only if (ܺ)ܤ ∈
(ܺ)ܤ ஶ is continuously embedded into ܺ, one hasܮ Since .(ܺ)ܤ ⊂ ,ஶܮ)ܤ ܺ). By 
Lemma (6.3.11), ܮ)ܤஶ, ܺ) ⊂ ௥ܹ(ܮஶ , ܺ).These observations imply thatܥ௥ ∈ ௥ܹ(ܮஶ , ܺ) 
if ܲ ∈ Since ܺ௕ೝ .(ܺ)ܤ  is a Banach space isometrically embedded into ܺ (see [266, 
Chap.1, Theorem 3.1]), we see that ܥ௥ ∈ (ܺ)ܤ ⊂ ௕ೝܺ)ܤ , ܺ) if ܲ ∈  Then, by .(ܺ)ܤ
Lemma (6.3.15), ܥ௥ ∈ ௕ೝ(ᇱܺ))ܤ , ܺᇱ). Taking into account that ܮஶ is continuously 
embedded into (ܺᇱ)௕ೝ  (see, e.g., [266, Chap.1, Proposition 3.10]), we get ܥ௥ ∈
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௕ೝ(ᇱܺ))ܤ , ܺᇱ) ⊂ ஶܮ)ܤ , ܺᇱ), which implies that ܥ௥ ∈ ௥ܹ(ܮஶ, ܺᇱ) in view of Lemma 
(6.3.11). 
Corollary (6.3.36)[307]: Let ܺ be a Banach function space over the unit circle ॻ. If the 
Riesz projection ܲ is bounded on ܺ, then ܺ௔ೝ = ܺ௕ೝ  and (ܺᇱ)௔ೝ = (ܺᇱ)௕ೝ . 
Proof. If the Riesz projection ܲ is bounded on a Banach function space ܺ, then the 
Hilbert transform ܥ௥ is of weak types (ܮஶ , ܺ) and (ܮஶ, ܺᇱ) in view of Lemma (6.3.16). 
In turn, ܥ௥ ∈ ௥ܹ(ܮஶ, ܺ) implies that ܺ௔ೝ = ܺ௕ೝ  and ܥ௥ ∈ ௥ܹ(ܮஶ, ܺᇱ) implies that 
(ܺᇱ)௔ೝ = (ܺᇱ)௕ೝ  due to Theorem (6.3.14). 
Corollary (6.3.37)[307]: Let ܺ, ܺ +  be Banach functions spaces over the unit circle ߝ
ॻ. Suppose ܺ is separable and ܣ௥ ∈ ,ܺ)ܤ ܺ + If there exists a sequence {ܽ௡ .(ߝ

௥ }௡∈ℤ of 
complex numbers such that  

,௥߯௝ܣ〉 ߯௞〉 = ܽ௞ି௝
௥  for all ݆, ݇ ∈ ℤ, 

then there exists a function ܽ௥ ∈ ,ܺ)ܯ ܺ + ௥ܣ such that (ߝ = ௔ೝܯ  and  
ܽ௥෢(݊) = ܽ௡

௥  for all ݊ ∈ ℤ. 
Proof. This statement was proved in [293, Lemma 4.1] under the additional hypothesis 
that ܺ and ܺ + ܽ are rearrangement-invariant Banach function spaces. Put ߝ ௥: = ௥߯଴ܣ ∈
ܺ + Then, one can show exactly as in [293] that (ܽ௥ .ߝ

௥݂) ̂(݆) = ௥ܣ) ௥݂) ̂(݆) for all ݆ ∈ ℤ 
and ௥݂ ∈ ܲ. Therefore, ܣ௥ ௥݂ = ܽ௥

௥݂ for all ௥݂ ∈ ܲ in view of the uniqueness theorem for 
Fourier series (see, e.g., [289, Chap.1, Theorem 2.7]). 

Now let ݂ ௥ ∈ ܺ. Since the space ܺ  is separable, the set ܲ  is dense in ܺ  by Corollary 
(6.3.5). Then there exists a sequence ݌௡ ∈ ܲ such that ݌௡ → ௥݂  in ܺ and, whence, 
௡݌௥ܣ → ௥ܣ ௥݂  in ܺ  as ݊ → ∞. By [266, Chap.1, Theorem 1.4], ݌௡ → ௥݂  and ܣ௥݌௡ → ܽ௥

௥݂  
in measure as ݊ → ∞. Then ܽ௥݌௡ → ܽ௥

௥݂  in measure as ݊ → ∞ (see, e.g., [269, 
Corollary 2.2.6]). Hence, the sequence ܣ௥݌௡ = ܽ௥݌௡ converges in measure to the 
functions ܣ௥ ௥݂  and ܽ௥

௥݂  as ݊ → ∞. This implies that ܣ௥ ௥݂  and ܽ௥
௥݂  coincide a.e. on 

ॻ(see, e.g., the discussion preceding [296, Theorem 2.2.3]). Thus ܣ௥ ௥݂ = ܽ௥
௥݂  for all 

௥݂ ∈ ܺ. This means that ܣ௥ = ௔ೝܯ  and ܽ௥ ∈ ,ܺ)ܯ ܺ +  by the definition of (ߝ
,ܺ)ܯ ܺ +  .(ߝ
Corollary (6.3.38)[307]:  Let 0 < > ߝ ∞, and ݓ௥: ॻ → [0, ∞] be a weight such that 
௥ݓ  ∈ ଵାఌ,ଵାଶఌܮ , ௥ݓ/1 ∈ ଵାఌ,ଵାଶఌܮ . 

(a) The space ܮଵାఌ,ଵାଶఌ(ݓ௥) is a Banach function space with respect to the norm 
‖ ௥݂‖௅భశഄ,భశమഄ(௪ೝ) = ‖ ௥݂ݓ௥‖௅భశഄ,భశమഄ  and ܮଵାఌ,ଵାଶఌ(1/ݓ௥) is its associate space. 

(b) If 0 < ߝ < ∞, then the space ܮଵାఌ,ଵାଶఌ(ݓ௥) is reflexive. 
(c) The space ܮଵାఌ,ଵାଶఌ(ݓ௥) is separable and non-reflexive. 

Proof. (a) In view of [266, Chap.4, Theorem4.7], the associate space of the Lorentz 
space ܮଵାఌ,ଵାଶఌ , up to equivalence of norms, is the Lorentz space ܮଵାఌ,ଵାଶఌ. It is easy to 
check that ܮଵାఌ,ଵାଶఌ(ݓ௥) is a Banach function space and ܮଵାఌ,ଵାଶఌ(1/ݓ௥) is its associate 
space. 

(b) Note that ܮଵାఌ,ଵାଶఌ(ݓ௥) ∋ ௥݂ ⟼ ௥ݓ ௥݂ ∈  ଵାఌ,ଵାଶఌ is an isometricܮ
isomorphism of ܮଵାఌ,ଵାଶఌ(ݓ௥) and ܮଵାఌ,ଵାଶఌ. Hence these spaces have the same Banach 
space theory properties, e.g., reflexivity and separability. If 0 < ߝ < ∞, then ܮଵାఌ,ଵାଶఌ  
is reflexive in view of [266, Chap.4, Corollary 4.8]. Then the weighted Lorentz space 
 .is reflexive too (௥ݓ)ଵାఌ,ଵାଶఌܮ
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(c) If 0 < > ߝ ∞, then ܮଵାఌ,ଵ has absolutely continuous norm and (ܮଵାఌ,ଵ)∗ =
 ,ଵାఌ,ଵ is separable in view of [266ܮ ଵାఌ,ஶ(see [266, Chap.4, Corollary 4.8]). Thenܮ
Chap.1, Corollary 5.6]. It is known that 

∗(ଵାఌ,ஶܮ)ଵାఌ,ଵܮ =  ∗∗(ଵାఌ,ଵܮ)
(see [276, p.83]). Hence ܮଵାఌ,ଵ is non-reflexive. Therefore, ܮଵାఌ,ଵ(ݓ௥) is also separable 
and nonrefexive. 
Corollary (6.3.39)[307]: Let 0 < ߝ < ∞.  If ݓ௥ ∈ ௥ݓ ଵାఌ(ॻ), then(௥ܣ) ∈  ଵାఌ,ଵାଶఌ andܮ
௥ݓ/1 ∈ ଵାఌᇲ,ଵାଶఌᇲܮ . 
Proof. By the stability property of Muckenhoupt weights (see, e.g., [270, Theorem 
2.31]), there exists ߝ > 0 such that ݓ௥ ∈ ݏ ௦(ॻ) for all(௥ܣ) ∈ ݌) − ,ߝ ݌ +  ,Therefore .(ߝ
௥ݓ ∈ ௥ݓ/௦ and 1ܮ ∈ ݏ ௦ᇲ for allܮ ∈ ݌) − ,ߝ ݌ + ,ଵݏ In particular, if .(ߝ  ଶ are such thatݏ
݌ − ߝ < ଵݏ < ݌ < ଶݏ < ݌ + ௥ݓ then ,ߝ ∈ ௦మܮ = ௦మ,௦మܮ ⊂ ௥ݓ/௣,௤ and 1ܮ ∈ ௦భܮ

ᇲ =
௦భܮ

ᇲ ,௦భ
ᇲ ⊂ ௣ᇲ,௤ᇲܮ  in view of the embeddings of Lorentz spaces (see, e.g., [266, Chap.4, 

remark after Proposition 4.2]).   
Lemmas (6.3.23)(a) and (6.3.24) imply that if  ݓ௥ ∈  ଵାఌ(ॻ), then(௥ܣ)

 .is a Banach function space (௥ݓ)ଵାఌ,ଵାଶఌܮ
Corollary (6.3.40)[307]: Let 1 < ≥ ߝ ∞. If ݓ௥ ∈  ଵାఌ(ॻ), then the Riesz(௥ܣ)
projection ܲ is bounded on the weighted Lorentz space ܮଵାఌ,ଵାଶఌ(ݓ௥). 
Proof. It follows from [266, Chap.4, Theorem 4.6] and [281, Theorem 4.5] that the 
Cauchy singular integral operator ܵ is bounded on ܮଵାఌ,ଵାଶఌ(ݓ௥). Thus, the Riesz 
projection ܲ is bounded on ܮଵାఌ,ଵାଶఌ(ݓ௥) in view of (24). 
 
  



217 

List of Symbols 
 

Symbol Page 
 ஶ : Essential Lebesgue space 1ܮ
 ଶ : Hardy Space 1ܪ
mod             : module 1 
⨂               : Tensor product 2 
⊕              : Direct Sum 2 
 ଶ : Hilbert Space  2ܮ
inf             : infimum   3 
Ker             : Kernel  4 
 ௣ : essential Hardy space 4ܪ
diag            : diagonal 6 
 ௣ : Lebesgue Integral  9ܮ
 ଶ : Bergman Space  9ܣ
 ଵ : Lebesgue integral on the Real line 11ܮ
Aut            : Automorphism 11 
sup            : Supremum 12 
 ௣ : Hardy space 12ܪ
max           : Maximum 16 
⊝              : Direct difference 43 
௔ܮ

ଶ  : Bergman Space  47 
dim             : dimension 48 
tr            : trace 56 
a. e             : almost everywhere 59 
G. C. D            : greatest common divisor 70 
UFD             : Unique Factorization Domain 70 
 ௤ : Dual of Lebesgue Space 72ܮ
௤ܪ  : Dual of Hardy Space 72 
min           : minimum 80 
ess : essential  85 
BMO             : Bounded Meau Oscillation 85 
VMO             : Vanishing Meau Oscillation 56 
Im             : Imaginary 95 
SAT             : Strongly Asymptotically Toepliz 102 
UAT             : Uniformly asymptotically Toepliz 102 
WAT             : Weakly asymptotically Toepliz 102 
MSAT            : Strongly Asymptotically Toepliz 102 
Lip : Lopschtiz 105 
SP : Spectrum 105 
ec : essential commutant 107 
ran            : range 111 
SOT             : strong operator topology  114 
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supp            : support  120 
alg            : algebra 121 
SC            : Semi Commutator 125 
ℓଶ : Hilbert Space of Sequences 126 
clos             : closure   138 
ind             : index  145 
B. F. S            : Banach Function Space 174 
 ௣,௤ : Lorentz spaces 192ܮ
Re           : Real 195 
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