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Abstract 
The Lindelöf property and Bishop-Phelps-Bollobás moduli in Banach spaces are 

studied. The Bishop-Phelps-Bollobás theorem for operators from ܿ଴ to uniformly convex 

spaces, for bilinear forms and for uniform algebras are established. We characterize the 

Bishop-Phelps-Bollobás property for numerical radius in ℓଵ(ܥ) operators on (ܭ)ܥ, for 

certain spaces of operators and for numerical radius of operators on ܮଵ(ߤ). Asplund 

operators, ߁-flatness and Bishop–Phelps–Bollobás type theorems for operators, version 

of Lindenstrauss properties ܣ and ܤ and approximation hyperplane series properties are 

considered.    
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     لخلاصةا

. قمنا بولوباس في فضاءات باناخ –فیلبس  –لوف ومقاییس بیشوب دتمت دراسة خاصیة لین

إلى الفضاءات المحدبة  ଴ܿبولوباس لاجل المؤثرات من  –فیلبس  –بتأسیس مبرھنة بیشوب 

فیلبس  –المنتظمة ولاجل الصیغ ثنائیة الخطیة والجبریات المنتظمة. تم تشخیص خاصیة بیشوب 

ولاجل فضاءات معینة  (ܭ)ܥوالمؤثرات على  (ܥ)ℓଵ بولوباس لاجل نصف القطر العددى في –

والمبرھنات نوع  ߁ -. قمنا باعتبار تسطیح(ߤ)ଵܮللمؤثرات ولنصف القطر العددى للمؤثرات على 

وخاصیات  ܤو  ܣتراوس سبولوباس لأجل المؤثرات وإصدار خاصیة لیندین –فیلبس  –بیشوب 

 .متسلسلة المستوى المفرط التقریبي
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Introduction 
 

We show that topological space (ܶ, ߬) is said to be fragmented by a metric ݀ on ܶ if each 
non-empty subset of ܶ has non-empty relatively open subsets of arbitrarily small ݀-diameter. 
We devoted to applications of the basic theorem. A compact Hausdorff space ܭ is Radon-
Nikodým compact if, and only if, there is a bounded subset ܦ of (ܭ)ܥ separating the points of 
,ܭ) such that ܭ  is a weak* -compact subset of ܪ is Lindelöf. If ܺ is a Banach space and ((ܦ)ߛ
the dual ܺ∗ which is weakly Lindelöf, then (ܪ, weak )ℕ is Lindelöf. We deal with a 
strengthening of the Bishop-Phelps property for operators that in the literature is called the 
Bishop-Phelps-Bollobás property. Let ܺ be a Banach space and ܮ a locally compact Hausdorff 
space. We prove that if ܶ: ܺ → ∥∥(଴ݔ)ܶ∥∥ is an Asplund operator and (ܮ)଴ܥ ≈∥ ܶ ∥ for some 
∥∥଴ݔ∥∥ = 1, then there is a norm attaining Asplund operator ܵ: ܺ → ∥∥଴ݑ∥∥ and (ܮ)଴ܥ = 1 with 
∥∥(଴ݑ)ܵ∥∥ =∥ ܵ ∥=∥ ܶ ∥ such that ݑ଴ ≈ ܵ ଴ andݔ ≈ ܶ.  

We show that the set of bounded linear operators from ܺ to ܺ admits a Bishop-Phelps-
Bollobás type theorem for numerical radius whenever ܺ is ℓଵ(ℂ) or ܿ଴(ℂ). Guirao and 
Kozhushkina introduced the Bishop-Phelps-Bollobás property says that if we have a state and 
an operator that almost attains it numerical radius at this state, then there exist another state 
close to the original state and another operator close to the original operator, such that the new 
operator attains its numerical radius at this new state. We provide a version for operators of the 
Bishop-Phelps-Bollobás theorem when the domain space is the complex space ࣝ଴(ܮ).  

We show that the pair of Banach spaces (ܿ଴, ܻ) has the Bishop-PhelpsBollobás property 
when ܻ is uniformly convex. Further, when ܻ is strictly convex, if (ܿ଴, ܻ) has the Bishop-
Phelps-Bollobás property then ܻ is uniformly convex for the case of real Banach spaces. We 
provide versions of the Bishop-Phelps-Bollobás Theorem for bilinear forms. Indeed we prove 
the first positive result of this kind by assuming uniform convexity on the Banach spaces. A 
characterization  of the Banach space ܻ satisfying a version of the Bishop-Phelps-Bollobás 
Theorem for bilinear forms on ℓଵ × ܻ is also obtained. As a consequence of this 
characterization, we obtain positive results for finite-dimensional normed spaces, uniformly 
smooth spaces, the space (ܭ)ܥ of continuous functions on a compact Hausdorff topological 
space ܭ and the space (ܪ)ܭ of compact operators on a Hilbert space ܪ.  

We devoted to showing that Asplund operators with range in a uniform Banach algebra 
have the Bishop-Phelps-Bollobás property, i.e., they are approximated by norm attaining 
Asplund operators at the same time that a point where the approximated operator almost attains 
its norm is approximated by a point at which the approximating operator attains it. We 
characterize the Banach spaces ܻ for which certain subspaces of operators from ܮଵ(ߤ) into ܻ 
have the Bishop-Phelps-Bollobás property in terms of a geometric property of ܻ, namely AHSP. 
This characterization applies to the spaces of compact and weakly compact operators. The 
Bishop-Phelps-Bollobás property deals with simultaneous approximation of an operator ܶ and 
a vector ݔ at which ܶ nearly attains its norm by an operator ଴ܶ and a vector ݔ଴, respectively, 
such that ଴ܶ attains its norm at ݔ଴. We extend the already known results about the Bishop-
Phelps-Bollobás property for Asplund operators to a wider class of Banach spaces and to a wider 
class of operators. Instead of proving a BPB-type theorem for each space separately we isolate 
two main notions: Γ-flat operators and Banach spaces with ACKఘ structure. 
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We study the Bishop-Phelps-Bollobás property for numerical radius (in short, BPBp-nu) 
and find sufficient conditions for Banach spaces to ensure the BPBp-nu. Among other results, 
we show that  ܮଵ(ߤ)-spaces have this property for every measure ߤ. We introduce two Bishop-
Phelps-Bollobás moduli of a Banach space which measure, for a given Banach space, what is 
the best possible Bishop-Phelps-Bollobás theorem in this space. We show that there is a 
common upper bound for these moduli for all Banach spaces and we present an example 
showing that this bound is sharp. We prove the continuity of these moduli and an inequality 
with respect to duality.  We introduce the notion of the Bishop-Phelps-Bollobás property for 
numerical radius (BPBp-ߥ) for a subclass of the space of bounded linear operators. Then, we 
show that certain subspaces of ℒ൫ܮଵ(ߤ)൯ have the BPBp-ߥ for every finite measure ߤ.  

We study a Bishop-Phelps-Bollobás version of Lindenstrauss properties ܣ and B. For 
domain spaces, we study Banach spaces ܺ such that (ܺ, ܻ) has the Bishop-Phelps-Bollobás 
property (BPBp) for every Banach space ܻ. We show that in this case, there exists a universal 
function (ߝ)ܺߟ such that for every ܻ, the pair (ܺ, ܻ) has the BPBp with this function. This 
allows us to show some necessary isometric conditions for ܺ to have the property. We also show 
that if ܺ has this property in every equivalent norm, then ܺ is one-dimensional. We show the 
Bishop-Phelps-Bollobás theorem for operators from an arbitrary Banach space ܺ into a Banach 
space ܻ whenever the range space has property ߚ of Lindenstrauss. We also characterize those 
Banach spaces ܻ for which the Bishop-Phelps-Bollobás theorem holds for operators from ℓଵ 
into ܻ. Several examples of classes of such spaces are provided. We study the Bishop-Phelps-
Bollobás property for operators between Banach spaces. Sufficient conditions are given for 
generalized direct sums of Banach spaces with respect to a uniformly monotone Banach 
sequence lattice to have the approximate hyperplane series property. 
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Chapter 1 
Banach Spaces and Bishop-Phelps-Bollobás Theorem 

 

We show that under certain condition ฮspan (ܪ)തതതതതതതതതതതฮ and co (ܪ)തതതതതതതതݓ∗ are weakly Lindelöf. We 
answer a question by Talagrand. Finally we apply the basic theorem to certain classes of Banach 
spaces including weakly compactly generated ones and the duals of Asplund spaces. We obtain: 
(A) if ܶ is weakly compact, then ܵ can also be taken to be weakly compact; (B) if ܺ is Asplund 
(for instance, ܺ = ܿ଴), the pair (ܺ,  ;ܮ has the Bishop-Phelps-Bollobás property for all ((ܮ)଴ܥ
(C) if ܮ is scattered, the pair (ܺ,  has the Bishop-Phelps-Bollobás property for all Banach ((ܮ)଴ܥ
spaces ܺ. 
 

Section (1.1): The Lindelöf Property: 
The starting point of the present investigation is a theorem by [26], namely that a Banach 

space ܺ is an Asplund space if and only if its dual ܺ∗ is Lindelöf with respect to the topology of 
uniform convergence on bounded countable subsets of ܺ, the ߛ-topology. We show that this 
result is a special case of a much more general theorem on function spaces and that it has 
interesting consequences including a solution to a question by Talagrand. 

The basic theorem and its important corollary are stated and proved. A new 
characterization of Radon-Nikodým compact spaces by the Lindelöf property relative to the ߛ-
topology is derived from the basic theorem. It will be shown that Meyer's characterization of 
compact scattered spaces [24] by the Lindelöf property with respect the ܩఋ-topology is also a 
consequence of the basic theorem. 

We use the Lindelöf property relative to the ߛ-topology to study the weakly Lindelöf 
property of sets in dual Banach spaces. We show, that the weak  ∗-closed convex hull of a 
weak ∗-compact subset which is weakly Lindelöf in a dual Banach space is again weakly 
Lindelöf. This solves a problem of Talagrand in [33]. 

The theme is further expanded where it is proved, in particular, that the norm-closed linear 
span of a weak ∗-compact subset in a dual Banach space that is weakly Lindelöf is a WLD 
Banach space, as defined. It should be noted here that each WLD Banach space is weakly 
Lindelöf and more. We approach depends on the existence of "projectional generators" shown. 
The results on projectional generators also give a unified approach to the existence of 
projectional resolutions of the identity for both weakly compactly generated Banach spaces and 
duals of Asplund spaces. 

We present several examples that illustrate the results . 
For the notation and terminology see Engelking and Kelley, [11] and [21]. Given a 

topological space ܼ we let ܥ(ܼ) (resp. ܥୠ(ܼ) ) denote the space of real continuous (resp. real 
continuous uniformly bounded) functions defined on ܼ. For a Banach space ܺ,  ௑ denotes itsܤ
closed unit ball and ܺ∗ denotes its dual space. When ܨ is a subset of ܺ∗, we write ߪ(ܺ,  to (ܨ
denote the locally convex topology (maybe non-Hausdorff) on ܺ of pointwise convergence on 
;ܨ ,ܺ)ߪ ܺ∗) is the weak topology of ܺ and ߪ(ܺ∗, ܺ) is the weak topology of ܺ∗. We consider 
 .ୠ(ܼ) as a Banach space endowed with the supremum normܥ

We first gather definitions of the terms and notation necessary for stating the main 
theorem, Theorem (1.1.2). Recall that a topological space is said to be Lindelöf if each open 
cover of the space admits a countable subcover. The following definition is due to Jayne and 
Rogers [20].  
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Definition (1.1.1)[1]: Let (ܼ, ߬) be a topological space and ߷ a metric on ܼ. We say that (ܼ, ߬) 
is fragmented by ߷ (or ߷-fragmented) if for each non-empty subset ܥ of ܼ and for each ߝ > 0 
there exists a non-empty ߬-open subset ܷ of ܼ such that ܷ ∩ ܥ ≠ ∅ and ߷ − diam (ܷ ∩ (ܥ ≤  ߝ

It is easily checked that for (ܼ, ߬) to be ߷-fragmented, it is sufficient that each ߬-closed 
non-empty subset of ܺ has non-empty relatively ߬-open subsets of arbitrarily small ߷-diameter. 

Fort (ܯ, ߷) be a metric space and let ܦ be an arbitrary set. We shall write ߬௣(ܦ) to denote 
the product topology of the space ܯ஽. Assume henceforth that ߷ is bounded, which can always 
be done without altering the uniformity of ܯ. For any set ܵ ⊂  we define the pseudo-metric ܦ
݀ௌ on ܯ஽ by the formula 

݀ௌ(ݔ, (ݕ = sup൛߷൫(ݐ)ݔ, :൯(ݐ)ݕ ݐ ∈ ܵൟ   for ݔ, ݕ ∈ ஽ܯ .                        (1) 
The metric ݀஽ will be simply denoted by ݀; the topology associated to ݀ in ܯ஽ is the topology 
of uniform convergence on ܫ. Let (ܫ)ߛ denote the uniform topology on ܯ஽ generated by the 
family of pseudo-metrics {݀஺: ܣ ⊂ ,ܦ  countable}, i.e. the topology of uniform convergence on ܣ
the family of countable subsets of ܦ. 

Let 2ℕ be the space of all sequences of 0's and 1ᇱs and let 2(ℕ) be the set of all finite 
sequences of 0's and 1's. For a given ݐ ∈ 2(ℕ), let |ݐ| denote the length of ݐ; for ߪ ∈ 2ℕ and ݊ ∈
ℕ, we write ߪ ∣ ݊ = ,(1)ߪ) … , ((݊)ߪ ∈ 2(ℕ). 
Theorem (1.1.2)[1]: Let (ܯ, ߷) and ܦ be as above, and let ܭ be a compact subset of ൫ܯ஽ , ߬௣൯. 
Then the following conditions are equivalent: 

(a) The space ൫ܭ, ߬௣൯ is fragmented by ݀. 
(b) For each countable subset ܣ of ܦ, ,ܭ) ݀஺) is separable. 
(c) The space (ܭ,  .is Lindelöf ((ܦ)ߛ

Proof. (a) ⇒ (b). By Lemma 2.1 of [25],൫ܭ|஺, ߬௣(ܣ)൯ is fragmented by ݀஺. Since ܯ஺ is 
metrizable, ൫ܭ|஺, ߬௣(ܣ)൯ is compact metrizable; hence it has a countable base. If (ܭ, ݀஺) is not 
separable, then there is an uncountable subset ܳ of ܭ|஺ and ߝ > 0 such that ݀஺(݌, (ݍ >  ߝ
whenever ݌, ݍ ∈ ܳ and ݌ ≠  We may assume that no point of ܳ is ߬௣-isolated in ܳ since .ݍ
൫ܭ|஺, ߬௣(ܣ)൯ has a countable base. Since ൫ܭ|஺, ߬௣(ܣ)൯ is fragmented by ݀஺, there is a ߬௣(ܣ)-
open subset ܷ of ܭ|஺ such that ܷ ∩ ܳ ≠ ∅ and ݀஺ − diam (ܷ ∩ ܳ) < ܷ Hence .ߝ ∩ ܳ is a 
singleton, contradicting the fact that no point of ܳ is ߬௣(ܣ)-isolated in ܳ. Hence (ܭ, ݀஺) is 
separable. 

(b) ⇒ (a). Suppose that ൫ܭ, ߬௣൯ is not fragmented by ݀. Then, for some non-empty ߬௣-
closed subset ܥ of ܭ and ߝ > 0, each non-empty ߬௣-open subset of ܥ has ݀-diameter greater 
that ߝ. By induction on ݊ = ,|ݏ| ݏ ∈ 2(ℕ), we construct a family ൛ ௦ܷ: ݏ ∈ 2(ℕ)ൟ of non-empty 
relatively ߬௣-open subsets of ܥ and a family ൛ݐ௦: ݏ ∈ 2(ℕ)ൟ of points of ܦ, satisfying the 
following conditions: 

ܷ∅  (ߙ) =  .ܥ
ഥܷ  (ߚ)

௦଴
ఛ೛ ∪ ഥܷ

௦ଵ
ఛ೛ ⊂ ௦ܷ for each s. 

,(௦ݐ)ݔ൫߷  (ߛ) ൯(௦ݐ)ݕ > ݔ for each ߝ ∈ ‾ܷ
௦଴
ఛ೛  and ݕ ∈ ‾ܷ

௦ଵ
ఛ೛ . 

݊ starts the induction from (ߙ) = 0. Next, for some ݊ > 0, assume that { ௦ܷ: |ݏ| < ݊} and 
:௦ݐ} |ݏ| < ݊ − 1} have been constructed. Fix an ݏ ∈ 2(ℕ) with |ݏ| = ݊ − 1. By hypothesis, there 
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are ݔ, ݕ ∈ ௦ܷ with ݀(ݔ, (ݕ > ௦ݐ Hence for some.ߝ ∈ ,ܦ ߷൫ݔ(ݐ௦), ൯(௦ݐ)ݕ > -By the ߬௣ .ߝ
continuity of the map 

,ᇱݔ) (ᇱݕ ↦ ߷൫ݔᇱ(ݐ௦),  ൯(௦ݐ)ᇱݕ
there are relatively ߬௣-open neighborhoods ௦ܷ଴ and ௦ܷଵ of ݔ and ݕ, respectively, so that (ߚ) and 
ܷ‾ implies that (ߛ) are satisfied. This completes the construction. Note that (ߛ)

௦଴
ఛ೛ ∩ ‾ܷ

௦ଵ
ఛ೛ = ∅ for 

each ݏ ∈ 2(ℕ). 
For each ߪ ∈ 2ℕ, choose ݔఙ ∈ ⋂௡ୀଵ

ஶ   ‾ܷఙ∣௡
ఛ೛ . If ߪ, ᇱߪ ∈ 2ℕ are two different sequences, then 

for some ݊ ∈ {0} ∪ ℕ, ݊|ߪ = ݊)|ߪ ᇱ|݊ andߪ + 1) ≠ ݊)|ᇱߪ + 1). Then by (ߛ) we have 
߷ ቀݔఙ(ݐఙ∣௡), ቁ(ఙ∣௡ݐ)ఙᇲݔ > ܣ Letting .ߝ = ൛ݐ௦: ݏ ∈ 2(ℕ)ൟ we have ݀஺(ݔఙ , (ఙᇲݔ >  Since 2ℕ is .ߝ
uncountable, (ܭ, ݀஺) is not separable, and therefore (b) does not hold. 

(c) ⇒ (b). This is clear because the topology associated to ݀஺ is weaker than (ܦ)ߛ 
whenever ܣ is a countable subset of ܦ. 

(ܽ)&(b) ⇒ (c). Let ࣯ = ൛ ௝ܷ: ݆ ∈ ࣝ and let ܭ open cover of-(ܦ)ߛ ൟ be aܬ = :ܣ} ܣ ⊂  ܦ
and ܣ is countable }. Without loss of generality we may assume that each ௝ܷ is of the form 

௝ܷ = ܷ൫ݔ௝, ,௝ܣ :௝൯ߝ = ቄݕ ∈ :ܭ ݀஺ೕ൫ݔ௝ , ൯ݕ <  ,௝ቅߝ
where ݔ௝ ∈ ,ܭ ௝ܣ ∈ ࣝ and ߝ௝ > 0. For each ܣ ∈ ࣝ, define 

(ܣ)࣯ = ൛ ௝ܷ: ݆ ∈ ,ܬ ௝ܣ ⊂ (ܣ)ܷ  ൟ  andܣ = ራ  ൛ ௝ܷ: ௝ܷ ∈  ൟ(ܣ)࣯
Then we have 

࣯ = ራ :(ܣ)࣯}  ܣ ∈ ࣝ}  and  ܭ = ራ :(ܣ)ܷ}  ܣ ∈ ࣝ}                     (2) 
Also if ܣ ⊂ (ܣ)ܷ ᇱ thenܣ ⊂  .(ᇱܣ)ܷ

We claim that ܭ = ܣ for some (ܣ)ܷ ∈ ࣝ. Suppose for a moment this is true. Then since 
each member of ࣯(ܣ) is ݀஺-open and since (ܭ, ݀஺) is separable by (b), there is a countable 
subfamily of ࣯(ܣ) (hence of ࣯) that covers ܭ, which completes the proof. 
The proof of the claim is by contradiction. So assume that ܷ(ܣ) ≠ ܣ for each ܭ ∈ ࣝ. For each 
ܣ ∈ ࣝ, let 

(ܣ)ܥ = ܭ ∖ ܥ  and (ܣ)ܷ = ሩ  ൛(ܣ)ܥതതതതതതതఛ೛: ܣ ∈ ࣝൟ 

We note that (ܣ)ܥ ⊃ ܣ whenever (ᇱܣ)ܥ ⊂ ,ܭᇱ. By compactness of ൫ܣ ߬௣൯, ܥ ≠ ∅, and now (a) 
tells us that ൫ܥ, ߬௣൯ is fragmented by ݀. So by Lemma 1.1 of [25], there is a point ݕ ∈  where ܥ
the identity map ൫ܥ, ߬௣൯ → ,ܥ) ݀) is continuous. The second equality in (2) ensures us that ݕ ∈
ܤ for some (ܤ)ܷ ∈ ࣝ. Since ܷ(ܤ) is ݀஻-open, for some ߝ > 0, ݕ ∈ ,ݕ)ܷ ,ܤ (ߝ ⊂  Then .(ܤ)ܷ
for each ݔ ∈ (ܤ)ܥ = ܭ ∖ ,(ܤ)ܷ ݔ ∉ ,ݕ)ܷ ,ܤ ݐ and so for some (ߝ ∈ ,(ݐ)ݔ)߷ ,ܤ ((ݐ)ݕ ≥  .3/ߝ2
For each ݐ ∈  let ,ܤ

௧ߥ = ൜ݔ ∈ :(ܤ)ܥ ߷൫(ݐ)ݔ, ൯(ݐ)ݕ ≥
ߝ2
3

ൠ.                                    (3) 

Then from the above, (ܤ)ܥ = :௧ܦ}⋃ ݐ ∈  .{ܤ
Let ܸ be a ߬௣-open neighborhood of ݕ in ܭ such that −diam ( ‾ܸ ఛ೛ ∩ (ܥ  Then we .2/ߝ ≥

claim that, for some ݐ ∈ ,ܤ ௧ܦ ∩ ܸ ∩ (ܣ)ܥ ≠ ∅ for each ܣ ∈ ࣝ. For, otherwise, for each ݐ ∈  ܤ
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there is an ܣ௧ ∈ ࣝ such that ܦ௧ ∩ ܸ ∩ (௧ܣ)ܥ = ∅. Since ܤ is countable, the set ܧ: = ܤ ∪
:௧ܣ}⋃ ݐ ∈ ௧ܦ is also countable, and {ܤ ∩ ܸ ∩ (ܧ)ܥ = ∅ for all ݐ ∈  Hence .ܤ

∅ = ቀራ :௧ܦ}  ݐ ∈ ቁ{ܤ ∩ ܸ ∩ (ୃܧ)ܥ = (ܤ)ܥ ∩ ܸ ∩ (ୃܧ)ܥ = ܸ ∩  ,(ୃܧ)ܥ

contradicting ݕ ∈ ܥ ⊂  .തതതതതതത߬௣(ܧ)ܥ
Now fix a ݐ ∈ ௧ܦ so that ܤ ∩ ܸ ∩ (ܣ)ܥ ≠ ∅ for each ܣ ∈ ࣝ, and let 

ݖ ∈ ሩ  ൛ܦ௧ ∩ ܸ ∩ :തതതതതതതതതതതതതതതതതതఛ೛(ܣ)ܥ ܣ ∈ ࣝൟ. 
Then ݖ ∈ ‾ܸ ఛ೛ ∩  and so ,ܥ

,ݖ)݀ (ݕ ≤
ߝ
2

.                                                           (4) 

On the other hand, since ݖ ∈ ௧തതതఛ೛ܦ , it follows by (3) that ߷((ݐ)ݖ, ((ݐ)ݕ ≥  which ,3/ߝ2
contradicts (4). This completes the proof of both the claim and the theorem. 

It is well known that the product of two Lindelöf spaces is not in general Lindelöf again: 
indeed, let ܼ = ℝ and endow it with the topology for which a basis is given by all the intervals 
,ݔ] ,ݔ where ,(ݎ ݎ ∈ ℝ, ݔ <  is a rational number; then ܼ is a separable first-countable ݎ and ݎ
space that is Lindelöf and is not second-countable; moreover ܼ × ܼ is not normal and therefore 
not Lindelöf (see [11, pp. 248-249]). 

Fortunately the Lindelöf property for the spaces (ܭ,  in Theorem (1.1.2) is ((ܦ)ߛ
preserved under the countable power. 
Corollary (1.1.3)[1]: Let ܭ, ,ܯ  satisfies one of the three ܭ be as in Theorem (1.1.2). If ܦ
conditions of the theorem, then (ܭ, ,ܭ) ,ℕ is Lindelöf. In particular((ܦ)ߛ  ௡ is Lindelöf for(((ܫ)ߛ
each ݊ ∈ ℕ. 
Proof. We may assume that the metric ߷ of the space ܯ is bounded by 1. Let ߮: ℕ(஽ܯ) →
(݆)(ݐ)(ߦ)߮ ஽ be the map defined by(ℕܯ) = ߦ for all (ݐ)(݆)ߦ ∈ ,ℕ(஽ܯ) ݐ ∈ ,ܦ ݆ ∈ ℕ. Clearly ߮ 
is a homeomorphism when the product topology is used throughout. Now the space ܯℕ is 
metrizable, and we use the metric ߷ஶ(݉ݎ, :(ᇱ݈ݎ = ∑௝∈ℕ  2ି௝߷(݈݉(݆), ݉݊ᇱ(݆)) for ݉, ݉݊ᇱ ∈  .ℕܯ
Let ݀ஶ be the metric on (ܯℕ)஽ given by 

݀ஶ(ݔ, :(ᇱݔ = s  {߷ஶ((ݐ)ݔ, :((ݐ)ᇱݔ ݐ ∈ ,ݔ for  {ܦ ᇱݔ ∈ ஽(ℕܯ) . 
We now show that if ܭ is fragmented by ݀ then ߮(ܭℕ) is fragmented by ݀ஶ. Let ߝ > 0, let ܥ 
be a non-empty subset of ܭℕ and let ߨ௜ : ℕܭ →  be the ݅-th projection. Then by induction we ܭ
can construct a decreasing sequence ଵܸ ⊃ ଶܸ ⊃ ⋯ of non-empty relatively open subsets of ܥ 
such that ݀-diam ቀߨ௝൫ ௝ܸ൯ቁ < ݆ for each 2/ߝ ∈ ℕ. Choose ݇ ∈ ℕ so that 2ି௞ <  and let ,2/ߝ
,ߦ ᇱߦ ∈ ௞ܸ . Then for each ݐ ∈  ,ܦ

߷ஶ(߮(ߦ)(ݐ), ((ݐ)(ᇱߦ)߮  ≤ ෍  
௝ஸ௞

 2ି௝߷((ݐ)(݆)ߦ, ((ݐ)(݆)ᇱߦ + ෍  
௝ஹ௞ାଵ

 2ି௝

 < ෍  
௝ஸ௞

 2ି௝݀ ቀߨ௝(ߦ), ቁ(ᇱߦ)௝ߨ +
ߝ
2

≤
ߝ
2

+
ߝ
2

= ߝ
 

Thus ߮( ௞ܸ) is a non-empty relatively open subset of ߮(ܥ) with ݀ஶ-diameter not greater than ߝ. 
Hence by Theorem (1.1.2), ߮(ܭℕ) is (ܦ)ߛ-Lindelöf. So we finish the proof by showing 

that ߮maps (ܯ஽ , ,஽(ℕܯ)) ℕ homeomorphically onto((ܦ)ߛ ,Let ߬ଵ .((ܦ)ߛ ߬ଶ be the topologies 
of these two spaces respectively. Then a net ߦఈ in (ܯ஽)ℕ߬ଵ-converges to ߦ ∈  ℕ if and only(஽ܯ)
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if: (i) for each ݆ ∈ ℕ and for each countable set ܣ ⊂ ,ܦ ,(ݐ)(݆)ఈߦ)߷ ((ݐ)(݆)ߦ → 0 uniformly in 
ݐ ∈  if and only if: (ii) for each (ߦ)߮ ଶ-converges to߬(ఈߦ)߮ On the other hand, the net .ܣ
countable ܣ ⊂  ܦ

߷ஶ(߮(ߦఈ)(ݐ), ((ݐ)(ߦ)߮ = ෍  
௝∈ℕ

2ି௝߷(ߦఈ(݆)(ݐ), ((ݐ)(݆)ߦ → 0 

uniformly in ݐ ∈  The equivalence of statements (i) and (ii) can be seen by an easy calculation .ܣ
similar to the one given above. Hence ߮ is a ߬ଵ − ߬ଶ homeomorphism. 

We obtain the following theorem, whose first part was mentioned. It has been stated in 
[26] as Theorems B and C. The original proof is quite different and depends on the technique of 
projections in Banach spaces. 
Theorem (1.1.4)[1]: ([26]). A Banach space ܺ is an Asplund space if and only if ൫ܺ∗,  ൯(௑ܤ)ߛ
is Lindelöf. If this is the case, then ൫ܺ∗, ൯(௑ܤ)ߛ

௡
 is Lindelöf for each ݊ ∈ ℕ. 

Proof. Note that ൫ܺ∗, ൯(௑ܤ)ߛ
௡

 is Lindelöf if and only if ൫ܤ௑∗ , ൯(௑ܤ)ߛ
௡

 is Lindelöf, and ܺ is an 
Asplund space if and only if (ܤ௑∗, weak* ) is frag- mented by the norm. Therefore the theorem 
follows by regarding (ܤ௑∗, weak*) as a compact subspace of ൫[−1,1]஻, ߬௣൯. 

Let ܭ be a compact Hausdorff space and let ܦ be a uniformly bounded subset of (ܭ)ܥ 
and ܣ ⊂  by ܭ Then we define the pseudo-metric on .ܦ

݀஺(ݔ, (ᇱݔ = sup{|݂(ݔ) − :|(ᇱݔ)݂ ݂ ∈ {ܣ   for ݔ, ᇱݔ ∈  ܭ
We again write (ܦ)ߛ to denote the uniform topology on ܭ generated by the family of 

pseudo-metrics {݀஺: ܣ ⊂ ,ܦ  then ,ܭ separates the points of ܦ countable}. Observe that when ܣ
,݉−] embeds in ܭ ݉]஽ for some ݉ > 0. Hence the topology (ܦ)ߛ now defined is the one 
already given through the embedding ܭ ⊂ [−݉, ݉]஽, and (ܦ)ߛ is stronger than the original 
topology of ܭ. In particular the equivalences we have seen in Theorem (1.1.2) and Corollary 
(1.1.3) remain true. 
Theorem (1.1.5)[1]: Let ܭ be a compact Hausdorff space and let ܦ be a uniformly bounded 
subset of (ܭ)ܥ. Then the following statements are equivalent: 

(i) The space (ܭ, ݀஺) is separable for each countable ܣ ⊂  .ܦ
(ii) The space (ܭ,  .is Lindelöf ((ܦ)ߛ
(iii) The space (ܭ,  .ℕ is Lindelöf((ܦ)ߛ

Proof. From the remark above, the theorem is clear in case ܦ separates the points of ܭ. The 
general case can be reduced to this as follows. Let ݉ = sup{∥ ݂ ∥: ݂ ∈ :߮ and let {ܦ ܭ →
[−݉, ݉]஽ be the map given by ߮(ݔ)(݂) = ݔ for all (ݔ)݂ ∈ ݂ and ܭ ∈ :ᇱܭ Then .ܦ =  is (ܭ)߮
a compact Hausdorff space. For each ݂ ∈ let መ݂ ,ܦ ∈ ((ݔ)߮)be the map given by መ݂ (ᇱܭ)ܥ =
ܣ and, for each ,(ݔ)݂ ⊂ መܣ let ,ܦ = { መ݂: ݂ ∈ ݂ Then clearly .{ܣ ↦ መ݂ is a one-to-one map of ܦ 
onto ܦ෡ and ݀஺(ݔ, (ݕ = ݀஺෠(߮(ݔ), ,ݔ for all ((ݕ)߮ ݕ ∈ ,ܭ) It follows that .ܭ ݀஺) is separable if, 
and only if, (ܭᇱ, ݀஺෠) is separable. The last equality also implies that, for each ∈ ,ܭ ݕ} ∈  : ܭ
݀஺(ݔ, (ݕ < {ߝ = ߮ିଵ({ݖ ∈ :ᇱܭ ݀஺෠(߮(ݔ), (ݖ <  open if and-(ܦ)ߛ is ܭ Hence a subset ܷ of .({ߝ
only if ܷ = ߮ିଵ(ܷᇱ) for some ߛ(ܦ෡)-open subset ܷᇱ of ܭᇱ. From this it is straightforward to 
check that (ܭ, .resp)((ܦ)ߛ ,ܭ) ,ᇱܭℕ) is Lindelöf if, and only if, ൫((ܦ)ߛ   ൯(෡ܦ)ߛ
ቀresp. ൫ܭᇱ, ൯(෡ܦ)ߛ

ℕ
ቁ is Lindelöf. Since ܦ෡ separates the points of ܭᇱ, the conclusion of the 

theorem is true for ܦ෡ and ܭᇱ. Hence the theorem is proved in general. 
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A compact Hausdorff space is said to be Radon-Nikodým compact (or ܴܰ-compact) if it 
is homeomorphic to a weak*-compact subset of the dual of an Asplund space, i.e. a dual Banach 
space with the RNP. It is shown in [25] that a compact Hausdorff space is ܴܰ-compact if, and 
only if, it is fragmented by a lower semicontinuous metric on the space. When (ܯ, ߷) is a metric 
space (with ߷ bounded) the metric ݀ in Theorem (1.1.2) is clearly ߬௣ lower semicontinuous. 
Therefore, Theorem (1.1.2) provides the following characterization of ܴܰ-compact spaces. 
Proposition (1.1.6)[1]: A compact Hausdorff space is ܴܰ-compact if, and only if, it is 
homeomorphic to a pointwise compact subset ܭ of [−1,1]஽ for some set ܦ such that (ܭ,  ((ܦ)ߛ
is Lindelöf. 
Proof. By Theorem 3.6 of [25] a compact space is ܴܰ-compact if, and only if, ܭ is 
homeomorphic to a pointwise compact subset ܭ of [−1,1]஽ for some set ܦ such that (ܭ, ݀஺) is 
separable for each countable subset ܣ of ܦ. An application of Theorem (1.1.2) finishes the proof 
of the proposition. 

In terms of spaces of continuous functions the proposition above can be restated as 
follows. 
Corollary (1.1.7)[1]: A compact Hausdorff space ܭ is ܴܰ-compact if, and only if, there is a 
bounded subset ܦ of (ܭ)ܥ separating points of ܭ such that (ܭ,  is Lindelöf. If this is the ((ܦ)ߛ
case, then (ܭ,  .ℕ is Lindelöf((ܦ)ߛ
Proof. Assume ܭ is ܴܰ-compact. By Proposition (1.1.6), we may assume that ܭ is a subspace 
of ൫[−1,1]஽ , ߬௣൯ for a certain set ܦ with (ܭ, ݀ Lindelöf; for every ((ܦ)ߛ ∈ :ௗߨ let ܦ [−1,1]஽ →
[−1,1] be the projection defined by ߨௗ(ݔ) = ,(݀)ݔ ݔ ∈ [−1,1]஽. If we let ܦ෡ = :ௗߨ} ݀ ∈  ,{ܦ
then ܦ෡ is a uniformly bounded subset of (ܭ)ܥ separating the points of ܭ and such that (ܭ,  ((෡ܦ)ߛ
is Lindelöf. The last part follows from Theorem (1.1.5). A similar argument proves the converse. 

For weakly compact subsets of (ܭ)ܥ, we have the following. 
Corollary (1.1.8)[1]: Let ܭ be a compact Hausdorff space and let ܪ ⊂  be a weakly (ܭ)ܥ
compact (i.e. bounded and ߬௣-compact) set. Then (ܭ,  .ℕ is Lindelöf((ܪ)ߛ
Proof. For a countable set ܣ ⊂ ,ܪ ఛ೛‾ܣ ⊂  metrizable and thus the space-(ܭ)is ߬௣ (ܭ)ܥ
,(ఛ೛‾ܣ)ܥ) ݀஺‾ഓ೛ ) is separable. Hence, ൫ܭ|஺‾ഓ೛ ,, ݀஺‾ഓ೛ ൯ is separable and so is (ܭ, ݀஺). In view of 
Theorem (1.1.5), the proof is complete. 

We need the following easy lemma that appears in [6]. 
Lemma (1.1.9)[1]: Let ܼ be a Lindelöf space, and let ܪ ⊂  be equicontinuous. Then (ܼ)ܥ
൫ܪ, ߬௣(ܼ)൯ is metrizable. 
Proof. Let ݀ு be the pseudo-metric on ܼ given by 

݀ு(ݖ, (ᇱݖ = min ൜1, sup
௛∈ு

 |ℎ(ݖ) − ℎ(ݖᇱ)|ൠ 

Since ܪ is equicontinuous, the ݀ு-topology is weaker than the given one on ܼ. So (ܼ, ݀ு) is 
Lindelöf and hence separable. Let ܫ) be a countable ݀ுష dense subset of ܼ. Then since ܪ is ݀ு-
equicontinuous, on ܪ the topologies of pointwise convergence on ܦ and on ܼ coincide. 
Therefore ൫ܪ, ߬௣(ܼ)൯ is metrizable. 

Given a subset ܦ of ℝ௄, let 
(ܦ)ܨ = ራ  ൛ܣ‾ఛ೛: ܣ ⊂ ,ܦ   .countable ൟ ܣ
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Note that if ܤ is a countable subset of ܨᇱ(ܦ) then there is a countable subset ܣ of ܦ such that 
‾ܤ ఛ೛ ⊂ ఛ೛‾ܣ ⊂ ((ܦ)ᇱܨ)ᇱܨ ,In particular .(ܦ)ᇱܪ  (ܦ)ܨ =

Recall that a topological space ܼ is said to be countably tight (resp. to be a Fréchet-
Urysohn space) if for each set ܵ ⊂ ܼ and each point ݔ ∈ ‾ܵ there is a countable set ܣ ⊂ ܵ (resp. 
sequence (ݔ௡)௡ in ܵ ) such that ݔ ∈  see [3, pp. 5 and 7]. In ;(ݔ ௡ converges to(௡ݔ) .resp) ‾ܣ
applying the results, the following theorem of Arkhangel'ski1 ([3, Theorem II.1.1]) is very 
useful.  
Theorem (1.1.10)[1]: Let ܶ be a topological space such that ܶ௡ is Lindelöf for each ݊ ∈ ℕ. 
Then ൫ܥ(ܶ), ߬௣(ܶ)൯ is countably tight. 
Corollary (1.1.11)[1]: Let ܭ be a compact space and let ܦ be a bounded subset of (ܭ)ܥ such 
that (ܭ,  :is Lindelöf. Then the following properties hold ((ܦ)ߛ

(a) For any countable set ܣ ⊂ ,ܦ ఛ೛‾ܣ  (closure taken in ℝ௄) is (ܦ)ߛ equicontinuous and ߬௣-
metrizable. 

(b) ܨᇱ(ܦ) = ,ܭ)ܥ ((ܦ)ߛ ∩ ‾ܦ ఛ೛ , where the closure is taken in ℝ௄. 
(c) ൫ܨᇱ(ܫ), ߬௣൯ is a Fréchet-Urysohn space. 

Proof. (a) easily follows from the previous lemma: if ܣ ⊂ -(ܦ)ߛ is ܣ is countable then ܦ
equicontinuous; its ߬௣-closure ܣ‾ఛ೛  in ℝ௄ is again (ܦ)ߛ equicontinuous and therefore ߬௣-
metrizable by Lemma (1.1.9). This proves (a). 

For (b), we first note that (a) implies (ܦ)ܨ ⊂ ,ܭ)ܥ ((ܦ)ߛ ∩ ‾ܦ ఛ೛ . Next we note that 
,ܭ) ݊ ௡ is Lindelöf for each((ܦ)ߛ ∈ ℕ by Theorem (1.1.5). This fact implies that 
൫ܭ)ܥ, ,((ܦ)ߛ ߬௣൯ is countably tight according to Theorem (1.1.10). Therefore if ݂ ∈
,ܭ)ܥ ((ܫ)ߛ ∩ ‾ܦ ߬௣ then there is a countable subset ܣ of  ܦ) such that ݂ ∈ ݂ ఛ೛. Hence‾ܣ ∈  ,(ܦ)ᇱܨ
which proves (b). 

The proof of (c) is similar: Suppose that ܵ ⊂ ݂ and (ܦ)ᇱܨ ∈ ‾ܵఛ೛ ∩  Then by the .(ܦ)ᇱܪ
countable tightness, there is a countable subset ܤ of ܵ such that ݂ ∈ ‾ܤ ఛ೛ . Then as noted above, 
there is a countable subset ܣ of ܦ such that ܤ‾ ఛ೛ ⊂ ‾ܤ ఛ೛. In particular‾ܣ ߬௣ is ߬௣-metrizable by 
(a). Therefore there is a sequence in ܤ (hence in ܵ) that ߬௣-converges to ݂. This proves (c). 
Recall that a topological space ܶ is said to be scattered if each non-empty subset of ܶ has an 
isolated point, or equivalently ܶ is fragmented by the (necessarily lower semicontinuous) trivial 
metric ߷, where ߷(ݐ, (ݏ = 0 for ݐ = ,ݐ)߷ and ݏ (ݏ = 1 for ݐ ≠  ,It can be shown (cf. [30 .ݏ
Theorem 8.5.4]) that a compact Hausdorff space ܭ is scattered if and only if there is no 
continuous map from ܭ onto [0,1]. We remark that in the corollary above if ܤ஼(௄) ⊂  then (ܦ)ᇱܨ
,஼(௄)ܤis scattered. For then, ൫ ܭ ߬௣൯ is a FréchetUrysohn space; on the other hand, ൫ܤ஼[0,1], ߬௣൯ 
is not Fréchet-Urysohn (see [3, Lemma II.3.5]), and consequently ܭ cannot be continuously 
mapped onto [0,1]. 

Given a topological space (ܼ, ࣮), the ܩఋ-topology associated to ࣮ is the topology on ܼ 
whose basis is the family of ܩఋ-sets, {⋂௡  ܷ௡: ܷ௡ ∈ ࣮}; when no confusion is likely we simply 
write ܼ for the topological space and then refer to its ߜܩ-topology. 
Lemma (1.1.12)[1]: Let ܭ be a compact Hausdorff space. Then the G ߜ-topology for ܭ is 
identical with ߛ൫ܤ஼(௄)൯ on ܭ. 
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Proof. Clearly the ܩఋ-topology is stronger than ߛ൫ܤ஼(௄)൯. Let ܽ ∈  ఋ-setܩ be a ܩ and let ,ܭ
containing ܽ. Then ܩ = ⋂௡ୀଵ

ஶ  ܷ௡ where each ܷ௡ is open in ܭ. For each ݊, let ௡݂ be a continuous 
function ௡݂: ܭ → [0,1] such that ௡݂(ܽ) = 0, and ௡݂|௄∖௎೙ ≡ 1. Write ܣ = { ௡݂: ݊ ∈ ℕ}. Then ܣ is 
a countable subset of ܤ஼(௄), and ݔ ∈ ,ܽ)whenever ݀஺ ܩ (ݔ < 1, i.e. 

ܽ ∈ ݔ} ∈ :ܭ ݀஺(ܽ, (ݔ < 1} ⊂  .ܩ
This shows that ߛ൫ܤ஼(௄)൯ is stronger than the ܩఋ-topology and we are done. 
Corollary (1.1.13)[1]: (Meyer, [24]). For a compact Hausdorff space ܭ, let ߬ఋ denote its ܩఋ-
topology. Then the following statements are equivalent: 

(a) ܭ is scattered. 
(b) (ܭ, ߬ఋ) is Lindelöf. 
(c) ൫ܤ஼ౘ

,ܭ) ߬ఋ), ߬௣൯ is a Fréchet-Urysohn space. 
Proof. For (a) ⇔ (b), regarding ܭ as a subset of ൫[−1,1]஻(ܭ)ܥ, ߬௣൯, we apply Theorem 
(1.1.2). In this case the metric ݀ is twice the trivial metric and the topology ߛ൫ܤ஼(௄)൯ is the ܩఋ-
topology for ܭ by the lemma above. (a) ⇔ (b) now follows. Next assume (b), and we apply 
Corollary (1.1.11) to our ܭ and ܦ: = -஼(௄). The hypotheses are satisfied by (b). Since the ߬௣ܤ
closure of ܦ is [−1,1]௄ , ( b) of Corollary (1.1.11) says that (ܦ)ܨ = ஼ౘ(௄,ఊ(஽))ܤ =  ஼ౘ(௄,ఛഃ) andܤ
(c) of the same corollary says that ൫ܤ஼ౘ

,ܭ) ߬ఋ), ߬௣൯ is a Fréchet-Urysohn space. This is (c). If 
(c) holds, then ൫ܤ஼(௄), ߬௣൯ is also a Fréchet-Urysohn space. But as remarked above, this implies 
(a).  

We should comment here that topological spaces for which ߜܩ-sets are again open are 
called ܲ-spaces. It is a very easy exercise to prove that if ܼ is a Lindelöf P-space then ܼ௡ is 
Lindelöf for ݊ ∈ ℕ and so ൫ܥ(ܼ), ߬௣൯ has countable tightness; it also follows from Lemma 
(1.1.9) that for such a ܼ  the separable subsets of ൫ܥ(ܼ), ߬௣൯ are metrizable, and hence ൫ܥ(ܼ), ߬௣൯ 
is Fréchet-Urysohn; see also [3]. Our argument also shows that, for ܭ compact and scattered, 
the space of all continuous functions on ܭ endowed with its ܩఋ-topology is ܤଵ(ܭ), the space of 
߬௣-limits of sequences in (ܭ)ܥ, and that all classes of Baire functions on ܭ are the same [23]. 

Let ܦ be a dense subset of a compact Hausdorff space ܭ and let ܪ be a bounded ߬௣(ܦ)-
compact subset of (ܭ)ܥ. We investigate the ߬௣(ܭ)-Lindelöf property of ܪ by means of the 
 .topology of the earlier sections. As application we prove the results mentioned-(ܦ)ߛ

The following simple proposition enables us to extract information on ൫ܪ, ߬௣(ܭ)൯ from 
that on (ܪ,  .((ܦ)ߛ
Proposition (1.1.14)[1]: Let ܭ be a compact Hausdorff space, ܦ a dense subset of ܭ and ܪ a 
subset (ܭ)ܥ. If ܪ is ߬௣(ܭ)-Lindelöf, then (ܦ)ߛ is stronger than ߬௣(ܭ) on ܪ. 
Proof. Let ݂ ∈ ,ܪ ߝ > 0, ݔ ∈  and ,ܭ

ܷ = {݃ ∈ :ܪ (ݔ)݃| − |(ݔ)݂ <  .{ߝ
Then ܷ is a ߬௣(ܭ)-open neighborhood of ݂ in ܪ, and it is sufficient to show that ܷ is a (ܫ)ߛ-
neighborhood of ݂ in ܪ. For each ݀ ∈  let ,ܦ

ௗܦ = {݃ ∈ :ܪ |݃(݀) − ݂(݀)| ≤  {2/ߝ
If ݃ ∈ :ௗܦ}⋂ ݀ ∈ (ݔ)݃| then ,{ܦ − |(ݔ)݂ ≤ ݔ since 2/ߝ ∈ ‾ܦ , and therefore ݃ ∈ ܷ. It follows 
that ⋂{)ௗ: ݀ ∈ {ܦ ⊂ ܷ. Since each ܦௗ is ߬௣(ܭ)-closed and ܪ is ߬௣(ܭ)-Lindelöf, there is a 
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countable subset ܣ of ܦ such that already ⋂{ܦௗ: ݀ ∈ {ܣ ⊂ ܷ, i.e. {݃ ∈ :ܪ supௗ∈஺  |݃(݀) −
݂(݀)| ≤ {2/ߝ ⊂ ܷ. Hence ܷ is a (ܦ)ߛ-neighborhood of ݂ in ܪ and the proof is finished. 
Corollary (1.1.15)[1]: Let ܭ be a compact Hausdorff space, ܦ a dense subset of ܭ and ܪ a 
bounded ߬௣(ܦ)-compact subset of (ܭ)ܥ. If ൫ܪ, ߬௣(ܭ)൯ is Lindelöf, then ൫ܪ, ߬௣(ܭ)൯

ℕ
 is 

Lindelöf. 
Proof. If ܪ is ߬௣(ܦ)-compact and ߬௣(ܭ)-Lindelöf, then by [5, Theorem B], ܪ is fragmented by 
the supremum norm of (ܭ)ܥ, i.e. as a compact subset ܪ of [−݉,  is ܪ ,݉ ஽ for a suitable[݊ݎ
fragmented by ݀  in the notation of Theorem (1.1.2). According to Theorem (1.1.2) and Corollary 
(1.1.3), ,ܪ)  and ܪ on (ܭ)is stronger than ߬௣ (ܦ)ߛ ,ℕ is Lindelöf. By Proposition (1.1.14)((ܮ)ߛ
therefore ൫ܪ, ߬௣(ܭ)൯

ℕ
 is Lindelöf because it is a continuous image of the Lindelöf space 

,ܪ)  ℕ((ܦ)ߛ
In [3, Problem IV.11.11] Arkhangel'skiY asks the following question. Let ܭ be a compact 

Hausdorff space. If there exists a ߬௣-Lindelöf subset ܪ of (ܭ)ܥ that separates the points of ܭ, 
is ܭ countably tight? The next corollary is an answer to this question under a rather strong 
restriction on ܪ. 
Corollary (1.1.16)[1]: Let ܭ be a compact Hausdorff space, and ܪ a ߬௣(ܭ) Lindelöf bounded 
subset of (ܭ)ܥ separating the points of ܭ. If ܪ is ߬௣(ܦ) compact for some dense subset ܦ ⊂  ,ܭ
then ܭ is countably tight. 
Proof. An application of Corollary (1.1.15) allows us to conclude that ൫ܪ, ߬௣(ܭ)൯

௡
 is Lindelöf 

for ݊ ∈ ℕ. Hence the space ൫ܥ൫ܪ, ߬௣(ܭ)൯, ߬௣(ܪ)൯ is countably tight by Theorem (1.1.10). The 
space ܭ is homeomorphic to a subset of ܥ൫ܪ, ߬௣(ܭ)൯ because ܪ separates the points of ܭ, and 
so the proof is done. 

If ܺ is a Banach space, then ܤ௑∗∗ is always assumed to have the weak* topology 
൫= ,∗∗ܺ)ߪ ܺ∗)൯ unless other topology is specified. Also ܺ and ܤ௑ are considered as 
subspace/subset of ܺ∗∗ and ܤ௑∗∗, respectively, by means of the canonical embedding. Thus (ܺ∗, 
weak ) is a subspace of (ܥ௑∗∗), ߬௣(ܤ௑)ቁ and (ܺ∗, weak ) is a subspace of ቀܥ(ܤ௑∗∗), ߬௣(ܤ௑∗∗)ቁ. 
For a subset ܵ of ܺ∗, the weak and weak ∗ closures of ܵ are respectively denoted by ‾ܵ୛ and ‾ܵ୵. 
A particular case of Corollary (1.1.15) is the following: 
Corollary (1.1.17)[1]: Let ܺ be a Banach space and let ܪ be a weak*-compact subset of ܺ∗ 
which is weakly Lindelöf. Then (ܪ, weak )ℕ is Lindelöf. 

The next result gives an affirmative answer to a question posed by Talagrand that appears 
in [33] as Problème 4.5. 
Theorem (1.1.18)[1]: Let ܺ be a Banach space and let ܪ be a weak*-compact subset of ܺ∗ 
which is weakly Lindelöf. Then: 

(a) co (ܪ)തതതതതതതതw∗ = co (ܪ)തതതതതതതത ∥∥. 
(b) co (ܪ)തതതതതതതതw∗ is weakly Lindelöf. 

Proof. If ܪ is a weak -compact subset of ܺ∗ which is also weakly Lindelöf, then (ܪ weak ∗) is 
fragmented by the dual norm by Corollary E in [5]. The equality in item (a) now follows from 
Theorem 2.3 in [25]. 

Let us prove (b). As noted in the proof of (a),  .is fragmented by the norm (∗ weak ,ܪ)
Therefore if we let ܹ = co (ܪ)തതതതതതതതw∗, then ܹ is weak  ∗-compact and (ܹ, weak  ∗) is fragmented 
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by the norm by [25, Theorem 2.5]. By embedding ܹ into [−ݎݎ, ݎݎ ஻೉ for a suitable[ݎݎ > 0, we 
see that ൫ܹ,  ൯ is Lindelöf by Theorem (1.1.2). Therefore the proof is finished once we(௑ܤ)ߛ
show that ߛ(ܤ௑) is stronger than the weak topology on ܹ, or equivalently each member ݔ∗∗ of 
,௑∗∗ is continuous on ൫ܹܤ ௑∗௞ܤ in ∗∗ݔ ൯. So fix an element(௑ܤ)ߛ . By Corollary 
(1.1.17), ,ܣ ℕ is Lindelöf, and therefore, by Theorem( weak ,ܪ) ,(weak ,ܪ)ܥ) ߬௣(ܪ)൯ is 
countably tight. Since ܤ௑|ு is ߬ ௣(ܪ)-dense in ܤ௑∗∗|ு ⊂  there is a countable subset ,( weak ,ܪ)ܥ
ܣ ⊂  Then by .ܪ be the convex hull of ܩ ு. Let|ܣ closure of-(ܪ)ு is in the ߬௣|∗∗ݔ ௑ such thatܤ
the linearity, ݔ∗∗|ௐ is in the ߬௣(ܩ)-closure of ܣ|ௐ. By (a), ܩ is norm-dense in ܹ and ܤ௑∗∗ห

ௐ
 is 

an equicontinuous family of functions on (ܹ, ∥∥). Hence ߬௣(ܹ) and ߬௣(ܩ) coincide on ܤ௑∗∗|ௐ, 
and so ݔ∗∗∗|ௐ is in the ߬௣(ܹ)-closure of ܣ|ௐ. Finally, ܣ|ௐ is an equicontinuous family on 
൫ܹ,  continuous on-(௑ܤ)ߛ ௐ, is|ܣ ௐ, being in the pointwise closure of|∗∗ݔ ൯ and hence(௑ܤ)ߛ
ܹ. 
Corollary (1.1.19)[1]: Let ܺ be a Banach space, H a weak*-compact subset of ܺ∗ and ܹ its 
weak*-closed convex hull. The following statements are equivalent: 

(a) (ܪ, weak) is Lindelöf. 
(b) (ܪ, weak)ℕ is Lindelöf. 
(c) (ܹ, weak) is Lindelöf. 
(d) (ܹ, weak)ℕ is Lindelöf. 

Proof. The implications (a) ⇒ (b) and (c) ⇒ (d) both follow from Corollary (1.1.17). The 
implications (b) ⇒ (a), (d) ⇒ (c) and (c) ⇒ (a) are obvious. And finally, the implication 
(a) ⇒ (c) is Theorem (1.1.18). 

If ܺ  is either a weakly compactly generated Banach space or the dual of an Asplund space, 
then ܺ is generated by an RN-compact subset in the weak or the weak * topology. We shall deal 
in this section with the class of Banach spaces generated by RN-compact subsets with respect to 
a topology weaker than the weak topology. To be more concrete, our framework is the 
following: for a Banach space (ܺ, ∥∥) we consider a norming subset ܨ ⊂ ܺ∗ (also called 1-
norming subset) for ܺ, that is, a ܳ-linear set ܪᇱ satisfying 

∥ ݔ ∥= s ,ݔ⟩|}  ݂⟩|: ݂ ∈ ᇱܨ ∩  ௑∗}.                                       (5)ܤ
If a bounded set ܪ ⊂ ܺ is ߪ(ܺ, ,ܪcompact and fragmented by the norm, then ൫-(ܨ ,ܺ)ߪ  ᇱ)൯ isܪ
an RN-compact set since the norm is ߪ(ܺ,  ᇱ)-lower semicontinuous, and we will study theܨ
space generated by it, that is, the space ܻ = span (ܪ)തതതതതതതതതതത ∥∥. The Banach space ܻ thus obtained will 
be called a Banach space generated by an ܴܰ-compact subset. We exhibit several examples of 
such Banach spaces. In order to show the main properties of spaces generated this way we shall 
first see that these spaces admit projectional generators as defined below. See [12]. If ܣ is a non-
empty subset of a Banach space ܺ, then ୄܣ denotes the subset {݂ ∈ ܺ∗: (ݔ)݂ = 0 for all ݔ ∈  {ܣ
of ܺ∗. 
Definition (1.1.20)[1]: Let ܺ be a Banach space. A projectional generator on ܺ is a countable-
valued map ߮: ܨ → 2௑ on a norming subset ܨ ⊂ ܺ∗ such that whenever ܤ ⊂  ,is a ℚ-linear set ܨ
we have 

ୄ(ܤ)߮ ∩ ܤ ∩ ∗ݓ௑∗തതതതതതതതതതܤ = {0}                                                (6) 
According to the method developed in [28], [26] and [12], the existence of a projectional 
generator leads to the existence of a projectional resolution of identity (PRI for short) in the 
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sense that follows. Given a Banach space ܺ, the density character of ܺ (denoted by dens ܺ) is 
defined to be the least cardinality of a dense subset of ܺ. Let ߤ be the least ordinal such that 
|ߤ| = dens ܺ , where |ߤ| denotes the cardinality of the ordinal ߤ. A PRI on ܺ is a transfinite 
sequence { ఈܲ: ߱଴ ≤ ߙ ≤  of linear projections in ܺ satisfying the following conditions, where {ߤ
,are arbitrary ordinals in [߱଴ ߚ and ߙ  : [ߤ

(a) ∥∥ ఈܲ∥∥ = 1. 
(b) dens ఈܲ(ܺ) ≤  |ߙ|
(c) ܲ ఈ ఉܲ = ఉܲ ఈܲ = ܲ୫୧୬{ఈ,ఉ} 
(d) For each ݔ ∈ ܺ and each limit ordinal ߙ, ఉܲ(ݔ) → ఈܲ(ݔ) in the norm as ߚ ↑  .ߙ

The next proposition gathers the main properties of spaces with a projectional generator. 
In what follows, "LUR norm" stands for "locally uniformly rotund (or convex) norm". 
Theorem (1.1.21)[1]: Let ܺ be a Banach space with a projectional generator ߮: ܨ → 2௑. Then 
the following statements hold: 

(a) ܺ  admits a ܴܲܫ{ ఈܲ: ߱଴ ≤ ߙ ≤  such that ఈܲ(ܺ) has a projectional generator for each {ߤ
߱଴ ≤ ߙ <  .ߤ

(b) ܺ  admits an equivalent ܴܷܮ norm. 
(c) There is a linear continuous one-to-one operator ܶᇱ: ܺ → ܿ଴(Γ) for some set Γ. (d) The 

Banach space ܺ is ߛ(ܺ, ,ܺ)ߛ Lindelöf, where-(ܨ  is the topology on ܺ of uniform (ܨ
convergence on bounded countable subsets of ܨ '. 

Proof. (a) With the projectional generator ߮ in ܺ, a PRI { ఈܲ: ߱଴ ≤ ≥ ߙ  ,can be constructed {ߤ
based on pairs (ܣఈ, ఈܣ ,ఈ) of ℚ-linear subsetsܤ ⊂ ܺ and ܤఈ ⊂ (ఈܤ)߮ ᇱ withܨ ⊂  ఈܤ ఈ andܣ
norming for ܣఈ (see Proposition 6.1.7 and Remark 6.1.8 of [12]); so, we have ܤఈ ∩ ∗௑∗തതതതതതതതതതത wܤ ∩
ఈܣ

ୄ = {0} and ఈܲ is the projection from ܺ onto ܣ‾ఈ
∥ ∥with kernel ܤఈ

ୄ. The space ఈܲ
∗(ܺ∗) ఈ‾ܤ =

୵∗ is 
identified with the dual of ఈܲ(ܺ) = ఈ‾ܣ

∥∥and therefore ఈܲ(ܺ) also has a projectional generator 
defined on ܤఈ by ߮ఈ(݂) = ఈܲ(߮(݂)), ݂ ∈  .ఈ. These observations complete the proof of (a)ܤ

(b) and (c). Here we use the induction argument encapsulated in [8, Theorem VII.1.8]. 
Let ࣪ be the class of Banach spaces that admit a projectional generator. Then (a) shows that the 
hypothesis on ࣪ in [8, Theorem VII.1.8] is satisfied. Therefore each member ܺ of ࣪ admits an 
equivalent LUR norm. If, in the proof of [8, Theorem VII.1.8], one uses [12, Proposition 6.2.2] 
instead of Proposition VII.1.6 of [8], then one can also conclude that each member ܺ of ࣪ has 
property (c). 

(d) The proof of Theorem A in [26] gives us this result. 
What remains is devoted to proving that a Banach space generated by an RN-compact 

subset has a projectional generator and therefore enjoys the properties listed in Theorem 
(1.1.21). 

First we recall Simons' lemma [31]. 
Lemma (1.1.22)[1]: Let (ݖ௡)௡ be a uniformly bounded sequence in ℓஶ(ܥ) and let ܹ be its 
convex hull. If ܤ is a subset of ܥ such that for every sequence (ߣ௡)௡ of positive numbers with 
∑௡ୀଵ

ஶ ௡ߣ  = 1 there is ܾ ∈  such that ܤ

sup ൝෍  
ஶ

௡ୀଵ

:(ݕ)௡ݖ௡ߣ  ݕ ∈ ൡܥ = ෍  
ஶ

௡ୀଵ

 ௡(ܾ),                               (7)ݖ௡ߣ

then 



20 

sup
௕∈஻

  ൜lim sup
௡→ஶ

௡(ܾ)ൠݖ  ≥ inf ൜sup
஼

:ݓ  ݓ ∈ ܹൠ.                             (8) 

A subset of ܺ∗ is said to be total if its linear span is weak*-dense in ܺ∗. Clearly a norming subset 
for ܺ is a total subset of ܺ∗. 
Definition (1.1.23)[1]: Let ܺ be a normed space, ܥ ⊂ ܺ a set and ܨ a total subset in ܺ∗. A subset 
ܤ ⊂ ܾ there is a ܨ if for every ݂ in ܥ boundary for-ܨ is said to be an ܥ ∈ (ܾ)݂ such that ܤ =
sup{݂(ݔ): ݔ ∈  .{ܥ

In what follows, when ܨᇱ is a total norm-closed subspace of ܺ∗ we consider the norm 
associated to ܨ given by 

(ݔ)ி݌ = sup{|⟨ݔ, ݂⟩|: ݂ ∈ ᇱܨ ∩  ,{∗௑ܤ
for ݔ ∈ ܺ. Then the unit ball of (ܺ, ܨ ி)∗ is the set݌ ∩ ,ܺ) ௑∗തതതതതതതതതത w* andܤ ܪ ி)∗ is the subspace݌ =
⋃௡ୀଵ

ஶ ܨ)݊  ∩ ܨ ௑∗)തതതതതതതതതതതത of ܺ∗. Clearlyܤ ⊂  .ܪ
Proposition (1.1.24)[1]: Let ܺ be a normed space and let ܨ be a total normclosed subspace of 
ܺ∗. Let ܥ be a bounded subset of ܺ  and ܤ ⊂ ,ܤ) such that ܥ an F'boundary for ܥ  .ி) is separable݌
Then 

co (ܤ)തതതതതതതത݌ி = co (ܥ)തതതതതതതതߪ(ܺ,  (ܨ
Proof. The proof is based on the ideas in [14] (see also [13]). As we remarked, the dual of 
(ܺ, ܪ ி) is the subspace݌ = ⋃௡ୀଵ

ஶ ܩ ୵ of ܺ∗, where‾ܩ݊  = ∗௑ܤ ∩ ܨ and ,ܨ ⊂  Hence .ܪ
co (ܤ)തതതതതതതത݌ி ⊂ co (ܥ)തതതതതതതത݌ி = co (ܥ)തതതതതതതതߪ(ܺ, (ܪ ⊂ co (ܥ)തതതതതതതതߪ(ܺ,  .(ܨ

Assume that the conclusion of the proposition is false. Then there exists an element ݔ଴ ∈
co (ܥ)തതതതതതതതߪ(ܺ, (ܨ ∖ co (ܤ)തതതതതതതത݌ி . Then by the separation theorem, there is a functional ݂ ∈ ܪ =
(ܺ,  ி)∗ such that݌

(଴ݔ)݂ > ߙ > sup{݂(ܾ): ܾ ∈  .{ܤ
By scaling we may assume that ݂ ∈ ܷ ୵∗. Let‾ܩ = {݃ ∈ ܺ∗: (଴ݔ)݃ > ܷ Then .{ߙ  is convex weak 
-open and ݂ ∈ ∗୵‾ܩ ∩ ܷ ⊂ ܩ ∩ ܷതതതതതതതത୵. Now ܩ‾୵∗ is equicontinuous on (ܺ,  contains a ܤ ி) and݌
countable ݌ி-dense subset ܦ. Therefore in ܩ‾୵∗ the topology of pointwise convergence on ܤ is 
identical with the topology of pointwise convergence on ܦ, and the latter is pseudometrizable. 
It follows that there is a sequence {ݖ௡: ݊ ∈ ℕ} in ܩ ∩ ܷ such that lim௡ (ܾ)௡ݖ  = ݂(ܾ) for each 
ܾ ∈  implies that ܥ boundary of-ܨ being an ܤ being norm-closed and ܨ Our assumption of .ܤ
the sequence (ݖ௡)௡ satisfies the hypothesis of Lemma (1.1.22). Hence by (8), 

ߙ > sup
௕∈஻

 ݂(ܾ) ≥ inf ൜sup
௖∈஼

:(ܿ)ݓ  ݓ ∈ co ({ݖ௡})ൠ 

It follows that ߙ > sup஼ ݓ for some ݓ  ∈ co ({ݖ௡}) ⊂ ܩ ∩ ܷ. In particular, since ݓ ∈
ܷ, (଴ݔ)ݓ > ߙ > sup஼ ଴ݔ On the other hand, since .ݓ  ∈ co (ܥ)തതതതതതതതߪ(ܺ, ,ܨ and, being in (ܨ  is ݓ
,ܺ)ߪ (଴ݔ)ݓ ,ᇱ)-continuousܨ ≤ sup஼  contradicting the previous inequality. This proves the ,ݓ 
proposition. 

The pointwise limit of a sequence of real-valued continuous functions is called a function 
of the first Baire class. More generally a function ݂ from a topological space ܯ into a normed 
space ܺ  is said to be of the first Baire class if there is a sequence of continuous functions ௡݂: ܯ →
ܺ such that ( ௡݂)௡ converges to ݂ in ൫ܺெ , ߬௣൯. A multi-valued map ߮ from the topological space 
-to the space of subsets of a topological space ܶ is said to be usco if ߮(݉) is a compact non ܯ
empty subset of ܶ for each ݉ ∈  and if ߮ is upper semicontinuous in the sense that, whenever ܯ
ܷ is an open subset of ܶ, {݉ ∈ :ܯ ߮(݉) ⊂ ܷ} is open in ܯ. 
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Ideas in [15] (see also [30]) allow us to modify Jayne-Rogers' selection theorem, [20], to 
our situation below. 
Theorem (1.1.25)[1]: Let ܯ be a metric space, ܺ a normed space and ܪᇱ a total norm-closed 
subspace of ܺ∗. Let ܪ be a norm-bounded ߪ(ܺ,  ᇱ)-compact subset of ܺ which is fragmentedܨ
by the norm ݌ி . If ߰ is an usco map from ܯ to subsets of (ܪ, ,ܺ)ߪ  then ߰ has a first Baire ,((ܨ
class selector ݂ from ܯ into (ܺ,  .(ி݌
Proof. If we identify (ܺ, ܨ)ி) with a subspace of ℓஶ݌ ∩  with a weak -compact ܪ ௑∗) andܤ
subset there, then we can apply Remark 17 in [19] to obtain a selector ݂ of ߰ு which is ߪ-
discrete and of the first Borel class from ܨᇱ to ℓஶ(ܤ ∩  ௑∗ ) (see Corollary 7 in [19]). Such aܤ
selector as a map from ܨ into (ܺ,  discrete of the first Borel class, and by Theorems-ߪ ி) is also݌
1 and 2 of [30], ݂ is of the first Baire class from ܨᇱ into (ܺ,  .ி) (see also [15] [30])݌

We prove one of the main properties of the selectors obtained above: the result that 
follows is a counterpart to the one stated as Theorem 26 in [19], and it is in the setting of 
topologies of pointwise convergence on total sets. 
Theorem (1.1.26)[1]: Let ܺ be a normed space and let ܨᇱ be a total norm-closed subspace of 
ܺ∗. Let ܪ be a norm-bounded ߪ(ܺ, ܺ compact subset of-(ܨ . Let ߰ ு: ܨ → 2ு be the multi-valued 
map given by 

߰ு(݂) = ൜ݔ ∈ :ܪ (ݔ)݂ = sup
ு

 ݂ൠ. 

Then ߰ு has a selector of the first Baire class from (ܨ, ∥∥) into (ܺ,  ,ி) if, and only if݌
൫ܪ, ,ܺ)ߪ ி݌ ᇱ)൯ is fragmented byܪ . Moreover, if ݂: ᇱܪ →  is such a selector of ߰ு, then ܪ

co(ܪ)തതതതതതതത ,ܺ)ߪ (ܨ = cos൫݂(ܨᇱ)൯തതതതതതതതതതതതതത ி݌ .                                       (10) 
Proof. The arguments here are similar to the ones in [19, Theorem 26]. First it is easy to check 
that ߰ு is an usco map from (ܨ, ∥∥) into compact subsets of ൫ܪ, ,ܺ)ߪ ,ܪᇱ)൯. If ൫ܪ ,ܺ)ߪ  ᇱ)൯ isܨ
fragmented by ݌ி , then, by Theorem (1.1.25), ߰ு has a first Baire class selector ݂: ,ܨ) ‖ ‖) →
(ܺ,  ி). Conversely assume that such a selector ݂ exists. Let ܵ be a ‖ ‖-closed and ‖ ‖-separable݌
subspace of ܨ, and consider the quotient normed space (ܺ/ܵୄ, ∥∥ௌ). Recall that the dual of 
(ܺ/ܵୄ, ∥∥ௌ) is isometric with ‾ܵ∗ and hence ܵ is a norm-closed total subspace of (ܺ/ܵୄ, ∥∥ௌ)∗. 
Let ߨௌ : ܺ → ܺ/ܵୄ be the canonical quotient map and let ݌ௌ be the norm on ܺ/ܵୄ given by 

((ݔ)ௌߨ)ௌ݌ = :(ݔ)ௌ‾݌ = sup{|݃(ݔ)|: ݃ ∈ ܵ ∩ {∗௑ܤ                        (11) 
for each ݔ ∈ ܺ. Then ߨௌ(ܪ) is a ∥∥ௌ-bounded, ߪ(ܺ ܵୄ⁄ , ܵ)-compact subset of ܺ/ܵୄ, and 
:Now let ௞݂ .(ܪ)ௌߨ ௌ(݂(ܵ)) is an ܵ-boundary forߨ ᇱܪ → ܺ be a sequence of ||−݌ி  continuous 
maps such that for each ݃ ∈ ,ܨ ௞݂(݃) → ݂(݃) in ݌ி . For each subset ܣ of ܨ, let 

Φ(ܣ) = ራ  
ஶ

௞ୀଵ
௞݂(ܣ) 

Then ݂൫ܣ‾‖ ‖൯ ⊂ Φ(ܣ)തതതതതതത݌ி and Φ(ܣ) is countable whenever ܣ is. If ܦ is a ‖ ‖ dense countable 
subset of ܵ, then ݂(ܵ) = ݂൫ܦ‾ ∥‖ ‖൯ ⊂ Φ(ܦ)തതതതതതത݌ி. Hence ݂(ܵ) is ݌ி-separable and so ߨௌ(݂(ܵ)) is 
 ௌ-separable. It follows from Proposition (1.1.24) that݌

co (ߨௌ(݂(ܵ)))തതതതതതതതതതതതതതതതത݌ௌ = co (ߨௌ(ܪ))തതതതതതതതതതതതതߪ(ܺ/ܵୄ, ܵ).                            (12) 
This shows in particular that, whenever ܵ is a ‖ ‖-separable ‖ ‖-closed subspace of ܪᇱ,  is (ܪ)ௌߨ
߬ as a ܪ ௌ-separable. Regarding‾݌ is ܪ ௌ-separable and hence݌ ௣-compact subset of [−݉, ݉]ி∩஻೉∗ 
with an appropriate ݉ > 0, we see from Theorem (1.1.2) that (ܪ, ,ܺ)ߪ ி݌ is fragmented by ((ܨ . 
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We show that (10) is a consequence of (12). For this it is sufficient to prove that for each 
ݑ ∈ ܺ, there is a ‖ ‖-separable ‖ ‖-closed subspace ܵ of ܨ such that 

ௌ݌ − dist ൫ߨௌ(ݑ), co (ߨௌ(݂(ܵ)))൯ ≥ ி݌ − dist (ݑ, co (݂(ܵ)))                  (13) 
For if ݑ ∈ co (ܪ)തതതതതതതതߪ(ܺ,  and if ܵ is chosen as above, then since (ܨ

(ݑ)ௌߨ ∈ ,ୄܵ/ܺ)ߪതതതതതതതതതതതതത((ܪ) co)ௌߨ ܵ) 
we have, by (12),0 = ,(ݑ)ௌߨ) ௌ-dist݌ co (ߨௌ(݂(ܵ))) ≥ ,ݑ) ி-dist݌ co (݂(ܵ))). Hence ݑ ∈
co (݂(ܵ))തതതതതതതതതതത݌ி ⊂ ௣ೄ

ୡ୭ ൫௙(ிశ)൯
 .ி. This shows that the left side of (10) is contained in the right side݌

The reverse inclusion is obvious. 
To prove (13), let ݑ ∈ ܺ. For each countable subset ܯ of ܺ, let (ܯ)ߙ be a countable 

subset of ܨᇱ ∩ ݔ ௑∗ such that, for eachܤ ∈  ,ܯ
ݑ)ி݌ − (ݔ = sup{|݃(ݑ − :|(ݔ ݃ ∈  .{(ܯ)ߙ

Inductively we define a sequence ܣଵ ⊂ ଶܣ ⊂ ⋯ of countable subsets of ܨ as follows: let ݃଴ be 
an arbitrary non-zero element of ܨᇱ and let ܣଵ = ݍ : ଴݃ݍ} ∈ ℚ}. Assuming that ܣ௡ has been 
defined, let 

௡ାଵܣ = spanℚ ቀߙ ቀco ℚ൫Φ(ܣ௡)൯ቁ ∪  ,௡ቁܣ
where spanℚ (ܥ) (resp. coℚ (ܥ)൯ denotes the set of all linear (resp. convex) combinations of 
elements of ܥ with rational coefficients. Let ܵ = ⋃௡ୀଵ

ஶ ௡ܣ  ∥∥ 
Before showing this ܵ satisfies (13), we note that if ݕ ∈ coℚ ൫Φ(ܣ௡)൯ then ݌ி(ݑ − (ݕ =

sup ቄ|݃(ݑ − :|(ݕ ݃ ∈ ߙ ቀcoℚ ൫Φ(ܣ௡)൯ቁቅ ≤ ݑ)ௌ‾݌ − (ݕ ≤ ݑ)ி݌ − ݑ)ி݌ Hence .(ݕ − (ݕ =
ݑ)ௌ‾݌ −  .Now by the definition of Φ .(ݕ

Let ݔ ∈ co (݂(ܵ)) and ߝ > 0 be arbitrary. Then there is a ݕ ∈ co ℚ൫Φ௡(ܣ௡)൯ for some ݊ 
such that ݌‾ௌ(ݔ − (ݕ ≤ ݔ)ி݌ − (ݕ <  Then .ߝ

(ݑ)ௌߨ)ௌ݌ − ((ݔ)ௌߨ  = ݑ)ௌ‾݌ − (ݔ ≥ ݑ)ௌ‾݌ − (ݕ − ߝ = ݑ)ி݌ − (ݕ − ߝ
 ≥ ݑ)ி݌ − (ݔ − ߝ2 ≥ ி݌ − dist (ݑ, co (݂(ܵ))) −  ߝ2

Since ݔ ∈ ݂(ܵ) and ߝ > 0 are arbitrary, we obtain (13). 
Theorem (1.1.27)[1]: Let ܺ be a Banach space, ܨᇱ a norming subset of ܺ∗, and let ܪ be a 
bounded ߪ(ܺ,  compact subset of ܺ fragmented by the norm of ܺ. Then the Banach space-(ܨ
ܻ = span (ܪ)തതതതതതതതതതത ∥ has a projectional generator. 
Proof. We first prove the case ܺ = ܻ. Since ܪ is bounded, ߪ(ܺ, ,ܺ)ߪ ᇱ) andܪ ᇱതതതܨ ∥) coincide on 
:ᇱ is a ∥∥ closed norming subspace. Let ߰ுܨ Hence we may assume that .ܪ ܨ → 2ு be the set-
valued map given by ߰ு(݃) = ݔ} ∈ :ܪ (ݔ)݃ = supு  ݃} for each ݃ ∈  Then by Theorem .ܪ
(1.1.26), ߰ு admits a selector ݂: ܨ → ,ܨ) of the first Baire class from ܪ ∥∥) into (ܺ, ∥∥). Let 
{ ௞݂} be a sequence of continuous maps (ܨ, ∥∥) → (ܺ, ∥∥) such that ௞݂(݃) → ݂(݃) in the norm 
for each ݃ ∈ ߮ and we define the countable-valued map ,ܨ : ᇱܨ → 2௑ by ߮ (݃) = { ௞݂(݃): ݇ ∈ ℕ}. 
We prove that ߮  is a projectional generator (cf. Definition (1.1.20)). So let ܤ be a ℚ-linear subset 
of ܨ, and let ݃ ∈ ୄ(ܤ)߮ ∩ ܤ ∩ ݃ ௑∗തതതതതതതതതത. We must show thatܤ = 0. 

Let ܵ = ‾ܤ ∥∥⊂ :ௌߨ let ,ܨ ܺ → ܺ/ܵୄ be the quotient map and let ݌ௌ be the norm defined 
on ܺ/ܵୄ by (11). Since ݃ ∈ ܵ ∩ ,∗௑∗തതതതതതതതതതwܤ ݃ defines a ݌ௌ-continuous linear functional ‾݃ on ܺ/ܵୄ 
by the formula ‾݃(ߨௌ(ݔ)) = ݔ for each (ݔ)݃ ∈ ܺ. Now by the definition of ߮, ݂(ܵ) =
݂൫ܤ‾ ∥ ∥⊂ തതതതതതത(ܤ)߮ ∥∥. Since ݃ vanishes on ߮(ܤ), it also vanishes on ݂(ܵ), and hence ‾݃ vanishes 
on ߨௌ(݂(ܵ)). By the remark following the last theorem, (12) is valid for ܵ and hence ߨௌ(ܪ) ⊂
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co ൫ߨௌ൫݂(ܵᇱ)൯തതതതതതതതതതതതതതതതത݌ௌ. Therefore by continuity ‾݃ vanishes on ߨௌ(ܪ), i.e. ݃ vanishes on ܪ. Since ܺ is 
the norm-closed span of ܪ, ݃ = 0. 

co (݂(ܵ)) ⊂ co ቌΦ ൭ራ  
ஶ

௡ୀଵ

௡൱ܣ 
തതതതതതതതതതതതതതതത௣ಷ

ቍ 

⊂ coℚ ൭ራ Φ(ܣ௡)
ஶ

௡ୀଵ

൱
തതതതതതതതതതതതതതതതതതതതതത௣ಷ

= ራ coℚ൫Φ(ܣ௡)൯
௣ಷ

ஶ

௡ୀଵ

തതതതതതതതതതതതതതതതതതതതതതത
.           

The general case is proved by applying the special case above to the Banach space ܻ and the 
norming subspace ܨ௒ for ܻ . Note that ܪ is a ߪ(ܻ,  ௒|௒)-compact subset of ܻ and it is fragmentedܪ
by the norm of ܻ. 
Corollary (1.1.28)[1]: Let ܺ be a Banach space, ܨᇱ a norming subset of ܺ∗, ܪ a bounded subset 
of ܺ  which is ߪ(ܺ, ܺ compact and fragmented by the norm of-(ܨ , and let ܻ = span (ܪ)തതതതതതതതതതത ∥∥. Then 

(a) (ܻ, ,ܺ)ߛ  .is Lindelöf ((ܨ
(b) ܻ has a PRI. 
(c) Y has an equivalent ܴܷܮ norm. 

Proof. This is a straightforward consequence of Theorems (1.1.23) and (1.1.27). 
Another property of spaces generated by RN-compact sets is the following. For this, we 

need one more definition. Let (ܼ, ߬) be a topological space and ߷ a metric on ܼ. Then (ܼ, ߬) is 
said to be ߪ-fragmented by ߷ if for each ߝ > 0, ܼ can be written as ܼ = ⋃{ܼ௡: ݊ ∈ ℕ} with each 
ܼ௡ having the property that, whenever ܥ is a non-empty subset of ܼ௡, there exists a ߬-open 
subset ܷ of ܼ such that ܷ ∩  ߝ is non-empty and of ߷-diameter less than ܥ
Theorem (1.1.29)[1]: Let ܺ be a Banach space, ܨ a norming subset of ܺ∗,  a bounded subset ܪ
of ܺ which is ߪ(ܺ, ܻ compact fragmented by the norm of ܺ, and let-(ܨ = span (ܪ)തതതതതതതതതതത ∥∥. Then 
(ܻ, ,ܺ)ߪ  .fragmented by the norm-ߪ is ((ܨ
Proof. The proof is analogous to the one given for weakly compactly generated spaces in [15], 
[17]. Indeed, ܹ: = co (ܪ)തതതതതതതതߪ(ܺ, (ܨ = co (ܪ)തതതതതതതത ∥∥ is ߪ(ܺ,  ᇱ) compact and fragmented by the normܨ
[7, 4.1, 5.2 and 5.3]. Lemmas 2.1 and 2.2 of [25] entail that ܹ − ܹ is again ߪ(ܺ,  ᇱ)-compactܨ
and fragmented by the norm. We now have ܻ = ⋃ ݊(ܹ − ܹ)ஶ

௡ୀଵ
തതതതതതതതതതതതതതതതതതതതത‖ ‖

 and because ܨ is norming, 
the norm in ܻ is ߪ(ܺ,  .lower semicontinuous and Lemma 2.3 in [16] gives us the conclusion-(ܨ

We have obtained so far in the following: 
Theorem (1.1.30)[1]: Let ܺ be a Banach space, ܨᇱ a norming subset of ܺ∗,  a bounded subset ܪ
of ܺ which is ߪ(ܺ, ܻ compact, and let-(ܨ = span (ܪ)തതതതതതതതതതത ∥∥. The following statements are 
equivalent: 

(a) ൫ܪ, ,ܺ)ߪ  .ᇱ)൯ is fragmented by the normܨ
(b) (ܻ, ,ܺ)ߪ  .fragmented by the norm-ߪ is ((ܨ
(c) ൫ܪ, ,ܺ)ߛ  .ᇱ)൯ is Lindelöfܪ
(d) ൫ܻ, ,ܺ)ߛ  .ᇱ)൯ is Lindelöfܨ

Theorem (1.1.31)[1]: Let ܭ ⊂ [−1,1]஽ ⊂ ℓஶ(ܦ) be a ߬௣-compact set. The following 
statements are equivalent: 

(a) ൫ܭ, ߬௣൯ is fragmented by the norm. 
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(b) ൫span (ܭ)തതതതതതതതതതത ∥∥, ߬௣൯ is ߪ-fragmented by the norm. 
(c) (ܭ,  .is Lindelöf ((ܦ)ߛ
(d) (span (ܭ)തതതതതതതതതതതത ∥∥,  .is Lindelöf ((ܮ)ߛ
We study Banach spaces which are Lindelöf in the weak topology. Main tools are again the 

projectional generators. Beyond Theorem (1.1.33) below, which gives quite a general way of 
deciding when a Banach space is weakly Lindelöf, here we take advantage of the scope of the 
results and the main results in [5] to prove that a Banach space ܺ  generated by a weakly Lindelöf 
subset which is ߪ(ܺ, ܨ compact with respect to some norming subspace-(ܨ ⊂ ܺ∗ is weakly 
Lindelöf. We need the following definition. For each set Γ, let Σ(Γ) be the subspace of ℓஶ(Γ) 
consisting of all ݑ ∈ ℓஶ(Γ) with {ߛ: (ߛ)ݑ ≠ 0} at most countable. A compact Hausdorff space 
,is said to be Corson if, for some Γ ܭ  .can be embedded in Σ(Γ) as a pointwise compact subset ܭ
Definition (1.1.32)[1]: ([2]). A Banach space ܺ  is said to be weakly Lindelöf determined (WLD 
for short) if there is a bounded one-to-one linear map ܶ: ܺ∗ → ℓஶ(Γ), for some set Γ, which is 
,∗ܺ)ߪ ܺ)-pointwise continuous and such that ܶ(ܺ∗) ⊂ ∑(Γ) 

It was established in [27] that a Banach space is WLD if, and only if, its dual unit ball 
with the weak* topology is Corson compact. Note that WCG Banach spaces and hence separable 
Banach spaces are WLD. It is known that a WLD Banach space is ߛ(ܤ௑∗)-Lindelöf ([26]) and 
renormable by a LUR norm ([35] and [22]). A Banach space ܺ, or more generally a convex 
subset ܯ of ܺ, is said to have property ࣝ (after Corson) if each collection of relatively closed 
convex subsets of ܯ with empty intersection has a countable subcollection with empty 
intersection. If ( ܯ, weak) is Lindelöf, then ܯ has property ࣝ since closed convex sets in ܺ are 
also weak-closed. It is shown in [29] that the Banach space ܺ has the property ࣝ if and only if, 
whenever ܣ ⊂ ܺ∗ and ݂ ∈ ݂ such that ܣ of ܥ ௪∗, there is a countable subset‾ܣ ∈ coതതത(ܥ)୵∗. This 
fact is crucial in the proof of the next theorem. 
Theorem (1.1.33)[1]: Let ܺ be a Banach space with a projectional generator. If ܺ has property 
ࣝ, then ܺ is ܹܦܮ, i.e. (ܤ௑∗, weak  ∗) is Corson compact. 
Proof. Let ߮: ᇱܪ → 2௑ be a projectional generator on ܺ, where ܨᇱ is a norming subspace for ܺ. 
Then ܺ  admits a PRI constructed as we have recalled in Theorem (1.1.21). Let { ఈܲ: ߱଴ ≤ ߙ ≤  {ߤ
be this PRI. Since property ࣝ is stable under taking closed subspaces, each ఈܲ(ܺ) has property 
ࣝ and a projectional generator. Now, by a standard induction process on the density character 
of the Banach space, we may assume that ܺ admits a PRI { ఈܲ : ߱଴ ≤ ߙ ≤  a limit ߤ with ,{ߤ
ordinal, such that, for each ߱଴ ≤ ߙ <  ఈܲ(ܺ) is WLD; that is, there is a one-to-one norm one ,ߤ
operator 

ఈܶ: ఈܲ
∗(ܺ∗) → ℓஶ(Γఈ)  with ఈܶ൫ ఈܲ

∗(ܺ∗)൯ ⊂ ෍  (Γఈ) 
which is weak  ∗-pointwise continuous. Assume that {Γఈ: ߱଴ ≤ ߙ <  is a disjoint family. Then {ߤ
we define 

Γ = Γఠబ ∪ ራ  {Γఈାଵ: ߱଴ ≤ ߙ <  {ߤ
and ܶ: ܺ∗ → ℓஶ(Γ) by the formulas 

(݊)(ᇱ݂ܫ) = ݈ఠబ൫ ఠܲబ
∗ (݂)൯(݊)  if ݊ ∈ Γఠబ = ℕ,

(ߛ)(݂ܶ) = ఈܶାଵ( ఈܲାଵ
∗ (݂) − ఈܲ

(ߛ)((݂)∗  if ߛ ∈ Γఈାଵ, ߱଴ ≤ ߙ < .ߤ
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Clearly ܶ is bounded linear and weak  ∗-pointwise continuous. We claim that ܻᇱ(ܺ∗) ⊂ ∑(Γ). 
To prove it, we will see that the set {ߙ ∈ [߱଴, :(ߤ ఈܲାଵ

∗ (݂) − ఈܲ
∗(݂) ≠ 0} is at most countable 

for each ݂ ∈ ܺ∗. Assume on the contrary that this is not the case and take ݂ ∈ ܺ∗ so that this set 
is uncountable. Recall that the family {ܤఈ: ߙ <  is a long sequence of increasing ℚ linear {ߤ
subsets of ܨ with ఈܲ

∗(ܺ∗) = ఈ‾ܤ
୵∗ for each ߙ < ߚ Also for each limit ordinal .ߤ ≤ ݂ and ߤ ∈ ܺ∗, 

weak -  ఈ∗ limఈ   ఈܲ
∗(݂) = ఉܲ

∗(݂), and ܲ ఓ
∗ = Id. Let Δ = ߙ} ∈ [߱଴, :(ߤ ఈܲାଵ

∗ (݂) − ఈܲ
∗(݂) ≠ 0}. Then 

Δ is an uncountable subset of [߱଴,  .which is well-ordered under the inherited ordering (ߤ
Therefore there is an order-isomorphism ߮ from [0, ߱ଵ) onto an initial segment of Δ. Let ߟ =
sup߮൫[0, ߱ଵ)൯ ≤ Then ఎܲ .ߤ

∗(݂) = weak  ∗ − limఊ↑ఠభ   ఝܲ(ఊ)
∗ (݂) and therefore 

ఎܲ
∗(݂) ∈ ራ ఝܲ(ఊ)

∗ (݂)
ఊழఠభ

തതതതതതതതതതതതതതതതത୵∗

. 

Since ܺ has property ࣝ, there is a sequence ߛଵ < ଶߛ < ⋯ in [0, ߱ଵ) such that 

ఎܲ
∗(݂) ∈ co ቌራ  

ஶ

పୀଵ

  ఝܲ(ఊഢ)
∗ (݂)ቍ

തതതതതതതതതതതതതതതതതതതതതതതത୵∗

.  

Let ߦ = ߮(sup௜ (௜ߛ  ∈ Δ. Then ߦ < ߟ ≤ (݂)Since for each ݅, ܲఝ(ఊ೔) .ߤ ఝ(ఊ೔)‾ܤ ∋
୵∗

⊂ క‾ܤ
୵∗

, we have 

ఎܲ
∗(݂) ∈ క‾ܤ

୵∗
. It follows that ఎܲ

∗(݂) is a fixed point of ఈܲ
∗ for all ߙ ≥ ߦ Hence if .ߦ ≤ ߙ <  then ,ߟ

ఎܲ
∗(݂) = ఈܲ

∗
ఎܲ
∗(݂) = ఈܲ

∗(݂) by the property of PRI: ఎܲ ఈܲ = ୫ܲ୧୬{ߟ, .{ߙ In particular, కܲାଵ
∗ (݂) =

ఎܲ
∗(݂) = కܲ

∗(݂), contradicting ߦ ∈ Δ. Hence ܫᇱ(ܺ∗) ⊂ ∑(Γ). 
To see that  ᇱܶ is one-to-one, let  ᇱ(݂) = 0 for an ݂ ∈ ܺ∗. Then ఠܲబ

∗ (݂) = 0, and 
ఈܲାଵ
∗ (݂) = ఈܲ

∗(݂) = 0 for all ߙ ∈ [߱଴,  ,Then by a straightforward (transfinite) induction .(ߤ
ఈܲ
∗(݂) = 0 for all ߙ ∈ [߱଴, ݂ and hence ,(ߤ = weak  ∗ limఈ↑ఓ   ఈܲ

∗(݂) = 0. 
Corollary (1.1.34)[1]: Let ܺ be a Banach space, ܨᇱ a norming subset of ܺ∗, ܪ a bounded subset 
of ܺ which is ߪ(ܺ, ܻ compact fragmented by the norm of ܺ, and let-(ܨ = span (ܪ)തതതതതതതതതതത ∥∥. If ܻ has 
property ࣝ, then ܻ is WLD. 

As mentioned earlier, a WLD Banach space is weakly Lindelöf, but the converse is not 
true; cf. [22, p. 514]. In [22, p. 521], Mercourakis and Negrepontis have asked if this converse 
is true in dual Banach spaces. The affirmative answer to this question is contained in [26] where 
it is shown that if ܺ is an Asplund space then ܺ∗ is weakly Lindelöf if and only if (ܤ௑∗∗, weak*) 
is Corson compact, i.e. ܺ∗ is WLD. Recall that Edgar had observed earlier [10] that ܺ is an 
Asplund space whenever ܺ∗ is weakly Lindelöf. The next two corollaries are generalizations of 
the result in [26] just mentioned. The first one is a special case of the previous corollary. 
Corollary (1.1.35)[1]: Let ܺ be an Asplund space, ܪ a subset of ܺ∗ which is weak*-compact, 
and let ܻ = span (ܪ)തതതതതതതതതതത ∥∥. If ܻ has property ࣝ then ܻ is ܹܦܮ. In particular, if ܺ is an Asplund 
space, then ܺ∗ is ܹܦܮ if and only if it has property ࣝ. 

A combination of most of the results and the main result in [5] finally allows us to prove: 
Corollary (1.1.36)[1]: Let ܺ be a Banach space, and let ܪ be a subset of ܺ∗ which is weak*-
compact and weakly Lindelöf. Then the space generated by ܪ, ܻ = span (ܪ)തതതതതതതതതതത ∥∥, is WLD. In 
particular, ܻ is weakly Lindelöf. 
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Proof. By the remark following Theorem (1.1.18), we know that the weak* closed absolute 
convex hull of ܪ, say ܹ, is also weakly Lindelöf. Hence by Corollary E of [4], (ܹ, weak) is 
fragmented by the norm. Furthermore, ܻ = span (ܹ)തതതതതതതതതതതത ∥∥= ⋃௡ୀଵ

ஶ  ܹ݊തതതതതതതതതതതത ∥∥ has property ࣝ by 
Proposition 2 in [29]. Hence by Corollary (1.1.34), ܻ is WLD, and since a closed subspace of a 
WLD Banach space is again WLD ([22]), the corollary follows. 

We know from the above that ݔ∗∗|௓ is ߛ(ܺ∗, ܺ)-continuous. This means that for each ߝ >
0 there is a ߛ(ܺ∗, ܺ) open neighborhood ܷ ⊂ ܺ∗ of the origin such that 

|(݃)∗∗ݔ| < ݃ for each  ߝ ∈ ܷ ∩ ܼ                                        (14) 
Now ܷ is also || -open and therefore ܷ ∩ ܼ∥തതതതതതതതത ∥= ܷ ∩ ܻതതതതതതതത ∥∥⊃ ܷܻ. Therefore the ∥∥-continuity of 
|(݂)∗∗ݔ| and (14) imply that ∗∗ݔ ≤ ݂ for every ߝ ∈ ܷ ∩ ܻ. This means that ݔ∗∗ is ߛ(ܺ∗, ܺ)-
continuous on ܻ, which concludes the proof. 

As mentioned, we give several examples of Banach spaces generated by an RN-compact 
subset. By Theorem (1.1.27), these spaces share all the properties stated in Theorem (1.1.21). 
Also, by Corollary (1.1.34), for these spaces being WLD is equivalent to having property ࣝ 
Example (1.1.37)[1]: Spaces with 1-norming Markushevich basis. Let us recall that a 
Markushevich basis, or M-basis, of a Banach space ܺ is a subset {(ݔ௜, ௜݂): ݅ ∈ ܺ of {ܫ × ܺ∗ such 
that 

(a) span {ݔప: ଓ ∈ തതതതതതതതതതതതതതതതതത{ܫ ∥∥= ܺ. 
(b) ⋂௜∈ூ  Kernel ( ௜݂) = {0}. 
(c) ݂ ௝(ݔ௜) = ௜௝ߜ , ݅, ݆ ∈  .ܫ

We consider the subspace ܨᇱ: = span { ௜݂}, which is a total subspace in ܺ∗ by condition 
(b). If ܭ: = :௜ݔ} ݅ ∈ {ܫ ∪ {0} then it is easy to see that ܭ is a ߪ(ܺ,  compact set fragmented by-(ܨ
the norm. Indeed, {ݔ௜: ݅ ∈ ,ܺ)ߪ is a {ܫ  ܨ ᇱ)-discrete set with 0 as its unique limit point. Whenܨ
is norming, the M-basis is called a norming M-basis. Therefore any Banach space with a 
norming M-basis is generated by an RN-compact subset. The ߪ fragmentability of spaces with 
a norming M-basis was first proved in [18]; here, it is a consequence of Theorem (1.1.30). 
Example (1.1.38)[1]: Spaces of continuous functions. Let ܭ be a compact space and ܦ a dense 
subset of ܭ. If ܪ ⊂  compact, uniformly bounded, fragmented by the supremum-(ܮ)is ߬௣ (ܭ)ܥ
norm and separates the points of ܭ, then (ܭ)ܥ is generated by an N-compact set. Indeed, in this 
case the norming subspace of (ܭ)ܥ∗ is ܨᇱ = span {ߜ௫: ݔ ∈ ݊ and we observe that for every (ܮ =
1,2, … the set ܪ௡: = { ଵ݂ ⋅ … ⋅ ௡݂: ௜݂ ∈ ,ܪ ݅ = 1, … , ݊} is (ܭ)ܥ)ߪ,  compact and fragmented by-(ܨ
the norm in view of Lemmas 2.1 and 2.2 in [25]. Now, ܹ = ⋃௡ୀଵ

ஶ ௡ܪ(݊/1)  ∪ {0} is also 
,(ܭ)ܥ)ߪ  fragmented by the norm, hence fragmented [17, Theorem 4.1]. On-ߪ compact and (ܨ
the other hand, the Stone-Weierstrass theorem gives us the equality span (ܹ)തതതതതതതതതതതത ∥∥=  and so (ܭ)ܥ
,(ܭ)ܥ)ߪ is generated by a (ܭ)ܥ  .compact subset fragmented by the norm-(ܨ
Example (1.1.39)[1]: Spaces of continuous functions defined on solid compact spaces and on 
compact spaces defined through adequate families of sets. Let ܫ be a set and consider the cube 
[0,1]ூ with the product topology. Given ݔ ∈ [0,1]ூ let us write 

supp (ݔ) ∶= {݅ ∈ :ܫ (݅)ݔ ≠ 0},
ℱ(ܫ) ∶= ൛ݔ ∈ [0,1]ூ: supp (ݔ) is finite ൟ. 

We claim that if ܭ ⊂ [0,1]ூ is a compact subset such that ܭ ∩ ℱ(ܫ) is dense in ܭ (i.e. ܭ is a 
special type of Valdivia compact space), then (ܭ)ܥ is generated by an RN-compact subset. 
Indeed, write ܦ = ܭ ∩ ℱ(ܫ) and let ߨ௜: [0,1]ூ → [0,1] denote the canonical projection onto the 
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݅-th coordinate, for each ݅ ∈  Without loss of generality we can, and do, assume that for each .ܫ
݅ ∈ ݔ there is ܫ ∈ (ݔ)௜ߨ such that ܭ ≠ 0, because otherwise we can remove from the index set 
:௜ߨ} in [0,1]ூ. Observe that ܭ the element ݅ that is not needed for embedding ܫ ݅ ∈ -(ܦ)is ߬௣ {ܫ
discrete and that each ߬௣(ܦ) neighborhood of 0 must contain all but at most finitely many 
:௜ߨ} ݅ ∈ :௜ߨ} therefore ;{ܫ ݅ ∈ {ܫ ∪ {0} is ߬௣(ܦ)-compact, ‖ ‖ஶ-fragmented and separates the 
points of ܭ. We now use Example (1.1.38) to conclude that (ܭ)ܥ is generated by an RN-
compact subset. 

A compact space ܭ ⊂ [0,1]ூ is said to be solid if whenever ݔ ∈ ݕ and ܭ ∈ [0,1]ூ are such 
that either ݕ௜ = ௜ݕ ௜ orݔ = 0, for every ݅ ∈ ݕ then ,ܫ ∈ ܭ Obviously, if .ܭ ⊂ [0,1]ூ is solid, then 
ܭ ∩ ℱ(ܫ) is dense in ܭ and therefore (ܭ)ܥ is generated by an RN-compact set in view of our 
former reasoning. 

A particular situation to which we can apply the above is when we deal with compact 
spaces defined through adequate families of sets. Following Talagrand [34], if ܫ is a non-empty 
set, a family ࣛ of subsets of ܫ is called adequate if it has the following properties: 

(a) If ܣ ∈ ࣛ and ܤ ⊂ ܤ then ,ܣ ∈ ࣛ. 
(b) {݅} ∈ ࣛ for every ݅ ∈  .ܫ
(c) If ܣ ⊂ ܣ belongs to ࣛ, then ܣ and every finite subset of ܫ ∈ ࣛ. If ࣛ  is an adequate family 

in ܫ, then ܭ: = {߯஺: ܣ ∈ ࣛ} 
is a solid compact space. Then (ܭ)ܥ is also generated by an RN-compact subset. Talagrand 
produced in [34, Théorème 4.3] an example of a compact space ܭ defined through an adequate 
family of sets that is not Eberlein compact; the corresponding (ܭ)ܥ then does not contain a 
߬௣(ܭ)-compact subset separating the points of ܭ, even though it contains a ߬௣(ܫ)-compact (for 
a certain dense ܫ) ⊂ (ܭ ∥∥ஶ-fragmented subset separating the points of ܭ. 
Example (1.1.40)[1]: Spaces of Bochner integrable functions. Let (ܺ, ∥∥) be a Banach space 
and ܪᇱ ⊂ ܺ∗ a norming subspace. It was stated in [7, Corollary 4.3] that if ߪ(ܺ,  separable-(ܨ
compact subsets of ܺ are ‖ ‖-separable then ߪ(ܺ,  ܺ of ܪ compact (norm-bounded) subsets-(ܨ
are ‖ ‖-fragmented. This is indeed a consequence of the equivalence between the first two 
statements in Theorem (1.1.2): write ܦ = ᇱܨ ∩ ∗௑ܤ  and consider ܪ ⊂ [−1,1]஽; for ܣ ⊂ D) 
countable the set ܪ|஺ ⊂ [−1,1]஺ is compact and metrizable, therefore separable; then there is a 
,ܺ)ߪ ܵ compact and separable-(ܨ ⊂ such that ܵ|஺ ܪ = ஺; the restriction map [−1,1]஽|ܪ →
[−1,1]஺ is continuous for the corresponding uniform metrics and therefore ܪ|஺ is ݀஺-separable, 
because ܵ is ݀஽-separable (ܵ is ‖ ‖-separable). 
The above observation is useful in finding more compact spaces "living" in Banach spaces and 
fragmented by the norm without being necessarily weakly compact. 

Given a probability space (Ω, Σ, ,ߤ)௣ܮ we will denote by (ߤ ܺ),1 ݌ ≥ < ∞, the Banach 
space of ߤ-strongly measurable ܺ-valued ݌-Bochner integrable functions ݂: Ω → ܺ normed by 

∥ ݂ ∥௣= ቆන  
ஐ

  ∥ ݂ ∥௣ ቇߤ݀
ଵ/௣

. 

The dual ܮ௣(ߤ, ܺ)∗ of ܮ௣(ߤ, ܺ) is a space of weak -measurable functions and the space 
,ߤ)௤ܮ ܺ∗), 1 = ݌/1 + ,ߤ)௣ܮ which can be isometrically identified with a subspace of ,ݍ/1 ܺ)∗, 
is a norming subspace. So ߪᇱ = ,ߤ)௣ܮ)ߪ ,ߤ)௤ܮ ,(ܺ ܺ∗)൯ is a Hausdorff topology which is weaker 
than the weak topology of ܮ௣(ߤ, ܺ); these two topologies coincide if, and only if, ܺ∗ has the 
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RNP [9, IV.1.1]. It was shown in [7, Example E] that every ߪᇱ-separable compact subset of 
,ߤ)௣ܮ ܺ) is norm-separable. Therefore, every ߪᇱ-compact subset of ܮ௣(ߤ, ܺ) is fragmented by 
the norm. Thus we can apply the results to state for instance that if ܪ ⊂ ,ߤ)௣ܮ ܺ) is ߪᇱ-compact 
then the space ܻ = span (ܪ)തതതതതതതതതതത ∥∥௣ has a PRI. This result is related to the main result of [4], which 
asserts the existence of a bounded one-to-one operator from span (ܪ)തതതതതതതതതതതߪᇱ into some ܿ଴(Γ) which 
is ߪᇱ-pointwise continuous. 
Section (1.2): Asplund Operators: 

We are concerned with the study of simultaneously approximating both operators and the 
points at which they almost attain their norms by norm attaining operators and the points at 
which they attain their norms. We study what in recent literature has been called the Bishop-
Phelps-Bollobás property. This property is defined as: 
Definition (1.2.1)[36]: (Acosta, Aron, García and Maestre, [37]). A pair of Banach spaces 
(ܺ, ܻ) is said to have the Bishop-Phelps-Bollobás property (BPBP) if for any ߝ > 0 there are 
(ߝ)ߟ > 0 and (ߝ)ߚ > 0 with lim௧→଴ (ݐ)ߚ  = 0, such that for all ܶ ∈ ܵ௅(௑,௒), if ݔ଴ ∈ ܵ௑ is such 
that ∥∥ܶ(ݔ଴)∥∥ > 1 − ଴ݑ then there are ,(ߝ)ߟ ∈ ܵ௑ and ܵ ∈ ܵ௅(௑,௒) satisfying 

∥∥(଴ݑ)ܵ∥∥ = 1, ଴ݔ∥∥ − ∥∥଴ݑ < ∥ and (ߝ)ߚ ܶ − ܵ ∥<   .ߝ
The above BPBP was motivated by the following result of Bollobás: 
Theorem (1.2.2)[36]: (Bollobás, [41]). Given ଵ

ଶ
> ߝ > 0, if ݔ଴ ∈ ܵ௑ and ݔ∗ ∈ ܵ௑∗ are such that 

|1 − |(଴ݔ)∗ݔ <
ଶߝ

2
, 

then there are ݑ଴ ∈ ܵ௑ and ݕ∗ ∈ ܵ௑∗ such that 
(଴ݑ)∗ݕ = 1, ଴ݔ∥∥ − ∥∥଴ݑ < ߝ + ∗ݔ∥∥ ଶ andߝ − ∥∥∗ݕ <  .ߝ

Bollobás' result is indeed an observation about the classical Bishop-Phelps' theorem, [40], that 
"sharpen Bishop-Phelps' theorem and is applied to some problems about the numerical range of 
operators." Using Definition (1.2.1), Bollobás' Theorem (1.2.2) can be rephrased by saying that 
for every Banach space ܺ the pair (ܺ, ℝ) has BPBP. 

 [37] described a number of cases of pairs (ܺ, ܻ) with BPBP. For instance, they proved 
that if ܻ has property (ߚ), see [54], then (ܺ, ܻ) has BPBP for every Banach space ܺ. Also, 
(ℓଵ, ܻ) has BPBP for ܻ in a large class of Banach spaces that includes the finite dimensional 
Banach spaces, uniformly convex Banach spaces, spaces ܮଵ(ߤ) for a ߪ-finite measure ߤ and 
spaces (ܭ)ܥ. Although some particular results can be found in [37] for pairs of the form (ℓ௡

ஶ, ܻ) 
(for instance, ܻ uniformly convex), [37] comment that their methods do not work for pairs of 
the form (ܿ଴, ܻ). We devise a method to study the Bishop-Phelps-Bollobás property that in 
particular addresses this question when ܻ = ,(ܮ)଴ܥ  .a locally compact Hausdorff space ܮ

We recall the notions of Asplund space and Asplund operator. We also prove a central 
technical result (Lemma (1.2.4)) that will be used to prove our main result Theorem (1.2.5). 
Theorem (1.2.5) establishes that if ܶ: ܺ → ∥∥(଴ݔ)ܶ∥∥ is an Asplund operator and (ܮ)଴ܥ ≈∥ ܶ ∥ 
for some ∥∥ݔ଴∥∥ = 1, then there is a norm attaining Asplund operator ܵ: ܺ → ∥∥଴ݑ∥∥ and (ܮ)଴ܥ = 1 
with ∥∥ܵ(ݑ଴)∥∥ =∥ ܵ ∥=∥ ܶ ∥ such that ݑ଴ ≈ ܵ ଴ andݔ ≈ ܶ 

Three consequences follow: 
(A) If ܶ is weakly compact, then ܵ can also be taken being weakly compact (see Corollary 

(1.2.6)) 
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(B) If ܺ is Asplund, then the pair (ܺ,  .(see Corollary (1.2.7)) ܮ has the BPBP for all ((ܮ)଴ܥ
(C) If ܮ is scattered, then the pair (ܺ,  .has the BPBP for all ܺ (see Corollary (1.2.8)) ((ܮ)଴ܥ
We note that in Corollary (1.2.6) even the part of the density of norm attaining weakly 

compact operators from ܺ to ܥ଴(ܮ) in the family of weakly compact operators ࣱ(ܺ,  ((ܮ)଴ܥ
seems to be new. Corollary (1.2.7) strengthens a result in [47] and Corollary (1.2.8) can be 
alternatively proved using a result in [37]. 

All vector spaces are assumed to be real. By ܺ and ܻ we always denote Banach spaces. ܤ௑ 
and ܵ௑ are the closed unit ball and the unit sphere of ܺ, respectively. ܺ∗ (resp. ܺ∗∗ ) stands for 
the topological dual (resp. bidual) of ܺ. The weak topology is denoted ݓ and ݓ∗ is the weak  ∗ 
topology in the dual. ܮ(ܺ, ܻ) denotes the spaces of bounded linear operators from ܺ to ܻ 
endowed with its usual norm. 

The letters ܭ and ܮ are reserved to denote compact and locally compact Hausdorff spaces 
respectively. (ܭ)ܥ (resp. ܥ଴(ܮ)) denotes the space of real valued continuous functions (resp. 
continuous functions vanishing at infinity) on ܭ (resp. on L) endowed with the standard sup 
norm, that is simply denoted by ∥ ݂ ∥: = sup{|݂(ݏ)|: ݏ ∈ ݏ As usual, given .{ܭ ∈  we denote ܮ
by ߜ௦: (ܮ)଴ܥ → ℝ the Dirac measure at ݏ given by ߜ௦(݂) = ,(ݏ)݂ ݂ ∈  .(ܮ)଴ܥ

The Banach space ܺ is called an Asplund space if, whenever ݂ is a convex continuous 
function defined on an open convex subset ܷ of ܺ, the set of all points of ܷ where ݂ is Fréchet 
differentiable is a dense ܩఋ-subset of ܷ. This definition is due to Asplund [39] under the name 
strong differentiability space. Asplund spaces have been used profusely since they were 
introduced. The versatility of this concept is in part explained by its multiple characterizations 
via topology or measure theory, as for instance in the following: 
Theorem (1.2.3)[36]: Let ܺ be a Banach space. Then the following conditions are equivalent: 

(i) ܺ is an Asplund space; 
(ii) every ݓ∗-compact subset of (ܺ∗,  ;is fragmented by the norm (∗ݓ
(iii) each separable subspace of ܺ has separable dual; 
(iv) ܺ ∗ has the Radon-Nikodým property. 

For the notion of Radon-Nikodým property see [42],[44]. The equivalence (iii) ⇔ (iv) is due to 
Stegall [56], (i) ⇔ (ii) ⇒ (iii) can be found by Namioka and Phelps [50] and, (iii) ⇒ (ii) is due 
again to Stegall [57]. Recall that a subset ܥ of (ܺ∗,  is said to be fragmented by the norm if (∗ݓ
for each non-empty subset ܣ of ܥ and for each ߝ > 0 there exists a non-empty ݓ∗-open subset 
ܷ of ܺ∗ such that ܷ ∩ ܣ ≠ ∅ and ∥⋅∥ − diam (ܷ ∩ (ܣ ≤  compact-∗ݓ is ܥ We note that if .[49] ,ߝ
convex, then ܥ is fragmented by the norm if, and only if, ܥ has the Radon-Nikodým property, 
see [42]. 

An operator ܶ ∈ ,ܺ)ܮ ܻ) is said to be an Asplund operator if it factors through an Asplund 
space, i.e., there are an Asplund space ܼ and operators ଵܶ ∈ ,ܺ)ܮ ܼ), ଶܶ ,ܼ)ܮ ∋ ܻ) such that ܶ =

ଶܶ ∘ ଵܶ, see [46],[58]. Note that every weakly compact operator ܶ ∈ ࣱ(ܺ, ܻ) factors through a 
reflexive Banach space, see [43], and hence ܶ is an Asplund operator. 

Lemma (1.2.4) isolates the technicalities that we need to prove our main result, Theorem 
(1.2.5). In the proof of the lemma, we use that Theorem (1.2.2) easily yields the following result. 
Lemma (1.2.4)[36]: Let ܶ: ܺ → ܻ be an Asplund operator with ∥ ܶ ∥= 1, let ଵ

ଶ
> ߝ > 0 and 

choose ݔ଴ ∈ ܵ௑ such that 
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∥∥(଴ݔ)ܶ∥∥ > 1 −
ଶߝ

4
 

For any given 1 -norming set ܤ ⊂ :ܯ ௒∗ if we writeܤ =  :then there are (ܤ)∗ܶ
(a) a ݓ∗-open set ܷ ⊂ ܺ∗ with ܷ ∩ ܯ ≠ ∅ and (b) points ݕ∗ ∈ ܵ௑∗ and ݑ଴ ∈ ܵ௑ with 

|(଴ݑ)∗ݕ| = 1 such that 
଴ݔ∥∥ − ∥∥଴ݑ < ∗ݖ∥∥ and ߝ − ∥∥∗ݕ < ∗ݖ for every ߝ3 ∈ ܷ ∩  .ܯ

Proof. Observe first that if ܶ is an Asplund operator, then its adjoint ܶ∗ sends the unit ball of ܻ∗ 
into a ݓ∗-compact subset of (ܺ∗, ܶ that is norm fragmented. Indeed, if (∗ݓ = ଶܶ ∘ ଵܶ is a 
factorization through the Asplund space ܼ for ܶ, then its adjoint ܶ∗ factors through ܼ∗ 

 
Since ଶܶ

∗ is ݓ∗ − continuous, ଶܶ ∗ݓ
 compact subset of ܼ∗, and we can now-∗ݓ is a (∗௒ܤ)∗

appeal to Theorem (1.2.3) to conclude that ଶܶ
(∗௒ܤ)∗ ⊂ (ܼ∗,  is fragmented by the norm of (∗ݓ

ܼ∗. On the other hand, ଵܶ
∗: ܼ∗ → ܺ∗ is norm-to-norm and ݓ∗ −  continuous and, therefore it ∗ݓ

sends the fragmented ݓ∗-compact set ଶܶ
(∗௒ܤ)∗ ⊂ (ܼ∗, (∗௒ܤ)∗ܶ compact set-∗ݓ onto the (∗ݓ ⊂

(ܺ∗,  .that is fragmented by the norm of ܺ∗, see [49], and our observation is proved (∗ݓ
(Alternatively, the observation can be proved using [58] and [42].) 

Now we really start the proof of the lemma. Use that ܤ ⊂ ௒∗ is 1 -norming and pick ܾ଴ܤ
∗ ∈

 such that ܤ

|ܶ∗(ܾ଴
|(଴ݔ)(∗ = หܾ଴

∗൫ܶ(ݔ଴)൯ห > 1 −
ଶߝ

4
 

Defining ଵܷ = ቄݔ∗ ∈ ܺ∗: |(଴ݔ)∗ݔ| > 1 − ఌమ

ସ
ቅ, we have that 

ܶ∗(ܾ଴
∗) ∈ ଵܷ ∩ ܯ ⊂ ∗௒ܤ)∗ܶ ) ⊂ ∗௑ܤ . 

Since ܶ∗(ܤ௒∗) is fragmented and ଵܷ ∩ open set ଶܷ-∗ݓ is non-empty, there exists a ܯ ⊂ ܺ∗ such 
that ( ଵܷ ∩ (ܯ ∩ ଶܷ ≠ ∅ and 

∥⋅∥ − diam൫( ଵܷ ∩ (ܯ ∩ ଶܷ൯ ≤  (15)                                             .ߝ
Let ܷ: = ଵܷ ∩ ଶܷ and fix ݔ଴

∗ ∈ ܷ ∩  We have .ܯ

1 ≥ ଴ݔ∥∥
∗∥∥ ≥ ଴ݔ|

|(଴ݔ)∗ > 1 −
ଶߝ

4
. 

If we normalize we still have 

1 ≥
଴ݔ|

|(଴ݔ)∗
଴ݔ∥∥

∗∥∥
≥ ଴ݔ|

|(଴ݔ)∗ ≥ 1 −
ଶߝ

4
.                                           (16) 

Then we obtain ݕ∗ ∈ ܵ௑∗ and ݑ଴ ∈ ܵ௑ with |ݕ∗(ݑ଴)| = 1 such that 

଴ݔ∥∥ − ∥∥଴ݑ < ∥∥ and ߝ
∥ ଴ݔ

∗

଴ݔ∥∥
∗∥∥

− ∗ݕ
∥∥
∥ <  (17)                                          .ߝ

Let ݖ∗ ∈ ܷ ∩  ,be an arbitrary element. Then ܯ

∗ݖ∥∥ − ∥∥∗ݕ  ≤ ∗ݖ∥∥ − ଴ݔ
∗∥∥ + ∥∥

଴ݔ∥
∗ −

଴ݔ
∗

଴ݔ∥∥
∗∥∥∥∥

∥ + ∥∥
∥ ଴ݔ

∗

଴ݔ∥∥
∗∥∥

− ∗ݕ
∥∥
∥ 
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             ≤
(ଵହ),(ଵ଻)

ߝ + ଴ݔ∥∥
∗∥∥ ቤ1 −

1
଴ݔ∥∥

∗∥∥
ቤ + ߝ ≤

(ଵ଺)
       ߝ3

and the proof is over. 
Theorem (1.2.5)[36]: Let ܶ: ܺ → ∥ be an Asplund operator with (ܮ)଴ܥ ܶ ∥= 1. Suppose that 
ଵ
ଶ

> ߝ > 0 and ݔ଴ ∈ ܵ௑ are such that 

∥∥(଴ݔ)ܶ∥∥ > 1 −
ଶߝ

4
. 

Then there are ݑ଴ ∈ ܵ௑ and an Asplund operator ܵ ∈ ܵ௅(௑,஼బ(௅)) satisfying 
∥∥(଴ݑ)ܵ∥∥ = 1, ଴ݔ∥∥ − ∥∥଴ݑ < ∥ and ߝ ܶ − ܵ ∥≤   .ߝ3

Proof. The natural embedding ߦ: ܮ → :(ݏ)ߦ given by ∗(ܮ)଴ܥ = ݏ ௦, forߜ ∈  is continuous for ,ܮ
the topology of ܮ and the ݓ∗-topology in ܥ଴(ܮ)∗. Hence the composition ߶: = ܶ∗ ∘ :ߦ ܮ → ܺ∗ 
is continuous for the ݓ∗ topology in ܺ∗. 

Apply now Lemma (1.2.4) for ܻ: = ,(ܮ)଴ܥ :ܤ = :௦ߜ} ݏ ∈ {ܮ ⊂  ஼బ(௅)∗, our given operatorܤ
ܶ, and ߝ. We produce the ݓ∗-open set ܷ and the functional ݕ∗ ∈ ܵ௑∗ satisfying properties (a) 
and (b) in the aforesaid lemma. Note that we have ߶(ܮ) = ܷ Since .ܯ ∩ ܯ ≠ ∅ we can pick 
଴ݏ ∈ (଴ݏ)߶ such that ܮ ∈ ܷ. The ݓ∗-continuity of ߶ ensures that the set ܹ = ݏ} ∈ :ܮ (ݏ)߶ ∈
ܷ} is an open neighborhood of ݏ଴. By Urysohn's lemma, [53], we can find a continuous function 
݂: ܮ → [0,1] with compact support, satisfying: 

(଴ݏ)݂ = 1 and supp (݂) ⊂ ܹ.                                           (18) 
Define now the linear operator ܵ: ܺ →  by the formula (ܮ)଴ܥ

(ݏ)(ݔ)ܵ = (ݏ)݂ ⋅ (ݔ)∗ݕ + (1 − ((ݏ)݂ ⋅  (19)                          .(ݏ)(ݔ)ܶ
It is easily checked that ܵ is well-defined and that ∥ ܵ ∥≤ 1. On the other hand, 1 |(଴ݑ)∗ݕ| = =
|(଴ݏ)(଴ݑ)ܵ| ≤ ∥∥(଴ݑ)ܵ∥∥ ≤ 1 and therefore ܵ attains the norm at the point ݑ଴ ∈ ܵ௑ for which we 
had ∥∥ݑ଴ − ∥∥଴ݔ <  .ߝ

Now, bearing in mind (18), (19), Lemma (1.2.4) and the definition of ܹ we conclude that 
∥ ܶ − ܵ ∥  = sup

௫∈஻೉

  ∥ ݔܶ − ݔܵ ∥= sup
௫∈஻೉

 sup
௦∈௅

(ݏ)(ݔ)ܶ|(ݏ)݂  − |(ݔ)∗ݕ

 = sup
௫∈஻೉

 sup
௦∈ௐ

(ݔ)(ݏ)߶|(ݏ)݂  − |(ݔ)∗ݕ ≤ sup
௦∈ௐ

  sup
௫∈஻೉

(ݔ)(ݏ)߶|  − |(ݔ)∗ݕ

 = sup
௦∈ௐ

(ݏ)߶∥∥  − ∥∥∗ݕ ≤ .ߝ3

 

To finish we prove that ܵ is also an Asplund operator. This is based on the fact that the 
family of Asplund operators between Banach spaces is an operator ideal, see [58]. Observe that 
ܵ appears as the sum of a rank one operator and the operator ↦ (1 −  the latter is the ;(ݔ)ܶ(݂
composition of a bounded operator from ܥ଴(ܮ) into itself with ܶ. Therefore ܵ is an Asplund 
operator and the proof is over. 

Recall that an operator ideal ℐ is a way of assigning to each pair of Banach spaces (ܺ, ܻ) 
a linear subspace ℐ(ܺ, ܻ) ⊂ ,ܺ)ܮ ܻ) that contains all finite rank operators from ܺ to ܻ and 
satisfies the following property: ଶܶ ∘ ܶ ∘ ଵܶ ∈ ℐ(ܼ, ܸ) whenever ܶ ∈ ℐ(ܺ, ܻ), ଵܶ ∈ ,ܼ)ܮ ܺ), and 

ଶܶ ∈ ,ܻ)ܮ ܸ), see [45],[52]. 
If we denote by ࣛ the ideal of Asplund operators between Banach spaces, the above 

theorem applies as well to any sub-ideal ℐ ⊂ ࣛ. 
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Corollary (1.2.6)[36]: Let ℐ ⊂ ࣛ be an operator ideal. Let ܶ ∈ ℐ(ܺ, ∥ with ((ܮ)଴ܥ ܶ ∥= 1,  ଵ
ଶ

>
ߝ > 0, and ݔ଴ ∈ ܵ௑ be such that 

∥∥(଴ݔ)ܶ∥∥ > 1 −
ଶߝ

4
. 

Then there are ݑ଴ ∈ ܵ௑ and ܵ ∈ ℐ(ܺ, ∥ with ((ܮ)଴ܥ ܵ ∥= 1 satisfying 
∥∥(଴ݑ)ܵ∥∥ = 1, ଴ݔ∥∥ − ∥∥଴ݑ < ∥ and ߝ ܶ − ܵ ∥≤   .ߝ3

We should stress that because ࣱ ⊂ ࣛ, see [43], the above corollary applies in particular to the 
ideals of finite rank operators ℱ, compact operators ࣥ,  summing operators Π௣ and of course-݌
to the weakly compact operators ࣱ themselves. Results in this vein can be found for weakly 
compact operators but, with spaces of continuous functions as domain spaces and only for the 
so-called Bishop-Phelps property: Schachermayer proved, see [55], that any ܶ ∈ ,(ܭ)ܥ)ࣱ ܺ) 
can be approximated by norm attaining operators. This result was generalized later for operators 
ܶ ∈ ,(ܮ)଴ܥ)ࣱ ܺ), see [38]). With spaces of continuous functions in the range, Johnson and 
Wolfe, see [47], proved that any ܶ ∈ ࣥ(ܺ,  can be approximated by finite rank norm ((ܭ)ܥ
attaining operators. Note then, that our Corollary (1.2.6) adds several new versions of the vector-
valued Bishop-Phelps theorem. Moreover, these cases provide the Bollobás part of 
approximation of points at which the norm is attained. 

Standard ߝ − ,ܺ) tricks suffice to prove that for a pair of Banach spaces ߜ ܻ) the following 
are equivalent: 

(i) (ܺ, ܻ) has ܲܤܲܤ according to Definition (1.2.1); 
(ii) there are functions ߟ: (0, +∞) → (0,1), ,ߚ :ߛ (0, +∞) → (0, +∞) with lim௧→଴ (ݐ)ߚ  =

lim௧→଴ (ݐ)ߛ  = 0, such that given ߝ > 0, for all ܶ ∈ ܵ௅(௑,௒), if ݔ଴ ∈ ܵ௑ is such that 
∥∥(଴ݔ)ܶ∥∥ > 1 − ଴ݑ then there exist a point ,(ߝ)ߟ ∈ ܵ௑ and ܵ ∈ ܵ௅(௑,௒) satisfying 

∥∥(଴ݑ)ܵ∥∥ = 1, ଴ݔ∥∥ − ∥∥଴ݑ < ∥ and (ߝ)ߚ ܶ − ܵ ∥<  .(ߝ)ߛ
Once again, in (ii) above we can always take (ݐ)ߚ = (ݐ)ߛ =  if ߟ but of course changing ,ݐ
needed!. Consequently we arrive to the following straightforward consequence of Theorem 
(1.2.5): 
Corollary (1.2.7)[36]: For any Asplund space ܺ  and any locally compact Hausdorff topological 
space ܮ the pair (ܺ,  .has the BPBP ((ܮ)଴ܥ

Note that this corollary extends and strengthens Theorem 2 in [47]; we stress also that we 
can take as ܺ any ܿ଴(Γ) ( Γ arbitrary set), or more generally any ܥ଴(ܵ) where ܵ is a scattered 
locally compact Hausdorff space (see, [51] for scattered or dispersed spaces). Indeed for a 
locally compact space ܵ, the space ܥ଴(ܵ) is Asplund if, and only if, ܵ is scattered. This can be 
proved in the following way: 

(a) It is known that for ܭ compact, (ܭ)ܥ is Asplund if, and only if, ܭ is scattered, combine 
[51] with Theorem (1.2.3) or alternatively see [50]. 

(b) It is easy to check that if ܵ is locally compact, then ܵ is scattered if, and only if, its 
Alexandroff compactification ܵ ∪ {∞} is scattered,  

(c) Use now that Asplundness is a three space property, see ([50], Theorems 11,12 and 14), 
and conclude that ܥ଴(ܵ) is Asplund if, and only, if ܥ(ܵ ∪ {∞}) is Asplund. 

(d) Summarizing, ܥ଴(ܵ) is Asplund if, and only if, ܵ is scattered. 
Note that whereas the hypothesis of ܺ being Asplund in the above corollary is an 

isomorphic property, for the range space we have to use the sup norm in ܥ଴(ܮ). Indeed, 
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Lindenstrauss [48] established that if (ܿ଴, ∥⋅∥) is a strictly convex renorming of ܿ଴ then ݅݀: ܿ଴ →
(ܿ଴, ∥⋅∥) cannot be approximated by norm attaining operators. Notice also, that Corollary (1.2.7) 
may fail when ܺ is not Asplund: Schachermayer [55] gave an example of an operator ܶ ∈
,ଵ[0,1]ܮ)ܮ  .that cannot be approximated by norm attaining operators ([0,1]ܥ
With our comments above together with Theorem (1.2.5) we have: 
Corollary (1.2.8)[36]: For any Banach space ܺ and any scattered locally compact Hausdorff 
topological space ܮ the pair (ܺ,  .has the BPBP ((ܮ)଴ܥ

An alternative proof for this corollary can be obtained using the fact that for such ܮ the 
space ܻ = ܻ see [54], and for spaces ,(ߚ) has property (ܮ)଴ܥ  with property (ߚ), every pair (ܺ, ܻ) 
has BPBP, see [37]. 

We point out that Lindenstrauss proved in [48] that every operator ܶ ∈ ,ܺ)ܮ ܻ) can be 
approximated by operators ܵ ∈ ,ܺ)ܮ ܻ) such that ܵ∗∗ ∈ ,∗∗ܺ)ܮ ܻ∗∗) attains the norm on ܤ௑∗∗ . In 
[37] it is established that the counterpart of the above Lindenstrauss' result is not longer valid 
for the corresponding natural Bishop-Phelps-Bollobás with bi-adjoints operators. The example 
again uses ܿ଴ as a domain space. Replacing ܻ∗∗ by ܤ)ܥ௒∗ ,  .we state our last result ,(∗ݓ
Corollary (1.2.9)[36]: Let ܶ: ܺ → ܻ be an Asplund operator with ∥ ܶ ∥= 1,  ଵ

ଶ
> ߝ > 0 and 

଴ݔ ∈ ܵ௑ be such that 

∥∥(଴ݔ)ܶ∥∥ > 1 −
ଶߝ

4
. 

Then there are ݑ଴ ∈ ܵ௑ and an Asplund operator ܵ ∈ ܵ௅ቀ௑,஼൫஻ೊ∗൯ቁ satisfying 

∥∥(଴ݑ)ܵ∥∥ = 1, ଴ݔ∥∥ − ∥∥଴ݑ < ∥ and ߝ ݅ ∘ ܶ − ܵ ∥≤  ,ߝ3
where ݅: ܻ ↪  .is the natural embedding (∗௒ܤ)ܥ
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Chapter 2 
The Bishop-Phelps-Bollobás Property 

 

We provide two constructive versions of the classical Bishop-Phelps-Bollobás theorem 
for ℓଵ(ℂ). We study the Bishop-Phelps-Bollobás property for numerical radius of the Banach 
space of Lebesgue integrable functions over the real line. We show that the pair (ࣝ଴(ܮ), ܻ) will 
satisfy the Bishop-Phelps-Bollobás property for operators for every Hausdorff locally compact 
space ܮ and any ℂ-uniformly convex space. 
 

Section (2.1): Numerical Radius in र૚(ℂ): 
The Bishop-Phelps theorem states that norm attaining functionals on a Banach space ܺ 

are dense in its dual space ܺ∗. In 1970, B. Bollobás extended this result in a quantitative way in 
order to work on problems related to the numerical range of an operator [68]. One of the versions 
of his extension is presented below: 
Theorem (2.1.1)[59]: Let ܺ be a Banach space. Given ߝ > 0, if ݔ ∈ ܺ, ∗ݔ ∈ ܺ∗ with ∥ ݔ ∥=
∥∗ݔ∥ = 1 and (ݔ)∗ݔ ≥ 1 − ఌమ

ଶ
, then there exist elements ݔ଴ ∈ ܺ and ݔ଴

∗ ∈ ܺ∗ such that ∥∥ݔ଴∥∥ =
଴ݔ∥∥

∗∥∥ = ଴ݔ
(଴ݔ)∗ = 1 

ݔ∥∥ − ∥∥଴ݔ ≤ ∗ݔ∥∥ and ߝ − ଴ݔ
∗∥∥ ≤  ߝ

However, the known proofs of this fact have an existence nature − they are based on Hahn-
Banach extension theorem, the Ekeland variational principle or Brøndsted-Rockafellar 
principle. We construct, as a necessary tool for our main results, explicit expressions of the 
approximating pair (ݔ଴, ଴ݔ

∗) when ܺ = ℓଵ(ℂ) − see Theorem (2.1.6) and Theorem (2.1.8). 
Paralleling the research of norm attaining operators initiated by Lindenstrauss in [74], B. 

Sims raised the question of the norm denseness of the set of numerical radius attaining operators 
− see [76]. Partial positive results have been proved. We emphasize for their importance the 
results of M. Acosta [62], where a systematic study of the problem was initiated, the renorming 
result in [63], and joint findings of this with R. Payá [64, 65]. Prior to them, I. Berg and B. Sims 
in [69] gave a positive answer for uniformly convex spaces and C. S. Cardassi obtained positive 
answers for ℓଵ, ܿ଴, ,(ܭ)ܥ  .and uniformly smooth spaces [70, 71, 72] ,(ߤ)ଵܮ

Using a renorming of ܿ଴, R. Payá provided an example of a Banach space ܺ such that the 
set of numerical radius attaining operators on ܺ is not norm dense, answering in the negative 
Sims' question-see [75]. M. Acosta, F. Aguirre, and R. Payá in [61] gave another 
counterexample: ܺ = ℓଶ ⊕ஶ  .is the Gowers space ܩ where ,ܩ

M. Acosta et al. studied in [60] a new property, called the Bishop-Phelps-Bollobás 
property for operators, BPBp for short. A pair of Banach spaces (ܺ, ܻ) has the BPBp if a 
"Bishop-Phelps-Bollobás" type theorem can be proved for the set of operators from ܺ to ܻ. This 
property implies, in particular, that the norm attaining operators from ܺ to ܻ are dense in the 
whole space of continuous linear operators े(ܺ, ܻ). However, as shown in [60], the converse is 
not true. Consequently, the BPB property is more than a quantitative tool for studying the density 
of norm attaining operators. 

We investigate here an analogue of the Bishop-Phelps-Bollobás property for operators 
but in relation with numerical radius attaining operators. We call it the Bishop-Phelps-Bollobás 
property for numerical radius, BPBp-ߥ for short. The relation between norm attaining and 
numerical radius attaining operators is far from being clear, although the existence of an 
interconnection is evident. Accordingly, We define this new property -see Definition (2.1.2) 
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below- and to show that ℓଵ(ℂ) and ܿ଴(ℂ) satisfy it -see Theorem (2.1.9) and Theorem (2.1.12). 
This brings an extension as well as a quantitative version of C. S. Cardassi's results in [71]. 

Observe that the counterexamples provided in [61] and [75] imply, in particular, that there 
exist Banach spaces failing the Bishop-Phelps-Bollobás property for numerical radius. 

Given a Banach space (ܺ, ∥⋅∥), we denote as usual by ܵ௑ and ܤ௑, respectively, the unit 
sphere and the unit ball of ܺ. By ܺ∗ we represent its dual, endowed with its standard norm 
∥∗ݔ∥ = sup௫∈஻೉  and by Π(ܺ) the set {|(ݔ)∗ݔ|} 

Π(ܺ) = ,ݔ)} (∗ݔ ∈ ܵ௑ × ܵ௑∗: (ݔ)∗ݔ = 1}. 
Given ݔ ∈ ܵ௑ and ݔ∗ ∈ ܵ௑∗, we set 

:(∗ݔ)ଵߨ = ݔ} ∈ ܵ௑: (ݔ)∗ݔ = 1}. 
By े(ܺ) we mean the Banach space of all linear and continuous operators from ܺ into ܺ 
endowed with its natural norm ∥ ܶ ∥= sup௫∈஻೉  {∥ ݔܶ ∥}. For a given ܶ ∈ े(ܺ), its numerical 
radius ߥ(ܶ) is defined by 

(ܶ)ߥ = s :|(ݔܶ)∗ݔ|}  ,ݔ)  (∗ݔ ∈ Π(ܺ)}. 
It is well known that the numerical radius of a Banach space ܺ is a continuous seminorm on ܺ 
which is, in fact, an equivalent norm when ܺ is complex. In general, there exists a constant 
݊(ܺ), called the numerical index of ܺ, such that 

݊(ܺ) ∥ ܶ ∥≤ (ܶ)ߥ ≤∥ ܶ ∥ , for all ܶ ∈ े(ܺ). 
The interest is in spaces of numerical index 1, ݊(ܺ) = 1, where the norm and the numerical 
radius coincide. For background in numerical radius see [66, 67] and in numerical index see 
[73]. 

We say that ܶ ∈ े(ܺ) attains its numerical radius if there exists (ݔ, (∗ݔ ∈ Π(ܺ) such that 
|(ݔܶ)∗ݔ| = The set of numerical radius attaining operators will be denoted by NRA(X) .(ܶ)ߥ ⊂
े(X). 
Definition (2.1.2)[59]: (BPBp-ߥ). A Banach space ܺ is said to have the Bishop-PhelpsBollobás 
property for numerical radius if for every 0 < ߝ < 1, there exists ߜ > 0 such that for a given 
ܶ ∈ े(ܺ) with ߥ(ܶ) = 1 and a pair (ݔ, (∗ݔ ∈ Π(ܺ) satisfying |(ݔܶ)∗ݔ| ≥ 1 − ܵ there exist ,ߜ ∈
े(ܺ) with ߥ(ܵ) = 1, and a pair (ݕ, (∗ݕ ∈ Π(ܺ) such that 

ܶ)ߥ − ܵ) ≤ ,ߝ ∥ ݔ − ݕ ∥≤ ,ߝ ∗ݔ∥∥ − ∥∥∗ݕ ≤ |(ݕܵ)∗ݕ| and ߝ = 1.                   (1) 
Observe that if ܺ is a Banach space with ݊(ܺ) = 1, then the seminorm ߥ(⋅) can be replaced by 
∥⋅∥ in the definition above. Note that all the spaces studied have numerical index 1. 

The arg (⋅) stands for the function which sends a non zero complex number ݖ to the unique 
arg (ݖ) ∈ ݖ such that (ߨ0,2] =  ୟ୰୥ (௭)௜. For convenience we extend the function to ℂ by݁|ݖ|
writing arg (0) = 0. Let Re (ݖ) and Im (ݖ) be, respectively, the real and imaginary part of the 
complex number ݖ ∈ ℂ. 

The spaces ℓଵ, ℓஶ, and ܿ଴ stand respectively for ℓଵ(ℂ), ℓஶ(ℂ), and ܿ଴(ℂ). The standard 
basis of ℓଵ is denoted by {݁௡}௡∈ℕ, and its biorthogonal functionals by {݁௡

∗}௡∈ℕ. Given a sequence 
ߦ = ൫ߦ௝൯

௝∈ℕ
∈ ℂℕ and a complex function ݂: ℂ → ℂ we write ݂(ߦ) meaning the sequence 

ቀ݂൫ߦ௝൯ቁ
௝∈ℕ

. The following sets will be of help in the formulation of the results and proofs. 

Given ݔ = ൫ݔ௝൯
௝∈ℕ

∈ ℓଵ, ߮ = ൫߮௝൯
௝∈ℕ

∈ ℓஶ we define 

(ࣨ௫,ఝ) = ൛݆ ∈ ℕ: ߮௝ݔ௝ = หݔ௝หൟ,                                              (2) 
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supp (ݔ) = ൛݆ ∈ ℕ: หݔ௝ห ≠ 0ൟ. 
For ݎ > 0 we consider 

ࣛఝ(ݎ)  = ൛݆ ∈ ℕ: ห߮௝ห ≥ 1 − ൟ,                                                    (3)ݎ

(࣪௫,ఝ)(ݎ)  = ൛݆ ∈ supp (ݔ): Re ൫߮௝ݔ௝൯ ≥ (1 − ௝หൟ.                 (4)ݔห(ݎ
 

Observe that (࣪௫,ఝ)(ݎ) ⊂ ࣛఝ(ݎ) and that if ݔ௝ ≥ 0 for all ݆ ∈ ℕ-we describe this situation 
saying that ݔ is positive- then 

(࣪௫,ఝ)(ݎ) = ൛݆ ∈ supp (ݔ): Re ൫߮௝൯ ≥ (1 −  .ൟ(ݎ
For a given set Γ, a subset ܣ ⊂ Γ and ॶ ∈ {ℝ, ℂ}, we denote by ૤஺ the characteristic function of 
that is, the element in ॶ୻ such that (૤஺)ఊ ,ܣ = 1 if ߛ ∈ and (૤஺)ఊ ܣ = 0 otherwise. 

We present two constructive versions of Theorem (2.1.1), which are the main tools in the 
proofs of Theorem (2.1.9) and Theorem (2.1.15). 
Lemma (2.1.3)[59]: Let (ݔ, ߮) ∈ ܵℓభ × ܵℓಮ . Then ݔ ∈ ଵ(߮) if and only if (ࣨ௫,ఝ)ߨ = ℕ. 
Proof. Given a pair (ݔ, ߮) ∈ ܵℓభ × ܵℓಮ satisfying (ࣨ௫,ఝ) = ℕ, one can compute ߮(ݔ) =

∑௝∈ℕ  ߮௝ݔ௝ =
(ଶ)

∑௝∈ℕ  หݔ௝ห =∥ ݔ ∥= 1, which implies that (ݔ, ߮) ∈ Π(ℓଵ) 
Conversely, let us assume that (ݔ, ߮) ∈ Π(ℓଵ) then, 

1 = Re (߮(ݔ)) = ෍  
௝∈ℕ

Re ൫߮௝ݔ௝൯ ≤ ෍  
௝∈ℕ

ห߮௝ݔ௝ห ≤ ෍  
௝∈ℕ

หݔ௝ห = 1, 

which implies that Re ൫߮௝ݔ௝൯ = ห߮௝ݔ௝ห = หݔ௝ห for ݆ ∈ ℕ. Therefore, ߮௝ݔ௝ = หݔ௝ห for every ݆ ∈ ℕ, 
which finishes the proof. 

Lemma (2.1.3) provides the essential insight into the properties of Π(ℓଵ) that we need for 
the proofs of Theorem (2.1.6) and Theorem (2.1.8). A glance at Lemma (2.1.3) gives the 
following easy result regarding the norm attaining functionals on ℓଵ, NA (ℓଵ). 
Corollary (2.1.4)[59]: NA(ℓଵ) = {߮ ∈ ℓஶ: ∃n ∈ ℕ with |߮୬| =∥ ߮ ∥}. 

The following lemma is an adaptation of [60, Lemma 3.3]. 
Lemma (2.1.5)[59]: Let (ݔ, ߮) ∈ ℓభܤ × ℓಮܤ  and 0 < ߜ < 1 such that Re (߮(ݔ)) ≥ 1 −  .ߜ
Then, for every ߜ < ݎ < 1 we have ∥∥Re ൫݁ୟ୰୥ (ఝ)௜ݔ൯ ⋅ ૤࣪(ೣ,ക)(௥)∥∥ ≥ 1 −   .(ݎ/ߜ)
Proof. By assumption, we have that 

1 − ߜ ≤ Re (߮(ݔ)) = ෍  
௝∈ℕ

 Re ൫߮௝ݔ௝൯ = ෍  
௝∈ℕ

  ห߮௝หRe ൫݁ୟ୰୥ ൫ఝೕ൯௜ݔ௝ 

                                                  ≤ ෍  
࣪(ೣ,ക)(ೝ)

 Re ൫݁ୟ୰୥ ൫ఝೕ൯௜ݔ௝൯ + (1 − (ݎ ෍  
ℕ࣪(ई,ക)(ं)

  หݔ௝ห 

                               ≤ ݎ ෍  
࣪(ೣ,ക)(ೝ)

  หRe ൫݁ୟ୰୥ ൫ఝೕ൯௜ݔ௝൯ห + (1 −  ,(ݎ

which implies that 

∥∥Re ൫݁ୟ୰୥ (ఝ)௜ݔ൯૤࣪(ೣ,ക)(௥)∥∥ = ෍  
௝∈࣪(ೣ,ക)(௥)

หRe ൫݁ୟ୰୥ ൫ఝೕ൯௜ݔ௝൯ห ≥ 1 −  ,(ݎ/ߜ)

as we wanted to show. 
Observe that the previous lemma implies, in particular, that 
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ݔ∥∥ ⋅ ૤࣪(ೣ,ക)(௥)∥∥ ≥ 1 −  .(ݎ/ߜ)
We present next the two constructive versions of the Bishop-Phelps-Bollobás theorem. 
Theorem (2.1.6)[59]: Given (ݔ, ߮) ∈ ℓభܤ × ℓಮܤ  and 0 < ߝ < 1 such that Re (߮(ݔ)) ≥ 1 − ఌయ

ସ
. 

Then, there exists (ݔ଴, ߮଴) ∈ Π(ℓଵ) such that ∥∥ݔ − ∥∥଴ݔ ≤ ,ߝ ∥∥߮ − ߮଴∥∥  Moreover, we can .ع ≥
take 

:଴ݔ = ݔ∥∥ ⋅ ૤࣪(ೣ,ക)(ఌమ/ଶ)∥∥
ିଵ

⋅ ݔ ⋅ ૤࣪(ೣ,ക)(ఌమ ଶ⁄ ).                                  (5) 
Proof. Set ܲ: = (࣪௫,ఝ)(ߝଶ/2)-see (4). Applying Lemma (2.1.5) with ߜ = ݎ ଶ/2 andߝ =  gives ߝ
that 

:ܯ = ݔ∥∥ ⋅ ૤௉∥∥ ≥ 1 − ߝ) 2⁄ ).                                             (6) 
Let us define 

߮଴: = ߮ ⋅ ૤ℕ∖௉ + ݁ିୟ୰୥ (௫)௜ ⋅ ૤௉ ∈ ܵℓஶ                                   (7) 
and 

:଴ݔ = ݔଵିܯ ⋅ ૤௉ ∈ ܵℓభ .                                                   (8) 
On one hand, we can compute 

ݔ∥∥ − ∥∥଴ݔ  =
(଼)

ݔ∥∥ − ݔଵିܯ ⋅ ૤௉∥∥ = ଵିܯ) − ݔ∥∥(1 ⋅ ૤௉∥∥ + ݔ∥∥ ⋅ ૤ℕ∖௉∥∥

=
(଺)

(1 − (ܯ + ݔ∥∥ ⋅ ૤ℕ∖௉∥∥ ≤
∥௫∥ஸଵ

2 − ܯ2 ≤
(଺)

,ߝ
 

and, since the support of ݔ଴ is included in ܲ-this is a consequence of (8), we deduce that 

߮଴(ݔ଴) = ෍  
௝∈௉

(߮଴)௝(ݔ଴)௝ =
(଻)

෍  
௝∈௉

݁ିୟ୰୥ ൫௫ೕ൯௜(ݔ଴)௝ =
(଼)

෍  
௝∈௉

ห(ݔ଴)௝ห = ∥∥଴ݔ∥∥ = 1, 

which is equivalently expressed as (ݔ଴, ߮଴) ∈ Π(ℓଵ). 
On the other hand, using that 

ݖ| − 1| ≤ ඥ2(1 − Re (ݖ)) for every ݖ ∈ ℂ such that |ݖ| ≤ 1,               (9)  
we deduce 

∥∥߮ − ߮଴∥∥  =
(଻)

sup
௝∈௉

 ൛ห߮௝ − (߮଴)௝หൟ =
(଻)

sup
௝∈௉

 ൛ห߮௝ − ݁ିୟ୰୥ ൫௫ೕ൯௜หൟ 

= sup
௝∈௉

 ൛ห݁ୟ୰୥ ൫௫ೕ൯௜߮௝ − 1หൟ ≤
(ଽ)

sup
௝∈௉

 ቊට2 − 2Re ൫݁ୟ୰୥ ൫௫ೕ൯௜߮௝൯ቋ     

≤ ඥ2 − 2(1 − ଶߝ 2⁄ ) =                       ߝ
which finishes the proof. 

An immediate consequence of Theorem (2.1.6) is the following version of the Bishop-
Phelps-Bollobás theorem for ℓଵ(ℂ). 
Corollary (2.1.7)[59]: Let 0 < ߝ < 1 and (ݔ, ߮) ∈ ℓభܤ × ℓಮܤ  such that |߮(ݔ)| ≥ 1 − ఌయ

ସ
. Then, 

there exists (ݔ଴, ߮଴) ∈ ܵℓభ × ܵℓಮ  such that ∥∥ݔ − ∥∥଴ݔ ≤ ,ߝ ∥∥߮ − ߮଴∥∥ ≤ |(଴ݔ)and |߮଴ ߝ = 1. 
Proof. Apply Theorem (2.1.6) to the pair ൫݁ିୟ୰୥ (ఝ(௫))௜ݔ, ߮൯ obtaining (ݖ଴, ߮଴) belonging to 
Π(ℓଵ) such that ∥∥݁ିୟ୰୥ (ఝ(௫))௜ݔ − ∥∥଴ݖ ≤ ߮∥∥ and ߝ − ߮଴∥∥ ≤ :଴ݔ Therefore, if we set .ߝ =
݁ୟ୰୥ (ఝ(௫))௜ݖ଴, the pair (ݔ଴, ߮଴) satisfies the conclusions of the corollary. 

Given a pair (ݔ, ߮) and 0 < ߝ < 1, Theorem (2.1.6) ensures the existence of a pair 
,଴ݔ) ߮଴)-defined by (8) and (7)satisfying the conclusions of the Bishop-Phelps-Bollobás 
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theorem. However, ߮଴ depends on ݔ, in fact, on arg (ݔ). In order to prove Theorem (2.1.9) we 
will need a functional ߮଴ depending only on the given ߝ and ߮. So, we present the following 
result. 
Theorem (2.1.8)[59]: Let (ݔ, ߮) ∈ ℓభܤ × ℓಮܤ  and 0 < ߝ < 1 be such that Re (߮(ݔ)) ≥ 1 − ఌయ

଺଴
. 

Then there exists (ݔ଴, ߮଴) ∈ Π(ℓଵ) such that ∥∥ݔ − ∥∥଴ݔ ≤ ,ߝ ∥∥߮ − ߮଴∥∥ ≤  Moreover, the .ߝ
functional ߮଴ can be defined as 

߮଴ = ߮ ⋅ ૤ℕ∖ࣛക(ఌమ/ଶ଴) + ݁ୟ୰୥ (ఝ)௜ ⋅ ૤ࣛക(ఌమ/ଶ଴).                             (10) 
Proof. Let us consider the isometry ܵ: ℓଵ → ℓଵ defined by 

ൻ ௝݁
∗, ൿݕܵ = ݁ୟ୰୥ ൫ఝೕ൯௜ݕ௝, for ݕ ∈ ℓଵ and ݆ ∈ ℕ.                              (11) 

Set ݔ෤ = and ෤߮ ݔܵ = ߮ ∘ ܵିଵ. Then, it is clear that the pair (ݔ෤, ෤߮) is in ܤℓభ ×  ℓಮ, thatܤ

Re ( ෤߮(ݔ෤)) ≥ 1 − ఌయ

଺଴
 and that ෤߮ = ൫ห߮௝ห൯

௝∈ℕ
 is positive. Denote by ܣ and ܲ respectively the sets 

ࣛఝ̃(ݎ) and (࣪௫̃,ఝ̃)(ݎ)-see definitions (3) and (4), where ݎ: = ఌమ

ଶ଴
. Let us define 

ො߮ : = ෤߮ ⋅ ૤ℕ∖஺ + ૤஺ ∈ ܵℓಮ                                                 (12) 
and 

:ොݔ = (෤ݔ) ଵReିܯ ⋅ ૤௉ ∈ ܵℓభ ,                                              (13) 
where ܯ: = ∥∥Re (ݔ෤) ⋅ ૤௉∥∥. Applying Lemma (2.1.5) with ߜ = ܯ gives that ,ݎ ଷ/60 andߝ ≥ 1 −
ఌ
ଷ
. In particular, this means that ܲ, and thus ܣ, are non-empty. 

We can compute that 

∥ ෤߮ − ො߮ ∥ =
(ଵଶ)

sup
௝∈஺

 ൛ห ෤߮௝ − ො߮௝หൟ =
(ଵଶ)

sup
௝∈஺

 ൛ห ෤߮௝ − 1หൟ 

=  sup
௝∈஺

 ൛൫1 − ෤߮௝൯ൟ ≤
(ଷ)

ݎ ≤  (14)                                                   ,ߝ

and, since by (4) and (13) the support of ݔො is ܲ ⊂ ො௝ݔ which, in particular, implies that-ܣ > 0 for 
݆ ∈ ܲ, we deduce that 

ො߮ (ොݔ) = ෍  
௝∈௉

ො߮௝ݔො௝ =
(ଵଶ)

෍  
௝∈௉

ො௝ݔ = ෍  
௝∈௉

หݔො௝ห = 1,                              (15) 

which is equivalently written as (ݔො, ො߮) ∈ Π(ℓଵ). 
In order to show that ∥ ෤ݔ − ොݔ ∥≤  let us observe first that ,ߝ

෤ݔ∥∥ ⋅ ૤௉∥∥ = ෍  
௝∈௉

หݔ෤௝ห ≥ ෍  
௝∈௉

หRe ൫ݔ෤௝൯ห = ܯ ≥ 1 −
ߝ
3

,                        (16) 

from which 

 ∥ ෤ݔ − ොݔ ∥ =
(ଵଷ)

෤ݔ∥∥ − (෤ݔ) ଵReିܯ ⋅ ૤௉∥∥ = ෤ݔ∥∥ ⋅ ૤ℕ∖௉∥∥ + ෤ݔ)∥∥ − ((෤ݔ) ଵReିܯ ⋅ ૤௉∥∥ 

≤
(ଵ଺) ߝ

3
+ ෤ݔ)∥∥ − ((෤ݔ) ଵReିܯ ⋅ ૤௉∥∥.                    (17) 

We need a bit more care to estimate the last term in (17). From the very definition of ܲ, we 
know that for every ݆ ∈ ܲ it holds 

หݔ෤௝ห ≤ (1 − ଵି(ݎ ෤߮௝Re ൫ݔ෤௝൯.                                             (18) 
Therefore, 
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෤ݔ)∥∥ − Re (ݔ෤)) ⋅ ૤௉∥∥  = ෍  
௝∈௉

  หݔ෤௝ − Re ൫ݔ෤௝൯ห = ෍  
௝∈௉

  หIm ൫ݔ෤௝൯ห

 = ෍  
௝∈௉

 ටหݔ෤௝ห
ଶ

− Re ൫ݔ෤௝൯
ଶ

 

                              ≤
(ଵ଼)

෍  
௝∈௉

  หRe ൫ݔ෤௝൯หඥ(1 − ଶି(ݎ − 1 

≤∥ ෤ݔ ∥ ඥ(1 − ଶି(ݎ − 1 ≤
௥ୀ௘మ

ଶ଴ ߝ
3

,                                  (19) 
which implies that 

෤ݔ)∥∥ − ((෤ݔ) ଵReିܯ ⋅ ૤௉∥∥  ≤ ෤ݔ)∥∥ − Re (ݔ෤)) ⋅ ૤௉∥∥ + ∥∥(1 − (෤ݔ) ଵ)Reିܯ ⋅ ૤௉∥∥ 

                 ≤
(ଵଽ) ߝ

3
+ ଵିܯ) − 1)∥∥Re (ݔ෤) ⋅ ૤௉∥∥ 

=
ߝ
3

+ (1 − (ܯ ≤
ߝ2
3

.                                                         (20) 
Putting together (17) and (20), one obtains 

∥ ෤ݔ − ොݔ ∥≤
ߝ
3

+ ෤ݔ)∥∥ − ((෤ݔ) ଵReିܯ ⋅ ૤௉∥∥ ≤  (21)                            ,ߝ
which finishes the core of the proof. 

Now, we define 
:଴ݔ = ܵିଵݔො  and  ߮଴ = ܵ∗( ො߮) = ො߮ ∘ ܵ,                                  (22) 

which by (15) gives that ߮଴(ݔ଴) = ො߮(ݔො) = 1. Since ܵ and ܵ∗ are isometries, we deduce from 
(14), (21), (22) and the definition of ݔ෤ and ෤߮  that 

ݔ∥∥ − ∥∥଴ݔ ≤ ,ߝ ∥∥߮ − ߮଴∥∥ ≤  .ߝ
Therefore, (ݔ଴, ߮଴) is the pair in Π(ℓଵ) we were looking for. 
Bearing in mind (22), one computes 

(߮଴)௝ = ߮଴൫ ௝݁൯ =
(ଶଶ)

ො߮൫ܵ ௝݁൯ =
(ଵଵ)

ො߮൫݁ୟ୰୥ ൫ఝೕ൯௜
௝݁൯ = ݁ୟ୰୥ ൫ఝೕ൯௜ ො߮௝, 

which together with (12) implies that ߮଴ = ߮ ⋅ ૤ℕ∖஺ + ݁ୟ୰୥ (ఝ)௜ ⋅ ૤஺. Finally, noting that ܣ =
ࣛఝ̃(ݎ) = ࣛఝ(ݎ), the validity of (10) has been shown. 

As a consequence of Theorem (2.1.6) and Theorem (2.1.8) we show that ℓଵ has the 
Bishop-Phelps-Bollobás property for numerical radius.  
Theorem (2.1.9)[59]: Let ܶ ∈ ܵू(ℓభ), 0 < ߝ < 1 and (ݔ, ߮) ∈ Π(ℓଵ) such that ߮(ܶݔ) ≥ 1 −
ଽ/ଶ. Then there exist ଴ܶ(9/ߝ) ∈ ܵू(ℓభ) and (ݔ଴ , ߮଴) ∈ Π(ℓଵ) such that 

∥∥ܶ − ଴ܶ∥∥ ≤ ,ߝ ݔ∥∥ − ∥∥଴ݔ ≤ ,ߝ ∥∥߮ − ߮଴∥∥ ≤ )and ߮଴ ߝ ଴ܶݔ଴) = 1.                (23) 
Proof. First of all, fix ߤ: = ඥߝଷ/240. Using a suitable isometry, we can assume that ݔ is 
positive. In particular, by Lemma (2.1.3) and the definition of ௫ࣨ,ఝ in (2), we can assume that 
߮௝ = 1 for ݆ ∈ supp (ݔ). Since ߤଷ/4 ≥  ଽ/ଶ, Theorem (2.1.6) can be applied to the pair(9/ߝ)
,ݔ) ܶ∗߮) ∈ ℓభܤ × ℓಮܤ  and ߤ instead of ߝ giving ݔ଴ ∈ ݔ∥∥ ଵ(߮) such thatߨ − ∥∥଴ݔ ≤ ߤ ≤  .ߝ
Moreover, by (5) we know that 

଴ݔ = ݔ∥∥ ⋅ ૤௉∥∥ିଵ ⋅ ݔ ⋅ ૤௉,                                                       (24) 
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where the non-empty set ܲ is defined by 
ܲ: = ࣪(௫,்∗ఝ)(ߤଶ/2) = ቄ݆ ∈ supp (ݔ): Re ቀܶ∗߮൫ ௝݁൯ቁ ≥ 1 −  ଶ/2ቅ.                (25)ߤ

In particular, ݔ଴ is positive. 
Since ߤଶ/2 = (ఌ/ଶ)య

଺଴
, for each ݆ ∈ ܲ we can apply Theorem (2.1.8) to the pair 

൬݁ିୟ୰୥ ቀఝ൫்௘ೕ൯ቁ௜ܶ ௝݁, ߮൰ and 2/ߝ to find ൫ݖ௝, ߮଴൯ ∈ Π(ℓଵ) such that 

∥∥ܶ ௝݁ − ௝ܽݖ௝∥∥ ≤ ,2/ߝ  ∥∥߮ − ߮଴∥∥ ≤  2/ߝ

and Πଵ(߮) ⊂ Πଵ(߮଴), where ௝ܽ = ݁ୟ୰୥ ቀఝ൫்௘ೕ൯ቁ௜. Observe that ߮଴ can be chosen independently 
on ݆ ∈ ܲ and by (10) explicitly written as 

߮଴ = ߮ ⋅ ૤ℕ∖ࣛക(ఌమ/଼଴) + ݁ୟ୰୥ (ఝ)௜ ⋅ ૤ࣛക(ఌమ/଼଴).                                 (26) 
Let us define ଴ܶ as the unique operator in े(ℓଵ) such that ଴ܶ݁௜ = ܶ݁௜ for ݅ ∉ ܲ and ଴ܶ ௝݁ =  ௝ݖ
for ݆ ∈ ܲ. Equivalently, 

଴ܶݔ = ૤ℕ∖௉ ⋅ ݔܶ + ෍  
௝∈௉

௝݁
ݔ ௝, forݖ(ݔ)∗ ∈ ℓଵ.                                     (27) 

It is clear from (27) that 

∥∥ ଴ܶ∥∥ = sup
௡∈ℕ

 {∥∥ ଴ܶ݁௡∥∥} = max ൝sup
௝∉௉

 ൛∥∥ܶ ௝݁∥∥ൟ, sup
௝∈௉

 ൛∥∥ݖ௝∥∥ൟൡ = 1. 

Given ݆ ∈ ܲ, the identity (25) ensures that Re ቀ߮൫ܶ ௝݁൯ቁ ≥ 1 −  ଶ/2. Using again the generalߤ
fact (9), we deduce that ห ௝ܽ − 1ห ≤ ߤ ≤  .2/ߝ

Therefore, 
∥∥ܶ − ଴ܶ∥∥  = sup

௡∈ℕ
 {∥∥ܶ݁௡ − ଴ܶ݁௡∥∥} = sup

௝∈௉
 ൛∥∥ܶ ௝݁ − ௝∥∥ൟݖ

 ≤ sup
௝∈௉

 ൛∥∥ܶ ௝݁ − ௝ܽݖ௝∥∥ൟ + sup
௝∈௉

 ൛∥∥ ௝ܽݖ௝ − ௝∥∥ൟݖ

 ≤
ߝ
2

+ sup
௝∈௉

 ൛ห ௝ܽ − 1หൟ ≤ .ߝ

 

Since ݔ଴ ∈ (߮)ଵߨ ଵ(߮) andߨ ⊂ ,଴ݔ) ଵ(߮଴), we deduce thatߨ ߮଴) belongs to Π(ℓଵ). It remains 
to show that ߮଴( ଴ܶݔ଴) = 1 to prove the validity of (23). But, since ݔ଴ is positive, we obtain that 

߮଴( ଴ܶݔ଴) =
(ଶ଻)

෍  
௝∈௉

  ௝൯ݖ௝߮଴൫(଴ݔ) + ෍  
௝∉௉

  ௝߮଴൫ܶ(଴ݔ) ௝݁൯

=
(ଶସ)

෍  
௝∈௉

  ௝(଴ݔ) = ෍  
௝∈௉

  ห(ݔ଴)௝ห = ∥∥଴ݔ∥∥ = 1,
 

and the proof is over. 
Corollary (2.1.10)[59]: The Banach space ℓଵ has the Bishop-Phelps-Bollobás property for 
numerical radius. 
Proof. Let us consider ܶ ∈ े(ℓଵ) with ߥ(ܶ) = 1 and 0 < ߝ < 1. Let us take a pair (ݔ, ߮) ∈
Π(ℓଵ) such that |߮(ܶݔ)| ≥ 1 − (9/ߝ)

వ
మ. In fact, we can assume that ߮(ܶݔ) ≥ 1 − (9/ߝ)

వ
మ; 

otherwise, we proceed with ෨ܶ = ݁ିୟ୰୥ (ఝ(்௫))௜ܶ. Then Theorem (2.1.9) gives the existence of an 
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operator ଴ܶ ∈ ܵे(ℓభ) and a pair (ݔ଴, ߮଴) ∈ Π(ℓଵ) that satisfy conditions in (23), which are 
precisely the requirements (1) in Definition (2.1.2). 
Corollary (2.1.11)[59]: ([71]). The set NRA(ℓଵ) is dense in े(ℓଵ). 

Theorem (2.1.9) allows us to show that ܿ଴ has the Bishop-Phelps-Bollobás property for 
numerical radius as well. Indeed, we rely on the fact that our constructions in ℓଵ can be dualized. 
Theorem (2.1.12)[59]: Let ܶ ∈ ܵू(௖బ), 0 < ߝ < 1 and (ݔ, ߮) ∈ Π(ܿ଴) such that |߮(ܶݔ)| ≥ 1 −
ܵ ଽ/ଶ. Then there exist(9/ߝ) ∈ ܵℒ(௖బ) and (ݔ଴, ߮଴) ∈ Π(ܿ଴), such that 

∥ ܶ − ܵ ∥≤ ,ߝ ݔ∥∥ − ∥∥଴ݔ ≤ ,ߝ ∥∥߮ − ߮଴∥∥ ≤ |(଴ݔܵ)and |߮଴ ߝ = 1. 
 Throughout this proof we identify the elements in ܿ଴ with their image in ℓஶ through the 

natural embedding ܿ଴ → ℓஶ. The adjoint operator of ܶ, ܶ∗: ℓଵ → ℓଵ satisfies 
|(߮∗ܶ)ݔ| = |(ݔ)(߮)∗ܶ| = |(ݔܶ)߮| ≥ 1 −  .ଽ/ଶ(9/ߝ)

Without loss of generality, we can assume that ݔ(ܶ∗߮) ≥ 1 −  ଽ/ଶ. Otherwise, employing(9/ߝ)
techniques from the proof of Corollary (2.1.10), define the operator ෨ܶ = ݁ିୟ୰୥ ൫௫(்∗ఝ)൯௜ܶ∗ and 
proceed with the proof for ݔ( ෨ܶ߮) =  .|(߮∗ܶ)ݔ|
By Theorem (2.1.9), there exists ଴ܶ ∈ े(ℓଵ), ∥∥ ଴ܶ∥∥ = 1 and (߮଴, (଴ݔ ∈ Π(ℓଵ) such that 

∥∥ܶ∗ − ଴ܶ∥∥ ≤ ,ߝ  ∥∥߮ − ߮଴∥∥ ≤ ,ߝ ݔ∥∥  − ∥∥଴ݔ ≤  ߝ
and ݔ଴( ଴ܶ߮଴) = 1. 

We assert that (ݔ଴, ߮଴) is the pair we are looking for. To show this, we will reexamine 
the proof of Theorem (2.1.9) to establish how ݔ଴, ߮଴ and ଴ܶ are defined. Indeed, from (25), (24), 
(26) and (27) we have respectively 

ܲ  = ࣪(ఝ,்∗∗௫)(ߝଷ/480),
߮଴  = ∥∥߮ ⋅ ૤௉∥∥ିଵ ⋅ ߮ ⋅ ૤௉ ,
଴ݔ  = ݔ ⋅ ૤ℕ∖஺ೣ(ఌమ/଼଴) + ݁ୟ୰୥ (௫)௜ ⋅ ૤஺ೣ(ఌమ/଼଴),

଴ܶݔ  = ૤ℕ∖௉ ⋅ ݔܶ + ෍  
௝∈௉

  ௝݁
ݔ ௝, forݖ(ݔ)∗ ∈ ℓଵ,                             (28)

 

where ൛ݖ௝ൟ
௝∈௉

⊂  .ଵ(߮଴)ߨ

Note that ࣛ௫(ߝଶ/80) = ൛݆ ∈ ܰ: หݔ௝ห ≥ 1 − ݔ ଶ/80ൟ and thatߝ ∈ ܿ଴. Thus, ܣ௫(ߝଶ/80) is 
finite which, by (28), implies that ݔ଴ ∈ ܿ଴. 

We shall show that ଴ܶ is an adjoint operator and thus that there exists ܵ ∈ े(ܿ଴) such that 
ܵ∗ = ଴ܶ. It will be enough to show that ଴ܶ

∗|௖బ ⊂ ܿ଴. Set ݐ௜௝ = ൻ݁௜ , ܶ൫ ௝݁൯ൿ for ݅, ݆ ∈ ℕ. Fix ݅ ∈ ℕ, 
then for ݆ ∈ ℕ 

ൻ ௝݁ , ଴ܶ
∗(݁௜)ൿ = ൝

௝௜ݐ  if ݆ ∉ ܲ,
൫ݖ௝൯

௜
 if ݆ ∈ ܲ.

 

Since ݔ ∈ ܿ଴,  belongs to ܿ଴, which implies that ܲ is finite. Accordingly, only finitely many ݔ∗∗ܶ
terms of the form ൻ ௝݁ , ଴ܶ

∗(݁௜)ൿ differ from the corresponding ݐ௝௜. On the other hand, since ܶ 
belongs to े(ܿ଴), it holds that lim௝  หݐ௝௜ห = 0. Therefore, we deduce that หൻ ௝݁, ଴ܶ

∗(݁௜)ൿห → 0 when 
݆ → ∞. This implies that ܶ ଴

∗݁௜ ∈ ܿ଴ and, since ݅ ∈ ℕ is arbitrarily chosen, we deduce that ܶ ଴
∗|௖బ ⊂

ܿ଴. 
Hence we obtain the operator ܵ = ଴ܶ

∗|௖బ ∈ े(ܿ଴) and the pair (ݔ଴, ߮଴) ∈ Π(ܿ଴) satisfying: 
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߮଴(ܵݔ଴) = ܵ∗߮଴(ݔ଴) = ଴(ܵ∗߮଴)ݔ = )଴ݔ ଴ܶ߮଴) = 1, 
and 

∥ ܵ − ܶ ∥= ∥∥(ܵ − ܶ)∗∥∥ = ∥ܵ∗ − ܶ∗∥ = ∥∥ ଴ܶ − ܶ∗∥∥ ≤  ,ߝ
which finishes the proof. 

Theorem (2.1.12) implies the following two corollaries. 
Corollary (2.1.13)[59]: The Banach space ܿ଴ has the Bishop-Phelps-Bollobás property for 
numerical radius. 
Corollary (2.1.14)[59]: ([71]). The set NRA(ܿ଴) is dense in े(ܿ଴). 

All the results that have been presented were stated and proved for the Banach spaces 
ℓଵ(ℂ) or ܿ଴(ℂ). However, a glance at their proofs suffices to convince oneself of their validity 
for ℓଵ(ℝ) and ܿ଴(ℝ)-shorter proofs and better estimates can be obtained in this case. More 
generally, given a non-empty set Γ and ॶ ∈ {ℝ, ℂ}, these results are, after suitable adjustments, 
still valid for ℓଵ(Γ, ॶ) and ܿ଴(Γ, ॶ). The spaces ℓଵ(Γ, ॶ) and ܿ଴(Γ, ॶ) are, respectively, the ℓଵ-
sum and the ܿ଴-sum of Γ copies of the field ॶ. Note that in particular ℓଵ(ℕ, ॶ) = ℓଵ(ॶ). 

The Banach space ܿ଴(Γ, ॶ) is a predual of ℓଵ(Γ, ॶ). Observe that both spaces ܿ଴(Γ, ॶ) 
and ℓଵ(Γ, ॶ) have numerical index 1 . Previous considerations imply that both of them also have 
the BPB property for numerical radius. The ߱ ∗ topology of ℓଵ(Γ, ॶ) stands here for the topology 
induced on ℓଵ(Γ, ॶ) by pointwise convergence on elements of ܿ଴(Γ, ॶ). 

On the other hand, the proof of Theorem (2.1.12) shows that in Theorem (2.1.9) we 
proved more than was stated. Indeed, putting together Theorem (2.1.9), the ideas on duality in 
the proof of Theorem (2.1.12) and considerations above, one easily proves the following 
theorem. 
Theorem (2.1.15)[59]: Let ܶ ∈ ܵू(ℓభ(୻,ॶ)), 0 < ߝ < 1 and (ݔ, ߮) ∈ Π(ℓଵ(Γ, ॶ)) such that 
|(ݔܶ)߮| ≥ 1 − ଽ/ଶ. Then there exist ଴ܶ(9/ߝ) ∈ ܵू(ℓభ(୻,ॶ)) and (ݔ଴, ߮଴) ∈ Π(ℓଵ(Γ, ॶ)) such that 

∥∥ܶ − ଴ܶ∥∥ ≤ ,ߝ ݔ∥∥ − ∥∥଴ݔ ≤ ,ߝ ∥∥߮ − ߮଴∥∥ ≤ )and |߮଴ ߝ ଴ܶݔ଴)| = 1. 
Moreover, if ܶ is ߱∗ - ߱∗-continuous and ߮ is ߱∗-continuous, then ଴ܶ and ߮଴ will be ߱∗ − ߱∗-
continuous and ߱∗-continuous, respectively. 

Below are two consequences of Theorem (2.1.15). 
Theorem (2.1.16)[59]: The Banach space ℓଵ(Γ, ॶ) has the BPB property for numerical radius.  
Theorem (2.1.17)[59]: The Banach space ܿ଴(Γ, ॶ) has the BPB property for numerical radius. 
Proof. Fix 0 < ߝ < 1, ߜ ≤ ,ଽ/ଶ(9/ߝ) ܶ ∈ ܵू(௖బ(୻,ॶ)) and (ݔ, (∗ݔ ∈ Π(ܿ଴(Γ, ॶ)) such that 
|(ݔܶ)∗ݔ| ≥ 1 − ∗ܶ Applying Theorem (2.1.15) to the ߱∗ - ߱∗-continuous operator .ߜ ∈
ܵू(ℓభ(୻,ॶ)), the pair (ݔ∗, gives a new ଴ܶ ,ߝ and (ݔ ∈ ܵℒ(௖బ(୻,ॶ)) and a new pair (ݔ଴

∗, ଴ݔ
∗∗) ∈

Π(ℓଵ(Γ, ॶ)) satisfying 
∥∥ܶ∗ − ଴ܶ

∗∥∥ ≤ ,ߝ ݔ∥∥ − ଴ݔ
∗∗∥∥ ≤ ,ߝ ∗ݔ∥∥ − ଴ݔ

∗∥∥ ≤ ଴ݔ| and ߝ
∗∗( ଴ܶ

଴ݔ∗
∗)| = 1.             (29) 

Moreover, ݔ଴
∗∗ is ߱∗-continuous, so we can identify it with some ݔ଴ ∈ ܵ௖బ(୻,௄). Therefore, 

conditions in (29) become 
∥∥ܶ − ଴ܶ∥∥ ≤ ,ߝ ݔ∥∥ − ∥∥଴ݔ ≤ ,ߝ ∗ݔ∥∥ − ଴ݔ

∗∥∥ ≤ ଴ݔ| and ߝ
∗( ଴ܶݔ଴)| = 1. 

which are the requirements (1) in Definition (2.1.2). Consequently, ܿ଴(Γ, ॶ) has the Bishop-
Phelps-Bollobás property for numerical radius. 
Section (2.2): Numerical Radius on ࡸ૚: 

The Bishop-Phelps theorem states that for every Banach space the set of linear and 
continuous functionals that attain their norm is norm-dense in its dual space. In 1970, B. 
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Bollobás, motivated by problems related to numerical radius, made a refinement of the Bishop-
Phelps theorem, giving a quantitative version of this result as follows: 
Theorem (2.2.1)[77]: (See Bollobás [80].) Given ଵ

ଶ
> ߳ > 0, if ݔ ∈ ܺ and ݔ∗ ∈ ܺ∗ with ‖ݔ‖ =

∥∗ݔ∥ = 1 are such that 

|1 − |(ݔ)∗ݔ <
߳ଶ

2
 

then there are ݕ ∈ ܺ and ݕ∗ ∈ ܺ∗ such that 
∥ ݕ ∥= ∥∥∗ݕ∥∥ = (ݕ)∗ݕ = 1,  ∥ ݕ − ݔ ∥< ߳ + ߳ଶ  and  ∥∥ݔ∗ − ∥∥∗ݕ < ߳ 

Many extensions of Bishop-Phelps and Bollobás results to more general settings, such as 
linear operators, multilinear maps or polynomials between Banach spaces have been done (see 
e.g. [78,79,81,82]). In particular, the space of Lebesgue integrable functions over the real line 
has received much attention in connection with the extension of Bollobás results to more general 
cases. 

Given a Banach space ܺ, if we denote by Π(ܺ): = ,ݔ)} :(∗ݔ ݔ ∈ ܺ, ∗ݔ ∈ ܺ∗, ∥ ݔ ∥=
∥∗ݔ∥ = (ݔ)∗ݔ = 1}, we can interpret the Bollobás theorem, asserting that any ordered pair that 
"almost belongs" to Π(ܺ) can be approximated in the product norm by elements of Π(ܺ). Given 
an operator ܶ ∈ ℒ(ܺ), the numerical radius of ܶ is defined by ߥ(ܶ) = :|((ݔ)ܶ)݂|} ,ݔ) ݂) ∈
Π(ܺ)}. Usually every pair of elements (ݔ, ݂) is called a state. Notice that the numerical radius 
of a Banach space ܺ is a continuous seminorm on ܺ bounded by the natural norm on ℒ(ܺ). We 
say that the Banach space ܺ has numerical index 1 if ∥ ܶ ∥=  for all operators ܶ. We say (ܶ)ߥ
that ܶ ∈ ℒ(ܺ) attains its numerical radius if there exists (ݔ, ݂) ∈ Π(ܺ) such that |݂(ܶ(ݔ))| =
 .(ܶ)ߥ

In [83] Guirao and Kozhushkina study the Bishop-Phelps-Bollobás property for 
numerical radius described in Definition (2.2.4) below, having as its main point of interest the 
natural extension of Bollobás result to the numerical radius on Banach spaces of numerical index 
1. The main result is Theorem (2.2.8) where we prove that the Banach space of Lebesgue real-
valued integrable functions over the real line, that we will denote by ܮଵ, has the Bishop-Phelps-
Bollobás property for numerical radius. 

From now on, ܺ will denote a Banach space and ܺ∗,  ௑ and ܵ௑ the strong dual, closedܤ
unit ball and unit sphere of ܺ respectively. If ܺ and ܻ are Banach spaces we will denote by 
ℒ(ܺ, ܻ) the space of all linear and continuous operators from ܺ into ܻ endowed with its natural 
norm ∥ ܶ ∥= sup௫∈஻  {∥ (ݔ)ܶ ∥} and in the particular case of ܻ = ܺ we will write ℒ(ܺ) for 
ℒ(ܺ, ܺ). 

We recall that in 2008, M. Acosta et al. introduced the following property generalizing 
the Bollobás theorem to operators between Banach spaces, called the Bishop-Phelps-Bollobás 
property for operators, ݌ܤܲܤ for short. 
Definition (2.2.2)[77]: (݌ܤܲܤ). (See [78].) Let ܺ and ܻ be real or complex Banach spaces. We 
say that the pair (ܺ, ܻ) satisfies the Bishop-Phelps-Bollobás property for operators (or that the 
Bishop-Phelps-Bollobás theorem holds for all bounded operators from ܺ to ܻ) if given ߳ > 0, 
there are ߜ(߳) > 0 and ߚ(߳) > 0 with lim௧→଴ (ݐ)ߚ  = 0 such that for all ܶ ∈ ܵℒ(௑,௒), if ݔ ∈ ܵ௑ 
with ∥ (ݔ)ܶ ∥> 1 − ݕ then there exist a point ,(߳)ߜ ∈ ܵ௑ and an operator ܩ ∈ ܵℒ(௑,௒) that satisfy 
the following conditions: 

∥ (ݕ)ܩ ∥= 1,  ∥ ݕ − ݔ ∥< ∥  and  (߳)ߚ ܩ − ܶ ∥< ߳ 
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[78] showed that a necessary and sufficient condition on ܻ for the pair (݈ଵ, ܻ) to satisfy 
the ݌ܤܲܤ is for ܻ to have the (ܲܵܪܣ). 
Definition (2.2.3)[77]: (ܲܵܪܣ). (See [78].) A real Banach space ܺ is said to have the ܲܵܪܣ if 
for every ߳ > 0 there exists 0 < ߛ < ߳ such that for every sequence (ݔ௞) ⊆ ܵ௑ and for every 
convex series ∑௞ୀଵ

ஶ  ௞ withߙ 

∥∥
∥∥෍  

ஶ

௞ୀଵ

௞ݔ௞ߙ 
∥∥
∥∥ > 1 −  ߛ

there exist a subset ܣ ⊆ ℕ, a subset {ݕ௞: ݇ ∈ {ܣ ⊆ ܵ௑, and a certain ݃ ∈ ܵ௑∗  satisfying: 
 ∑௞∈஺ ௞ߙ  > 1 − ߳ 
 ∥∥ݔ௞ − ∥∥௞ݕ < ߳ for all ݇ ∈  .ܣ
 ݃(ݕ௞) = 1 for all ݇ ∈  .ܣ

In 2012, Aron et al. showed in [79] that an extension of the Bishop-Phelps-Bollobás 
theorem holds for all bounded linear operators from ܮଵ(ߤ) into ܮஶ[0,1], where ߤ is a ߪ-finite 
measure. The same year Choi and Kim [81], motivated by the characterization of the ݌ܤܲܤ in 
terms of the ܲܵܪܣ for ℓଵ, tried to extend this characterization to the space ܮଵ. They showed that 
if the pair (ܮଵ(ߤ), ܻ) has the ݌ܤܲܤ then ܻ has the ܲܵܪܣ, and if ܻ has the Radon-Nikodým 
property then the ܲܵܪܣ is also a sufficient condition. However the ܲܵܪܣ on ܻ  is not a sufficient 
condition for the pair (ܮଵ(ߤ), ܻ) to have the ݌ܤܲܤ, as Schachermayer showed using the space 
of continuous functions on the interval [0,1] [84], and the Radon-Nikodým property for ܻ is not 
always necessary as can be shown by using the space of ܮஶ and the result of Aron et al. [79]. 

Guirao and Kozhushkina [83] started a new line of research, focusing on approximating 
operators and states using the numerical radius of the operator instead of the operator norm. 
Definition (2.2.4)[77]: (ߥ-݌ܤܲܤ). (See [83].) A Banach space ܺ is said to have the Bishop-
Phelps-Bollobás property for numerical radius, ݌ܤܲܤ − ߳ for short, if given ߥ > 0, there is 
(߳)ߜ > 0 such that for all ܶ ∈ ℒ(ܺ) of norm one, if (ݔ, (∗ݔ ∈ Π(ܺ) is such that |((ݔ)ܶ)∗ݔ| >
1 − ܩ then there exist ,(߳)ߜ ∈ ℒ(ܺ), with (ܩ)ߥ = 1 and a pair (ݕ, (∗ݕ ∈ Π(ܺ) such that 

∥ ܶ − ܩ ∥⩽ ߳,  ∥ ݔ − ݕ ∥⩽ ߳, ∗ݔ∥∥ − ∥∥∗ݕ ⩽ ߳  and  |((ݕ)ܩ)∗ݕ| = 1 
From now on we will focus on the case where ܻ is the space ܮଵ. In [78], Acosta et al. proved 
that ܮଵ has the ܲܵܪܣ. However, we know that in general ܮଵ does not have the Radon-Nikodým 
property, and so we cannot apply the techniques of Choi and Kim to obtain that the pair (ܮଵ,  (ଵܮ
has the ݌ܤܲܤ. However in [82], Choi et al. have proved that the pair (ܮଵ,  An .݌ܤܲܤ ଵ) has theܮ
alternative proof of this result for ܮଵ(ℝ) can be done by modifying the proof presented in 
Theorem (2.2.8). 

Even though Choi et al. have shown that the pair (ܮଵ,  there is no known ,݌ܤܲܤ ଵ) has theܮ
relation between the pair (ܺ, ܺ) having the ݌ܤܲܤ and the space ܺ having the ߥ- ݌ܤܲܤ. Our 
focus from now on will be to prove that the Banach space of Lebesgue integrable functions over 
the real line has the Bishop-Phelps-Bollobás property for numerical radius. 

For the proof of our main Theorem (2.2.8), we need some necessary technical lemmas. 
The proofs of Lemma (2.2.5) and Lemma (2.2.6) are omitted. 
Lemma (2.2.5)[77]: Let ܣ ⊆ ℝ be a measurable set. The operator ܴ from ℒ(ܮଵ) to ℒ(ܮଵ) 
defined, for every operator ܶ ∈ ℒ(ܮଵ), by ܴ(ܶ)(݂) = ܶ(݂߯஺ − ݂߯஺೎)߯஺ − ܶ(݂߯஺ − ݂߯஺೎)߯஺೎ 
is an isometry, i.e. ∥ ܶ ∥=∥ ܴ(ܶ) ∥ for all operators ܶ ∈ ℒ(ܮଵ). 
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Also for every point ݔ ∈ ݂ ଵ and every linear formܮ ∈ (݂)ݎ ஶ, if we denote byܮ = ݂߯஺ −
݂߯஺೎ and by (ݔ)ݎ = ஺߯ݔ −  ஺೎, then߯ݔ

,(ݔ)ݎ⟩ ⟨(݂)ݎ = ,ݔ⟩ ݂⟩ = න  
ℝ

 ݐ݀(ݐ)݂(ݐ)ݔ

and 

,((ݔ)ݎ)(ܶ)ܴ⟩ ⟨(݂)ݎ = ,(ݔ)ܶ⟩ ݂⟩ = න  
ℝ

 ݐ݀(ݐ)݂((ݐ)(ݔ)ܶ)

Lemma (2.2.6)[77]: Given a pair (ݔ, ݂) ∈ Π(ܮଵ) with ݂(ݐ) ⩾ 0 for all ݐ ∈ ℝ, let ܣ = ݐ} ∈ ℝ : 
(ݐ)ݔ > 0}. Then ݐ})ߤ ∈ ℝ: (ݐ)ݔ < 0}) = 0 and ݐ})ߤ ∈ :ܣ (ݐ)݂ < 1}) = 0. Also, for every point 
ݕ ∈ ݐ} ଵ ifܮ ∈ ℝ: (ݐ)ݕ > 0} ݐ})ߤ and ܣ ⊇ ∈ ℝ: (ݐ)ݕ < 0}) = 0, then ⟨ݕ, ݂⟩ =∥ ݕ ∥. 

Before presenting our main result we need to prove the last technical lemma that will be 
used to modify the operator in Theorem (2.2.8).  
Lemma (2.2.7)[77]: Given two measurable sets ܫ and ܵ and an operator ܶ ∈ ℒ(ܮଵ), for any 
finite number of pairwise disjoint measurable sets ܫଵ, … , ܫ ௝ of finite measure, withܫ = ⋃௜ୀଵ

௝  ௜ܫ 

൫ܶ(߯ூ)߯{௧∈ℝ:்(ఞ಺)(௧)வ଴}∩ௌ൯(ݐ) ⩽ ෍  
௝

௜ୀଵ

൬ܶ൫߯ூ೔൯߯ቄ௧∈ℝ:்ቀఞ಺೔ቁ(௧)வ଴ቅ∩ௌ൰  (ݐ)

almost everywhere. Also ∥∥
∥∑௜ୀଵ

௝  ܶ൫߯ூ೔൯߯ቄ௧∈ℝ:்ቀఞ಺೔ቁ(௧)வ଴ቅ∩ௌ∥∥
∥ ⩽∥ ܶ ∥ ∥∥߯ூ∥∥ 

Proof. Since ܶ(߯ூ) = ∑௜ୀଵ
௝  ܶ൫߯ூ೔൯ there is no loss of generality in assuming that equality also 

holds for the measurable functions after taking representatives of the equivalence class, i.e. we 
assume that ܶ(߯ூ)(ݐ) = ∑௜ୀଵ

௝  ܶ൫߯ூ೔൯(ݐ) for all real number ݐ in ܵ. 
Notice that ൫ܶ൫߯ூ೔൯߯ௌ൯(ݐ) ⩽ ܶ൫߯ூ೔൯߯ቄ௧∈ℝ:்ቀఞ಺೔ቁ(௧)வ଴ቅ∩ௌ(ݐ) for ݅ = 1, … , ݆. Hence, if 

ܶ(߯ூ)(ݐ) ⩽ 0, by the linearity of ܶ the required inequality holds and if ܶ(߯ூ)(ݐ) > 0, 

ܶ(߯ூ)߯{௧∈ℝ:்(ఞ಺)(௧)வ଴}∩ௌ(ݐ) = ෍  
௝

௜ୀଵ

  ൫ܶ൫߯ூ೔൯߯ௌ൯(ݐ) 

⩽ ෍  
௝

௜ୀଵ

 ܶ൫߯ூ೔൯߯ቄ௧∈ℝ:்ቀఞ಺೔ቁ(௧)வ଴ቅ∩ௌ(ݐ)           

To see that ∥∥
∥∑௜ୀଵ

௝  ܶ൫߯ூ೔൯߯ቄ௧∈ℝ:்ቀఞ಺೔ቁ(௧)வ଴ቅ∩ௌ∥∥
∥ ⩽∥ ܶ ∥ ∥∥߯ூ∥∥ we only have to notice that 

∥∥
∥∥
∥

෍  
௝

௜ୀଵ

 ܶ൫߯ூ೔൯߯ቄ௧∈ℝ:்ቀఞ಺೔ቁ(௧)வ଴ቅ∩ௌ
∥∥
∥∥
∥
 

                     = ෍  
௝

௜ୀଵ

 න  
ቄ௧∈ℝ:்ቀఞ಺೔ቁ(௧)வ଴ቅ∩ௌ

 ܶ൫߯ூ೔൯(ݐ)݀ݐ 

⩽ ෍  
௝

௜ୀଵ

 ൭න  
ቄ௧∈ℝ:்ቀఞ಺೔ቁ(௧)வ଴ቅ∩ௌ

 ܶ൫߯ூ೔൯(ݐ)݀ݐ + න  
ቄ௧∈ℝ:்ቀఞ಺೔ቁ(௧)ழ଴ቅ∩ௌ

  หܶ൫߯ூ೔൯(ݐ)ห݀ݐ൱            
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                    = ෍  
௝

௜ୀଵ

  ∥∥ܶ൫߯ூ೔൯߯ௌ∥∥ ⩽ ෍  
௝

௜ୀଵ

  ∥∥ܶ൫߯ூ೔൯∥∥ 

                    ⩽ ෍  
௝

௜ୀଵ

  ∥ ܶ ∥ ∥∥߯ூ೔∥∥ =∥ ܶ ∥ ∥∥߯ூ∥∥. 

We can now prove the main result. 
Theorem (2.2.8)[77]: The Banach space ܮଵ satisfies the ݌ܤܲܤ −  .ߥ
Proof. Consider ݔ ∈ ௅భܤ , ݂ ∈ ௅భܤ

∗ = ௅ಮܤ  with ∥ ݔ ∥=∥ ݂ ∥= 1 and ⟨ݔ, ݂⟩ = 1. Consider also an 
operator ܶ ∈ ℒ(ܮଵ), ∥ ܶ ∥= 1 and assume 

,(ݔ)ܶ⟩ ݂⟩ > 1 −
ߜ
2

                                                      (30) 
with 0 < ߜ < 1/4 

From now on, we fix a representative of the equivalence classes of ݔ ∈ ݂ ଵ andܮ ∈  .ஶܮ
That is, two measurable functions in the equivalence classes and we denote the representatives 
in the same way as ݔ and ݂ 

First we do the proof assuming ݂(ݐ) ⩾ 0 for all real number ݐ. 
Since the norm of ݂ is ∥ ݂ ∥= supess௧∈ℝ |݂(ݐ)| we can assume that 0 ⩽ (ݐ)݂ ⩽ 1 for all 

real number ݐ. Denote by 
ܤ = ൛ݐ ∈ ℝ: (ݐ)݂ ⩾ 1 −  ଵ/ସൟ.                                                (31)ߜ

Consider the measurable set ܵ: = ݐ} ∈ ℝ: (ݐ)ݔ > 0}. There exists a function ݖ ∈  ଵ of norm oneܮ
with ∥ ݔ − ݖ ∥⩽ ݖ where ,2/ߜ = ∑௜ୀଵ

ே  ௜ being mutually disjoint dyadic segmentsܦ ௜߯஽೔∩ௌ withߙ 
with ܦ)ߤ௜ ∩ ܵ) > 0 and ߙ௜ > 0 for ݅ = 1, … , ܰ. Therefore 

,(ݖ)ܶ⟩ ݂⟩ ⩾ ,(ݔ)ܶ⟩ ݂⟩−∥ ݔ − ݖ ∥> 1 −  .ߜ
By Lemma (2.2.6) ݂ attains its norm on ݖ, i.e. (ݖ, ݂) ∈ Π(ܮଵ). Denote by 

଴ܦ = ራ  
ே

௜ୀଵ

௜ܦ ∩ ܵ  and  ݃ = ߯஻ + ݂߯஻೎ .                                     (32) 

It is easy to see that 
∥ ݂ − ݃ ∥⩽ ଵߜ ସ⁄ .                                                       (33) 

Now, for every natural number ݅ = 1, … , ܰ and for ݊ ∈ ℕ, consider 
:௡,௜ܨ = ൛ܫ ∈ Δ௡: ൻܶ൫߯ூ∩஽೔∩ௌ൯, ݂ൿ ⩽ (1 −  ூ∩஽೔∩ௌ∥∥ൟ.                 (34)߯∥∥(ߜ√

Put ܦ௜ = ௜ܦ) ∩ ܵ) ∖ ൫⋃௡∈ℕ  ⋃ூ∈ி೙,೔ ܦ ൯ which is measurable. Defineܫ  = ⋃௜ୀଵ
ே  ௜ and sinceܦ 

∥∥஽߯ݖ∥∥ > 0 as we will see below, define 
ݕ =

஽߯ݖ

∥∥஽߯ݖ∥∥
.                                                         (35) 

Then ݕ has norm one and since {ݐ ∈ ℝ: (ݐ)ݕ > 0} ⊆ ݐ} ଴ andܦ ∈ ℝ : (ݐ)ݕ < 0} = ∅. By Lemma 
(2.2.6) considering the set ܦ଴ and the state (ݖ, ݂) ∈ Π(ܮଵ) we obtain that (ݕ, ݂) ∈ Π(ܮଵ). Also, 
by Lemma (2.2.6), ݐ})ߤ ∈ :଴ܦ (ݐ)݂ < 1}) = 0 so we have ݂(ݐ) = 1 for almost all ݐ in ܦ଴, hence 
(ݐ)݂ = 1 for almost all ݐ in ܦ. Therefore 1 = ,ݕ⟩ ݂⟩ = ∫ℝ ݐ݀(ݐ)݂(ݐ)ݕ  = ∫஽ ݐ݀(ݐ)݂(ݐ)ݕ  =
∫஽ (ݐ)ݕ  = ∫஽ ݐ݀(ݐ)݃(ݐ)ݕ  = ∫ℝ ݐ݀(ݐ)݃(ݐ)ݕ  = ,ݕ⟩ ݃⟩ hence (ݕ, ݃) ∈ Π(ܮଵ) 
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Let's see that ݖ and ݕ are close and ∥∥߯ݖ஽∥∥ > 0. By the construction of ܦ, ଴ܦ ∖  is a union ܦ
of a sequence of disjoint measurable sets {ܫ௞}௞ୀଵ

ஶ  where ܫ௞ is of the form ܴ ∩ ௜ܦ ∩ ܵ with ܴ a 
dyadic set in some Δ௡ and ܦ௜ one of the sets that appear in the definition of ݖ. By (34) the set ܫ௞ 
is such that ൻܶ൫߯ூೖ ൯, ݂ൿ ⩽ (1 −  ூೖ∥∥. Hence using the Monotone Convergence Theorem߯∥∥(ߜ√
we obtain 

1 − ߜ  < ,(ݖ)ܶ⟩ ݂⟩ = ൽܶ ൭෍  
ே

௜ୀଵ

௜ߙ  ෍  
ஶ

௞ୀଵ

 ߯ூೖ + ஽൱߯ݖ , ݂ඁ

 = ෍  
ே

௜ୀଵ

  ௜ߙ ෍  
ஶ

௞ୀଵ

  ൻܶ൫߯ூೖ൯, ݂ൿ + ,(஽߯ݖ)ܶ⟩ ݂⟩  (by linearity of ܶ and ݂ ) 

 ⩽ (1 − (ߜ√ ෍  
ே

௜ୀଵ

௜ߙ  ෍  
ஶ

௞ୀଵ

  ∥∥߯ூೖ ∥∥ + ,(஽߯ݖ)ܶ⟩ ݂⟩

 = (1 − ∥∥஽బ∖஽߯ݖ∥∥(ߜ√ + ,(஽߯ݖ)ܶ⟩ ݂⟩  (by definition of ݖ ) 

 ⩽ (1 − ∥∥஽బ∖஽߯ݖ∥∥(ߜ√ +  ஽∥∥  (because ܶ and ݂ are of norm one)߯ݖ∥∥

 = 1 − ∥∥஽బ∖஽߯ݖ∥∥ߜ√

 

Therefore ∥∥߯ݖ஽బ∖஽∥∥ < ∥∥஽ݖ∥∥ and ߜ√ =∥ ݖ ∥ ∥∥஽బ∖஽߯ݖ∥∥− > 1 − ߜ√ > 0 as required. Also, 

∥ ݖ − ݕ ∥  = ∥∥
ݖ∥ −

஽߯ݖ

∥∥∥∥஽߯ݖ∥∥
∥

 ⩽ ݖ∥∥ − ∥∥஽߯ݖ + ∥∥
஽߯ݖ∥ −

஽߯ݖ

∥∥∥∥஽߯ݖ∥∥
∥

 = ݖ∥∥ − ∥∥஽߯ݖ + 1 − ∥∥஽߯ݖ∥∥
 < ߜ√2

 

Hence ∥ ݔ − ݕ ∥< ߜ +  ߜ√2
Now we modify the operator ܶ on the set ܦ. 
For simplicity denote by ூܹ = ݐ} ∈ ℝ: ܶ(߯ூ∩஽)(ݐ) > 0} for every dyadic set ܫ in Δ௡ for 

some natural number ݊. For each such dyadic set ܫ in Δ௡, define the sequence of integrable 
functions {ℎ௞

ூ }௞ by 

ℎ௞
ூ = ෍  

ଶೖషభ

௜ୀଵ

ܶ൫߯ூ೔∩஽൯߯ௐ಺೔∩஻                                                (36) 

where the sets ൛ܫଵ, … ,  .ܫ ଶೖషభൟ are the disjoint dyadic sets of Δ௡ା௞ିଵ whose union isܫ
Then by Lemma (2.2.7) we have a sequence of positive increasing functions almost 

everywhere, so as a consequence of the Monotone Convergence Theorem the sequence of 
integrable functions {ℎ௞

ூ }௞ୀଵ
ஶ  converges to an integrable function ℎூ. Notice that for every natural 

number ݇, ∥∥ℎ௞
ூ ∥∥ ⩽ ∥∥߯ூ∥∥ hence ∥∥ℎூ∥∥ ⩽ ∥∥߯ூ∥∥, and ∥∥ℎ௞

ூ ∥∥ = ∫ℝ  ℎ௞
ூ ݐ݀(ݐ) = ∫஻  ℎ௞

ூ ݐ݀(ݐ) =
∫஻  ℎ௞

ூ ݐ݀(ݐ)݃(ݐ) = ൻℎ௞
ூ , ݃ൿ. Therefore 

∥∥ℎ௞
ூ ∥∥ = ൻℎ௞

ூ , ݃ൿ  and  ∥∥ℎூ∥∥ = ⟨ℎூ , ݃⟩.                                       (37) 
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Also, since the sequence of functions {ℎ௞
ூ }௞ୀଵ

ஶ  is positive and increasing almost everywhere, by 
(37) we have, for all ݇ ∈ ℕ, 

∥∥ℎூ − ℎ௞
ூ ∥∥  = න  

ℝ
  ห(ℎூ − ℎ௞

ூ ݐห݀(ݐ)(

 = න  
ℝ

  (ℎூ − ℎ௞
ூ ݐ݀(ݐ)(

 = න  
ℝ

 ℎூ(ݐ)݀ݐ − න  
ℝ

 ℎ௞
ூ ݐ݀(ݐ)

 

 = න  
ℝ

  |ℎூ(ݐ)|݀ݐ − න  
ℝ

  หℎ௞
ூ ݐห݀(ݐ)

                         = ∥∥ℎூ∥∥ − ∥∥ℎ௞
ூ ∥∥

 = ⟨ℎூ , ݃⟩ − ൻℎ௞
ூ , ݃ൿ

 = ൻℎூ − ℎ௞
ூ , ݃ൿ

 

Hence 
∥∥ℎூ − ℎ௞

ூ ∥∥ = ൻℎூ − ℎ௞
ூ , ݃ൿ.                                                (38) 

By (34) we have that if ܫ)ߤ ∩ (ܦ > 0 then ⟨ܶ(߯ூ∩஽), ݂⟩ > (1 −  ூ∩஽∥∥, but߯∥∥(ߜ√

⟨ܶ(߯ூ∩஽), ݂⟩  = න  
ℝ

 ܶ(߯ூ∩஽)(ݐ)݂(ݐ)݀ݐ ⩽ න  
ௐ಺

 ܶ(߯ூ∩஽)(ݐ)݂(ݐ)݀ݐ

 = ൻܶ(߯ூ∩஽)߯ௐ಺ , ݂ൿ
 

So 
ൻܶ(߯ூ∩஽)߯ௐ಺ , ݂ൿ ⩾ (1 −  ூ∩஽∥∥.                                 (39)߯∥∥(ߜ√

Therefore 
(1 − ∥∥ூ∩஽߯∥∥(ߜ√  ⩽ ൻܶ(߯ூ∩஽)߯ௐ಺ , ݂ൿ

 = න  
ௐ಺∩஻

 ܶ(߯ூ∩஽)(ݐ)݂(ݐ)݀ݐ + න  
ௐ಺∩஻೎

 ܶ(߯ூ∩஽)(ݐ)݂(ݐ)݀ݐ

 ⩽ න  
ௐ಺∩஻

 ܶ(߯ூ∩஽)(ݐ)݀ݐ + න  
(ௐ಺∩஻)೎

  ൫1 − ݐ݀|(ݐ)ଵ/ସ൯|ܶ(߯ூ∩஽)ߜ

 = ∥∥ܶ(߯ூ∩஽)߯ௐ಺∩஻∥∥ + ൫1 − ∥∥ଵ/ସ൯∥∥ܶ(߯ூ∩஽)߯(ௐ಺∩஻)೎ߜ

 = ∥∥ܶ(߯ூ∩஽)∥∥ − ∥∥ଵ/ସ∥∥ܶ(߯ூ∩஽)߯(ௐ಺∩஻)೎ߜ

 ⩽ ∥∥߯ூ∩஽∥∥ − ∥∥ଵ/ସ∥∥ܶ(߯ூ∩஽)߯(ௐ಺∩஻)೎ߜ

 

Therefore ߜଵ/ସ∥∥ܶ(߯ூ∩஽)߯(ௐ಺∩஻)೎∥∥ ⩽  ܫ ூ∩஽∥∥, and for any dyadic interval߯∥∥ߜ√
∥∥ܶ(߯ூ∩஽)߯(ௐ಺∩஻)೎ ∥∥ ⩽ ଵߜ ସ⁄ ∥∥߯ூ∩஽∥∥.                                        (40) 

Define now the operator ܩ on the simple functions whose measurable sets are dyadic as follows: 

ܩ ቌ෍  
௝

௜ୀଵ

௜߯ூ೔ቍߚ  = ෍  
௝

௜ୀଵ

௜൫ܶ൫߯ூ೔∩஽೎൯ߚ + ℎூ೔ + ൫∥∥߯ூ೔∩஽∥∥ − ∥∥ℎூ೔∥∥൯ݕ൯.            (41) 

Notice that ∑௜ୀଵ
௝ ܫ ௜ܶ൫߯ூ೔∩஽೎൯ is well defined because ܶ is linear. Also, for every dyadic setߚ  ∈

Δ௡, if ܴ, ܳ are two disjoint dyadic sets in Δ௡ାଵ whose union is ܫ, by the construction of the 
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sequences {ℎ௞
ூ }௞ୀଵ

ஶ , {ℎ௞
ோ}௞ୀଵ

ஶ  and ൛ℎ௞
ொൟ௞ୀଵ

ஶ
 we have for all ݇ > 1, ℎ௞

ூ = ℎ௞ିଵ
ோ + ℎ௞ିଵ

ொ . Hence ℎூ =
ℎோ + ℎொ and since ∥∥ℎூ∥∥ = ⟨ℎூ , ݃⟩, ∥∥ℎோ∥∥ = ⟨ℎோ, ݃⟩ and ∥∥ℎொ∥∥ = ⟨ℎொ , ݃⟩ 

∥∥߯ூ∩஽∥∥ − ∥∥ℎூ∥∥  = ൫∥∥߯ோ∩஽∥∥ + ∥∥߯ொ∩஽∥∥൯ − ⟨ℎூ , ݃⟩ (by(37))
 = ൫∥∥߯ோ∩஽∥∥ + ∥∥߯ொ∩஽∥∥൯ − ⟨ℎோ + ℎொ , ݃⟩
 = ൫∥∥߯ோ∩஽∥∥ + ∥∥߯ொ∩஽∥∥൯ − (⟨ℎோ, ݃⟩ + ⟨ℎொ , ݃⟩)
 = ൫∥∥߯ோ∩஽∥∥ + ∥∥߯ொ∩஽∥∥൯ − (∥∥ℎோ∥∥ + ∥∥ℎொ∥∥) (by(37))
 = (∥∥߯ோ∩஽∥∥ − ∥∥ℎோ∥∥) + ൫∥∥߯ொ∩஽∥∥ − ∥∥ℎொ∥∥൯

 

By using induction, ∑௜ୀଵ
ே ௜൫ℎூ೔ߚ  + ൫∥∥߯ூ೔∩஽∥∥ − ∥∥ℎூ೔∥∥൯ݕ൯ is well defined. Hence ܩ is well defined 

and linear. To finish, by density of the simple functions whose measurable sets are dyadic we 
can extend the operator ܩ to ܮଵ 

Now let's compute the norm of ܩ and the distance between ܶ and ܩ. For this, it enough 
to compute the norm and the distance over dyadic sets ܫ 

∥∥(ூ߯)ܩ∥∥  ⩽ ∥∥ܶ(߯ூ∩஽೎)∥∥ + ∥∥ℎூ∥∥ + ∥∥(∥∥߯ூ∩஽∥∥ − ∥∥ℎூ∥∥)ݕ∥∥
 ⩽ ∥∥߯ூ∩஽೎∥∥ + ∥∥߯ூ∩஽∥∥ = ∥∥߯ூ∥∥

 

Therefore ∥ ܩ ∥⩽ 1. On the other hand, it is easy to check that ⟨ܩ(݂), ݃⟩ = ⟨ܶ(݂߯஽೎), ݃⟩ +
∫஽ ܫ)ߤ with ܫ Since for any dyadic set .ݐ݀(ݐ)݂  ∩ (ܦ > 0, we have ⟨ܩ(߯ூ∩஽), ݃⟩ = ∥∥߯ூ∩஽∥∥,  has ܩ
norm one. 
Also, 

∥∥ܶ(߯ூ) − ∥∥(ூ߯)ܩ ⩽ ∥∥ܶ(߯ூ∩஽) − ℎூ − (∥∥߯ூ∩஽∥∥ − ∥∥ℎூ∥∥)ݕ∥∥
 ⩽ ∥∥ܶ(߯ூ∩஽) − ℎଵ

ூ ∥∥ + ∥∥ℎூ − ℎଵ
ூ ∥∥ + (∥∥߯ூ∩஽∥∥ − ∥∥ℎூ∥∥)

 ⩽ ∥∥ଵ/ସ∥∥߯ூ∩஽ߜ + ∥∥ℎூ − ℎଵ
ூ ∥∥ + (∥∥߯ூ∩஽∥∥ − ∥∥ℎூ∥∥) ( by (40))

 = ∥∥ଵ/ସ∥∥߯ூ∩஽ߜ + ⟨ℎூ − ℎଵ
ூ , ݃⟩ + (∥∥߯ூ∩஽∥∥ − ∥∥ℎூ∥∥) ( by (38))

 = ∥∥ଵ/ସ∥∥߯ூ∩஽ߜ + ⟨ℎூ , ݃⟩ − ⟨ℎଵ
ூ , ݃⟩ + (∥∥߯ூ∩஽∥∥ − ∥∥ℎூ∥∥)

 = ∥∥ଵ/ସ∥∥߯ூ∩஽ߜ + ∥∥ℎூ∥∥ − ∥∥ℎଵ
ூ ∥∥ + ∥∥߯ூ∩஽∥∥ − ∥∥ℎூ∥∥  (by (37)) 

 = ∥∥ଵ/ସ∥∥߯ூ∩஽ߜ + ∥∥߯ூ∩஽∥∥ − ∥∥ℎଵ
ூ ∥∥

 = ∥∥ଵ/ସ∥∥߯ூ∩஽ߜ + ∥∥߯ூ∩஽∥∥ − ∥∥ܶ(߯ூ∩஽)∥∥ + ∥∥ܶ(߯ூ∩஽)߯(ௐ಺∩஻)೎ ∥∥

 ⩽ ∥∥ଵ/ସ∥∥߯ூ∩஽ߜ2 + ∥∥߯ூ∩஽∥∥ − ∥∥ܶ(߯ூ∩஽)∥∥
 ⩽ ∥∥ଵ/ସ∥∥߯ூ∩஽ߜ2 + ∥∥߯ூ∩஽∥∥ − ⟨ܶ(߯ூ∩஽), ݂⟩
 ⩽ ∥∥ଵ/ସ∥∥߯ூ∩஽ߜ2 + ூ∩஽∥∥ ( by (34))߯∥∥ߜ√

 

so ∥ ܶ − ܩ ∥⩽  ଵ/ସߜ3
To conclude it is easy to check that ⟨(ݕ)ܩ, ݃⟩ = ∫஽ ݐ݀(ݐ)ݕ  = 1, which proves the theorem 

in the case ݂(ݐ) ⩾ 0 for all real number ݐ. 
For the general case, consider the measurable set ⟨(ݕ)ܩ, ݃⟩ = ݐ} ∈ ℝ : ݂(ݐ) < 0}. Then 

by Lemma (2.2.5) applied to the set ܣ, we have (ݐ)(݂)ݎ ⩾ 0 for all real number ݐ, and ݎ(݂),  (ݔ)ݎ
and ܴ(ܶ) satisfy the conditions of ⟨(ݔ)ݎ, ⟨(݂)ݎ ∈ Π(ܮଵ), ∥ ܴ(ܶ) ∥= 1 and ⟨ܴ(ܶ)((ݔ)ݎ),
⟨(݂)ݎ > 1 − ,ݕ) By the previous case we can find .2/ߜ ݃) ∈ Π(ܮଵ) and ܩ ∈ ℒ(ܮଵ) such that ∥
ݕ − (ݔ)ݎ ∥⩽ ߜ + ,ߜ√2 ∥ ݃ − (݂)ݎ ∥⩽ ,ଵ/ସߜ ∥ ܩ − ܴ(ܶ) ∥⩽ ∥ ଵ/ସ andߜ3 ܩ ∥= ,(ݕ)ܩ⟩ ݃⟩ = 1. 
Now by Lemma (2.2.5) again we obtain that ((ݕ)ݎ, ((ܩ)ܴ ∈ Π(ܮଵ) and ܴ(ܩ) ∈ ℒ(ܮଵ) are such 
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that ∥ (ݕ)ݎ − ݔ ∥⩽ ߜ + ,ߜ√2 ∥ (ܩ)ܴ − ݂ ∥⩽ ,ଵ/ସߜ ∥ (ܩ)ܴ − ܶ ∥⩽ ∥ ଵ/ସ andߜ3 (ܩ)ܴ ∥=
,((ݕ)ݎ)(ܩ)ܴ⟩ ⟨(ܩ)ܴ = 1 which concludes the proof. 

The results presented can be extended to ℒ൫ܮଵ(ℝ௡)൯, by using the dyadic partitions of the 
space ℝ௡ on cubes defined by Δ௡: = ቄ∏௜ୀଵ

௡   ቂ ௭೔

ଶ೙ , ௭೔ାଵ
ଶ೙ ቁ : ௜ݖ ∈ ℤ, ݅ = 1, … , ݊ቅ. In general, for every 

finite dimensional real Banach space ℝ௡, the space ܮଵ(ℝ௡) has the Bishop-Phelps-Bollobás 
property for numerical radius. Clearly the same kind of argument proves that the space ܮଵ[0,1] 
and actually ܮଵ(ܴ) for any ݊-interval ܴ = ∏௜ୀଵ

௡  [ܽ௜ , ௜ܾ] (of positive measure) in ℝ௡ has the 
݌ܤܲܤ −  .ߥ
Section (2.3): Operators On (ࡷ)࡯: 

Bishop-Phelps Theorem states the denseness of the subset of norm attaining functionals 
in the (topological) dual of a Banach space [96]. Since the Bishop-Phelps Theorem was proved 
in the sixties, some interesting provided versions of this result for operators. Related to those 
results, it is worth to mention by Lindenstrauss [114], the somehow surprising result obtained 
by Bourgain [99] and also results for concrete classical Banach spaces. In full generality there 
is no parallel version of Bishop-Phelps Theorem for operators even if the domain space is ܿ଴ 
[114]. Lindenstrauss also provided some results of denseness of the subset of norm attaining 
operators by assuming some isometric properties either on the domain or on the range space 
[114]. We mention here two concrete consequences of these results. If the domain space is ℓଵ 
or the range space is ܿ଴, every operator can be approximated by norm attaining operators. First 
Lindenstrauss [114] and later Bourgain [99] proved that certain isomorphic assumptions on the 
domain space (reflexivity or even Radon-Nikodým property, respectively) implies the denseness 
of the subset of norm attaining operators in the corresponding space of linear (bounded) 
operators. For classical Banach spaces (see [108],[106],[117],[118],[92]) and a few containing 
counterexamples (see [117],[109], [105],[90] and [86]).  

Recently [87] dealt with "quantitative" versions of the Bishop-Phelps Theorem for 
operators. The motivating result is known nowadays as Bishop-Phelps-Bollobás Theorem [97], 
[98] and has been a very useful tool to study numerical ranges of operators (see [98]). This result 
can be stated as follows. 

Let ܺ be a Banach space and 0 < ߝ < 1. Given ݔ ∈ ∗ݔ ௑ andܤ ∈ ܵ௑∗  with |1 − |(ݔ)∗ݔ < 
ఌమ

ସ
, there are elements ݕ ∈ ܵ௑ and ݕ∗ ∈ ܵ௑∗such that (ݕ)∗ݕ = 1, ∥ ݕ − ݔ ∥< ∗ݕ∥∥ and ߝ − ∥∥∗ݔ <

 .ߝ
Here ܺ∗ denotes the (topological) dual of the Banach space ܺ and ܵ௑ its unit sphere. We 

write ܤ௑ to denote the closed unit ball of ܺ. 
For two Banach spaces ܺ and ܻ, ,ܺ)ܮ ܻ) is the space of linear bounded operators from ܺ 

into ܻ. We recall that the pair (ܺ, ܻ) has the Bishop-PhelpsBollobás property for operators 
ߝ if for any ,(݌ܤܲܤ) > 0 there exists (ߝ)ߟ > 0 such that for any ܶ ∈ ܵℒ(௑,௒), if ݔ଴ ∈ ܵ௑ is such 
that ∥∥ܶݔ଴∥∥ > 1 − ଴ݑ then there exist an element ,(ߝ)ߟ ∈ ܵ௑ and an operator ܵ ∈ ܵℒ(௑,௒) 
satisfying the following conditions: 

∥∥଴ݑܵ∥∥ = 1, ଴ݑ∥∥  − ∥∥଴ݔ < ∥ and ߝ ܵ − ܶ ∥<  .ߝ
Acosta et all proved that for any space ܻ satisfying the property ߚ of Lindenstrauss, the 

pair (ܺ, ܻ) has the BPBp for operators for every Banach space ܺ [87]. For the domain space, 
there is no a reasonably general property implying a positive result. However there are some 
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positive results in concrete cases. There is a characterization of the spaces ܻ such that the pair 
(ℓଵ, ܻ) satisfies the BPBp [87] As a consequence of this result, it is known that this condition is 
satisfied by finite-dimensional spaces, uniformly convex spaces, ܭ)(ܭ)ܥ is some compact 
topological space) and ܮଵ(ߤ) (any measure ߤ). Aron et all showed that the pair 
,(ߤ)ଵܮ)  This result has been .[94] ߤ finite measure-ߪ ஶ([0,1])) has also the BPBp for everyܮ
extended recently by Choi et all (see [102]). Some related results for operators whose domain is 
 .can be also found in [101], [89] and [102] (ߤ)ଵܮ

Now we point out results stating that the pair (ܺ, ܻ) has the BPBp in case that the domain 
space is ܥ଴(ܮ) (space of continuous functions on a locally compact Hausdorff space ܮ vanishing 
at infinity). Kim proved that in the real case the pair (ܿ଴, ܻ) has the BPBp for operators whenever 
ܻ is uniformly convex [111]. [88] contains also a positive result for the pair ((ܭ)ܥ,  in the ((ܵ)ܥ
real case (ܭ and ܵ are compact Hausdorff spaces). Let us point out that in the complex case it 
is not known yet if the subset of norm attaining operators from (ܭ)ܥ to ܥ(ܵ) is dense in 
,(ܭ)ܥ)ܮ ,(ߤ)ஶܮ) Very recently Kim, Lee and Lin [113] proved that the pair .((ܵ)ܥ ܻ) has the 
BPBp whenever ܻ is a uniformly convex space and ߤ is any positive measure. Analogous result 
in complex case for the pairs (ܿ଴, ܻ) and (ܮஶ(ߤ),  whenever ܻ is (is any positive measure ߤ)(ܻ
a ܥ-uniformly convex space. It also holds that the pair ((ܭ)ܥ, ܻ) has the BPB in the real case 
for any uniformly convex space [112]. 

We show that the subspace of weakly compact operators from ܥ଴(ܮ) into ܻ satisfies the 
Bishop-Phelps-Bollobás property for operators in the complex case, for every locally compact 
Hausdorff space ܮ and for any ℂ-uniformly convex (complex) space. Let us notice that this is 
an extension of the result in [113] for the complex case in two ways. First we consider any space 
 as the domain space and also we consider a strictly more general property (ߤ)ஶܮ instead of (ܭ)ܥ
on the range space, namely ℂି uniform convexity instead of uniform convexity. Our result 
extends [87] in a satisfactory way and the recent result in [113] for the case that the domain 
space is ܮஶ(ߤ). As a consequence, in the complex case the pair ((ܭ)ܥ,  has the BPBp for ((ߤ)ଵܮ
every compact Hausdorff space ܭ and any measure ߤ. 

The spaces (ܭ)ܥ and ܥ(ܵ) is dense in (ܭ)ܥ)ܮ,  However a positive result for real .((ܵ)ܥ
 .spaces was proved [108] (ܭ)ܥ

We notice that in case that the range space is (ܭ)ܥ or more generally a uniform algebra, 
[93] and [100] provides positive results for the BPBp for the class of Asplund operators. 

For a complex Banach space ܻ, recall that the ℂ-modulus of convexity ߜ is defined for 
every ߝ > 0 by 

(ߝ)ߜ = i  {s  {∥ ݔ + ݕߝߣ ∥ −1: ߣ ∈ ℂ, |ߣ| = 1}: ,ݔ ݕ ∈ ܵ௒}. 
Recall that the Banach space ܻ is ℂ-uniformly convex if (ߝ)ߜ > 0 for every ߝ > 0 [104]. Every 
uniformly convex complex space is ℂ-uniformly convex and the converse is not true. Globevnik 
proved that the complex space ܮଵ(ߤ) is ℂ-uniformly convex [104]. 

We will denote by ܦ‾ (0,1) the closed unit disc in ℂ. Let us notice that for 0 < ݏ <  it is ݐ
satisfied that sup{∥ ݔ + ݕݏߣ ∥: ߣ ∈ ‾ܦ (0,1)} ≤ sup{∥ ݔ + ݕݐߣ ∥: ߣ ∈ ‾ܦ (0,1)}. Hence ߜ is an 
increasing function and (ݐ)ߜ ≤ ݐ for every ݐ > 0. 

 will be the space of (ܮ)଴ܥ will be a locally compact Hausdorff topological space and ܮ
continuous complex valued functions on ܮ vanishing at infinity. 

We recall the following definition. 
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Definition (2.2.1)[85]: ([89] Definition 1.3) Let ܺ and ܻ be both real or complex Banach spaces 
and ܯ a subspace of ℒ(ܺ, ܻ). We say that ܯ satisfies the Bishop-Phelps-Bollobás property if 
given ߝ > 0, there is (ߝ)ߟ > 0 such that for any ܶ ∈ ܵெ, if ݔ଴ ∈ ܵ௑ satisfies that ∥∥ܶݔ଴∥∥ > 1 −
଴ݑ then there exist a point ,(ߝ)ߟ ∈ ܵ௑ and an operator ܵ ∈ ܵெ satisfying the following 
conditions: 

∥∥଴ݑܵ∥∥ = 1, ଴ݑ∥∥  − ∥∥଴ݔ < ∥ and ߝ ܵ − ܶ ∥<  .ߝ
We recall some elementary results. 
Lemma (2.2.2)[85]: Assume that ߣ, ݓ ∈ ‾ܦ (0,1), ݐ ∈]0,1[ and Re ߣݓ > 1 − ݓ| Then .ݐ − |‾ߣ < 
 .ݐ2√
The proof is straightforward. 

For a locally compact Hausdorff topological space ܮ, we denote by ℬ(ܮ) the space of 
Borel measurable and bounded complex valued functions defined on ܮ, endowed with the sup 
norm. If ܤ ⊂ (ܮ)is a Borel measurable set, denote by ஻ܲ the projection ஻ܲ : ℬ ܮ ⟶ ℬ(ܮ) given 
by ஻ܲ(݂) = ݂߯஻ for any ݂ ∈ ℬ(ܮ). Of course, in view of Riesz Theorem, the space ℬ(ܮ) can 
be identified in a natural way as a subspace of ܥ଴(ܮ)∗∗. As a consequence, for an operator ܶ ∈
,(ܮ)଴ܥ)ܮ ܻ) and a Borel set ܤ ⊂ ∗∗ܶ the composition ,ܮ

஻ܲ makes sense. 
The symbol ࣱࣝ(ܺ, ܻ) denotes the subspace of weakly compact operators from ܺ to ܻ 

for any Banach spaces ܺ and ܻ. 
Lemma (2.2.3)[85]: Let ܻ be a ℂ-uniformly convex space with modulus of ℂ-convexity ߜ. Let 
L be a locally compact Haussdorf topological space and A a Borel set of L. Assume that for 
some 0 < ߝ < 1 and ܶ ∈ ࣱܵࣝ(஼బ(௅),௒) it is satisfied ∥∥ܶ∗∗

஺ܲ∥∥ > 1 − ఋ(ఌ)
ଵାఋ(ఌ)

. Then ∥∥ܶ∗∗(ܫ −

஺ܲ)∥∥ ≤  ߝ
Proof. Assume that ܶ satisfies the assumptions of the result. Since ܶ is a weakly compact 
operator, then ܶ∗∗(ܥ଴(ܮ))∗∗ ⊂ ܻ and we consider the subspace ℬ(ܭ) ⊂ ߟ We write .∗∗(ܮ)଴ܥ =

ఋ(ఌ)
ଵାఋ(ఌ)

. By the assumption, there exists ݂ ∈ ܵℬ(௅) such that ݂ = ஺ܲ(݂) and ∥∥ܶ∗∗(݂)∥∥ > 1 − ߟ >
0. For every ݃ ∈ ݂∥∥ ℬ(௅) it is satisfied thatܤ + ܫ) − ஺ܲ)(݃)∥∥ ≤ 1 and so ∥∥ܶ∗∗(݂ +
ܫ)ߣ − ஺ܲ)݃)∥∥ ≤ 1 for every ߣ ∈ ‾ܦ (0,1). That is, for any ߣ ∈ ‾ܦ (0,1) we have 

∥∥
∥ ܶ∗∗(݂)

∥∥ܶ∗∗(݂)∥∥
+ ߣ

ܫ)∗∗ܶ − ஺ܲ)(݃)
∥∥ܶ∗∗(݂)∥∥ ∥∥

∥  ≤
1

∥∥ܶ∗∗(݂)∥∥

 <
1

1 − ߟ
= 1 + .(ߝ)ߜ

 

As a consequence ∥∥ܶ∗∗(ܫ − ஺ܲ)(݃)∥∥ ≤ ∥∥(݂)∗∗ܶ∥∥ߝ ≤ ܫ)∗∗ܶ∥∥ and so ߝ − ஺ܲ)∥∥ ≤  .ߝ
As we already mentioned, the subset of norm attaining operators between two Banach 

spaces is not always dense in the corresponding space of operators in case that the domain space 
is ܥ଴(ܮ). Schachermayer proved a Bishop-Phelps result in the real case for the subspace of 
weakly compact operators from any space ܥ଴(ܮ) into any Banach space [117]. Alaminos et all 
extended this result to the complex case [91]. We notice that there are examples of spaces ܻ for 
which the subspace of finite-dimensional operators from the space ℓஶ

ଶ  to ܻ does not have the 
Bishop-Phelps-Bollobs property (see [87] Theorem 4.1 and Proposition 3.9 or 10. Corollary 
3.3]). For those reasons restrictions are needed both on the class of operators and also on the 
range space in order to obtain a BPB result in case that the domain space is ܥ଴(ܮ). 
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Theorem (2.2.4)[85]: The space ࣱࣝ(ܥ଴(ܮ), ܻ) satisfies the Bishop-Phelps-Bollobás property 
for any locally compact Hausdorff topological space ܮ and any ℂ-uniformly convex space ܻ. 
Moreover the function ߟ appearing in Definition (2.2.1) depends only on the modulus of 
convexity of ܻ. 
Proof. Fix 0 < ߝ < 1 and let (ߝ)ߜ be the modulus of ℂ-convexity of ܻ. We denote ߟ =

ఌమఋቀഄ
వ

ቁ
మ

ଵ଴ଽସହ൬ଵାఋቀഄ
వ

ቁ൰
మ and ݏ = ఎ(ଶିఌ)ఌమ

ଶ(ఌమାଶ⋅ଵଶమ)
 Assume that ܶ ∈ ࣱܵࣝ(஼బ(௅),௒) and ଴݂ ∈ ܵ஼బ(௅) satisfy that 

∥∥ܶ ଴݂∥∥ > 1 −   .ݏ
Our goal is to find an operator ܵ ∈ ࣱܵࣝ(஼బ(௅),௒) and ݃ ∈ ܵ஼బ(௅) such that 

∥ ܵ(݃) ∥= 1,  ∥ ܵ − ܶ ∥< ,ߝ   and  ∥∥݃ − ଴݂∥∥ <   .ߝ
We can choose ݕଵ

∗ ∈ ܵ௒∗  such that 
Re ଵݕ

∗(ܶ ଴݂) = ∥∥ܶ ଴݂∥∥ > 1 −  (42)                                         .ݏ
We identify ܥ଴(ܮ)∗ with the space (ܮ)ܯ of Borel regular complex measures on ܮ in view of 
Riesz Theorem. We write ߤଵ = ଵݕ)∗ܶ

∗) ∈  ଵ is absolutely continuous with respectߤ Since .(ܮ)ܯ
to its variation |ߤଵ|, by the Radon-Nikodým Theorem there is a Borel measurable function ݃ଵ ∈
ℬ(ܮ) such that |݃ଵ| = 1 and such that 

(݂)ଵߤ = න 
௅

݂݃ଵ݀|ߤଵ|,  ∀݂ ∈  .(ܮ)଴ܥ

We write ߚ = ఌమ

ଶ⋅ଵଶమ and denote by ܣ the set given by 
ܣ = ݐ} ∈ :ܮ Re ݂ ଴(ݐ)݃ଵ(ݐ) > 1 −  .{ߚ

By Lemma (2.2.2) we have that 
∥∥( ଴݂ − ݃ଵതതത)߯஺∥∥ஶ ≤ ඥ2ߚ =

ߝ
12

.                                        (43) 
Clearly ܣ is also Borel measurable and we know that 

1 − ݏ  < Re ݕଵ
∗(ܶ ଴݂) = Re ߤଵ( ଴݂) = Re න 

௅
  ଴݂݃ଵ݀ ∣ ଵߤ

 = Re න  
஺

  ଴݂݃ଵ݀|ߤଵ| + Re න  
௅∖஺

  ଴݂݃ଵ݀|ߤଵ|

 ≤ (ܣ)|ଵߤ| + (1 − ܮ)|ଵߤ|(ߚ ∖ (ܣ
 = (ܮ)|ଵߤ| − ܮ)|ଵߤ|ߚ ∖ (ܣ
 ≤ 1 − ܮ)|ଵߤ|ߚ ∖ .(ܣ

 

Hence 

ܮ)|ଵߤ| ∖ (ܣ ≤
ݏ
ߚ

=
2)ߟ − 12ଶ(ߝ

ଶߝ + 2 ⋅ 12ଶ .                                           (44) 

By Lusin's Theorem (see for instance [116] Theorem 2.23) and by the inner regularity of ߤଵ 
there is a compact set ܤ ⊂ ܣ)|ଵߤ| is continuous, and ܤ such that the restriction of ݃ଵ to ܣ ∖
(ܤ ≤ ఌఎ

ଶ
 and so 

ܮ)|ଵߤ| ∖ (ܤ ≤ ܮ)|ଵߤ| ∖ (ܣ + ܣ)|ଵߤ| ∖ (ܤ ≤
ݏ
ߚ

+
ߟߝ
2

.                          (45) 

From (42) and the previous estimate we obtain 
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(ܤ)|ଵߤ| = (ܮ)|ଵߤ| − ܮ)|ଵߤ| ∖ (ܤ > 1 − ݏ −
ݏ
ߚ

−
ߟߝ
2

= 1 −  (46)                   .ߟ

Hence 
∥∥ܶ∗∗

஻ܲ∥∥  ≥ (ܤ)|ଵߤ|
 > 1 − ߟ

 > 1 −
ߜ ቀߝ

9ቁ

1 + ߜ ቀߝ
9ቁ

 

By applying Lemma (2.2.3) we deduce 
ܫ)∗∗ܶ∥∥ − ஻ܲ)∥∥ ≤

ߝ
9

.                                                       (47) 
Since ܶ is a weakly compact operator it is satisfied that ܶ∗∗(ܥ଴(ܮ)∗∗) ⊂ ܻ. So we can define the 
operator ܵ̃ ∈ ,(ܮ)଴ܥ)ࣱࣝ ܻ) by 

ܵ̃(݂) = ܶ∗∗(݂߯஻) + ଵݕଵߝ
∗൫ܶ∗∗(݂߯஻)൯ܶ∗∗(݃ଵതതത߯஻) (݂ ∈  ,((ܮ)଴ܥ

where ߝଵ = ଵ
଺

ఋቀഄ
వ

ቁ

ଵାఋቀഄ
వ

ቁ
. 

Let us notice that ܵ̃∗∗ = ܵ̃∗∗
஻ܲ and we have that 

∥ ܵ̃ ∥≥∣ ଵݕ
∗൫ܵ̃∗∗(݃ଵതതത߯஻) ∣                     

=∣ ଵݕ
∗൫ܶ∗∗(݃ଵതതത߯஻)൯ + ଵݕଵ൫ߝ

∗(ܶ∗∗(݃ଵതതത߯஻))൫ݕଵ
∗൫ܶ∗∗(݃ଵതതത߯஻)൯ 

                             ≥∣ ଵݕ
∗(ܶ∗∗(݃ଵതതത߯஻)||1 + ଵݕଵߝ

∗(ܶ∗∗(݃ଵതതത߯஻) ∣ 
 

                ≥ 1)(ܤ)|ଵߤ| + ((ܤ)|ଵߤ|ଵߝ
 > (1 − 1)(ߟ + ଵ(1ߝ − (by (46)) ((ߟ

 

As a consequence 
1 ≤ 1 − ߟ + ଵ(1ߝ − ଶ(ߟ ≤∥ ܵ̃ ∥≤ 1 +  ଵ,                                (48)ߝ

and so 
|1−∥ ሚܵ||| ≤  ଵ.                                                     (49)ߝ

For every ℎ ∈  which is a Borel ,ܮ we will denote by ℎ߯஻ the natural extension of ℎ to ,(ܤ)ܥ
function on ܮ. Let be ଵܵ the operator given by 

ଵܵ(ℎ) = ܵ̃∗∗(ℎ߯஻) (ℎ ∈  ,((ܤ)ܥ
which is clearly a weakly compact operator from (ܤ)ܥ into ܻ. Since ܵ̃∗∗ = ܵ̃∗∗

஻ܲ, it is clear that 
∥∥ ଵܵ∥∥ =∥ ܵ̃ ∥. We know that ܤ is a compact set and ܵ̃ is weakly compact, by [91] there is weakly 
compact operator ܵଶ ∈ ,(ܤ)ܥ)ܮ ܻ) and ℎଵ ∈ ܵ஼(஻) satisfying that 

∥ ܵ̃ ∥= ∥∥ܵଶ∥∥ = ∥∥ܵଶ(ℎଵ)∥∥  and  ∥∥ܵଶ − ଵܵ∥∥ <
ߟߝ
2

.                                (50) 
We can choose ݕଶ

∗ ∈ ܵ௒∗  such that 
ଶݕ

∗൫ܵଶ(ℎଵ)൯ = ∥∥ܵଶ∥∥.                                                        (51) 
By rotating the elements ℎଵ and ݕଶ

∗ if needed we can also assume that ݕଵ
∗൫ܶ∗∗(ℎଵ߯஻)൯ ∈ ℝ଴

ା. In 
view of (50), the choice of ݕଶ

∗ and by using that ݕଵ
∗൫ܶ∗∗(ℎଵ߯஻)൯ ∈ ℝ଴

ାwe have 

∥ ܵ̃ ∥ −
ߟߝ
2

≤ Re ଶݕ
∗൫ ଵܵ(ℎଵ)൯ = Re ݕଶ

∗ ቀܵ̃∗∗(ℎଵ߯஻)ቁ 
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 = Re ݕଶ
∗൫ܶ∗∗(ℎଵ߯஻)൯ + ଵݕ ଵReߝ

∗൫ܶ∗∗(ℎଵ߯஻)൯ݕଶ
∗൫ܶ∗∗(݃ଵതതത߯஻)൯

 ≤ 1 + ଶݕ ଵReߝ
∗൫ܶ∗∗(݃ଵതതത߯஻)൯.

 

Combining this inequality with the estimate (48) we deduce that 

Re ቆݕଶ
∗൫ܶ∗∗(݃ଵതതത߯஻)൯ ≥ (1 − ଶ(ߟ −

2)ߟ + (ߝ
ଵߝ2

.                                 (52) 

As a consequence we obtain that 
Re ݕଶ

∗ ቀܵ̃∗∗(݃ଵതതത߯஻)ቁ  = Re ݕଶ
∗൫ܶ∗∗(݃ଵതതത߯஻)൯ + ଵݕ ଵReߝ

∗൫ܶ∗∗(݃ଵതതത߯஻)ݕଶ
∗൫ܶ∗∗(݃ଵതതത߯஻)൯

 ≥ (1 − ଶ(ߟ −
2)ߟ + (ߝ

ଵߝ2
+ (ܤ)|ଵߤ|ଵߝ ൬(1 − ଶ(ߟ −

2)ߟ + (ߝ
ଵߝ2

൰

≥ ൬(1 − ଶ(ߟ −
2)ߟ + (ߝ

ଵߝ2
൰ (1 + ଵ(1ߝ − .by (46))  ((ߟ

 

So 
  Re ݕଶ

∗ ቀܵଶ(݃ଵ∣஻തതതതത)ቁ ≥ Re ݕଶ
∗൫ ଵܵ(݃ଵ ∣ തതതതതതതത)൯ܤ − ∥∥ܵଶ − ଵܵ∥∥ 

≥ Re ଶݕ
∗ ቀܵ̃∗∗(݃ଵതതത߯஻)ቁ − ∥∥ܵଶ − ଵܵ∥∥                                       

    ≥ ൬(1 − ଶ(ߟ −
2)ߟ + (ߝ

ଵߝ2
൰ (1 + ଵ(1ߝ − ((ߟ −

ߝߟ
2

  (by (50) 

≥ ൬(1 − ଶ(ߟ −
2)ߟ + (ߝ

ଵߝ2
൰ (1 + ଵ(1ߝ − ((ߟ −

∥∥ଶܵ∥∥ߟ
2

  (by (50) and (48)).     

Let us write ܴଶ = ௌమ

∥∥ௌమ∥∥
 and ߤଶ = ܴଶ

ଶݕ)∗
∗) ∈ Let ݃ଶ .(ܤ)ܯ = ௗఓమ

ௗ|ఓమ| and we can assume that |݃ଶ| =
1. From the previous inequality, in view of (50) and (48) we have that 

                Re ݕଶ
∗ ቀܴଶ(݃ଵ∣஻തതതതത)ቁ ≥

൬(1 − ଶ(ߟ − 2)ߟ + (ߝ
ଵߝ2

൰ (1 + ଵ(1ߝ − ((ߟ

∥∥ܵଶ∥∥
−

ߝߟ
2

 

               ≥
൬(1 − ଶ(ߟ − 2)ߟ + (ߝ

ଵߝ2
൰ (1 + ଵ(1ߝ − ((ߟ

1 + ଵߝ
−

ߝߟ
2

 

= 1 −
ߟ2 − ଶߟ2 + ଵ(1ߝ − (1 − (ଷ(ߟ + ߟ2 + ߝߟ

ଵߝ2
+ ߝߟ

2 (2 + ଵߝ − (ߟ

1 + ଵߝ
 

> 1 − ߟ6 − 2
ߟ
ଵߝ

−  (53)                                                                        .ߟߝ

We consider the measurable set ܥ of ܮ given by 
ܥ = ݐ} ∈ :ܤ Re (݃ଵതതത(ݐ) + ℎଵ(ݐ))݃ଶ(ݐ) > 2 −  .{ߚ

In view of (51) and (53) we have that 
2 − ߟ6 − 2

ߟ
ଵߝ

− ߟߝ < Re ଶ(ℎଵߤ + ݃ଵതതത ∣                                (ܤ

= න 
஼

 Re (ℎଵ + ݃ଵതതത)݃ଶ݀|ߤଶ| + න  
஻∖஼

 Re (ℎଵ + ݃ଵതതത)݃ଶ݀|ߤଶ| 

                             ≤ (ܥ)|ଶߤ|2 + (2 − ܤ)|ଶߤ|(ߚ ∖  (ܥ
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              = (ܤ)|ଶߤ|2 − ܤ)|ଶߤ|ߚ ∖  (ܥ
≤ 2 − ܤ)|ଶߤ|ߚ ∖  .(ܥ

Hence 

ܤ)|ଶߤ| ∖ (ܥ ≤
ߟ6 + 2 ߟ

ଵߝ
+ ߟߝ

ߚ
.                                           (54) 

On the other hand, in view of Lemma (2.2.2) we have that 
∥∥(݃ଵ − ݃ଶ)߯஼∥∥ஶ ≤ ඥ2ߚ =

ߝ
12

  and  ∥∥(ℎଵ − ݃ଶതതത)߯஼∥∥ஶ ≤ ඥ2ߚ =
ߝ

12
.           (55) 

From the previous inequality and (43) it follows that 
∥∥(ℎଵ − ଴݂)߯஼∥∥ஶ ≤ ∥∥(ℎଵ − ݃ଶതതത)߯஼∥∥ஶ + ∥∥(݃ଶതതത − ݃ଵതതത)߯஼∥∥ஶ + ∥∥(݃ଵതതത − ଴݂)߯஼∥∥ஶ ≤

ߝ
4

. (56) 
By the inner regularity of ߤଶ there is a compact set ܭଵ ⊂  such that ܥ

ܥ)|ଶߤ| ∖ (ଵܭ <
ߝߟ
2

.                                                   (57) 
Let us notice that 

∥∥ܴଶ
∗∗

௄ܲభ∥∥ ≥∥ ଶݕ
∗ܴଶ

∗∗
௄ܲభ|| =                                                      (ଵܭ)|ଶߤ|

= (ܤ)|ଶߤ| − ܤ)|ଶߤ| ∖ (ܥ − ܥ)|ଶߤ| ∖          (ଵܭ
             ≥ Re ݕଶ

∗൫ܴଶ(݃ଵ ∣ തതതതതതതത)൯ܤ − ܤ)|ଶߤ| ∖ (ܥ − ܥ)|ଶߤ| ∖  (ଵܭ

 ≥ Re ݕଶ
∗൫ܴଶ(݃ଵ ∣ തതതതതതതത)൯ܤ − ܤ)|ଶߤ| ∖ (ܥ −

ߝߟ
2

 (by (57))

 ≥ 1 − ߟ6 − 2
ߟ
ଵߝ

− ߟߝ −
ߟ6 + 2 ߟ

ଵߝ
+ ߟߝ

ߚ
−

ߝߟ
2

 (by (57) and (54))

            > 1 − 2
ߟ6 + 2 ߟ

ଵߝ
+ ߟߝ

ߚ
−

ߝߟ
2

 > 1 −
ߜ ቀߝ

9ቁ

1 + ߜ ቀߝ
9ቁ

> 0

       

Hence ܭଵ ≠ ∅ 
In view of Lemma (2.2.3) we obtain 

∥∥ܴଶ
∗∗൫ ஻ܲ − ௄ܲభ൯∥∥ ≤

ߝ
9

.                                                    (58) 
We denote by ଶܶ the element in ܥ)ܮ଴(ܮ), ܻ) defined by 

ଶܶ(݂) = ܴଶ( ∣݂஻) (݂ ∈  .((ܮ)଴ܥ
Clearly it is satisfied that ∥∥ ଶܶ

∗∗൫ܫ − ௄ܲభ൯∥∥ = ∥∥ܴଶ
∗∗൫ ஻ܲ − ௄ܲభ൯∥∥ and since ଶܶ

∗∗൫ ஻ܲ − ௄ܲభ൯ = 
ଶܶ
∗∗൫ܫ − ௄ܲభ൯ ஻ܲ in view of (58) we obtain 

∥∥ ଶܶ
∗∗൫ ஻ܲ − ௄ܲభ൯∥∥ ≤

ߝ
9

.                                                       (59) 
We also write ܴ(݂) = ܶ∗∗(݂߯஻) for every ݂ ∈  and so we have (ܤ)ܥ

∥∥( ଶܶ
∗∗ − ܶ∗∗) ஻ܲ∥∥ = ∥∥ܴଶ − ܴ∥∥.                                              (60) 

By the definition of ଵܵ we know that 
∥∥ ଵܵ − ܴ∥∥ ≤  ଵ.                                                            (61)ߝ
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Since ܭଵ ≠ ∅, let us fix ݐ଴ ∈ ଵܭ ଵ. Sinceܭ ⊂ |(଴ݐ)we have that |ℎଵ ,ܥ > 1 − ߚ > 1 − ఌ
ଶ
. So we 

can choose and open set ܸ in ܤ such that ݐ଴ ∈ ܸ ⊂ ቄݐ ∈ :ܤ |ℎଵ(ݐ)| > 1 − ఌ
ଶ
ቅ and a function ݒ ∈

(ܤ)ݒ satisfying (ܤ)ܥ ⊂ [0,1], (଴ݐ)ݒ = 1 and supp ݒ ⊂ ܸ. So there are functions ℎ௜ ∈ ݅)(ܤ)ܥ =
2,3) such that 

ℎଶ(ݐ) = ℎଵ(ݐ) + 1)(ݐ)ݒ − |ℎଵ(ݐ)|)
ℎଵ(ݐ)

|ℎଵ(ݐ)| ݐ)  ∈  (62)                       .(ܤ

and 

ℎଷ(ݐ) = ℎଵ(ݐ) − 1)(ݐ)ݒ − |ℎଵ(ݐ)|)
ℎଵ(ݐ)

|ℎଵ(ݐ)| ݐ)  ∈  (63)                       .(ܤ

It is clear that ℎ௜ ∈ ݅ ஼(஻) forܤ = 2,3 and ℎଵ = ଵ
ଶ

(ℎଶ + ℎଷ). By using that the operator ܴଶ attains 
its norm at ℎଵ we clearly have that 

∥∥ܴଶ(ℎଶ)∥∥ = 1  and  |ℎଶ(ݐ଴)| = 1.                                       (64) 
Since supp ݒ ⊂ ܸ ⊂ ቄݐ ∈ :ܤ |ℎଵ(ݐ)| > 1 − ఌ

ଶ
ቅ we obtain for ݐ ∈ ܸ that 

|ℎଶ(ݐ) − ℎଵ(ݐ)| ≤ 1 − |ℎଵ(ݐ)| <
ߝ
2

.                                    (65) 

For ݐ ∈ ܤ ∖ ܸ, ℎଶ(ݐ) = ℎଵ(ݐ) so ∥∥ℎଶ − ℎଵ∥∥ < ఌ
ଶ
. In view of (56) we obtain that 

∥∥ℎଶ − ଴݂∣஼∥∥  ≤ ∥∥ℎଶ − ℎଵ∥∥ + ∥∥ℎଵ − ଴݂∣஼∥∥

 ≤
ߝ
2

+
ߝ
4

 

=
ߝ3
4

.                                                                             (66) 
Since ܤ ⊂ is a compact subset, there is a function ଶ݂ ܮ ∈  such that it extends the function (ܮ)଴ܥ
ℎଶ to ܮ (see for instance [107], Corollary 9.15 and Theorem 12.4 and [110], Theorems 17 and 
[103]). Since the function Φ: ℂ ⟶ ℂ given by Φ(ݖ) = |ݖ| if ݖ ≤ 1 and Φ(ݖ) = ௭

|௭|
 if |ݖ| > 1 is 

continuous, by using Φ ∘ ଶ݂ instead of ଶ݂ if needed, and the fact that ℎଶ ∈ ܵ஼(஻) we can also 
assume that ଶ݂ ∈ ܵ஼బ(௅). Since ଶ݂ is an extension of ℎଶ, by using (66) there is an open set ܩ ⊂  ܮ
such that ܭଵ ⊂  and satisfying also that ܩ

∥∥( ଶ݂ − ଴݂)߯ீ∥∥ஶ <
ߝ7
8

.                                                        (67) 
By Urysohn's Lemma there is a function ݑ ∈ (ܮ)ݑ such that (ܮ)଴ܥ ⊂ [0,1], ௄భ∣ݑ = 1 and supp 
ݑ ⊂  We define the function ଷ݂ by .ܩ

ଷ݂ = ݑ ଶ݂ + (1 − (ݑ ଴݂ 
that clearly belongs to ܤ஼బ(௅) 

Notice also that 
ଷ݂(ݐ) = ଶ݂(ݐ) = ℎଶ(ݐ) ∀ݐ ∈ ,ଵܭ  ଷ݂(ݐ) = ଴݂(ݐ)∀ݐ ∈ ܮ ∖  (68)                     ܩ

and 
| ଷ݂(ݐ) − ଴݂(ݐ)| = |(ݐ)ݑ ଶ݂(ݐ) − ଴݂(ݐ)|, ݐ∀  ∈ ܩ ∖  ଵ                         (69)ܭ

In view of (67) we obtain that 
∥∥ ଷ݂ − ଴݂∥∥ <  (70)                                                             .ߝ
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We write ߣ଴ = ℎଶ(ݐ଴)തതതതതതതത and we know that |ߣ଴| = 1. Define the operator ܵ ∈ ,(ܮ)଴ܥ)ܮ ܻ) given 
by 

ܵ(݂) = ܴଶ
∗∗ ቀ൫݂߯௄భ൯

∣஻
ቁ + ଶܴ(଴ݐ)଴݂ߣ

∗∗൫ℎଶ߯஻∖௄భ൯ (݂ ∈  ((ܮ)଴ܥ
Since ܴଶ is weakly compact, ܵ is well-defined and it is also weakly compact. For every ݂ ∈
|(଴ݐ)଴݂ߣ| ஼బ(௅) we have thatܤ ≤ 1 and so 

∥∥൫݂߯௄భ൯
∣஻

+ ℎଶ߯஻∖௄భ(଴ݐ)଴݂ߣ ∥∥ஶ
≤ 1. 

Since ∥∥ܴଶ∥∥ ≤ 1, then 
∥ ܵ(݂) ∥= ∥∥ܴଶ

∗∗ ቀ൫݂߯௄భ൯ ∣஻ + ∥∥ℎଶ߯஻∖௄భቁ(଴ݐ)଴݂ߣ ≤ 1 
We checked that ܵ ∈  It is also satisfied that .(஼బ(௅),௒)ࣱࣝܤ

ܵ( ଷ݂)  = ܴଶ
∗∗ ቀ൫ ଷ݂߯௄భ൯ ∣ ቁܤ + ଴ߣ ଷ݂(ݐ଴)ܴଶ

∗∗൫ℎଶ߯஻∖௄భ൯
 = ܴଶ

∗∗(ℎଶ) (by (68))
 = ܴଶ(ℎଶ)

 

and in view of (64) we obtain ∥∥ܵ( ଷ݂)∥∥ = ∥∥ܴଶ(ℎଶ)∥∥ = 1. Hence ܵ ∈ ࣱܵࣝ(஼బ(௅),௒) and it attains 
its norm at ଷ݂. We also know that ∥∥ ଷ݂ − ଴݂∥∥ <  by inequality (70). It suffices to check that ܵ is ߝ
close to ܶ. Indeed we obtain the following estimate 

∥ ܵ − ܶ ∥  ≤ ∥∥ܵ∗∗ − ܶ∗∗
஻ܲ∥∥ + ܫ)∗∗ܶ∥∥ − ஻ܲ)∥∥

≤ ∥∥ ଶܶ
∗∗

௄ܲభ − ܶ∗∗
஻ܲ∥∥ + ∥∥ܴଶ

∗∗൫ ஻ܲ − ௄ܲభ൯∥∥ +
ߝ
9

  (by (47)

= ∥∥( ଶܶ
∗∗ − ܶ∗∗) ஻ܲ∥∥ + ∥∥ ଶܶ

∗∗൫ ஻ܲ − ௄ܲభ൯∥∥ +
ߝ2
9

  (by (58)

 ≤ ∥∥( ଶܶ
∗∗ − ܶ∗∗) ஻ܲ∥∥ +

ߝ
3

 (by (59)) 

 = ∥∥ܴଶ − ܴ∥∥ +
ߝ
3

 (by (60))

 ≤ ∥∥ܴଶ − ܵଶ∥∥ + ∥∥ܵଶ − ଵܵ∥∥ + ∥∥ ଵܵ − ܴ∥∥ +
ߝ
3

 ≤ |1 − ∥∥ܵଶ∥∥| +
ߝߟ
2

+ ଵߝ +
ߝ
3

  (by (50) and (61) 

≤ ଵߝ2 +
ߝߟ
2

+
ߝ
3

< .by (49) and (50))   ߝ

 

Since any operator from ܥ଴(ܮ) into ܮ௣(ߤ) is weakly compact (1 ≤ ݌ < ∞) and the complex 
spaces ܮ௣(ߤ)(1 ≤ ݌ < ∞) are ℂ-uniformly convex we obtain the following result: 
Corollary (2.2.5)[85]: In the complex case the pair ൫ܥ଴(ܮ), -൯ does have the BishopPhelps(ߤ)௣ܮ
Bollobás property for operators for every Hausdorff locally compact space ܮ, every positive 
measure ߤ and 1 ≤ ݌ < ∞ [113]. 
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Chapter 3 
The Bishop-Phelps-Bollobás Theorem 

 

We show that the Bishop-Phelps-Bollobás theorem holds for all bounded operators from 
 finite measure. We show that the Bishop-Phelps-Bollobás-ߪ is a ߤ ஶ[0,1], whereܮ into (ߤ)ଵܮ
theorem holds for bilinear forms on ܿ଴ × ℓ௣(1 < ݌ < ∞). On the other hand, the Bishop-
Phelps-Bollobás Theorem for bilinear forms on ℓଵ ×  fails for any infinite-dimensional (ߤ)ଵܮ
(ߤ)ଵܮ a result that was known only when ,(ߤ)ଵܮ = ℓଵ. 
 

Section (3.1): ख(ࡸ૚(ࣆ), ,ஶ[૙ࡸ ૚]): 
In 1961, Bishop and Phelps [124] proved the celebrated Bishop-Phelps theorem, which 

shows that for every Banach space ܺ, every element in its dual space ܺ∗ can be approximated 
by ones that attain their norms. Since then, this theorem has been extended to linear operators 
between Banach spaces [126],[130],[132],[133],[135], and also to nonlinear mappings 
[120],[123],[121],[127],[131]. On the other hand, Bollobás [125] sharpened it to apply a 
problem about the numerical range of an operator, now known as Bishop-Phelps-Bollobás 
theorem. We denote the unit sphere of a Banach space ܺ by ܵ௑, the closed unit ball by ܤ௑, as 
usual. 
Theorem (3.1.1)[119]: (Bishop-Phelps-Bollobás theorem). Suppose ݔ ∈ ܵ௑, ݂ ∈ ܵ௑∗ and 
(ݔ)݂| − 1| ⩽ ߳ ଶ/2 ቀ0 < ߳ < ଵ

ଶ
ቁ. Then there exist ݕ ∈ ܵ௑ and ݃ ∈ ܵ௑∗ such that ݃ (ݕ) = 1, ∥ ݂ −

݃ ∥< ߳ and ∥ ݔ − ݕ ∥< ߳ + ߳ଶ 
Recently, Acosta, Aron, García and Maestre [122] defined the Bishop-Phelps-Bollobás 

property for a pair of Banach spaces. A pair of Banach spaces (ܺ, ܻ) is said to have the Bishop-
PhelpsBollobás property for operators (ܲܤܲܤ) if for every ߳ > 0 there are ߟ(߳) > 0 and 
(߳)ߚ > 0 with limఢ→଴ (߳)ߚ  = 0 such that for all ܶ ∈ ܵℒ(௑,௒) and ݔ଴ ∈ ܵ௑ satisfying ∥∥ܶ(ݔ଴)∥∥ >
1 − ଴ݑ there exist a point ,(߳)ߟ ∈ ܵ௑ and an operator ܵ ∈ ܵℒ(௑,௒) that satisfy the following 
conditions: 

∥∥଴ݑܵ∥∥ = 1, ଴ݑ∥∥  − ∥∥଴ݔ < ,(߳)ߚ   and  ∥ ܵ − ܶ ∥< ߳ 
This property is a uniform one in nature. 

Let (Ω, ࣛ, ,ܫ) finite measure space and-ߪ be a (ߤ Σ, ݉) be the Lebesgue measure space, 
where ܫ = [0,1]. Finet and Payá [129] showed that the set of all norm attaining operators is 
dense in the space ℒ(ܮଵ(ߤ), ,(ߤ)ଵܮ) ஶ(݉)). Further, we will show that the pairܮ  ஶ(݉)) hasܮ
the ܲܤܲܤ 

It is well known that the space ℒ(ܮଵ(ߤ),  ஶ(݉)) is isometrically isomorphic to the spaceܮ
ߤ)ஶܮ ⊗ ݉), where ߤ ⊗ ݉ denotes the product measure on Ω ×  The operator ℎ̂ .ܫ
corresponding to an essentially bounded function ℎ is given by 

[ℎ̂(݂)](ݐ) = න  
ஐ

ℎ(߱,  (߱)ߤ݀(߱)݂(ݐ

for ݉-almost every ݐ ∈ ݂ and for all ܫ ∈  .(see [128]) (ߤ)ଵܮ
We recall the Lebesgue density theorem: given a measurable set ܧ ⊂ ℝ, we have 

((ܧ)ߜΔܧ)݉ = 0, where (ܧ)ߜ is the set of points ݕ ∈ ℝ of density of ܧ, that is, 

(ܧ)ߜ = ൜ݕ ∈ ℝ: lim
௛→଴

 
ܧ)݉ ∩ ݕ] − ℎ, ݕ + ℎ])

2ℎ
= 1ൠ 
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and ܧΔ(ܧ)ߜ is the symmetric difference of the sets ܧ and (ܧ)ߜ. In addition, the closed unit ball 
of ܮଵ(݉) is the closed absolutely convex hull of the set ቄ ఞಳ

௠(஻)
: ܤ ∈ Σ, 0 < (ܤ)݉ < ∞ቅ, 

equivalently, 

∥ ݃ ∥ஶ= s  ቊ
1

(ܤ)݉
ቤන  

஻
 ݃݀݉ቤ : ܤ ∈ Σ, 0 < (ܤ)݉ < ∞ቋ 

for every ݃ ∈ of Ω ܯ ஶ(݉). For a measurable subsetܮ × ௫ܯ let ,ܫ = ݕ} ∈ ,ݔ) : ܫ (ݕ ∈  for {ܯ
each ݔ ∈ Ω and ܯ௬ = ݔ} ∈ Ω : (ݔ, (ݕ ∈ ݕ for each {ܯ ∈  .ܫ
Lemma (3.1.2)[119]: Let ܯ be a measurable subset of Ω × with positive measure, 0 ܫ < ߳ < 1, 
and ଴݂ = ∑௝ୀଵ

௠ ௝ߙ 
ఞಲೕ

ఓ൫஺ೕ൯
∈ ܵ௅భ(ఓ), where each ܣ௝ is a measurable subset of Ω with finite positive 

measure, ܣ௞ ∩ ௟ܣ = ∅, ݇ ≠ ݈, and ߙ௝ is a positive real number for every ݆ = 1, … , ݉ with 
∑௝ୀଵ

௠ ௝ߙ  = 1. If ∥∥߯̂ெ( ଴݂)∥∥ஶ > 1 − ߳, then there exists a simple function ݃଴ ∈ ܵ௅భ(ఓ) such that 

∥∥(߯̂ெ + ߮̂)(݃଴)∥∥ஶ = 1  and ∥∥ ଴݂ − ݃଴∥∥ଵ <
4߳

1 − ߳
, 

for any simple function ߮ in ܮஶ(ߤ ⊗ ݉) such that ∥ ߮ ∥ஶ⩽ 1 and ߮ vanishes on ܯ. 
Proof. Since ∥∥߯̂ெ( ଴݂)∥∥ஶ > 1 − ߳, there is a measurable subset ܤ of ܫ such that 0 <  and (ܤ)݉

ቤൽ߯̂ெ( ଴݂),
߯஻

(ܤ)݉
ඁቤ > 1 − ߳. 

For each ݆ = 1, … , ݉ we put ܯ௝ = ܯ ∩ ൫ܣ௝ ×  ൯ and letܤ
௝ܪ = ቄ(ݔ, :(ݕ ݔ ∈ ,௝ܣ ݕ ∈ ߜ ቀ൫ܯ௝൯

௫
ቁቅ. 

As in the proof of Proposition 5 in [134], ܪ௝ 's are disjoint measurable subsets of Ω × ߤ) and ܫ ⊗
(ܪ)(݉ > 0, where ܪ = ⋃௝ୀଵ

௠ ݕ ௝. Then there isܪ  ∈ (௬ܪ)ߤ such that ܫ > 0. We also note that 
for each ݆ = 1, … , ݉ we have ܪ௝ ⊂ ௝ܣ × ߤ) and (ܤ)ߜ ⊗ ݉)൫ܯ௝Δܪ௝൯ = 0. Let 

(ݕ)ܬ = ൛݆: ௝ܪ൫ߤ
௬൯ > 0,1 ⩽ ݆ ⩽ ݉ൟ. 

For ݕ ∈ (ݕ)ܬ with (ܤ)ߜ ≠ ∅ we define ݃௬ ∈ ܵ௅భ(ఓ) by 

݃௬ = ෍  
௝∈௃(௬)

௝ߚ

߯
ுೕ

೤
ఓቀுೕ

೤ቁ

 
, 

where ߚ௝ = ௝/൫∑௞∈௃(௬)ߙ  .௞൯ߙ 
We first claim that ߯̂ெ + ߮̂ attains its norm at ݃௬  for every ݕ with ߤ(ܪ௬) > 0. 
Fix such ݕ and let ܤ௡ = ݕ] − ௡ߛ , ݕ +  is a sequence of positive numbers (௡ߛ) ௡], whereߛ

converging to 0 . Note that for every ݔ ∈ ௝ܪ
௬  we have (ݔ, (ݕ ∈  ௝, which implies thatܪ

lim
௡→ஶ

 
݉ ቀ൫ܯ௝൯

௫
∩ ௡ቁܤ

(௡ܤ)݉ = 1. 

The Lebesgue dominated convergence and Fubini theorems show that for each ݆ ∈  (ݕ)ܬ

1 = lim
௡→ஶ

 
1

ߤ ቀܪ௝
௬ቁ

න  
ுೕ

೤

݉ ቀ൫ܯ௝൯
௫

∩ ௡ቁܤ
(௡ܤ)݉ (ݔ)ߤ݀ = lim

௡→ஶ
 
ߤ) ⊗ ݉) ቀܯ௝ ∩ ൫ܪ௝

௬ × ௡൯ቁܤ

ߤ ቀܪ௝
௬ቁ (௡ܤ)݉

. 
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On the other hand, since the simple function ߮ is assumed to vanish on ܯ and also ∥∥ ఝ∥∥ஶ
⩽ 1, 

we have 

∣ ൾ߮̂

⎝

⎜
⎛߯

ுೕ
೤

ఓቀுೕ
೤ቁ

)
,

߯஻೙

ං(௡ܤ)݉ | = |
1

ߤ ቀܪ௝
௬ቁ (௡ܤ)݉

න  
ுೕ

೤×஻೙

ߤ)݀߮  ⊗ ݉)ተ
ተ 

                            ⩽
ߤ) ⊗ ݉) ቀ൫ܪ௝

௬ × ௡൯ܤ ∖ ௝ቁܯ

ߤ ቀܪ௝
௬ቁ (௡ܤ)݉

 

                                               = 1 −
ߤ) ⊗ ݉) ቀܯ௝ ∩ ൫ܪ௝

௬ × ௡൯ቁܤ

ߤ ቀܪ௝
௬ቁ (௡ܤ)݉

→ 0, 

as ݊ → ∞. 
Therefore, 

1 ⩾ ∥∥(߯̂ெ + ߮̂)൫݃௬൯∥∥ஶ
⩾ lim

௡→ஶ
  ተൾ(߯̂ெ + ߮̂) ቌ ෍  

௝∈௃(௬)

௝ߚ 

߯ுೕ
೤

ߤ ቀܪ௝
௬ቁ

ቍ ,
߯஻೙

ංተ(௡ܤ)݉

 ⩾ lim
௡→ஶ

  ෍  
௝∈௃(௬)

௝ߚ 
ߤ) ⊗ ݉) ቀܯ ∩ ൫ܪ௝

௬ × ௡൯ቁܤ

ߤ ቀܪ௝
௬ቁ (௡ܤ)݉

 − lim
௡→ஶ

  ෍  
௝∈௃(௬)

௝ߚ  ቮ
1

ߤ ቀܪ௝
௬ቁ (௡ܤ)݉

න  
ுೕ

೤×஻೙

ߤ)݀߮  ⊗ ݉)ቮ

 ⩾ lim
௡→ஶ

  ෍  
௝∈௃(௬)

௝ߚ 
ߤ) ⊗ ݉) ቀܯ௝ ∩ ൫ܪ௝

௬ × ௡൯ቁܤ

ߤ ቀܪ௝
௬ቁ (௡ܤ)݉

 − lim
௡→ஶ

  ෍  
௝∈௃(௬)

௝ߚ  ቎1 −
ߤ) ⊗ ݉) ቀܯ௝ ∩ ൫ܪ௝

௬ × ௡൯ቁܤ

ߤ ቀܪ௝
௬ቁ (௡ܤ)݉

቏ = 1,

 

which shows that ߯̂ெ + ߮̂ attains its norm at ݃௬ . 
Next we claim that there exists ݕ ∈ (௬ܪ)ߤ such that (ܤ)ߜ > 0 and 

∥∥݃௬ − ଴݂∥∥ଵ
<

4߳
1 − ߳

. 

For each ݆ = 1, … , ݉ we set ܤ௝
ା = ൛ݕ ∈ :(ܤ)ߜ ௝ܪ൫ߤ

௬൯ > 0ൟ, ௝ܤ
଴ = ൛ݕ ∈ :(ܤ)ߜ ௝ܪ൫ߤ

௬൯ =
0ൟ and ܤ଴ = ⋂௝ୀଵ

௠ ௝ܤ 
଴. By applying Fubini's theorem the sets ܤ௝

ାand ܤ௝
଴ are Lebesgue measurable 

subsets of [0,1]. 
We note that for each ݆ = 1, … , ݉ 

ߤ) ⊗ ݉)൫ܯ௝൯ = ߤ) ⊗ ݉) ቀ൫ܣ௝ × ൯(ܤ)ߜ ∩  ௝ቁܪ
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 = ߤ) ⊗ ݉) ቀ൫ܣ௝ × ൯(ܤ)ߜ ∩ ൛(ݔ, (ݕ ∈ :௝ܪ ௝ܪ൫ߤ
௬൯ > 0ൟቁ . 

Since 

ฬ߯̂ெ( ଴݂) ൬
߯஻

(ܤ)݉
൰ฬ > 1 − ߳, 

we have 

1 − ߳ < ෍  
௠

௝ୀଵ

௝ߙ
ߤ) ⊗ ݉)൫ܯ௝൯

ߤ) ⊗ ݉)൫ܣ௝ × ൯ܤ
, 

which implies that 

෍  
௠

௝ୀଵ

௝ߙ
ߤ) ⊗ ݉) ቀ൫ܣ௝ × ൯(ܤ)ߜ ∖ ൛(ݔ, (ݕ ∈ :௝ܪ ௝ܪ൫ߤ

௬൯ > 0ൟቁ

ߤ) ⊗ ݉)൫ܣ௝ × ൯ܤ
< ߳,                (1) 

and 

 ෍  
௠

௝ୀଵ

௝ߙ 
ߤ) ⊗ ݉) ቀ൫ܣ௝ × ௝ܤ

଴൯ቁ

ߤ) ⊗ ݉)൫ܣ௝ × ൯ܤ
 

⩽ ෍  
௠

௝ୀଵ

  ௝ߙ

ߤ) ⊗ ݉) ൬ቀܣ௝ × ቁ(ܤ)ߜ ∖ ൛(ݔ, (ݕ ∈ :௝ܪ ௝ܪ൫ߤ
௬൯ > 0ൟ൰

ߤ) ⊗ ݉)൫ܣ௝ × ൯ܤ
< ߳,         (2) 

which implies that 

෍  
௠

௝ୀଵ

௝ܤ௝݉൫ߙ
଴൯ <  (3)                                                         .(ܤ)݉߳

It follows from this inequality that ݉(ܤ଴) < ݕ For .(ܤ)݉߳ ∈ (ܤ)ߜ ∖  ,଴ܤ

∥∥݃௬ − ଴݂∥∥ଵ
 = ෍  

௝∉௃(௬)

௝ߙ  + ෍  
௝∈௃(௬)

  ቎ቌ
௝ߚ

ߤ ቀܪ௝
௬ቁ

−
௝ߙ

௝൯ܣ൫ߤ
ቍ ௝ܪ൫ߤ

௬൯ + ௝ߙ
௝ܣ൫ߤ ∖ ௝ܪ

௬൯
௝൯ܣ൫ߤ

቏

 = ෍  
௝∉௃(௬)

௝ߙ  + 1 + ෍  
௝∈௃(௬)

  ൥−ߙ௝
௝ܪ൫ߤ

௬൯
௝൯ܣ൫ߤ

+ ௝ߙ
௝ܣ൫ߤ ∖ ௝ܪ

௬൯
௝൯ܣ൫ߤ

൩

 = 2 ෍  
௝∉௃(௬)

௝ߙ  + ෍  
௝∈௃(௬)

௝ߙ2 
௝ܣ൫ߤ ∖ ௝ܪ

௬൯
௝൯ܣ൫ߤ

.

 

Assume that there is no ݕ ∈ (ܤ)ߜ ∖  ଴ such thatܤ
Then 

4߳
1 − ߳

(ܤ)ߜ)݉ ∖ (଴ܤ  ⩽ න  
ఋ(஻)∖஻బ

  ∥∥݃௬ − ଴݂∥∥ଵ
(ݕ)݉݀

 = 2 න  
ఋ(஻)∖஻బ

 ቌ ෍  
௝∉௃(௬)

௝ߙ  + ෍  
௝∈௃(௬)

௝ߙ 
௝ܣ൫ߤ ∖ ௝ܪ

௬൯
௝൯ܣ൫ߤ

ቍ .(ݕ)݉݀
 

It follows from the inequalities (1)-(3) that 
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න ෍ (ݕ)݉݀ ௝ߙ
௝∉௃(௬)ఋ(஻)∖஻బ

= න ෍ ቆߙ௝߯஻ೕ
బ(ݕ)ቇ (ݕ)݉݀

௠

௃ୀଵఋ(஻)∖஻బ

 

                               ≤ ෍ ௝ܤ௝݉൫ߙ
଴൯

௠

௃ୀଵ

<  ,(ܤ)݉߳

and 

 න  
ఋ(஻)∖஻బ

  ෍  
௝∈௃(௬)

௝ߙ 
௝ܣ൫ߤ ∖ ௝ܪ

௬൯
௝൯ܣ൫ߤ

(ݕ)݉݀

 = න  
ఋ(஻)∖஻బ

 ෍  
௠

௝ୀଵ

 ൭ߙ௝
௝ܣ൫ߤ ∖ ௝ܪ

௬൯
௝൯ܣ൫ߤ

߯஻ೕ
శ(ݕ)൱ (ݕ)݉݀

 = ෍  
௠

௝ୀଵ

௝ߙ 
ߤ) ⊗ ݉) ቀ൫ܣ௝ × ௝ܤ

ା൯ ∖ ൛(ݔ, (ݕ ∈ ௝ܪ
௬: ݕ ∈ ௝ܤ

௬ൟቁ

௝൯ܣ൫ߤ
< .(ܤ)݉߳

 

Therefore, 

(ܤ)4߳݉  <
4߳

1 − ߳
(ܤ)ߜ)݉ ∖ (଴ܤ

 ⩽ න  
ఋ(஻)∖஻బ

  ∥∥݃௬ − ଴݂∥∥ଵ
(ݕ)݉݀ < ,(ܤ)4߳݉

 

which is a contradiction.  
Lemma (3.1.3)[119]: (See [122].) Let {ܿ௡} be a sequence of complex numbers with |ܿ௡| ⩽ 1 
for every ݊ , and let ߟ > 0 be such that for a convex series ∑௡ୀଵ

ஶ ,௡ߙ  Re ∑௡ୀଵ
ஶ ௡ܿ௡ߙ  > 1 −  Then .ߟ

for every 0 < ݎ < 1, the set ܣ = {݅ ∈ ℕ : Re ܿ ௜ >  satisfies the estimate {ݎ
෍  
௜∈஺

௜ߙ ⩾ 1 −
ߟ

1 − ݎ
. 

We recall that the set of simple functions is a dense subspace of ܮஶ(ߤ ⊗ ݉). 
Theorem (3.1.4)[119]: For the complex Banach spaces ܮଵ(ߤ) and ܮஶ(݉), let ܶ: (ߤ)ଵܮ →
∥ ஶ(݉) be a bounded operator such thatܮ ܶ ∥= 1. Given 0 < ߳ < 1/5 and ݂ ଴ ∈ ܵ௅భ(ఓ) satisfying 
∥∥ܶ( ଴݂)∥∥ஶൿ 1 − ଼߳, there exist ܵ ∈ ℒ(ܮଵ(ߤ), ,((݉)ஶܮ ∥ ܵ ∥= 1 and ݃଴ ∈ ܵ௅భ(ఓ) such that 

∥∥ܵ(݃଴)∥∥ஶ = 1,  ∥ ܶ − ܵ ∥< ߳ and ∥∥ ଴݂ − ݃଴∥∥ଵ < 2߳ସ +
4߳

1 − ߳
. 

Proof. Since the set of all simple functions is dense in ܮଵ(ߤ), we may assume 

଴݂ = ෍  
௠

௝ୀଵ

௝ߙ
߯஺ೕ

௝൯ܣ൫ߤ
∈ ܵ௅భ(ఓ), 

where each ܣ௝ is a measurable subset of Ω with finite positive measure, ܣ௞ ∩ ௟ܣ = ∅, ݇ ≠ ݈, and 
every ߙ௝ is a nonzero complex number with ∑௝ୀଵ

௠  หߙ௝ห = 1. We may also assume that 0 < ௝ߙ ⩽
1 for every ݆ = 1, … , ݉. Indeed, define Ψ: (ߤ)ଵܮ →  by (ߤ)ଵܮ
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Ψ(݂) = ෍  
௠

௝ୀଵ

݁ି௜ఏೕ݂ ⋅ ߯஺ೕ + ݂ ⋅ ߯൫ஐ∖⋃  ೘
ೕసభ  ஺ೕ൯ 

where ߠ௝ = arg ൫ߙ௝൯ for every ݆ = 1, … , ݉. The operator Ψ is an isometric isomorphism of ܮଵ(ߤ) 
onto ܮଵ(ߤ), 

∥∥ܶ( ଴݂)∥∥ஶ = ∥∥(ܶ ∘ Ψିଵ)൫Ψ( ଴݂)൯∥∥ஶ > 1 − ଼߳ 
and 

Ψ( ଴݂) = ෍  
௠

௝ୀଵ

หߙ௝ห
߯஺ೕ

௝൯ܣ൫ߤ
, 

hence we may replace ܶ and ଴݂ by ܶ ∘ Ψିଵ and Ψ( ଴݂), respectively. 
Let ℎ be the element in ܮஶ(Ω × ,ܫ ߤ ⊗ ݉), ∥ ℎ ∥ஶ= 1 corresponding to ܶ, that is, ܶ = ℎ̂. 

We can find a simple function 
ℎ଴ ∈ ஶ(Ωܮ × ,ܫ ߤ ⊗ ݉),  ∥∥ℎ଴∥∥ஶ = 1 

such that ∥∥ℎ − ℎ଴∥∥ஶ < ∥∥ܶ( ଴݂)∥∥ஶ − (1 − ଼߳), hence ∥∥ℎ̂଴( ଴݂)∥∥ஶ > 1 − ଼߳. We can write ℎ଴ = 
∑௟ୀଵ

௣  ܿ௟߯஽೗ , where each ܦ௟ is a measurable subset of Ω × ௞ܦ ,with positive measure ܫ ∩ ௟ܦ = ∅, 
݇ ≠ ݈, the complex number |ܿ௟| ⩽ 1 for every ݈ = 1, … , and หܿ௟బห ,݌ = 1 for some 1 ⩽ ݈଴ ⩽  .݌

Let ܤ be a Lebesgue measurable subset of ܫ with 0 < (ܤ)݉ < ∞ such that 

ቤൽℎ̂଴( ଴݂),
߯஻

(ܤ)݉
ඁቤ > 1 − ଼߳. 

Choose ߠ ∈ ℝ so that 

1 − ଼߳  < ቤൽℎ̂଴( ଴݂),
߯஻

(ܤ)݉
ඁቤ

 = ݁௜ఏ ൽℎ̂଴( ଴݂),
߯஻

(ܤ)݉
ඁ

 = ෍  
௠

௝ୀଵ

௝݁௜ఏߙ  ൽℎ̂଴ ቆ
߯஺ೕ

௝൯ܣ൫ߤ
ቇ ,

߯஻

(ܤ)݉
ඁ .

 

Let 

ܬ = ቊ݆: 1 ⩽ ݆ ⩽ ݉, Re ቈ݁௜ఏ ൽℎ̂଴ ቆ
߯஺ೕ

௝൯ܣ൫ߤ
ቇ ,

߯஻

(ܤ)݉
ඁ቉ > 1 − ߳ସቋ. 

By Lemma (3.1.3) we have 

௃ߙ = ෍  
௝∈௃

௝ߙ > 1 −
଼߳

1 − (1 − ߳ସ) = 1 − ߳ସ. 

We define 

ଵ݂ = ෍  
௝∈௃

ቆ
௝ߙ

௃ߙ
ቇ

߯஺ೕ

௝൯ܣ൫ߤ
. 

Then we can see ∥∥ ଵ݂∥∥ଵ = 1, 
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∥∥ ଴݂ − ଵ݂∥∥ଵ  ⩽
∥∥
∥∥
∥

෍  
௝∉௃

௝ߙ 
߯஺ೕ

∥∥௝൯ܣ൫ߤ
∥∥
∥

ଵ

+ ቆ
1
௃ߙ

− 1ቇ
∥∥
∥∥
∥

෍  
௝∈௃

௝ߙ 
߯஺ೕ

∥∥௝൯ܣ൫ߤ
∥∥
∥

ଵ

 = ෍  
௝∉௃

௝ߙ  + ൫1 − ௃൯ߙ = 2൫1 − ௃൯ߙ < 2߳ସ
 

and 

ቤൽℎ̂଴( ଵ݂),
߯஻

(ܤ)݉
ඁቤ  ⩾ Re ቈ݁௜ఏ ൽℎ̂଴( ଵ݂),

߯஻

(ܤ)݉
ඁ቉

 =
1
௃ߙ

෍  
௝∈௃

௝Re ቈ݁௜ఏߙ  ൽℎ̂଴ ቆ
߯஺ೕ

௝൯ܣ൫ߤ
ቇ ,

߯஻

(ܤ)݉
ඁ቉

 >
1
௃ߙ

෍  
௝∈௃

௝(1ߙ  − ߳ସ) = 1 − ߳ସ.

 

On the other hand, for each ݆ ∈  ܬ

1 − ߳ସ  < Re ቈ݁௜ఏ ൽℎ̂଴ ቆ
߯஺ೕ

௝൯ܣ൫ߤ
ቇ ,

߯஻

(ܤ)݉
ቇ቉

 = Re ቎݁௜ఏ ෍  
௣

௟ୀଵ

  ܿ௟
ߤ) ⊗ ݉) ቀܦ௟ ∩ ൫ܣ௝ × ൯ቁܤ

(ܤ)௝൯݉ܣ൫ߤ
቏

 = Re ൥݁௜ఏ ෍  
௣

௟ୀଵ

  ܿ௟ߛ௝
௝,௟ߛ

௝ߛ
൩

 

where 

௝ߛ = ෍  
௣

௟ୀଵ

ߤ) ⊗ ݉) ቀܦ௟ ∩ ൫ܣ௝ × ൯ቁܤ

(ܤ)௝൯݉ܣ൫ߤ
, 

and 

௝,௟ߛ =
ߤ) ⊗ ݉) ቀܦ௟ ∩ ൫ܣ௝ × ൯ቁܤ

(ܤ)௝൯݉ܣ൫ߤ
. 

We define 

ܮ = ቊ݈: 1 ⩽ ݈ ⩽ ,݌ Re ൫݁௜ఏܿ௟൯ > 1 −
߳ଶ

4
ቋ, 

and 

௝ܮ = ቊ݈: 1 ⩽ ݈ ⩽ ,݌ Re ൫݁௜ఏܿ௟ߛ௝൯ > 1 −
߳ଶ

4
ቋ. 

For each ݆ ∈ ௝ߛ we can see ܬ > 1 − ߳ସ, and by Lemma (3.1.3) again 

෍  
௟∈௅ೕ

௝,௟ߛ

௝ߛ
> 1 −

߳ସ

1 − ൬1 − ߳ଶ

4 ൰
= 1 − 4߳ଶ. 
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Hence 
෍  
௟∈௅ೕ

௝,௟ߛ > (1 − 4߳ଶ)(1 − ߳ସ) 

For every ݆ ∈ ௝ܮ we note that ܬ ⊂  and ܮ

෍  
௟∈௅

 
ߤ) ⊗ ݉) ቀܦ௟ ∩ ൫ܣ௝ × ൯ቁܤ

(ܤ)௝൯݉ܣ൫ߤ
 ⩾ ෍  

௟∈௅ೕ

 
ߤ) ⊗ ݉) ቀܦ௟ ∩ ൫ܣ௝ × ൯ቁܤ

(ܤ)௝൯݉ܣ൫ߤ

 = ෍  
௟∈௅ೕ

  ௝,௟ߛ > (1 − 4߳ଶ)(1 − ߳ସ)
 

Set ܦ = ⋃௟∈௅  .௟ܦ 
Therefore 

ൽ߯̂஽( ଵ݂),
߯஻

(ܤ)݉
ඁ  = ෍  

௝∈௃

  ቆ
௝ߙ

௃ߙ
ቇ ⋅ ෍  

௟∈௅

 
ߤ ⊗ ݉ ቀܦ௟ ∩ ൫ܣ௝ × ൯ቁܤ

(ܤ)௝൯݉ܣ൫ߤ

 ⩾ ෍  
௝∈௃

  ቆ
௝ߙ

௃ߙ
ቇ (1 − 4߳ଶ)(1 − ߳ସ) = (1 − 4߳ଶ)(1 − ߳ସ)

 > 1 − 5߳ଶ > 1 − ߳

 

By Lemma (3.1.2) there is ݃଴ ∈ ܵ௅భ(ఓ) such that ∥∥(߯̂஽ + ߮̂)(݃଴)∥∥ஶ = 1 and ∥∥ ଵ݂ − ݃଴∥∥ < ସఢ
ଵିఢ

, 
where ߮ is any simple function in ܮஶ(ߤ ⊗ ݉) such that ∥ ߮ ∥ஶ⩽ 1 and ߮ vanishes on ܦ. 
Therefore, we have 

∥∥ ଴݂ − ݃଴∥∥ଵ ⩽ ∥∥ ଴݂ − ଵ݂∥∥ଵ + ∥∥ ଵ݂ − ݃଴∥∥ଵ ⩽ 2߳ସ +
4߳

1 − ߳
 

Define 
ℎଵ = ݁ି௜ఏ߯஽ + ෍  

௟∉௅

ܿ௟߯஽೗ ∈ ߤ)ஶܮ ⊗ ݉) 

Let ܵ be the operator in ℒ(ܮଵ(ߤ),  ஶ(݉)) corresponding to ℎଵ. Thenܮ
∥∥ܵ(݃଴)∥∥ஶ = ∥∥ℎ̂ଵ(݃଴)∥∥ஶ = 1 

and 
∥∥ℎ଴ − ℎଵ∥∥ஶ = max

௟∈௅
 หܿ௟ − ݁ି௜ఏห = max

௟∈௅
 ห݁௜ఏܿ௟ − 1ห 

However, Re ൫݁௜ఏܿ௟൯ > 1 − ఢమ

ସ
 for every ݈ ∈  hence ,ܮ

ቀIm ൫݁௜ఏܿ௟൯ቁ
ଶ

 ⩽ 1 − ቀRe ൫݁௜ఏܿ௟൯ቁ
ଶ

 < 1 − ቆ1 −
߳ଶ

4
ቇ

ଶ

=
߳ଶ

2
−

߳ସ

16

 

Since 

ห݁௜ఏܿ௟ − 1ห  = ට൫1 − Re (݁௜ఏܿ௟)൯
ଶ

+ ൫Im (݁௜ఏܿ௟)൯
ଶ

 < ඥ߳ସ/16 + (߳ଶ/2 − ߳ସ/16) =
߳

√2
,
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we conclude 
∥∥ℎ଴ − ℎଵ∥∥ஶ <

߳
√2

, 

hence 
∥ ܶ − ܵ ∥ஶ⩽ ∥∥ℎ − ℎ଴∥∥ஶ + ∥∥ℎ଴ − ℎଵ∥∥ஶ < ଼߳ +

߳
√2

< ߳. 

We observe that for the real Banach spaces ܮଵ(ߤ) and ܮஶ(݉) better estimates could be obtained 
by inspecting the above proof. 
Theorem (3.1.5)[119]: For the real Banach spaces ܮଵ(ߤ) and ܮஶ(݉), let ܶ be a bounded 
operator from ܮଵ(ߤ) into ܮஶ(݉) such that ∥ ܶ ∥= 1. Given 0 < ߳ < 1/5 and ଴݂ ∈ ܵ௅భ(ఓ) 
satisfying ∥∥ܶ( ଴݂)∥∥ஶ > 1 − ߳ସ, there exist ܵ ∈ ℒ(ܮଵ(ߤ), ∥ ,((݉)ஶܮ ܵ ∥= 1 and ݃ ଴ ∈ ܵ௅భ(ఓ) such 
that 

∥∥ܵ(݃଴)∥∥ஶ = 1,  ∥ ܶ − ܵ ∥< ߳ and ∥∥ ଴݂ − ݃଴∥∥ଵ < 2߳ଶ +
20߳

1 − 5߳
. 

Section (3.2): Operators From ࢉ૙ to Uniformly Convex Spaces: 
For ܺ be a real or complex Banach space and ܤ௑ (resp. ܵ௑) be the closed unit ball (resp. 

unit sphere) of ܺ. Let ℒ(ܺ, ܻ) be the Banach space of all bounded linear operators from ܺ into 
ܻ. We say that an operator ܶ ∈ ℒ(ܺ, ܻ) attains its norm if there exists ݔ଴ ∈ ܵ௑ such that 

∥∥(଴ݔ)ܶ∥∥ =∥ ܶ ∥= s  {∥ (ݔ)ܶ ∥: ݔ ∈  .{௑ܤ
In 1961, Bishop and Phelps [143] showed that the set of norm-attaining functionals on a Banach 
space ܺ  is dense in its dual space ܺ ∗, namely the BishopPhelps Theorem. There have been many 
efforts to extend this theorem to bounded linear operators between Banach spaces 
[145],[150],[152],[155],[156],[157], and also to non-linear mappings like multi-linear mappings 
[142], [148], polynomials and holomorphic mappings [137]. This theorem was sharpened in 
1970 by Bollobás [144], and we call it the Bishop-Phelps-Bollobás Theorem. 
Theorem (3.2.1)[136]: ([144]). For an arbitrary ߳ > 0, if ݔ∗ ∈ ܵ௑∗ satisfies |1 − |(ݔ)∗ݔ < ߳ଶ/4 
for ݔ ∈ ݕ ௑, then there are bothܤ ∈ ܵ௑ and ݕ∗ ∈ ܵ௑∗ such that (ݕ)∗ݕ = 1, ∥ ݕ − ݔ ∥< ߳ and 
∗ݕ∥∥ − ∥∥∗ݔ < ߳. 

Afterwards, Acosta et al. [138] began extending this theorem to bounded linear operators 
between Banach spaces and defined the Bishop-Phelps-Bollobás property ([138]). We say that 
the pair (ܺ, ܻ) has the BishopPhelps-Bollobás property for operators (BPBP), if given ߳ > 0 
there exist ߚ(߳) > 0 and ߟ(߳) > 0 with limఢ→଴శ (߳)ߚ  = 0 such that if there exist both ܶ ∈
ܵℒ(௑,௒) and ݔ଴ ∈ ܵ௑ satisfying ∥∥ܶݔ଴∥∥ > 1 − ܵ then there exist both an operator ,(߳)ߟ ∈ ܵℒ(௑,௒) 
and ݑ଴ ∈ ܵ௑ such that 

∥∥଴ݑܵ∥∥ = 1, ଴ݔ∥∥  − ∥∥଴ݑ < ∥  and  (߳)ߚ ܶ − ܵ ∥< ߳. 
They characterized the Banach spaces ܻ such that the pair (ℓଵ, ܻ) has the ܲܤܲܤ. They also 
proved that for a uniformly convex space ܻ the pair (ℓஶ

௡ , ܻ) has the ܲܤܲܤ for every ݊ ∈ ℕ, but 
it remained open whether or not the pair (ܿ଴, ܻ) has the ܲܤܲܤ for a uniformly convex space ܻ. 
Our main result states that this problem has a positive answer. It seems worth mentioning that 
some other results about the ܲܤܲܤ have appeared very recently ([140],[141],[149],[151]). 

It was shown that if ܺ is uniformly convex, a pair of Banach spaces (ܺ, ܻ) has the ܲܤܲܤ 
for every Banach space ܻ ([154]). We can ask a natural question that if ܻ is uniformly convex, 
then does the pair (ܺ, ܻ) have the ܲܤܲܤ for every Banach space? Let us note that the above 
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statement does not hold in case that ܻ is uniformly convex. Indeed there exists a Banach space 
ܺ such that the set of norm-attaining operators is not dense in ℒ൫ܺ, ℓ௣൯ for 1 < ݌ < ∞ ([153]). 
However, in order to prove the main result, we use the following perturbation result for operators 
from a reflexive space ܺ into a uniformly convex space ܻ. 
Theorem (3.2.2)[136]: Let 1 > ߳ > 0 be given. Let ܺ be a reflexive Banach space and ܻ be a 
uniformly convex Banach space with modulus of convexity ߜ(߳) > 0. If ܶ ∈ ܵℒ(௑,௒) and ݔ ∈ ܵ௑ 
satisfy 

∥ ݔܶ ∥> 1 −
߳

2ହ ߜ ቀ
߳
2

ቁ, 
then there exist ܵ ∈ ܵℒ(௑,௒) and ݔ଴ ∈ ܵ௑ such that ∥∥ܵݔ଴∥∥ = 1, ∥ ܵ − ܶ ∥< ߳ and ∥∥ܶݔ − ∥∥଴ݔܵ <
߳. 
Proof. Assume ܶ ∈ ܵℒ(௑,௒) and ݔ ∈ ܵ௑ satisfy 

∥ ݔܶ ∥> 1 −
߳

2ହ ߜ ቀ
߳
2

ቁ. 
Choose ݂ ∈ ܵ௒∗ such that 

Re ݂ (ݔܶ) > 1 −
߳

2ହ ߜ ቀ
߳
2

ቁ. 
Set (ݔଵ, ଵ݂, ଵܶ) = ,ݔ) ݂, ܶ), and define a sequence 

,௜ݔ) ௜݂ , ௜ܶ)௜ୀଵ
ஶ ⊂ ܵ௑ × ܵ௒∗ × ܵℒ(௑,௒), 

inductively. 
If the ݇-th term was constructed, define 

ܶ̃௞ାଵݔ = ௞ܶݔ +
߳

2௞ାଶ ௞݂( ௞ܶݔ) ௞ܶݔ௞ ,   and  ௞ܶାଵ =
ܶ̃௞ାଵ

∥∥ܶ̃௞ାଵ∥∥
. 

Choose ݔ௞ାଵ and ௞݂ାଵ satisfying 
Re ݂ ௞ାଵ൫ܶ̃௞ݔ௞൯ = ห ௞݂ାଵ൫ܶ̃௞ݔ௞൯ห, 

Re ݂ ௞ାଵ൫ܶ̃௞ାଵݔ௞ାଵ൯ > ∥∥ܶ̃௞ାଵ∥∥ − ఢ
ଶೖశఱ ߜ ቀ ఢ

ଶೖశభቁ. 
This implies that 

Re ݂ ௞ାଵ( ௞ܶାଵݔ௞ାଵ) > ∥∥ ௞ܶାଵ∥∥ −
߳

2௞ାସ ߜ ቀ
߳

2௞ାଵቁ. 
We can see that 

∥∥ ௞ܶ − ௞ܶାଵ∥∥  ≤ ∥∥ ௞ܶ − ܶ̃௞ାଵ∥∥ + ∥∥ܶ̃௞ାଵ − ௞ܶାଵ∥∥

 <
߳

2௞ାଵ .
 

Hence, ( ௞ܶ) is a Cauchy sequence which converges to ܵ ∈ ܵℒ(௑,௒) satisfying ∥∥ ௞ܶ − ܵ∥∥ < ఢ
ଶೖ.  

To see that ( ௜ܶݔ௜)௜ୀଵ
ஶ  is also a Cauchy sequence, we need to check the following: 

∥∥ܶ̃௞∥∥ −
߳

2௞ାସ ߜ ቀ
߳

2௞ቁ < ห ௞݂൫ܶ̃௞ݔ௞൯ห                              

                                                   = ቚ ௞݂( ௞ܶିଵݔ௞) +
߳

2௞ାଵ ௞݂ିଵ( ௞ܶିଵݔ௞) ⋅ ௞݂( ௞ܶିଵݔ௞ିଵ)ቚ 

≤ | ௞݂( ௞ܶିଵݔ௞)| +
߳

2௞ାଵ | ௞݂ିଵ( ௞ܶିଵݔ௞)| ⋅ | ௞݂( ௞ܶିଵݔ௞ିଵ)| 

                     ≤ ∥∥ ௞ܶିଵ∥∥ +
߳

2௞ାଵ Re ݂ ௞( ௞ܶିଵݔ௞ିଵ), 
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                                        ∥∥ܶ̃௞∥∥ ≥ ห ௞݂ିଵ൫ܶ̃௞ݔ௞ିଵ൯ห 

= ቚ ௞݂ିଵ( ௞ܶିଵݔ௞ିଵ) +
߳

2௞ାଵ ௞݂ିଵ( ௞ܶିଵݔ௞ିଵ) ⋅ ௞݂ିଵ( ௞ܶିଵݔ௞ିଵ)ቚ         

                     ≥ ቤቆ1 +
߳

2௞ାଵ ௞݂ିଵ( ௞ܶିଵݔ௞ିଵ)ቇ ⋅ ௞݂ିଵ( ௞ܶିଵݔ௞ିଵ)ቤ 

                               ≥ ቆ1 +
߳

2௞ାଵ Re ݂ ௞ିଵ( ௞ܶିଵݔ௞ିଵ)ቇ ⋅ Re ݂ ௞ିଵ( ௞ܶିଵݔ௞ିଵ) 

≥ ∥∥ ௞ܶିଵ∥∥ −
߳

2௞ାଶ ߜ ቀ
߳

2௞ିଵቁ +
߳

2௞ାଵ ቆ∥∥ ௞ܶିଵ∥∥ −
߳

2௞ାଶ ߜ ቀ
߳

2௞ିଵቁቇ
ଶ

      

It follows from the above that 

              Re ݂ ௞( ௞ܶିଵݔ௞ିଵ) > ቆ∥∥ ௞ܶିଵ∥∥ −
߳

2௞ାଶ ߜ ቀ
߳

2௞ିଵቁቇ
ଶ

−
1
2

ߜ ቀ
߳

2௞ିଵቁ −
1

2ଷ ߜ ቀ
߳

2௞ቁ 

 ≥ 1 −
߳

2௞ାଵ ߜ ቀ
߳

2௞ିଵቁ −
1
2

ߜ ቀ
߳

2௞ିଵቁ −
1

2ଷ ߜ ቀ
߳

2௞ቁ

 ≥ 1 − ߜ ቀ
߳

2௞ିଵቁ .
 

Hence, 

∥∥
∥ ௞ܶିଵݔ௞ିଵ + ௞ܶݔ௞

2 ∥∥
∥  ≥ Re ݂ ௞ ൬ ௞ܶିଵݔ௞ିଵ + ௞ܶݔ௞

2
൰

 > 1 −
߳

2௞ାସ ߜ ቀ
߳

2௞ቁ −
1
2

ߜ ቀ
߳

2௞ିଵቁ

 ≥ 1 − ߜ ቀ
߳

2௞ିଵቁ ,

 

which implies that ∥∥ ௞ܶିଵݔ௞ିଵ − ௞ܶݔ௞∥∥ < ఢ
ଶೖషభ. Moreover, (ܵݔ௞)௞ୀଵ

ஶ  is also a Cauchy sequence 
and the limits of ( ௞ܶݔ௞)௞ୀଵ

ஶ  and (ܵݔ௞)௞ୀଵ
ஶ  are the same. Choose a weakly convergent 

subsequence ൫ݔ௞೔൯௜ୀଵ
ஶ

 of (ݔ௜)௜ୀଵ
ஶ  and let ݔ଴ ∈  ௑ be its weak limit. We can see that the limit ofܤ

( ௞ܶݔ௞)௞ୀଵ
ஶ  is ܵݔ଴. Therefore ∥∥ܶݔ − ∥∥଴ݔܵ < ߳ and ∥∥ܵݔ଴∥∥ = 1. We present here some useful 

lemmas, see ([138], Lemma 3.3, Lemma 5.1, Lemma 6.1). 
Lemma (3.2.3)[136]: ([138], Lemma 3.3): Let {ܿ௡} be a sequence of complex numbers with 
|ܿ௡| ≤ 1 for every ݊, and let ߟ > 0 be such that for a series of non-negative numbers ∑௡ୀଵ

ஶ ௡ߙ  ≤
1, Re ∑௡ୀଵ

ஶ ௡ܿ௡ߙ  > 1 − For every 0 .ߟ < ݎ < 1, the set ܣ = {݅ ∈ :ۼ Re ܿ ௜ >  satisfies the {ݎ
estimate 

෍  
௜∈஺

௜ߙ ≥ 1 −
ߟ

1 − ݎ
. 

Lemma (3.2.4)[136]: ([138], Lemma 5.1): Let 0 < ߳ < 1 be given and ܻ be a uniformly convex 
Banach space with modulus of convexity ߜ(߳). If ܶ ∈ ܵℒ(௖బ,௒) (resp. ܶ ∈ ܵℒ(ℓಮ

೙ ,௒)൯, and ܣ ⊂ ℕ 
(resp. ܣ ⊂ {1, … , ݊} ) has the property that ∥∥ܶ ஺ܲ∥∥ > 1 − ܫ)ܶ∥∥ then we have that ,(߳)ߜ − ஺ܲ)∥∥ ≤
߳, where ஺ܲ is the canonical projection from ܿ଴ (resp. ℓஶ

௡ ) to ℓஶ
஺ . 

Lemma (3.2.5)[136]: Let ܻ be a strictly convex Banach space ܶ ∈ ,ܺ)ܮ ܻ), where ܺ = ℓஶ
௡ , ܿ଴, 

or ℓஶ. If ∥ ݔܶ ∥=∥ ܶ ∥ for some ݔ = (௜ݔ) ∈ ܵ௑, then ܶ݁௞ = 0 for every ݇ ∈ ܣ = {݅: |௜ݔ| < 1}. 
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Theorem (3.2.6)[136]: Let ܻ be a uniformly convex Banach space. Given 0 < ߳ < 1, there 
exists 0 < (߳)ߟ < 1 such that if ܶ ∈ ܵℒ(ℓಮ

೙ ,௒) and ݔ ∈ ܵℓಮ
೙  satisfies 

∥ ݔܶ ∥> 1 −  ,ଶ(߳)ߟ
then there exist ܵ ∈ ܵℒ(ℓಮ

೙ ,௒) and ݒ ∈ ܵℓಮ
೙  such that ∥ ݒܵ ∥= 1, ∥ ܵ − ܶ ∥< ߳ and ∥ ݔ − ݒ ∥<

√߳ + √߳ଶ + 2߳ for every ݊ ∈ ℕ. 
Proof. Let the modulus of convexity of ܻ be 0 < (߳)ߜ < 1. Given ߳ > 0, set ߛ(߳) = ఢ

ଶఱ ߜ ቀఢ
ଶ
ቁ 

and ߟ(߳) = ߛ ൬ఢ
ଷ

ߜ ቀఢ
଺
ቁ൰. Assume that ܶ ∈ ܵℒ(ℓಮ

೙ ,௒) and ݔ ∈ ܵℓಮ
೙  satisfy 

∥ (ݔ)ܶ ∥> 1 −  .ଶ(߳)ߟ
Choose ݕ∗ ∈ ܵ௒∗  so that 

Re (ݔ)ܶ∗ݕ = Re ܶ (ݔ)∗ݕ∗ > 1 −  .ଶ(߳)ߟ
Write ܶ∗ݕ∗ = ௜ୀଵ(௜(∗ݕ∗ܶ))

௡ ∈ ℓభܤ
೙ , ݔ = ௜ୀଵ(௜ݔ)

௡ ∈ ܵℓಮ
೙ , and for any set ܦ ⊂ {1, … , ݊} define 

1஽ ∈ ℓஶ
௡  such that (1஽)௜ = 1 for ݅ ∈ and (1஽)௜ ܦ = 0 for ݅ ∈  ௖. By using an appropriateܦ

isometry on ℓஶ
௡ , we can assume that (ܶ∗ݕ∗)௜ = Re (ܶ∗ݕ∗)௜ ≥ 0 for all ݅ = 1, … , ݊. 

Let ܣ = {݅ ∈ {1, … , ݊} : Re ݔ௜ > 1 −  By Lemma (3.2.3), we can see that .{(߳)ߟ
Re ෍  

௜∈஺

௜(∗ݕ∗ܶ) > 1 −  ,(߳)ߟ

which implies 
∥∥ܶ ஺ܲ(1஺)∥∥ > 1 −  .(߳)ߟ

From Lemma (3.2.4) and the fact that ߟ(߳) < ఢ
଺

ߜ ቀఢ
଺
ቁ, it follows that 

ܫ)ܶ∥∥ − ஺ܲ)∥∥ <
߳
6

ߜ ቀ
߳
6

ቁ. 
Consider ஺ܶ ∈ ℒ(ℓஶ

஺ , ܻ) which is the restriction of ܶ ஺ܲ on ℓஶ
஺ . We clearly have that 

∥∥
∥ ஺ܶ

∥∥ ஺ܶ∥∥
− ஺ܶ∥∥

∥ ≤ ∥∥  and  (߳)ߟ
∥ ஺ܶ(1஺)

∥∥ ஺ܶ∥∥ ∥∥
∥ > 1 −  .(߳)ߟ

By Theorem (3.2.2) there exist ܶ̃ ∈ ܵℒ൫ℓಮ
ಲ ,௒൯ and ݑ ∈ ܵℓಮ

ಲ  such that 

∥ (ݑ)̃ܶ ∥= 1,  ∥∥
∥ܶ̃ − ஺ܶ

∥∥ ஺ܶ∥∥∥∥
∥ <

߳
3

ߜ ቀ
߳
6

ቁ ,   and  ∥∥
∥ ஺ܶ(1஺)

∥∥ ஺ܶ∥∥
− ∥∥ݑ̃ܶ

∥ <
߳
3

ߜ ቀ
߳
6

ቁ. 

This implies that 

∥∥ܶ̃(1஺) − ∥∥(ݑ)̃ܶ ≤ ∥∥
∥ ஺ܶ(1஺)

∥∥ ஺ܶ∥∥
− ܶ̃(1஺)

∥∥
∥ + ∥∥

∥ ஺ܶ(1஺)
∥∥ ஺ܶ∥∥

− ∥∥(ݑ)̃ܶ
∥ <

2߳
3

ߜ ቀ
߳
6

ቁ. 

Choose ݖ∗ ∈ ܵ௒∗  so that ݑ̃ܶ∗ݖ = Re ݑ̃ܶ∗ݖ = 1. We may assume that ݑ =  ௜∈஺ is an extreme(௜ݑ)
point of ܤℓಮ

ಲ  by Lemma (3.2.5) which implies |ݑ௜| = 1 for all ݅ ∈ -There exist series of non .ܣ
negative numbers ∑௜∈஺ ௜ satisfying ∑௜∈஺ߙ  ௜ߙ  = 1 and ൫ߠ௝൯

௝∈஺
 such that ܶ̃∗ݖ∗ = ൫ߙ௝݁ఏೕ௜൯

௝∈஺
. 

Then, we can easily see that ݑ௝ = ݁ିఏೕ௜ for every ݆ such that ߙ௝ ≠ 0. 
We get that 

Re ෍  
௝∈஺

௝݁ఏೕ௜ߙ  = Re ܶ ˜ (1஺)∗ݖ∗ = Re ݖ∗ܶ̃(1஺) 

                                  > Re ܶ ˜ (ݑ)∗ݖ∗ − ∥∥ܶ̃(1஺) −  ∥∥(ݑ)̃ܶ
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> 1 −
2߳
3

ߜ ቀ
߳
6

ቁ 

Let us write = {݆ ∈ ݁ Re : ܣ ఏೕ௜ > 1 − ߳ and ߙ௝ ≠ 0ൟ. By Lemma (3.2.3) we get 

∥∥ܶ̃ ஼ܲ∥∥ ≥ ෍  
௝∈஼

ቚ൫ܶ̃∗ݖ∗൯௝ቚ = ෍  
௝∈஼

௝ߙ > 1 − ߜ ቀ
߳
6

ቁ. 

Hence, 

∥∥ܶ̃ ஼ܲ∥∥ > 1 − ߜ ቀ
߳
6

ቁ  and ∥∥ܶ̃(ܫ − ஼ܲ)∥∥ <
߳
6

.  

Set ܵ = ܶ̃ ஼ܲ + ܫ)̃ܶ − ஼ܲ) ௨ܲ ∈ ܵℒ൫ℓಮ
ಲ ,௒൯ where ௨ܲ(ݖ) = ݖ ௜∈஺ for every(௜ݖ௜ݑ) ∈ ℓஶ

஺ . Then ∥
(ݑ̃)ܵ ∥=∥ ܵ ∥= 1, where ̃ݑ௜ = ݅ ௜ for allݑ ∈ ௜ݑ̃ and ܥ = 1 for all ݅ ∈ ܣ ∖  .ܥ

We can easily extend ܵ and ܶ̃ to operators from ℓஶ
௡  to ܻ by defining 

ܵ(݁௜) = ܶ̃(݁௜) = 0  for every ݅ ∈ {1, … , ݊} ∖  .ܣ
Choose ݒ ∈ ℓஶ

௡  so that ݒ௜ = ݅ ௜ for everyݑ̃ ∈ ௜ݒ and ܣ = ௜ݔ  for all ݅ ∈  .௖ܣ
We can see that 

∥ ܵ − ܶ ∥ ≤ ∥∥ܵ − ܶ ஺ܲ∥∥ + ∥∥ܶ ஺ܲ − ܶ∥∥

≤∥ ܵ − ܶ̃ ∥ + ∥∥
∥ܶ̃ −

ܶ ஺ܲ

∥∥ܶ ஺ܲ∥∥∥∥
∥ + ∥∥

∥ ܶ ஺ܲ

∥∥ܶ ஺ܲ∥∥
− ܶ ஺ܲ∥∥

∥ + ∥∥ܶ ஺ܲ − ܶ∥∥

= ܫ)̃ܶ∥∥ − ஼ܲ) ௨ܲ − ܫ)̃ܶ − ஼ܲ)∥∥ + ∥∥
∥ܶ̃ −

ܶ ஺ܲ

∥∥ܶ ஺ܲ∥∥∥∥
∥

     + ∥∥
∥ ܶ ஺ܲ

∥∥ܶ ஺ܲ∥∥
− ܶ ஺ܲ∥∥

∥ + ∥∥ܶ ஺ܲ − ܶ∥∥

≤
߳
6

+
߳
6

+ ቆ
߳
3

ߜ ቀ
߳
6

ቁቇ + (߳)ߟ + ቆ
߳
6

ߜ ቀ
߳
6

ቁቇ < ߳.

 

For every ݆ ∈  we obtain ,ܣ

หݔ௝ − 1ห  ≤ ට൫1 − Re ݔ௝൯
ଶ

+ ൫Im ݔ௝൯
ଶ

 ≤ ටߟ(߳)ଶ + ቀ1 − ൫Re ݔ௝൯
ଶ

ቁ

 ≤ ඥߟ(߳)ଶ + .(߳)ߟ2

 

Similarly, for every ݆ ∈ ௝ݑ from the fact that Re ,ܥ = Re ݁ ିఏೕ௜ = Re ݁ ఏೕ௜ we get 
ห1 − ௝หݒ ≤ ඥ߳ଶ + 2߳. 

Therefore, 
∥ ݔ − ݒ ∥  = sup

௝
 หݔ௝ − ௝หݒ

 ≤ sup
௝∈஺

 ൫หݔ௝ − 1ห + ห1 − ௝ห൯ݒ

 ≤ sup
௝∈஺

 หݔ௝ − 1ห + sup
௝∈஼

 ห1 − ௝หݒ

 ≤ ඥߟ(߳)ଶ + (߳)ߟ2 + ඥ߳ଶ + 2߳

 < √߳ + ඥ߳ଶ + 2߳.
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Corollary (3.2.7)[136]: Let ܻ be a uniformly convex Banach space. Then the pair of Banach 
spaces (ܿ଴, ܻ) has the BPBP. 
Proof. Given 0 < ߳ < 1, let ߟ(߳) > 0 be the positive number in Theorem (3.2.6). Assume that 
ܶ ∈ ܵℒ(௖బ,௒) and ݔ ∈ ܵ௖బ  satisfy ∥ ݔܶ ∥> 1 − ∥ ଶ and also(߳)ߟ ݔܶ ∥> 1 − ݔ̃ Choose .(߳)ߜ ∈ ܵ௖బ  
which has a finite support ܣ such that ∥ ݔ̃ܶ ∥> 1 − ,ଶ(߳)ߟ ∥ ݔ̃ܶ ∥> 1 − ∥ and (߳)ߜ ݔ − ݔ̃ ∥< ߳. 
It follows from Lemma (3.2.4) that ∥∥ܶ ஺ܲ − ܶ∥∥ < ߳. 

Consider ஺ܶ ∈ ℒ(ℓஶ
஺ , ܻ) which is a restriction of ܶ ஺ܲ on ℓஶ

஺ . It follows from Theorem 
(3.2.6) that there exist ܵ̃ ∈ ܵℒ൫ℓಮ

ಲ ,௒൯ and ̃ݑ ∈ ܵℓಮ
ಲ  such that ∥ ݑ̃̃ܵ ∥= 1, ∥∥

∥ܵ̃ − ்ಲ

∥∥்ಲ∥∥∥∥
∥ < 2߳ and ∥

ݔ̃ − ݑ̃ ∥< √߳ + √߳ଶ + 2߳. 
Define a bounded operator ܵ: ܿ௢ → ܻ by ܵ(݁௜) = ܵ̃(݁௜) for every ݅ ∈ and ܵ(݁௜) ܣ = 0 for 

every ݅ ∈ ݑ ௖. Chooseܣ ∈ ܿ଴ so that ݑ௜ = ݅ ௜ for allݑ̃ ∈ ௜ݑ and ܣ = ݅ ௜ forݔ ∈  ௖. It is easy toܣ
see that ∥ ݑܵ ∥= 1, 

∥ ܵ − ܶ ∥  ≤ ∥∥ܵ − ܶ ஺ܲ∥∥ + ∥∥ܶ ஺ܲ − ܶ∥∥

 ≤ ∥∥
∥ܵ ஺ܲ −

ܶ ஺ܲ

∥∥ܶ ஺ܲ∥∥∥∥
∥ + ∥∥

∥ ܶ ஺ܲ

∥∥ܶ ஺ܲ∥∥
− ܶ ஺ܲ∥∥

∥ + ∥∥ܶ ஺ܲ − ܶ∥∥

 < 2߳ + ଶ(߳)ߟ + ߳,

 

and 
∥ ݑ − ݔ ∥= ∥∥ ஺ܲ(ݑ − ∥∥(ݔ =∥ ݑ̃ − ݔ̃ ∥< √߳ + ඥ߳ଶ + 2߳. 

In [155], Lindenstrauss proved that if ܻ is strictly convex and if there is a non-compact operator 
from ܿ଴ into ܻ, then the set of norm-attaining operators in ℒ(ܿ଴, ܻ) is not dense. In the real case, 
we show that if ܻ is strictly convex but not uniformly convex, then (ܿ଴, ܻ) cannot have the 
,It is worth mentioning that if ܻ is strictly convex but not uniformly convex, then (ℓଵ .ܲܤܲܤ ܻ) 
cannot have the [138] ܲܤܲܤ. 
Theorem (3.2.8)[136]: Let ܺ be a real Banach space ܿ଴ or ℓஶ

௡ (݊ ≥ 2) and let ܻ be a real strictly 
convex space. Then (ܺ, ܻ) has the ܲܤܲܤ if and only if ܻ is uniformly convex. In particular, if 
the pair (ℓஶ, ܻ) has the ܲܤܲܤ, then ܻ is uniformly convex. 
Proof. We prove only the case ܿ଴. The other cases follow from the same argument that we will 
use. Assume that ܻ is not uniformly convex. There exist ߳ > 0 and sequences (ݔ௜)௜ୀଵ

ஶ , ௜ୀଵ(௜ݕ)
ஶ ⊂

ܵ௒ such that lim௜→ஶ   ∥∥
௫೔ା௬೔

ଶ ∥∥ = 1 and ∥∥ݔ௜ − ∥∥௜ݕ > ߳. 
Let (݁௜)௜ୀଵ

ஶ  be the canonical basis of ܿ଴. For every ݅ ∈ ℕ, define ௜ܶ ∈ ܵℒ(௖బ,௒) by 
௜ܶ(݁ଵ + ݁ଶ) = ௜ݔ , ௜ܶ(݁ଵ − ݁ଶ) = ௜ and ௜ܶ(݁௞)ݕ = 0 for all ݇ ∈ ℕ ∖ {1,2}. We can see that 

lim௜→ஶ  ∥∥ ௜ܶ(݁ଵ)∥∥ = 1. 
Assume that (ܿ଴, ܻ) has the ܲܤܲܤ with positive numbers ߟ(߳) and ߚ(߳). Choose ݆ ∈ ℕ 

so that ∥∥ ௝ܶ(݁ଵ)∥∥ > 1 − ̃ܶ Then there exist .(2/߳)ߟ ∈ ܵℒ(௖బ,௒) and ݔ ∈ ܵ௖బ  satisfying 
∥ ݔ̃ܶ ∥= 1,  ∥∥ܶ̃ − ௝ܶ∥∥ < ߳/2,   and  ∥∥ݔ − ݁ଵ∥∥ < (2/߳)ߚ < 1. 

By Lemma (3.2.5) and the fact that ∥∥ݔ − ݁ଵ∥∥ < (2/߳)ߚ < 1, we can assume that ݔ = ݁ଵ. Hence, 
it follows from the strict convexity of ܻ that ܶ̃(݁ଵ + ݁ଶ) = ܶ̃(݁ଵ − ݁ଶ) = ܶ̃(݁ଵ), which implies 
that 

௝ݔ∥∥ − ∥∥௝ݕ = ∥∥ ௝ܶ(݁ଵ + ݁ଶ) − ௝ܶ(݁ଵ − ݁ଶ)∥∥              
≤ ∥∥ ௝ܶ(݁ଵ + ݁ଶ) − ܶ̃(݁ଵ + ݁ଶ)∥∥ + ∥∥ܶ̃(݁ଵ − ݁ଶ) − ௝ܶ(݁ଵ − ݁ଶ)∥∥ 
< ߳.                                            
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This is a contradiction. 
We say that the Bishop-Phelps-Bollobás theorem holds for bilinear forms on ܺ × ܻ if, 

given ߳ > 0, there exist ߟ(߳) and ߚ(߳) > 0 with lim௧→଴ (ݐ)ߚ  = 0 such that for all ߶ ∈ ܵℒమ(௑×௒), 
if ݔ ∈ ܵ௑, ݕ ∈ ܵ௒ satisfy |߶(ݔ, |(ݕ > 1 − ఢݔ then there exist points ,(߳)ߟ ∈ ܵ௑ , ఢݕ ∈ ܵ௒ and a 
bilinear form ߶ఢ ∈ ܵℒమ(௑×௒) that satisfy 

|߶ఢ(ݔఢ , |(ఢݕ = 1, ݔ∥∥  − ∥∥ఢݔ < ,(߳)ߚ ݕ∥∥  − ∥∥ఢݕ < ,(߳)ߚ  ∥∥߶ − ߶ఢ∥∥ < ߳. 
Theorem (3.2.9)[136]: ([146]). Assume that ܻ is uniformly convex. Then the BishopPhelps-
Bollobás theorem holds for bilinear forms on ܺ × ܻ if and only if the pair (ܺ, ܻ∗) has the ܲܤܲܤ. 

In general, the Bishop-Phelps-Bollobás theorem does not hold for bilinear forms 
([139],[147],[151]). However, Cheng and Dai [146] showed that the BishopPhelps-Bollobás 
theorem holds for bilinear forms on ℓଵ × ℓ௣(1 < ݌ < ∞) by obtaining Theorem (3.2.9) and 
they asked whether the Bishop-Phelps-Bollobás theorem holds for bilinear forms on ܿ଴ ×
ℓ௣(1 < ݌ < ∞). Using Corollary (3.2.7) and Theorem (3.2.9), we get an affirmative answer to 
this question. 
Corollary (3.2.10)[136]: The Bishop-Phelps-Bollobás theorem holds for bilinear forms on ܿ ଴ ×
ℓ௣ for 1 < ݌ < ∞. 
Section (3.3): The Bishop-Phelps-Bollobás Theorem for Bilinear Forms:  

E. Bishop and R. Phelps in [161] proved that every continuous linear functional ݔ∗ on a 
Banach space ܺ can be approximated, uniformly on the closed unit ball of ܺ, by a continuous 
linear functional ݕ∗ that attains its norm. This result is called the Bishop-Phelps Theorem. 
Shortly thereafter, B. Bollobás in [162] showed that this approximation can be done in such a 
way that, moreover, the point at which ݔ∗ almost attains its norm is close in norm to a point at 
which ݕ∗ attains its norm. This is a “quantitative version” of the Bishop-Phelps Theorem, known 
as the Bishop-Phelps-Bollob´as Theorem. As usual, by ܤ௑ and ܵ௑ we will denote the closed unit 
ball and the unit sphere of a Banach space ܺ, respectively, and ܺ∗ will be the dual of ܺ. 
Theorem (3.3.1)[157]: (Bishop-Phelps-Bollobás Theorem, [163], Theorem 16.1). Let ܺ be a 
Banach space and 0 < ߝ < 1. Given ݔ ∈ ∗ݔ ௑ andܤ ∈ ܵ௑∗  with |1 − |(ݔ)∗ݔ < ఌమ

ସ
, there are 

elements ݕ ∈ ܵ௑ and ݕ∗ ∈ ܵ௑∗ such that (ݕ)∗ݕ = 1, ݕ‖ − ‖ݔ < ∗ݕ‖ and ߝ  − ‖∗ݔ <  .ߝ
 [158] proved versions of the Bishop-Phelps-Bollobás Theorem for operators. Amongst 

them is shown a characterization of the Banach spaces ܻ satisfying an analogous result of the 
Bishop-Phelps-Bollobás Theorem for operators from ℓଵ into ܻ. There are also positive results 
for operators from ܮଵ(ߤ) to ܮஶ(ߥ) [160] and for operators from an Asplund space to [159] (ܭ)ܥ. 
For more results on the subject, also see [164]. 

Choi and Song initiated the study of versions of the Bishop-Phelps-Bollobás Theorem for 
bilinear forms [166], showing that this theorem does not hold for ℓଵ × ℓଵ. For two Banach 
spaces ܺ and ܻ, by using the natural identification of the space of the continuous bilinear forms 
on ܺ × ܻ and the space ܮ(ܺ, ܻ∗) of linear and continuous operators from ܺ into ܻ∗, it is clear 
that the pair (ܺ, ܻ∗) satisfies the BPBP for operators if the pair (ܺ, ܻ) has the BPBP for bilinear 
forms. The converse is not true even for ܺ = ܻ = ℓଵ (see [166] and [158]). 

We provide classes of spaces satisfying a version of the Bishop-Phelps-Bollobás Theorem 
for bilinear forms. All the Banach spaces considered will be over the scalar field ॶ (ℝ or ℂ). 
Except when explicitly stated, all results hold for the real and the complex cases. If ܣ is a subset 
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of a linear space, we will denote by co ܣ and |ܿܣ|݋ the convex hull and the absolutely convex 
hull of ܣ, respectively. For a family of Banach spaces ଵܺ, … , ܺ௡ , ܻ we denote by 
)௡ܮ ଵܺ × ⋯ × ܺ௡ , ܻ) the Banach space of all continuous ݊-linear mappings from ଵܺ × ⋯ × ܺ௡ 
to ܻ . When ܻ is the scalar field we remove it, i.e. we write ܮ௡( ଵܺ × ⋯ × ܺ௡). If ݊ = 1 we simply 
write ܮ(ܺ, ܻ) and ܺ∗ when ܻ is the scalar field. 

In [158] the following property was introduced to study versions of the Bishop-Phelps-
Bollobás Theorem for operators. To deal with the bilinear case we need a natural modification 
of this property. 
Definition (3.3.2)[157]: ([158], Definition 1.1). If ܺ and ܻ are Banach spaces, the pair (ܺ, ܻ) 
satisfies the Bishop-Phelps-Bollobás property for operators (for short, BPBP for operators) if 
given ߝ > 0, there are (ߝ)ߟ > 0 and (ߝ)ߚ > 0 with lim௧→଴ (ݐ)ߚ  = 0 such that for all ܶ ∈ ܵ௅(௑,௒), 
if ݔ଴ ∈ ܵ௑ is such that ∥∥ܶݔ଴∥∥ > 1 − ଴ݑ then there exist a point ,(ߝ)ߟ ∈ ܵ௑ and an operator ܵ ∈
ܵ௅(௑,௒) satisfying the following conditions: 

∥∥(଴ݑ)ܵ∥∥ = 1, ଴ݑ∥∥  − ∥∥଴ݔ < ∥ and ,(ߝ)ߚ ܵ − ܶ ∥<   .ߝ
Definition (3.3.3)[157]: ([166]). For two Banach spaces ܺ and ܻ, the pair (ܺ, ܻ) satisfies the 
Bishop-Phelps-Bollobás property for bilinear forms (for short, BPBP for bilinear forms) if for 
every ߝ > 0, there are (ߝ)ߟ > 0 and (ߝ)ߚ > 0 with lim௧→଴ (ݐ)ߚ  = 0 such that for any ܣ ∈
ܵ௅మ(௑×௒), if (ݔ଴, (଴ݕ ∈ ܵ௑ × ܵ௒ is such that |ݔ)ܣ଴, |(଴ݕ > 1 − ܤ then there are ,(ߝ)ߟ ∈ ܵ௅మ(௑×௒) 
and (ݑ଴, (଴ݒ ∈ ܵ௑ × ܵ௒ satisfying the following conditions: 

,଴ݑ)ܤ| |(଴ݒ = 1, ଴ݑ∥∥  − ∥∥଴ݔ < ,(ߝ)ߚ ଴ݒ∥∥  − ∥∥଴ݕ < ∥ and (ߝ)ߚ ܤ − ܣ ∥<   .ߝ
In this definition we can replace (ݔ଴, (଴ݕ ∈ ܵ௑ × ܵ௒ by (ݔ଴, (଴ݕ ∈ ௑ܤ × ௒ܤ . Also it is not 
difficult to check that limఌ→଴శ (ߝ)ߟ  = 0. 

We will also consider the BPBP for ݊-linear mappings, which is defined. 
We devoted to positive results of spaces satisfying the BPBP for ݊-linear or bilinear 

forms. Indeed if ௜ܺ(1 ≤ ݅ ≤ ݊) are uniformly convex Banach spaces, then for every Banach 
space ܻ, the BPBP for ݊-linear mappings from ଵܺ × ⋯ × ܺ௡ to ܻ is satisfied. Up to now, this is 
the only sufficient condition known that implies BPBP even for bilinear forms. As a 
consequence of the previous result, one obtains the corresponding condition for operators whose 
domain is uniformly convex. We already mentioned that the BPBP for bilinear forms on ܺ × ܻ 
implies the BPBP for operators from ܺ into ܻ∗, and the converse is no longer true. However, if 
ܻ is uniformly convex, then the converse also holds, a result that has also been proved 
independently by Dai [167]. As a consequence, if ܻ is a uniformly convex Banach space whose 
dual satisfies some isometric property (called AHSP), then the pair (ℓଵ, ܻ) satisfies the BPBP 
for bilinear forms. This result can be applied for instance to any ܮ௣(ߤ) for 1 < ݌ < ∞. 

We obtain a characterization of the Banach spaces ܻ satisfying that the pair (ℓଵ, ܻ) has 
the BPBP for bilinear forms. In order to do this, we introduce a geometrical property and prove 
that many classical Banach spaces enjoy this property, including the finite-dimensional normed 
spaces, uniformly smooth spaces, ࣝ(ܭ) and (ܪ)ܭ. On the other hand, the pair (ℓଵ,  does ((ߤ)ଵܮ
not satisfy the BPBP for bilinear forms for any infinite-dimensional ܮଵ(ߤ), a result that was 
known only when ܮଵ(ߤ) = ℓଵ. Let us notice that the set of norm attaining bilinear forms is dense 
in ܮଶ(ℓଵ × ,For operators, the BPBP in the case (ℓଵ .(see [172]) ((ߤ)ଵܮ  for every ((ߤ)ஶܮ
measure ߤ is also satisfied (see [158]). 
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We recall that a Banach space ܺ is uniformly convex if for every ߝ > 0 there is 0 < ߜ <
1 such that 

,ݑ ݒ ∈ ௑ܤ ,  
∥ ݑ + ݒ ∥

2
> 1 − ߜ ⇒∥ ݑ − ݒ ∥<  .ߝ

In such a case, the modulus of convexity of ܺ is given by 

:(ߝ)ߜ = i  ൜1 −
∥ ݑ + ݒ ∥

2
: ,ݑ ݒ ∈ ௑ܤ , ∥ ݑ − ݒ ∥≥  ൠߝ

Given a bounded subset ܣ of ܺ, an element ݔ∗ ∈ ܺ∗ and ߙ > 0, the slice ܵ(ܣ, ,∗ݔ  is the subset (ߙ
of ܣ given by 

,ܣ)ܵ ,∗ݔ :(ߙ = ൜ݖ ∈ :ܣ Re (ݖ)∗ݔ > sup
௫∈஺

 Re (ݔ)∗ݔ −  ൠߙ

The following simple lemma will be useful in the proof of the main result. 
Lemma (3.3.4)[157]: If ܺ is uniformly convex, then for every ߝ > 0, 

diam ܵ ,௑ܤ) ,∗ݔ ((ߝ)ߜ ≤ ,ߝ   for all ݔ∗ ∈ ܵ௑∗ . 
Proof. Indeed if ݔ∗ ∈ ܵ௑∗ and we choose ݔ, ݖ ∈ ௑ܤ)ܵ , ,∗ݔ  then ,((ߝ)ߜ

∥ ݔ + ݖ ∥≥ ݔ)∗ݔ| + |(ݖ > 2(1 −  .((ߝ)ߜ
So we deduce ∥ ݔ − ݖ ∥< ,ݔ Since this holds for every pair of elements .ߝ  in the slice, then ݖ
diam ܵ(ܤ௑ , ,∗ݔ ((ߝ)ߜ ≤  .as we wanted to show ,ߝ

We show that the Bishop-Phelps-Bollobás Theorem holds for ݊ linear mappings defined 
on uniformly convex Banach spaces. Given Banach spaces ௝ܺ(1 ≤ ݆ ≤ ݊) we will denote by 
ܺ = ( ଵܺ × ⋯ × ܺ௡ , ∥⋅∥ஶ), ∥⋅∥ஶ being the supremum norm, and by ܵ the set given by 

ܵ: = ቐݔ = ൫ݔ௝൯ ∈ ෑ  
௡

௝ୀଵ

  ௝ܺ: ௝ݔ ∈ ܵ௑ೕ , for all 1 ≤ ݆ ≤ ݊ቑ 

Theorem (3.3.5)[157]: Let ଵܺ, … , ܺ௡ , ܻ be Banach spaces and assume that every ௝ܺ is uniformly 
convex with modulus of convexity ߜ௝ , 1 ≤ ݆ ≤ ݊. Given ߝ > 0, if 0 < ߟ < min൛ߜ௝(ߝ): 1 ≤ ݆ ≤
݊ൟ ఌ

଼ାଶఌ
, then for every ܣ‾ ∈ ܵ௅೙( ଵܺ × ⋯ × ܺ௡ , ܻ) and every ݔ଴ ∈ ܵ such that ∥∥ܣ(ݔ଴)∥∥ > 1 −  ,ߟ

there exist a point ݖ଴ ∈ ܵ and ܤ ∈ ܵ௅೙(௑భ×⋯×௑೙,௒) satisfying the following conditions: 
∥∥(଴ݖ)ܤ∥∥ = 1, ଴ݖ∥∥  − ଴∥∥ஶݔ ≤ ∥ and ߝ ܤ − ܣ ∥<  ߝ

Moreover, if ܣ belongs to some linear subspace of ܮ௡( ଵܺ × ⋯ × ܺ௡ , ܻ) containing the finite-
type ݊-linear mappings, then ܤ belongs to the same subspace. 
Proof. Let 0 < ߝ < 1. Since every ௝ܺ is uniformly convex, by Lemma (3.3.4), 

diam ܵ ቀܤ௑ೕ , ௝݂ , ቁ(ߝ)௝ߜ ≤  ߝ
for all ௝݂ ∈ ܵ௑ೕ

∗ and every 1 ≤ ݆ ≤ ݊. We define ߙ: = min൛ߜ௝(ߝ): 1 ≤ ݆ ≤ ݊ൟ and choose a real 
number ߟ such that 

0 < ߟ <
ߝߙ

8 + ߝ2
 

hence 
1 +

ߝ
4

ቀ1 −
ߙ
2

ቁ < ቀ1 +
ߝ
4

ቁ (1 −  .(ߟ
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Let ܣ ∈ ܵ௅೙( ଵܺ × ⋯ × ܺ௡ , ܻ) and ݔ଴ = ,଴ଵݔ) … , (଴௡ݔ ∈ ܵ such that ∥∥ܣ(ݔ଴)∥∥ > 1 −  For each .ߟ
1 ≤ ݆ ≤ ݊ there is a functional ݔ௝

∗ ∈ ܵ௑ೕ
∗ such that ݔ௝

∗൫ݔ଴௝൯ = 1, and we know that 

diam ܵ ቀܤ௑ೕ , ௝ݔ
∗, ቁߙ ≤ for all 1 ,ߝ ≤ ݆ ≤ ݊.                                 (4) 

We define the mapping ܥ ∈ )௡ܮ ଵܺ × ⋯ × ܺ௡ , ܻ) by 

:(ݔ)ܥ = (ݔ)ܣ +
ߝ
4

൮ෑ  
௡

௝ୀଵ

௝ݔ 
∗൫ݔ௝൯൲ ݔ൫ (଴ݔ)ܣ = ൫ݔ௝൯ ∈ ܺ൯ 

Clearly, 
(଴ݔ)ܥ = ቀ1 +

ߝ
4

ቁ  (଴ݔ)ܣ
and thus 

∥∥(଴ݔ)ܥ∥∥ = ቀ1 +
ߝ
4

ቁ ∥∥(଴ݔ)ܣ∥∥ > ቀ1 +
ߝ
4

ቁ (1 −  (5)                      .(ߟ
Let ॻ be the set given by ॻ: = ߣ} ∈ ॶ: |ߣ| = 1}. Thus, if 1 ≤ ݆ ≤ ݊ and ݖ௝ ∈ ௑ೕܤ ∖

ॻܵ ቀܤ௑ೕ , ௝ݔ
∗, ఈ

ଶ
ቁ, it is satisfied that 

หݔ௝
∗൫ݖ௝൯ห ≤ 1 −

ߙ
2

. 

Hence, if ݖ ∈ ௑ and there exists 1ܤ ≤ ݆ ≤ ݊ with ݖ௝ ∉ ॻܵ ቀܤ௑ೕ , ௝ݔ
∗, ఈ

ଶ
ቁ, we have that 

∥ (ݖ)ܥ ∥≤ 1 +
ߝ
4

หݔ௝
∗൫ݖ௝൯ห ≤ 1 +

ߝ
4

ቀ1 −
ߙ
2

ቁ 
From (5) and the previous inequality it follows that 

∥∥(଴ݔ)ܥ∥∥ >∥ (ݖ)ܥ ∥ , for all ݖ ∈ ௑ܤ ∖ ෑ  
௡

௝ୀଵ

ॻܵ ቀܤ௑ೕ , ௝ݔ
∗,

ߙ
2

ቁ 

This implies that ∥ ܥ ∥= sup ቄ∥ (ݖ)ܥ ∥: ݖ ∈ ∏௝ୀଵ
௡  ܵ ቀܤ௑ೕ , ௝ݔ

∗, ఈ
ଶ

ቁቅ, and 

ݖ ∈ ,௑ܤ ‖(ݖ)ܥ‖  > ቀ1 +
ߝ
4

ቁ (1 − (ߟ ⇒ ݖ ∈ ෑ  
௡

௝ୀଵ

ॻܵ ቀܤ௑ೕ , ௝ݔ
∗,

ߙ
2

ቁ.               (6) 

It is also clear that 
∥ ܥ − ܣ ∥≤

ߝ
4

.                                                            (7) 

By (5) we can choose 0 < ߛ < ఌ
ସ௡

 such that 

∥∥(଴ݔ)ܥ∥∥ − ቀ1 +
ߝ
4

ቁ (1 − (ߟ >  (8)                                          .ߛ݊
Let us consider the mapping ߶: ௑ܤ ⟶ ℝ given by 

:(ݔ)߶ =∥ (ݔ)ܥ ∥ ݔ)  ∈  ,(௑ܤ
which is continuous and bounded. Since ௝ܺ is uniformly convex for every 1 ≤ ݆ ≤ ݊, the space 
ܺ is reflexive, so it has the Radon-Nikodým property. Hence ܤ௑ is a Radon-Nikodým set and 
we can apply [176] to obtain an element ݑ଴ ∈ ௝ݖ ௑ and functionalsܤ

∗ ∈ ௝ܺ
∗(1 ≤ ݆ ≤ ݊) such that 

0 < ௝ݖ∥∥
∗∥∥ ≤ for all 1     ,ߛ ≤ ݆ ≤ ݊                                         (9) 

and the function 
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ݔ = ,ଵݔ) … , (௡ݔ ↦∥ (ݔ)ܥ ∥ + ෍  
௡

௝ୀଵ

Re ݖ௝
∗൫ݔ௝൯ ൫ݔ = ൫ݔ௝൯ ∈  ௑൯ܤ

attains its maximum at ݑ଴ ∈  is an ݊-linear mapping and the unit ball of a ܥ ௑. By using thatܤ
Banach space is balanced, it is immediate to deduce that 

଴௝ݑ ∈ ܵ௑ೕ ,  Re ݖ௝
∗൫ݑ଴௝൯ = ௝ݖ

∗൫ݑ଴௝൯ = หݖ௝
∗൫ݑ଴௝൯ห,   for all 1 ≤ ݆ ≤ ݊, 

and indeed it is satisfied that 

‖(ݔ)ܥ‖ ≤∥ (ݔ)ܥ ∥ + ෍  
௡

௝ୀଵ

หݖ௝
∗൫ݔ௝൯ห ≤ ∥∥(଴ݑ)ܥ∥∥ + ෍  

௡

௝ୀଵ

หݖ௝
∗൫ݑ଴௝൯ห, for all ݔ = ൫ݔ௝൯ ∈   .௑ܤ

As a consequence ∥ ܥ ∥≤ ∥∥(଴ݑ)ܥ∥∥ + ∑௝ୀଵ
௡  หݖ௝

∗൫ݑ଴௝൯ห, and so by using (9) and (8) we have that 

∥∥(଴ݑ)ܥ∥∥ ≥∥ ܥ ∥ ߛ݊− > ቀ1 +
ߝ
4

ቁ (1 − (ߟ > 0. 
By now using (6) we obtain 

଴ݑ ∈ ෑ  
௡

௝ୀଵ

ॻܵ ቀܤ௑ೕ , ௝ݔ
∗,

ߙ
2

ቁ.                                                (10) 

Let us write ݕ଴: = ஼(௨బ)
∥∥஼(௨బ)∥∥

, and for each 1 ≤ ݆ ≤ ݊ choose ݑ௝
∗ ∈ ܵ௑ೕ

∗ such that ݑ௝
∗൫ݑ଴௝൯ = 1. Now 

we define 

:(ݔ)ܦ = (ݔ)ܥ +

⎝

⎜
⎛

෍  
௡

௝ୀଵ

  ௝ݖ
∗൫ݔ௝൯ ෑ  

௡

௜ୀଵ
௜ஷ௝

௜ݑ 
(௜ݔ)∗

⎠

⎟
⎞

ݔ଴ ൫ݕ = ൫ݔ௝൯ ∈  ௑൯ܤ

It is clear that ܦ ∈ )௡ܮ ଵܺ × ⋯ × ܺ௡ , ܻ) and 

∥ ܦ − ܥ ∥≤ ෍  
௡

௝ୀଵ
௝ݖ∥∥

∗∥∥ ≤ ߛ݊ <
ߝ
4

.                                      (11) 

For any ݔ = ൫ݔ௝൯ ∈  ௑ we have thatܤ

‖(ݔ)ܦ‖ ≤∥ (ݔ)ܥ ∥ + ෍  
௡

௝ୀଵ

  หݖ௝
∗൫ݔ௝൯ห

⎝

⎜
⎛

ෑ  
௡

௜ୀଵ
௜ஷ௝

  ௜ݑ∥∥
∗∥∥

⎠

⎟
⎞

 

≤∥ (ݔ)ܥ ∥ + ෍  
௡

௝ୀଵ

  หݖ௝
∗൫ݔ௝൯ห ≤ ∥∥(଴ݑ)ܥ∥∥ + ෍  

௡

௝ୀଵ

  หݖ௝
∗൫ݑ଴௝൯ห               

Also it is satisfied that 

∥∥(଴ݑ)ܦ∥∥ =
∥∥
∥∥
∥

(଴ݑ)ܥ + ෍  
௡

௝ୀଵ

  ௝ݖ
∗൫ݑ଴௝൯ݕ଴

∥∥
∥∥
∥
 

                   =
∥∥
∥∥
∥

(଴ݑ)ܥ + ෍  
௡

௝ୀଵ

  หݖ௝
∗൫ݑ଴௝൯หݕ଴

∥∥
∥∥
∥
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= ∥∥(଴ݑ)ܥ∥∥ + ෍  
௡

௝ୀଵ

  หݖ௝
∗൫ݑ଴௝൯ห 

As a consequence ܦ attains its norm at ݑ଴. 
In view of (10), for every 1 ≤ ݆ ≤ ݊ there is ߣ௝ ∈ ॻ such that ߣ௝ݑ଴௝ ∈ ܵ ቀܤ௑ೕ , ௝ݔ

∗, ఈ
ଶ

ቁ. By 
using (4) we deduce that 

଴௝ݑ௝ߣ∥∥ − ∥∥଴௝ݔ ≤ diam ܵ ቀܤ௑ೕ , ௝ݔ
∗,

ߙ
2

ቁ ≤ for all 1 ,ߝ ≤ ݆ ≤ ݊. 

If we write ݖ଴: = ൫ߣ௝ݑ଴௝൯, then ݖ଴ ∈ ,௑ܤ  ଴ andݖ attains its norm at ܦ
଴ݖ∥∥ − ଴∥∥ஶݔ ≤  (12)                                                        .ߝ

Let us notice that ܦ −  is an ݊-linear mapping of finite type. Indeed it is the sum of (at most) ܣ
݊ + 1݊-linear mappings of the form 

ݔ ↦ ෑ  
௡

௝ୀଵ

௝ݔ
∗൫ݔ௝൯ݕ ൫ݔ = ൫ݔ௝൯ ∈ ܺ൯, 

where ݔ௝
∗ ∈ ௝ܺ

∗ for every ݆ and ݕ ∈ ܻ. By taking ܤ: = ஽
∣஽

 we have that ܤ ∈ ܵ௅೙(௑భ×⋯×௑೙,௒),  ܤ
attains its norm at ݖ଴ and 

ܤ‖ − ‖ܣ ≤ ܤ‖ − ‖ܦ + ܦ‖ −             ‖ܣ
                                 ≤ |1 − |‖ܦ‖ + ܦ‖ − ‖ܣ ≤ ܦ‖2 −  ‖ܣ

≤ ܦ‖)2 − ‖ܥ + ܥ‖ − (‖ܣ <             .(by (11) and (7))  ߝ
We have proved that the BPBP for ݊-linear mappings from ଵܺ × ⋯ × ܺ௡ to ܻ is satisfied. 

We deduce the following immediate consequence for operators: 
Corollary (3.3.6)[157]: Let ܺ and ܻ be Banach spaces, and assume that ܺ is uniformly convex. 
Then given ߝ > 0, there is ߟ > 0 such that for every ܴ ∈ ܵ௅(௑,௒) and ݔ଴ ∈ ܵ௑ such that 
∥∥(଴ݔ)ܴ∥∥ > 1 − ଴ݑ there exist a point ,ߟ ∈ ܵ௑ and ܶ ∈ ܵ௅(௑,௒) satisfying the following 
conditions: 

∥∥(଴ݑ)ܶ∥∥ = 1, ଴ݑ∥∥  − ∥∥଴ݔ ≤ ܶ‖ and ߝ − ܴ‖ <  .ߝ
Actually any 0 < ߟ < ఌఋ(ఌ)

଼ାଶఌ
 satisfies the above condition. 

In addition, if ܴ belongs to some linear space ܯ ⊂ ,ܺ)ܮ ܻ) containing the finite-rank 
operators, then ܶ also belongs to ܯ. 

The BPBP for operators from ܺ into ܻ∗ is satisfied if the pair (ܺ, ܻ) satisfies the BPBP 
for bilinear forms and the converse is not true. We will provide a class of Banach spaces for 
which the converse holds. The next result has also been proved independently by Dai [167]. 
Proposition (3.3.7)[157]: Let ܺ  and ܻ be Banach spaces and assume that ܻ is uniformly convex. 
If the pair (ܺ, ܻ∗) has the Bishop-Phelps-Bollobás property for operators, then (ܺ, ܻ) satisfies 
the Bishop-Phelps-Bollobás property for bilinear forms. 
Proof. Given ߝ଴ > 0, we can see that the pair (ܺ, ܻ∗) has the BPBP for operators for ߝ > 0 
small enough such that max{ߝ, {(ߝ)ߚ < min ቄߝ଴, ଵ

ଷ
 is the modulus of (଴ߝ)ߜ ቅ, where(଴ߝ)ߜ

convexity of ܻ. Let 0 < ߟ < min ቄ(ߝ)ߟ, ଵ
ଷ

ܣ ቅ. Take(଴ߝ)ߜ ∈ ܵ௅మ(௑×௒) and assume that (ݔ଴, (଴ݕ ∈
ܵ௑ × ܵ௒ is such that |ݔ)ܣ଴, |(଴ݕ > 1 −  if necessary, we can assume that ܣ By rotating .ߟ
,଴ݔ)ܣ| |(଴ݕ = ,଴ݔ)ܣ ܶ ଴). Ifݕ ∈ ,ܺ)ܮ ܻ∗) is the operator associated to ܣ, then we know that 
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∥ ܶ ∥=∥ ܣ ∥= 1,   and Re ܶ (଴ݕ)(଴ݔ) = Re ݔ)ܣ଴, (଴ݕ > 1 −  .ߟ
By assumption, there are an operator ܵ ∈ ܵ௅(௑,௒∗) and an element ݖ଴ ∈ ܵ௑ satisfying 

∥∥(଴ݖ)ܵ∥∥ = 1, ଴ݖ∥∥  − ∥∥଴ݔ < ,(ߝ)ߚ  ∥ ܵ − ܶ ∥<  .ߝ
As a consequence we have 

Re ܵ (଴ݕ)(଴ݖ) > Reܶ(ݖ଴)(ݕ଴) − ߝ > Re ܶ (଴ݕ)(଴ݔ) − ߝ − ଴ݖ∥∥ − ∥∥଴ݔ
> 1 − ߟ − ߝ − (ߝ)ߚ > 1 − .(଴ߝ)ߜ  

Since ܻ is uniformly convex, then ܻ is reflexive, and so there is ݑ଴ ∈ ܵ௒ such that ܵ(ݖ଴)(ݑ଴) =
1 

Therefore we have 

1 −
(଴ߝ)ߜ

2
< Re 

଴ݑ)(଴ݖ)ܵ + (଴ݕ
2

≤ ∥∥଴ݖܵ∥∥
଴ݑ∥∥ + ∥∥଴ݕ

2
≤

଴ݑ∥∥ + ∥∥଴ݕ
2

 
By using that ܻ is uniformly convex we deduce 

଴ݑ∥∥ − ∥∥଴ݕ <  .଴ߝ
Hence, if we denote by ܤ the bilinear form associated to ܵ, then we have that 

,଴ݖ)ܤ (଴ݑ = (଴ݑ)(଴ݖ)ܵ = 1 =∥ ܤ ∥
∥ ܤ − ܣ ∥< ,଴ߝ ଴ݖ∥∥  − ∥∥଴ݔ < (ߝ)ߚ < ,଴ߝ ଴ݑ∥∥  − ∥∥଴ݕ < ଴ߝ

 

So the bilinear form ܤ satisfies all the required conditions. 
Now we will recall the isometric property that was already used in [158] to describe the 

Banach spaces ܻ such that the pair (ℓଵ, ܻ) satisfies the BPBP for operators. 
Definition (3.3.8)[157]: ([158], Remark 3.2). A Banach space ܺ  is said to have the Approximate 
Hyperplane Series property (for short, AHSP) if for every ߝ > 0 there exist 0 < ,ߟ ߜ <  such ߝ
that for every sequence (ݔ௞) ⊂ ܵ௑ and every convex series ∑௞ୀଵ

ஶ  ௞ withߙ 

∥∥
∥∥෍  

ஶ

௞ୀଵ

௞ݔ௞ߙ 
∥∥
∥∥ > 1 −  ,ߟ

there exist a subset ܣ ⊂ ℕ, a subset {ݖ௞: ݇ ∈ {ܣ ⊂ ܵ௑ and ݔ∗ ∈ ܵ௑∗ satisfying 
(i) ∑௞∈஺ ௞ߙ  > 1 −  and ,ߜ
(ii)  (a) ∥∥ݖ௞ − ∥∥௞ݔ < ݇ for all ߝ ∈  ,ܣ

           (b) ݔ∗(ݖ௞) = 1 for each ݇ ∈  ܣ
Corollary (3.3.9)[157]: If ܻ is a uniformly convex Banach space and ܻ∗ has the Approximate 
Hyperplane Series property, then the pair (ℓଵ, ܻ) has the Bishop-PhelpsBollobás property for 
bilinear forms. 

The previous statement is a consequence of the fact that the pair (ℓଵ, ܻ∗) has the BPBP 
for operators only when ܻ∗ has the AHSP (see [158], Theorem 4.1) and Proposition (3.3.7). 
Examples of classes of spaces having the AHSP can be found in [158] and [164]. For instance, 
it is known that the finite-dimensional spaces, ࣝ(ܭ), ܮଵ(ߤ) and uniform convex Banach spaces 
have this property. Indeed, every almost CL-space satisfies the AHSP (see [170] for the 
definitions and also [164]). Furthermore every lush space has the AHSP (see [165]). Also, spaces 
whose dual norm satisfies some uniform condition of smoothness (USSD) at some boundary 
have this property (see [169] and [164]). 

By looking directly at the proof of the BPBP for bilinear forms on the product ℓଵ × ܻ ( ܻ 
a Banach space) we will obtain a more general result than the one appearing in Corollary (3.3.9). 
The Banach spaces ܻ such that the pair (ℓଵ, ܻ) satisfies the BPBP for bilinear forms do have a 
geometric property that we will characterize. 
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Definition (3.3.10)[157]: For a Banach space ܻ we will say that the pair (ܻ, ܻ∗) satisfies the 
Approximate Hyperplane Series property (for short, AHSP) if for every ߝ > 0 there are 0 <
,ߜ ߟ < satisfying that for every convex series ∑௡ ߝ ௡ݕ} ௡ and for every sequence of functionalsߙ 

∗} 
in ܵ௒∗ and ݕ଴ ∈ ܵ௒ such that Re ∑௡ ௡ݕ௡ߙ 

(଴ݕ)∗ > 1 − ܥ there are a subset ,ߟ ⊂ ℕ, ௞ݖ}
∗ : ݇ ∈ {ܥ ⊂

ܵ௒∗ and ݖ଴ ∈ ܵ௒ such that 
෍  
௞∈஼

௞ߙ > 1 − ,ߜ ௞ݖ∥∥ 
∗ − ௞ݕ

∗∥∥ < ,ߝ ௞ݖ 
(଴ݖ)∗ = 1,   for all ݇ ∈ ଴ݖ∥∥ and ܥ − ∥∥଴ݕ <   .ߝ

It is not difficult to check that by assuming in Definition (3.3.10) that the sequence {ݕ௡
∗} is 

contained in ܤ௒∗, an equivalent condition is obtained. It is also clear that if the pair (ܻ, ܻ∗) has 
the AHSP, then ܻ∗ has the AHSP. As we will see later, as a consequence of our results and 
previous work, both properties are not equivalent (see Proposition (3.3.22)). 

The following elementary result is slightly more general than [158], and the proof is 
almost the same. 
Lemma (3.3.11)[157]: Let {ܿ௡} be a sequence of complex numbers with |ܿ௡| ≤ 1 for every ݊, 
let ߟ > 0 and let {ߙ௡} be a sequence of nonnegative real numbers such that ∑௡ୀଵ

ஶ ௡ߙ  ≤ 1. 
Assume also that Re ∑௡ୀଵ

ஶ ௡ܿ௡ߙ  > 1 − Then for every 0 .ߟ < ݎ < 1, the set ܣ: = {݅ ∈ ℕ: Re 
ܿ௜ >  satisfies the estimate {ݎ

෍  
௜∈஺

௜ߙ > 1 −
ߟ

1 − ݎ
 

The following result will be useful in order to provide examples of spaces ܻ satisfying that the 
pair (ܻ, ܻ∗) has the AHSP. It has the advantage that the use of convex series is avoided. 
Proposition (3.3.12)[157]: Let ܻ be a Banach space. If for every ߝ > 0 there is ߜ > 0 satisfying 
that for every finite set ܨ and for every finite sequence of functionals {ݕ௜

∗: ݅ ∈ {ܨ ⊂ ܵ௒∗ and ݕ଴ ∈
ܵ௒ such that Re ݕ௜

(଴ݕ)∗ > 1 − ݅ for every ,ߜ ∈ ௞ݖ} there are ܨ
∗∗: ݅ ∈ {ܨ ⊂ ܵ௒∗ and ݖ଴ ∈ ܵ௒ such 

that 
௜ݖ∥∥

∗ − ௜ݕ
∗∥∥ < ,ߝ ௜ݖ 

(଴ݖ)∗ = 1, for all ݅ ∈ ,ܨ   and  ∥∥ݖ଴ − ∥∥଴ݕ <   ,ߝ
then the pair (ܻ, ܻ∗) satisfies the Approximate Hyperplane Series property. 
Proof. Given ߝ > 0 there is ߜ > 0 satisfying the assumption and we can clearly assume ߜ <
ߝ < 1. Let us consider a convex series ∑ߙ௡, a sequence {ݕ௡

∗} in ܵ௒∗ and ݕ଴ ∈ ܵ௒ such that 

Re ෍  
ஶ

௡ୀଵ

௡ݕ௡ߙ
(଴ݕ)∗ > 1 − ଶߜ , 

and choose ܰ large enough such that Re ∑௞ୀଵ
ே ௞ݕ௞ߙ 

(଴ݕ)∗ > 1 −  ଶ. Let us defineߜ
:ܥ = {݊ ∈ ℕ: ݊ ≤ ܰ, Re ݕ௡

(଴ݕ)∗ > 1 −  {ߜ
By Lemma (3.3.11) applied with ߟ = ݎ ଶ andߜ = 1 −  we obtain ,ߜ

෍  
௡∈஼

௡ߙ > 1 −  (13)                                                              .ߜ

By using the assumption for the finite set ܥ we obtain a finite set 
௜ݖ}

∗: ݅ ∈ {ܥ ⊂ ܵ௒∗ , and an element ݖ଴ ∈ ܵ௒,  
satisfying 

௜ݖ∥∥
∗ − ௜ݕ

∗∥∥ < ,ߝ ௜ݖ 
(଴ݖ)∗ = 1, for all ݅ ∈ ,ܥ ଴ݖ∥∥  − ∥∥଴ݕ <  ,ߝ



81 

and we also know that ∑௡∈஼ ௡ߙ  > 1 −  as we wanted to show. Let us notice that the above ,ߜ
condition is a version of the Bishop-Phelps-Bollobás Theorem which uses any finite set of 
functionals instead of one. We will see later that this change really makes a difference. 

For a Banach space ܺ and ݔ ∈ ܵ௑, we will denote 
:(ݔ)ܦ = ∗ݔ} ∈ ܵ௑∗: (ݔ)∗ݔ = 1}. 

The set-valued mapping ܦ: ܵ௑ ↦ ܵ௑ ∗ is called the duality mapping of ܺ. It is clear that from 
Proposition (3.3.12) the following result can be deduced. 
Corollary (3.3.13)[157]: Let ܺ be a Banach space. If for every ߝ > 0 there is ߜ > 0 such that 
for every ݔ ∈ ܵ௑ there is ݕ ∈ ܵ௑ satisfying 

(a) ∥ ݕ − ݔ ∥<  ,ߝ
(b) if ݔ∗ ∈ ܵ௑∗ satisfies Re (ݔ)∗ݔ > 1 − ,∗ݔ) then dist ,ߜ ((ݕ)ܦ < ,ܺ) then the pair ,ߝ ܺ∗) 

satisfies the Approximate Hyperplane Series property. 
Now, we characterize the Banach spaces ܻ satisfying that the pair (ℓଵ, ܻ) has the BPBP 

for bilinear forms. The following elementary fact will be useful for this purpose. 
Lemma (3.3.14)[157]: Let ݖ be a complex number with |ݖ| ≤ 1 and 0 < ݎ < 1. If Re ݖ >  ,ݎ
then |ݖ − 1|ଶ < 2(1 −  .(ݎ
Proof. It is clear that 

ݖ| − 1|ଶ = (Re ݖ − 1)ଶ + Imଶ                    ݖ
                              = Reଶ ݖ + Imଶ ݖ + 1 − 2Re ݖ ≤ 2(1 − Re ݖ) < 2(1 −  (ݎ

Theorem (3.3.15)[157]: Let ܻ be a Banach space. Then the pair (ℓଵ, ܻ) has the BishopPhelps-
Bollobás property for bilinear forms if and only if the pair (ܻ, ܻ∗) satisfies the Approximate 
Hyperplane Series property. 
Proof. Assume that the pair (ℓଵ, ܻ) has the BPBP for bilinear forms. Then for every ߝ > 0 there 
are (ߝ)ߚ and (ߝ)ߟ satisfying the conditions of Definition (3.3.3). 

Given 0 < ଴ߝ < 1, we are going to show that (ܻ, ܻ∗) has the AHSP for ߜ (ߝ)ߚ = +
ඥ(ߝ)ߚ and ߟ = ߝ where ,(ߝ)ߟ > 0 is so that 

3ඥ2((ߝ)ߟ + (ߝ)ߚ2 + (ߝ + ((ߝ)ߚ4)
ଵ
ସ + ߝ <  ଴.                                (14)ߝ

Let us take a convex series ∑௡ ௡ݕ} ௡, a sequence of functionalsߙ 
∗} in ܵ௒∗ and ݕ଴ ∈ ܵ௒ such that 

Re ∑௡ ௡ݕ௡ߙ 
(଴ݕ)∗ > 1 −  .(ߝ)ߟ

Now we define the bilinear form ܣ on ℓଵ × ܻ given by 

,ݔ)ܣ (ݕ = ෍  
ஶ

௡ୀଵ

௡ݕ(݊)ݔ
,ݔ)) (ݕ)∗ (ݕ ∈ ℓଵ × ܻ, ݔ =  (((݊)ݔ)

It is clear that ܣ is well defined and, moreover, ܣ ∈ ܵ௅మ(ℓభ×௒) since for every (ݔ, (ݕ ∈ ℓଵ × ܻ it 
holds that 

,ݔ)ܣ| |(ݕ ≤ ෍|ݕ||(݊)ݔ௡
|(ݕ)∗

ஶ

௡ୀଵ

≤ ෍|ݕ‖|(݊)ݔ‖
ஶ

௡ୀଵ

= ଵ‖ݔ‖  ‖ݕ‖ 

and also ܣ(݁ଵ, (ݕ = ଵݕ
‖ܣ‖ so ,(ݕ)∗ ≥ sup௬∈ௌೊ ଵݕ| 

|(ݕ)∗ = ଵݕ∥∥
∗∥∥ = 1. Here ∥⋅∥ଵ denotes the usual 

norm and (݁௡) the canonical basis in ℓଵ. 
The condition Re ∑௡ ௡ݕ௡ߙ 

(଴ݕ)∗ > 1 − ଴ݔ implies that the element (ߝ)ߟ =  satisfies (௡ߙ)
,଴ݔ)ܣ| |(଴ݕ > 1 − ,଴ݑ) By assumption we can find elements .(ߝ)ߟ (଴ݒ ∈ ܵℓభ × ܵ௒ and a bilinear 
form ܤ ∈ ܵ௅మ(ℓభ×௒) such that 
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ܤ‖ − ‖ܣ < ,ߝ ଴ݑ∥∥  − ଴∥∥ଵݔ < ,(ߝ)ߚ ଴ݒ∥∥  − ∥∥଴ݕ < ,(ߝ)ߚ ,଴ݑ)ܤ|  |(଴ݒ = 1.        (15)  
Since |ݑ)ܤ଴, |(଴ݒ = 1, there is a real number ߠ ∈ ℝ satisfying ݁௜ఏ = ,଴ݑ)ܤ  ଴). We clearly haveݒ
that 

    1 = ,଴ݑ)ܤ| |(଴ݒ = ݁ି௜ఏݑ)ܤ଴, (଴ݒ = Re ݁ ି௜ఏݑ)ܤ଴,  (଴ݒ

= Re ൮ ෍  
௨బ(௡)ஷ଴

  ଴(݊)|݁ି௜ఏݑ| (݊)଴ݑ
|(݊)଴ݑ| ,௡݁)ܤ   ଴)൲ݒ

= ෍  
௨బ(௡)ஷ଴

  ଴(݊)|Re ൭݁ି௜ఏݑ| (݊)଴ݑ
|(݊)଴ݑ| ௡݁)ܤ ,  ଴)൱ݒ

≤ ෍  
௨బ(௡)ஷ଴

  |(݊)଴ݑ| = 1.                                             

It follows that 

݊ ∈ ℕ, (݊)଴ݑ ≠ 0  ⇒ Re ൭݁ି௜ఏ (݊)଴ݑ
|(݊)଴ݑ| ,௡݁)ܤ ଴)൱ݒ = 1 

⇒
(݊)଴ݑ

|(݊)଴ݑ| ,௡݁)ܤ (଴ݒ = ݁௜ఏ.                                         (16) 

By using (15) we also have that 
1 − (ߝ)ߚ = ݁ି௜ఏݑ)ܤ଴, (଴ݒ −  (ߝ)ߚ

< Re ݁ି௜ఏݔ)ܤ଴, (଴ݒ = Re ෍  
ஶ

௡ୀଵ

,௡݁)ܤ௡݁ି௜ఏߙ              .(଴ݒ

Since we fixed ߝ at the beginning, we write ݎ: = 1 − ඥ(ߝ)ߚ and define 
:ܪ = ൛݊ ∈ ℕ: Re ݁ ି௜ఏܤ(݁௡ , (଴ݒ >  .ൟݎ

In view of Lemma (3.3.11) we obtain that 
෍  
௡∈ு

௡ߙ > 1 − ඥ(17)                                                  .(ߝ)ߚ 

Now we define ܥ: = ܪ ∩ {݊ ∈ ℕ: (݊)଴ݑ ≠ 0}. Then we deduce that 
෍  
௡∈஼

௡ߙ  = ෍  
௡∈ு

  ௡ߙ − ෍ ௡ߙ
௡∈ு

௨బ(௡)ୀ଴

  ≥ ෍  
௡∈ு

௡ߙ  − ଴ݑ∥∥ −  ଴∥∥ଵݔ

> 1 − ඥ(ߝ)ߚ − (ߝ)ߚ = 1 −  (18)                                                         .ߜ
Now it suffices to give the functionals {ݖ௡

∗ : ݊ ∈  that will satisfy the condition needed in order {ܥ
to prove that the pair (ܻ, ܻ∗) has the AHSP. For this purpose we will consider appropriate small 
perturbations of the functionals ݕ ↦ ௡݁)ܤ ,  .(ݕ

Let us fix ݊ ∈ ∥ Since .ܥ ܤ ∥= 1 and Re ݁ ି௜ఏܤ(݁௡ , (଴ݒ > ݎ = 1 − ඥ(ߝ)ߚ, by Lemma 
(3.3.14) we deduce that 

ห݁ି௜ఏܤ(݁௡ , (଴ݒ − 1ห
ଶ

< 2ඥ(19)                                           .(ߝ)ߚ 
On the other hand, by using (15) it follows that 

Re ݁ ௜ఏ = Re ݑ)ܤ଴, (଴ݒ > Re ݑ)ܣ଴, (଴ݒ − ܣ‖ −  ‖ܤ
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          > Re ݔ)ܣ଴, (଴ݒ − ଴ݔ∥∥ − ଴∥∥ଵݑ − ܣ‖ −  ‖ܤ
> Re ,଴ݔ)ܣ (଴ݕ − ଴ݕ∥∥ − ∥∥଴ݒ − ଴ݔ∥∥ − ଴∥∥ଵݑ − ܣ‖ −                ‖ܤ

> 1 − (ߝ)ߟ − (ߝ)ߚ2 −                     .ߝ
Now we can apply Lemma (3.3.14) to obtain that 

ห݁௜ఏ − 1ห
ଶ

< (ߝ)ߟ)2 + (ߝ)ߚ2 +  (20)                                         .(ߝ
By again applying Lemma (3.3.14) we also deduce that 

݊ ∈ ⇒ ܪ  ห݁ି௜ఏܤ(݁௡, (଴ݒ − 1ห
ଶ

< 2ඥ(21)                                  .(ߝ)ߚ 
Hence for every ݊ ∈  in view of (16) we obtain that ,ܥ

ฬ
(݊)଴ݑ

|(݊)଴ݑ| − 1ฬ ≤ ฬ
(݊)଴ݑ

|(݊)଴ݑ| −
(݊)଴ݑ

|(݊)଴ݑ| ,௡݁)ܤ ଴)ฬݒ + ฬ
(݊)଴ݑ

|(݊)଴ݑ| ,௡݁)ܤ (଴ݒ − 1ฬ 

= |1 − ,௡݁)ܤ |(଴ݒ + ห݁௜ఏ − 1ห                           
≤ ห1 − ݁௜ఏห + ห݁௜ఏ − ௡݁)ܤ , ଴)หݒ + ห1 − ݁௜ఏห  

                             < 2ඥ2((ߝ)ߟ + (ߝ)ߚ2 + (ߝ + ห1 − ݁ି௜ఏܤ(݁௡,  ଴)ห (by (20))ݒ

         < 2ඥ2((ߝ)ߟ + (ߝ)ߚ2 + (ߝ + ((ߝ)ߚ4)
ଵ
ସ (by (21)) 

That is, 

ฬ
(݊)଴ݑ

|(݊)଴ݑ| − 1ฬ ≤ 2ඥ2((ߝ)ߟ + (ߝ)ߚ2 + (ߝ + ((ߝ)ߚ4)
ଵ
ସ,   for all ݊ ∈  (22)         .ܥ

Finally we define the functionals ݖ௡
∗  by 

௡ݖ
∗ :(ݕ) =

(݊)଴ݑ
|(݊)଴ݑ| ݁ି௜ఏܤ(݁௡, ௡ݒ and (ݕ

:(ݕ)∗ = ,௡݁)ܤ ݊) (ݕ ∈  .(ܥ

Clearly it is satisfied that {ݖ௡
∗ : ݊ ∈ {ܥ ⊂ ܵ௒∗ , and in view of (16) we know that 

௡ݖ
∗ (଴ݒ) = 1,   for all ݊ ∈   (23)                                                .ܥ

Also we have that 

௡ݖ∥∥              
∗ − ௡ݕ

∗∥∥ = ∥∥
∥ (݊)଴ݑ

|(݊)଴ݑ| ݁ି௜ఏݒ௡
∗ − ௡ݕ

∗
∥∥
∥ 

                                 ≤ ∥∥
∥ (݊)଴ݑ

|(݊)଴ݑ| ݁ି௜ఏݒ௡
∗ − ݁ି௜ఏݒ௡

∗
∥∥
∥ + ∥∥݁ି௜ఏݒ௡

∗ − ௡ݒ
∗∥∥ + ௡ݒ∥∥

∗ − ௡ݕ
∗∥∥ 

                                 ≤ ฬ
(݊)଴ݑ

|(݊)଴ݑ| − 1ฬ + ห݁ି௜ఏ − 1ห + ܤ‖ −  ‖ܣ

≤ 3ඥ2((ߝ)ߟ + (ߝ)ߚ2 + (ߝ + ((ߝ)ߚ4)
ଵ
ସ + ߝ <   .଴ (by (22), (20) and (15))ߝ

In view of (18), the above inequality, (15) and (23) we have proved that the pair (ܻ, ܻ∗) has the 
AHSP. 

Conversely, assume that (ܻ, ܻ∗) satisfies the AHSP. Given 0 < ߝ < 1, there are 0 <
,ߜ ߟ < ఌ

ଶ
 satisfying the conditions in Definition (3.3.10) for ఌ

ଶ
. Suppose that ܣ ∈ ܵ௅మ(ℓభ×௒) and for 

some pair (ݔ଴, (଴ݕ ∈ ܵℓభ × ܵ௒ it holds that |ݔ)ܣ଴, |(଴ݕ > 1 −  if necessary we ܣ By rotating .ߟ
can assume that ݔ)ܣ଴, (଴ݕ > 0. Also, by applying a convenient isometry on ℓଵ we may assume 
that ݔ଴(݊) ≥ 0 for every natural number n. Hence we have that 

Re ෍  
ஶ

௡ୀଵ

,௡݁)ܣ(݊)଴ݔ (଴ݕ > 1 −  .ߟ
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Since ∥ ܣ ∥= 1, the sequence of functionals {ݕ௡
∗} given by ݕ௡

:(ݕ)∗ = ௡݁)ܣ , ,(ݕ ݊ ∈ ℕ, is a subset 
of ܤ௒∗. By using the AHSP for the pair (ܻ, ܻ∗) we can find a subset ܥ ⊂ ℕ such that 

෍  
௡∈஼

(݊)଴ݔ > 1 −  ,ߜ

and a subset of functionals {ݖ௞
∗ : ݇ ∈ {ܥ ⊂ ܵ௒∗ and ݖ଴ ∈ ܵ௒ such that 

௞ݖ∥∥
∗ − ௞ݕ

∗∥∥ <
ߝ
2

, ௞ݖ 
(଴ݖ)∗ = 1,   for all ݇ ∈ ଴ݖ∥∥  and  ܥ − ∥∥଴ݕ <

ߝ
2

 
Now we define the bilinear form ܤ on ℓଵ × ܻ given by 

,ݔ)ܤ (ݕ = ෍  
௡∈஼

௡ݖ(݊)ݔ
∗ (ݕ) + ෍  

௡∉஼

,௡݁)ܣ(݊)ݔ ,ݔ)) (ݕ (ݕ ∈ ℓଵ × ܻ, ݔ =  .(((݊)ݔ)

It is immediate to check that ܤ is bounded since ∥∥ݖ௡
∗ ∥∥ = 1 for every ݊ ∈ ∥ and ܥ ܣ ∥= 1. Since 

ܤ is nonempty, it is easy to deduce that ܥ ∈ ܵ௅మ(ℓభ×௒). Also, 
ܤ‖ − ‖ܣ ≤ sup

௡
  sup
௬∈஻ೊ

ܤ)|  − ,௡݁)(ܣ  |(ݕ

                  = sup
௡∈஼

  sup
௬∈஻ೊ

ܤ)|  − ,௡݁)(ܣ  |(ݕ

           = sup
௡∈஼

௡ݖ∥∥ 
∗ − ௡ݕ

∗∥∥ ≤
ߝ
2

<  ߝ

Let us take ݑ଴: = ଵ
∑೙∈಴  ௫బ(௡)

∑௡∈஼ ଴ݑ ଴(݊)݁௡ that satisfiesݔ  ∈ ܵℓభ . Also, 

଴ݑ∥∥ − ଴∥∥ଵݔ =
∥∥
∥∥ 1

∑  ௡∈஼ (݊)଴ݔ 
෍  
௡∈஼

଴(݊)݁௡ݔ  − ଴ݔ
∥∥
∥∥

ଵ

                          

≤
∥∥
∥∥ 1

∑  ௡∈஼ (݊)଴ݔ 
෍  
௡∈஼

଴(݊)݁௡ݔ  − ෍  
௡∈஼

଴(݊)݁௡ݔ 
∥∥
∥∥

ଵ

+ ะ෍  
௡∉஼

 ଴(݊)݁௡ะݔ 

          = 1 − ෍  
௡∈஼

(݊)଴ݔ  + ෍  
௡∉஼

(݊)଴ݔ  < ߜ2 <      .ߝ

Finally we have that 
,଴ݑ)ܤ (଴ݖ = ෍  

௡∈஼

௡݁)ܤ(݊)଴ݑ  ,  (଴ݖ

                                           =
1

∑  ௡∈஼   (݊)଴ݔ
෍  
௡∈஼

௡ݖ(݊)଴ݔ 
∗ (଴ݖ) = 1. 

Therefore (ℓଵ, ܻ) has the BPBP for bilinear forms.  
We are going to provide many classes of Banach spaces ܺ  such that (ܺ, ܺ∗) has the AHSP, 

and so by Theorem (3.3.15) the pair (ℓଵ, ܺ) has the BPBP for bilinear forms. We begin with the 
class of uniformly smooth Banach spaces. We recall that a Banach space is uniformly smooth if 
its norm is uniformly Fréchet differentiable at the points of the unit sphere. 
Proposition (3.3.16)[157]: If ܺ is a uniformly smooth Banach space, then the pair (ܺ, ܺ∗) has 
the Approximate Hyperplane Series property. 
Proof. If ܺ is uniformly smooth, then ܺ∗ is uniformly convex (see for instance [171]). We will 
check that the assumption of Proposition (3.3.12) is satisfied. 
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Given ߝ > 0, we take ߜ: = ௑ߜ2 ∗  ,∗ܺ is the modulus of convexity of (ߝ)∗௑ߜ where ,(ߝ)
which is a positive real number. Now assume that ݔ∗ ∈ ܵ௑∗ and ݔ଴ ∈ ܵ௑ satisfy Re ݔ∗(ݔ଴) >
1 − ߜ = 1 − ଴ݔ If .(ߝ)∗௑ߜ2

∗ ∈ ܵ௑∗ satisfies ݔ଴
(଴ݔ)∗ = 1, then 

1 − (ߝ)∗௑ߜ < Re 
∗ݔ + ଴ݔ

∗

2
(଴ݔ) ≤

∗ݔ∥∥ + ଴ݔ
∗∥∥

2
 

Hence ∥∥ݔ∗ − ଴ݔ
∗∥∥ < ,ܺ) By applying Proposition (3.3.12) we obtain that the pair .ߝ ܺ∗) has the 

AHSP. 
We recall that a Banach space ܺ is smooth if (ݔ)ܦ is a singleton for every ݔ ∈ ܵ௑. Not 

every finite-dimensional space is smooth. However, we will show that every finite-dimensional 
normed space ܺ also satisfies that (ܺ, ܺ∗) has the AHSP. This fact is a consequence of a 
refinement of [158] that we will now show. We include the proof of this result for the sake of 
completeness. 
Proposition (3.3.17)[157]: Every finite-dimensional normed space ܺ satisfies that (ܺ, ܺ∗) has 
the Approximate Hyperplane Series property. 
Proof. We are going to check that the hypotheses of Corollary (3.3.13) hold. We argue by 
contradiction. Assume that there is some positive real number ߝ଴ not satisfying those hypotheses. 
Thus, for every positive ߜ > 0 there exists ݔఋ ∈ ܵ௑ satisfying the following condition: 

ݕ ∈ ܵ௑, ݕ∥∥ − ∥∥ఋݔ < ⇒଴ߝ ∗ݔ∃ ∈ ܵ௑∗: Re (ఋݔ)∗ݔ > 1 − ,∗ݔand dist ൫ ߜ ൯(ݕ)ܦ ≥  ଴.   (24)ߝ
Hence, for every ݊ ∈ ℕ, there is an element ݔ௡ ∈ ܵ௑ satisfying (24) for ߜ = ଵ

௡
. Since dim ܺ <

∞ we can also assume that (ݔ௡) → ݔ ∈ ܵ௑ and ∥∥ݔ − ∥∥௡ݔ <  .݊ ଴ for every natural numberߝ
So by using (24), for every ݊ there is ݔ௡

∗ ∈ ܵ௑∗ satisfying 

Re ௡ݔ
∗ (௡ݔ) > 1 −

1
݊

 and dist൫ݔ௡
∗ , ൯(ݔ)ܦ ≥  ଴.                              (25)ߝ

By passing to a subsequence, if needed, we can assume that (ݔ௡
∗ ) → ∗ݔ ∈ ܵ௑∗. In view of (25) 

we have that 
(ݔ)∗ݔ = 1 and dist (ݔ∗, ((ݔ)ܦ ≥  ଴ߝ

which is a contradiction. 
Now we will provide an important class of classical Banach spaces that are very far from 

the uniformly smooth spaces but still satisfy the fact that there is a version of the Bishop-Phelps-
Bollobás Theorem for bilinear forms on the product of ℓଵ and any space in this class. 
Proposition (3.3.18)[157]: For every locally compact Hausdorff topological space Ω, the space 
ܻ = ࣝ଴(Ω), of real or complex-valued and continuous functions on Ω vanishing at infinity, 
satisfies that (ܻ, ܻ∗) has the Approximate Hyperplane Series property. 
Proof. We prove both the real and the complex cases. It suffices to check that ࣝ଴(Ω) satisfies 
the assumptions of Proposition (3.3.12). In order to do that we will use the Riesz Theorem to 
identify the topological dual of ࣝ଴(Ω) with the space ℳ(Ω) of real or complex Radon measures 
on Ω, endowed with the norm given by the total variation, i.e. given ݔ∗ ∈ ࣝ଴(Ω)∗ there exists a 
unique ߤ ∈ ℳ(Ω), such that 

(݂)∗ݔ = න  
ஐ

,ߤ݂݀   for all ݂ ∈ ࣝ଴(Ω) 

and ∥ ||∗ݔ =  see) ߤ denotes the positive measure called the total variation of |ߤ| where ,(Ω)|ߤ|
e.g. [173], 6.19 Theorem). It is well known that |ߤ| is a finite positive regular measure on Ω and 
there exists a Borel measurable function ℎ: Ω → ℂ with |ℎ(ݐ)| = 1 for all ݐ in Ω so that 
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(݂)∗ݔ = න  
ஐ

݂ℎ݀|ߤ|,   for all ݂ ∈ ࣝ଴(Ω) 

(see e.g. [173]). Given 0 < ߝ < 1, we choose 0 < ߟ < 1 such that 2ߟ + ඥ2ߟ <  Let .ߝ
൛ݕ௝

∗: ݆ ∈ ൟܨ ⊂ ܵࣝబ(ஐ)∗ be a finite set and ଴݂ ∈ ܵࣝబ(ஐ) such that Re ݕ௝
∗( ଴݂) > 1 − ݆ ଶ, for everyߟ ∈

:௝ߤLet ൛ .ܨ ݆ ∈ ൟܨ ⊂ ܵℳ(ஐ) be such that 

௝ݕ
∗(݂) = න  

ஐ
௝ߤ݂݀ ,   for all ݂ ∈ ࣝ଴(Ω)  and all ݆ ∈   .ܨ

Let ൛ℎ௝: ݆ ∈  ൟ be the Borel measurable functions on Ω such thatܨ

หℎ௝ห = 1 and ݕ௝
∗(݂) = න  

ஐ
݂ℎ௝݀หߤ௝ห, for all ݆ ∈ ݂ and all ܨ ∈ ࣝ଴(Ω).  

We are assuming that 

න  
ஐ

Re ൫ ଴݂ℎ௝൯݀หߤ௝ห = Re ቆන  
ஐ

  ଴݂ℎ௝݀หߤ௝หቇ = Re ݕ௝
∗( ଴݂) > 1 − ,ଶߟ   for all ݆ ∈  ܨ

Now for each ݆ ∈  let us consider the Borel set ܨ
௝ܤ = ൛ݐ ∈ Ω: Re ൫ ଴݂(ݐ)ℎ௝(ݐ)൯ > 1 −  .ൟߟ

For every ݆ ∈  we also have ܨ

1 − ଶߟ < න  
ஐ

 Re൫ ଴݂ℎ௝൯݀หߤ௝ห = න  
஻ೕ

 Re൫ ଴݂ℎ௝൯݀หߤ௝ห + න  
ஐ∖஻ೕ

 Re൫ ଴݂ℎ௝൯݀หߤ௝ห               

                   ≤ න  
஻ೕ

 ݀หߤ௝ห + (1 − (ߟ න  
ஐ∖஻ೕ

 ݀หߤ௝ห 

= หߤ௝ห൫ܤ௝൯ + (1 − ௝ห൫Ωߤห(ߟ ∖ ௝൯ܤ = ௝൯ܤ௝ห൫ߤหߟ + 1 −       ߟ
Hence 

หߤ௝ห൫ܤ௝൯ > 1 −  .ߟ
Since each หߤ௝ห is regular, then for each ݆ ∈ ௝ܭ there is a compact set ܨ ⊂  ௝, such thatܤ

หߤ௝ห൫ܭ௝൯ > 1 − ߟ > 0, for all ݆ ∈  (26)                                         .ܨ
As a consequence, 

หߤ௝ห൫Ω ∖ ௝൯ܭ < ݆ for every ,ߟ ∈  (27)                                          .ܨ
Let us take ܭ: = ⋃௝∈ி  ௝, which is a compact subset of Ω satisfyingܭ 

ܭ = ራ  
௝∈ி

௝ܭ ⊂ ራ  
௝∈ி

௝ܤ ⊂ ݐ} ∈ Ω: | ଴݂(ݐ)| > 1 −  .{ߟ

The set ܷ: = ݐ} ∈ Ω: | ଴݂(ݐ)| > 1 −  is open. Since every locally compact space is completely {ߟ
regular, there is a function ݉ ∈ ࣝ଴(Ω) that separates the closed set Ω ∖ ܷ and the compact set 
i.e., such that 0 ,ܭ ≤ ݉ ≤ 1, (ܭ)݉ = {1} and ݉(Ω ∖ ܷ) = {0}. So the function ℎ଴ defined on 
Ω by 

ℎ଴(ݐ): = ቐ
଴݂(ݐ)

| ଴݂(ݐ)| (ݐ)݉  if ݐ ∈ ܷ,

0  if ݐ ∈ Ω ∖ ܷ
 

is continuous, and since it vanishes outside the relatively compact set ܷ, it belongs to ࣝ଴(Ω). 
We take ݃଴: = ℎ଴ + (1 − ݉) ଴݂, which is also a continuous function on Ω vanishing at infinity. 
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It is also clear that ݃଴ satisfies 
|݃଴(ݐ)| ≤ (ݐ)݉ + 1 − (ݐ)݉ = 1, for all ݐ ∈ Ω 

and |݃଴|(ܭ) = {1}, so ݃଴ ∈ ܵࣝబ(ஐ) 
Now we will check that 

∥∥݃଴ − ଴݂∥∥ ≤ ߟ <  (28)                                                     .ߝ
If ݐ ∈ ܷ, then | ଴݂(ݐ)| > 1 −  so ,ߟ

|݃଴(ݐ) − ଴݂(ݐ)| = ฬ ଴݂(ݐ)
| ଴݂(ݐ)| (ݐ)݉ − (ݐ)݉ ଴݂(ݐ)ฬ = 1|(ݐ)݉ − | ଴݂(ݐ)|| <  .ߟ

In the case that ݐ ∈ Ω ∖ ܷ we have that ݉(ݐ) = 0 = ℎ଴(ݐ), so ݃଴(ݐ) − ଴݂(ݐ) = 0. Now we will 
provide the new set of continuous functionals that satisfy the desired condition. For each ݆ ∈  ܨ
let us define the functional 

௝ݖ
∗(݂): =

1
หߤ௝ห൫ܭ௝൯

න  
௄ೕ

݂ ଴݂ഥ
| ଴݂| ݀หߤ௝ห (݂ ∈ ࣝ଴(Ω)). 

Obviously ൛ݖ௝
∗: ݆ ∈ ൟܨ ⊂ ܵࣝబ(ஐ)∗ , and for every ݂ ∈ ࣝ଴(Ω) we have 

หݕ௝
∗(݂) − ௝ݖ

∗(݂)ห 

             ≤ ቮන  
ஐ∖௄ೕ

 ݂ℎ௝݀หߤ௝หቮ + ቮන  
௄ೕ

 ቆ݂ − ݂ ଴݂ഥ
| ଴݂| ℎ‾௝ቇ ℎ௝݀หߤ௝หቮ 

+ ቆ
1

หߤ௝ห൫ܭ௝൯
− 1ቇ ቮන  

௄ೕ

 ݂ ଴݂ഥ
| ଴݂| ݀หߤ௝หቮ            

≤ หߤ௝ห൫Ω ∖ ‖݂‖௝൯ܭ + න  ฬ൬1 − ଴݂

| ଴݂| ℎ‾௝൰ ݂ฬ |݀|หߤ௝ห
௄ೕ

+ ቆ
1

หߤ௝ห൫ܭ௝൯
− 1ቇ หߤ௝ห൫ܭ௝൯‖݂‖  

≤ ‖݂‖ߟ + න  
௄ೕ

 ඥ2ߟ‖݂‖݀หߤ௝ห + ቀ1 − หߤ௝ห൫ܭ௝൯ቁ ‖݂‖ (by (27) and Lemma (3.3.14))        

           ≤ ߟ) + ඥ2ߟ + ‖݂‖(ߟ = ߟ2) + ඥ2ߟ)‖݂‖  (by (26)).  
Hence 

௝ݕ∥∥
∗ − ௝ݖ

∗∥∥ ≤ ߟ2 + ඥ2ߟ < ݆ for all ,ߝ ∈  (29)                                  .ܨ
Finally, for each ݆ ∈  we have that ܨ

௝ݖ
∗(݃଴) =

1
หߤ௝ห൫ܭ௝൯

න  
௄ೕ

݃଴
଴݂ഥ

| ଴݂| ݀หߤ௝ห =
1

หߤ௝ห൫ܭ௝൯
න  

௄ೕ

଴݂

| ଴݂|
଴݂ഥ

| ଴݂| ݀หߤ௝ห = 1 

In view of (28),(29) and the last equality, the proof is completed. 
Corollary (3.3.19)[157]: For every Hausdorff and compact topological space ܭ, the space ܻ =
,ܻ) satisfies that ,ܭ of real or complex-valued and continuous functions on ,(ܭ)ࣝ ܻ∗) has the 
Approximate Hyperplane Series property. 
Corollary (3.3.20)[157]: If ܺ = ܿ଴ (real or complex case), then (ܺ, ܺ∗) has the Approximate 
Hyperplane Series property. 
Proposition (3.3.21)[157]: If ܪ is a Hilbert space and ܺ =  the space of compact ,(ܪ)ܭ
operators on ܪ, then (ܺ, ܺ∗) has the Approximate Hyperplane Series property. 
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Proof. In the finite-dimensional case it suffices to use Proposition (3.3.17). So we can assume 
that ܪ is infinite-dimensional. 

We will use the standard identification of (ܪ)ܭ∗ and the space of nuclear operators on ܪ, 
endowed with the nuclear norm (see for instance [175], Theorem 1 , p. 46, [174], Theorem 5.6 
or [168], Theorem 16.50). Indeed we will prove that the assumptions of Corollary (3.3.13) are 
satisfied. 

Given ߝ > 0, we choose 0 < ߟ < ଵ
ଶ
 such that 

2ඥ2ߟ + ߟ5 <  ߝ
Let us fix any element ܵ଴ ∈ ܵ௄(ு). By using the polar decomposition of ܵ଴ (see for instance 
[174]), there are orthonormal systems (ݕ௡) and (ݔ௞) in ܪ such that 

ܵ଴: = ෍  
ஶ

௡ୀଵ

ܽ௞ݕ௞
∗ ⊗ ௞ݔ  

where (ܽ௞) is a decreasing sequence of real numbers convergent to zero, 1 = ∥∥ܵ଴∥∥ = 
max{ܽ௡: ݊ ∈ ℕ} and ݕ௞

(ݔ)∗ = ݔ) ∣ ݇ ௞) for eachݕ ∈ ℕ and ݔ ∈  where (.|.) denotes the inner ,ܪ
product of ܪ. Let us take ݏ: = 1 −  and ߟ

:ܤ = {݊ ∈ ℕ: ܽ௡ >  .{ݏ
It is clear that ܤ is finite and non-empty. So the operator ଴ܶ on ܪ, defined as 

଴ܶ: = ෍  
௡∈஻

௞ݕ
∗ ⊗ ௞ݔ + ෍  

௡∈ℕ∖஻

ܽ௞ݕ௞
∗ ⊗ ௞ݔ , 

belongs to ܵ௄(ு) and satisfies 
∥∥ ଴ܶ − ܵ଴∥∥ = max{1 − ܽ௡: ݊ ∈ {ܤ < 1 − ݏ = ߟ <  (30)                       .ߝ

Now take ݐ: = 1 − ∗ݖ ସ and choose any elementߟ ∈ ܵ௄(ு)∗ such that Re ݖ∗(ܵ଴)  By the .ݐ <
description of (ܪ)ܭ∗ there are a sequence (ܾ௡) ∈ ℓଵ of nonnegative real numbers, and 
orthonormal systems ( ௡݂) and (݁௡) in ܪ such that 

(ܶ)∗ݖ = ෍  
ஶ

௡ୀଵ

ܾ௡(ܶ(݁௡) ∣ ௡݂), for all ܶ ∈  .(ܪ)ܭ

Also, it is satisfied that 1 = ∥∗ݖ∥ = ∑௡ୀଵ
ஶ  ܾ௡ (see for instance [175] or [174]). In such a case we 

will write ݖ∗ = ∑௡ୀଵ
ஶ  ܾ௡ ௡݂

∗ ⊗ ݁௡. We have 

1 − ସߟ = ݐ < Re ݖ∗(ܵ଴) = Re ෍  
ஶ

௡ୀଵ

ܾ௡(ܵ଴(݁௡) ∣ ௡݂) 

If we consider the set ܥ given by ܥ: = {݊ ∈ ℕ: Re (ܵ଴(݁௡) ∣ ௡݂) ≥ 1 −  ଷ}, then Lemma (3.3.11)ߟ
with ݎ: = 1 −  ଷ givesߟ

෍  
௡∈஼

ܾ௡ > 1 − ߟ > 0, and so ෍  
௡∈ℕ∖஼

ܾ௡ <  (31)                              .ߟ

Now we define the element ݕ∗ ∈  given by ∗(ܪ)ܭ

∗ݕ =
1

∑  ௡∈஼  ܾ௡
෍  
௡∈஼

ܾ௡ ௡݂
∗ ⊗ ݁௡ 

Then ∥∥ݕ∗∥∥ ≤ 1, and in view of (31) we have that 
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∗ݕ∥∥               − ∥∥∗ݖ =
∥∥
∥∥ 1

∑  ௡∈஼  ܾ௡
෍  
௡∈஼

  ܾ௡ ௡݂
∗ ⊗ ݁௡ − ෍  

ஶ

௡ୀଵ

  ܾ௡ ௡݂
∗ ⊗ ݁௡

∥∥
∥∥ 

≤ ൬
1

∑  ௡∈஼   ܾ௡
− 1൰

∥∥
∥∥෍  

௡∈஼

  ܾ௡ ௡݂
∗ ⊗ ݁௡

∥∥
∥∥ +

∥∥
∥∥
∥

෍  
௡∈ℕ∖஼

 ܾ௡ ௡݂
∗ ⊗ ݁௡

∥∥
∥∥
∥

      

≤ 2 ൭1 − ෍  
௡∈஼

 ܾ௡൱ <  (32)                                                           .ߟ2

Now for each ݊ ∈ ܵ we will use the parallelogram law for the elements ܥ ଴(݁௡) and ݂ ௡ and obtain 
that 

ଶݎ + 1 + ݎ2 + ∥∥ܵ଴(݁௡) − ௡݂∥∥ଶ                                     

                     ≤ ቀRe ൫(ܵ଴(݁௡) + ௡݂) ∣ ௡݂൯ቁ
ଶ

+ ∥∥ܵ଴(݁௡) − ௡݂∥∥ଶ 

≤ ∥∥ܵ଴(݁௡) + ௡݂∥∥ଶ + ∥∥ܵ଴(݁௡) − ௡݂∥∥ଶ  
= 2൫∥∥ܵ଴(݁௡)∥∥ଶ + ∥∥ ௡݂∥∥ଶ൯ ≤ 4.             

We deduce that 
∥∥ܵ଴(݁௡) − ௡݂∥∥ଶ ≤ 4 − ଶݎ) + ݎ2 + 1) < ݊ ଷ, for allߟ4 ∈  .ܥ

Now by using (30) we deduce 
‖ ଴ܶ(݁௡) − ௡݂‖ ≤ ‖ ଴ܶ(݁௡) − ܵ଴(݁௡)‖ + ‖ܵ଴(݁௡) − ௡݂‖ 

≤ ∥∥ ଴ܶ − ܵ଴∥∥ + ߟ2 ≤ ,ߟ3  ∀݊ ∈  (33)                                     .ܥ
We also know that ∥∥ܵ଴(݁௡)∥∥ ≥ ݊ for every ݎ ∈  Let us denote by ܲ the orthogonal projection .ܥ
on ܪ onto the subspace ܻ generated by {ݕ௞: ݇ ∈ ݊ For each .{ܤ ∈  we have that ܥ

ଶݎ ≤ ∥∥ܵ଴(݁௡)∥∥ଶ                                                       

                 =
∥∥
∥∥
∥

෍  
௞∈஻

 ܽ௞(݁௡ ∣ ௞ݔ(௞ݕ + ෍  
௞∈ℕ∖஻

 ܽ௞(݁௡ ∣ ௞ݔ(௞ݕ
∥∥
∥∥
∥ଶ

 

≤ ෍  
௞∈஻

  |ܽ௞|ଶ|(ܲ(݁௡) ∣ ௞)|ଶݕ + ෍  
௞∈ℕ∖஻

  |ܽ௞|ଶ|(݁௡ − ܲ(݁௡) ∣       ௞)|ଶݕ

≤ ∥∥ܲ(݁௡)∥∥ଶ + ଶ∥∥݁௡ݏ − ܲ(݁௡)∥∥ଶ              
                                      = ∥∥ܲ(݁௡)∥∥ଶ + ଶ൫1ݏ − ∥∥ܲ(݁௡)∥∥ଶ൯ = ∥∥ܲ(݁௡)∥∥ଶ(1 − (ଶݏ +  ଶݏ

Hence 

∥∥ܲ(݁௡)∥∥ଶ ≥
ଶݎ − ଶݏ

1 − ଶݏ = 1 −
ଶ(2ߟ − (ଷߟ

2 − ߟ
> 1 − ߟ > 0 

that is, 
∥∥݁௡ − ܲ(݁௡)∥∥ଶ <  ߟ

As a consequence 

∥∥
∥݁௡ −

ܲ(݁௡)
∥∥ܲ(݁௡)∥∥∥∥

∥
ଶ

= ∥∥
∥ܲ(݁௡) −

ܲ(݁௡)
∥∥ܲ(݁௡)∥∥∥∥

∥
ଶ

+ ∥∥݁௡ − ܲ(݁௡)∥∥ଶ 

                                   = |1 − ∥∥ܲ(݁௡)∥∥|ଶ + ∥∥݁௡ − ܲ(݁௡)∥∥ଶ ≤  .ߟ2
We just checked that 
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∥∥
∥݁௡ −

ܲ(݁௡)
∥∥ܲ(݁௡)∥∥∥∥

∥ ≤ ඥ2ߟ. 

Let us denote ݁̃௡: = ௉(௘೙)
∥∥௉(௘೙)∥∥

 for each ݊ ∈  Then we know that .ܥ

݁̃௡ ∈ ܵு ∩ ܻ and ∥∥݁̃௡ − ݁௡∥∥ ≤ ඥ2ߟ, for all ݊ ∈  (34)                        .ܥ
Finally we take the functional ݔ∗ ∈  given by ∗(ܪ)ܭ

∗ݔ =
1

∑  ௡∈஼  ܾ௡
෍  
௡∈஼

ܾ௡ ଴ܶ(݁̃௡)∗ ⊗ ݁̃௡. 

It is clear that ݔ∗ ∈ ∥∥ ௄(ு)∗. It is also clear thatܤ ଴ܶ(݁̃௡)∥∥ = 1 for every ݊ ∈  and so ,ܥ
)∗ݔ ଴ܶ) = ଵ

∑೙∈಴  ௕೙
∑௡∈஼  ܾ௡൫ ଴ܶ(݁̃௡) ∣ ଴ܶ(݁̃௡)൯ = 1,   hence  ݔ∗ ∈ ܵ௄(ு)∗ .           (35)  

Now we estimate 

෍  
௡∈஼

 ܾ௡∥∥ݔ∗ − ∥∥∗ݕ =
∥∥
∥∥෍  

௡∈஼

 ܾ௡ ଴ܶ(݁̃௡)∗ ⊗ ݁̃௡ − ෍  
௡∈஼

  ܾ௡ ௡݂
∗ ⊗ ݁௡

∥∥
∥∥ 

                                           ≤
∥∥
∥∥෍  

௡∈஼

 ܾ௡ ଴ܶ(݁̃௡)∗ ⊗ ݁̃௡ − ෍  
௡∈஼

 ܾ௡ ଴ܶ(݁̃௡)∗ ⊗ ݁௡
∥∥
∥∥ 

                                                         +
∥∥
∥∥෍  

௡∈஼

 ܾ௡ ଴ܶ(݁̃௡)∗ ⊗ ݁௡ − ෍  
௡∈஼

 ܾ௡ ଴ܶ(݁௡)∗ ⊗ ݁௡
∥∥
∥∥ 

                                               +
∥∥
∥∥෍  

௡∈஼

 ܾ௡ ଴ܶ(݁௡)∗ ⊗ ݁௡ − ෍  
௡∈஼

 ܾ௡ ௡݂
∗ ⊗ ݁௡

∥∥
∥∥ 

                                   ≤ 2 ෍  
௡∈஼

 ܾ௡∥∥݁̃௡ − ݁௡∥∥ + ෍  
௡∈஼

 ܾ௡∥∥ ଴ܶ(݁௡) − ௡݂∥∥ 

                               ≤ ෍  
௡∈஼

 ܾ௡(2ඥ2ߟ +  (by (34) and (33)) (ߟ3

We have obtained that 
∗ݔ∥∥ − ∥∥∗ݕ ≤ 2ඥ2ߟ +  .ߟ3

Finally, in view of (32) we have that 
∗ݔ∥ − ∥∗ݖ  ≤ ∗ݔ∥∥ − ∥∥∗ݕ + ∗ݕ∥∥ − ∥∥∗ݖ

 ≤ 2ඥ2ߟ + ߟ5 < .ߝ
 

By (30), (35) and the previous inequality, we can apply Corollary (3.3.13), and this completes 
the proof. 

Choi and Song [166] proved that there is no version of the Bishop-Phelps-Bollobás 
Theorem for bilinear forms. Indeed it happens for ℓଵ. Hence, by Theorem (3.3.15) the pair 
(ℓଵ, ℓଵ

∗) does not have the AHSP. Actually we will show that for every infinite-dimensional 
,(ߤ)ଵܮ) the pair (ߤ)ଵܮ  .fails the AHSP (∗(ߤ)ଵܮ
Proposition (3.3.22)[157]: For every infinite-dimensional space ܮଵ(ߤ), the pair (ܮଵ(ߤ), ܮଵ(ߤ)∗) 
fails the Approximate Hyperplane Series property. 
Proof. Since ܮଵ(ߤ) is infinite-dimensional, there exists a sequence (ܣ௡)௡ୀଵ

ஶ  of pairwise disjoint 
measurable sets with 0 < (௡ܣ)ߤ < ∞ for every ݊ ∈ ℕ. Assume that the pair (ܮଵ(ߤ),  (∗(ߤ)ଵܮ
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has the AHSP. Given 0 < ߝ < ଵ
ଶ
, let 0 < ,ߜ ߟ <  be the positive real numbers satisfying the ߝ

conditions in Definition (3.3.10). Let us choose ݊ ∈ ℕ, ݊ ≥ 2 such that ଵ
௡

< min{ߜ,  and take {ߟ

଴݂ =
1
݊

෍  
௡

௝ୀଵ

1
௝൯ܣ൫ߤ

߯஺ೕ   and  ௜݃ = ෍  
௡

௝ୀଵ,௝ஷ௜

߯஺ೕ 

for 1 ≤ ݅ ≤ ݊. It is clear that ଴݂ ∈ ܵ௅భ(ఓ) and ௜݃ ∈ ∥∥ with (ߤ)ஶܮ ௜݃∥∥ஶ = 1 for every ݅, where ∥
⋅∥ஶ denotes the usual norm in ܮஶ(ߤ). Since 0 < ௝൯ܣ൫ߤ < ∞ for every ݆, ௜݃ is associated to an 
element in the unit sphere of ܮଵ(ߤ)∗. We will denote by ݔ௜

∗ the element in ܮଵ(ߤ)∗ corresponding 
to ௜݃ for 1 ≤ ݅ ≤ ݊. It is satisfied that 

௜ݔ
∗( ଴݂) = න  

ஐ
௜݃ ଴݂݀ߤ =

1
݊

෍  
௡

௝ୀଵ,௝ஷ௜

1
௝൯ܣ൫ߤ

න  
ஐ

߯஺ೕ݀ߤ =
݊ − 1

݊
, 

for ݅ = 1, … , ݊. Thus, the convex series ∑௜ୀଵ
௡   ଵ

௡
௜ݔ

∗ satisfies 

൭෍  
௡

௜ୀଵ

 
1
݊

௜ݔ
∗൱ ( ଴݂) =

݊ − 1
݊

> 1 −  ߜ

Since we are assuming that the AHSP is satisfied, there exist ܥ ⊂ {1, … , ݊} and {ݕ௞
∗: ݇ ∈ {ܥ ⊂

ܵ௅భ(ఓ)∗ and ݂ ∈ ܵ௅భ(ఓ) such that ୡୟ୰ୢ (஼)
௡

> 1 − ,ߜ ௞ݕ∥∥ 
∗ − ௞ݔ

∗∥∥ < ,ߝ ௞ݕ 
∗(݂) = 1, for all ݇ ∈  and ,ܥ

∥∥݂ − ଴݂∥∥ଵ <  Now let us notice that for every .(ߤ)ଵܮ where ∥⋅∥ଵ denotes the usual norm in ,ߝ
function ℎ ∈ ܵ௅ಮ(ఓ) satisfying ห∫ஐ  ݂ℎ݀ߤห = 1, if for some measurable set ܣ we have ∥∥ℎ߯஺∥∥ஶ <
1, since 

1 = ቤන  
ஐ

 ݂ℎ݀ߤቤ ≤ න  
஺

‖ℎ߯ܣ‖ஶ|݂|݀ߤ + න  
ஐ∖஺

ߤ݀|݂| = 1 + ൫∥∥ℎ߯஺∥∥ஶ − 1൯ න  
ஐ

 ,ߤ݀ܣ߯|݂|

then it follows that |݂|߯஺ = 0 almost everywhere. In our case, since the support of ݂ is a 
countable union of measurable sets of finite measure and every ܣ௜ has finite measure, if we take 
:ܤ = supp ݂ ∪ ⋃௝ୀଵ

௡ ௞ݕ ௝, the restriction ofܣ 
∗  to ܮଵ(ߤ∣஻) is represented by a function ℎ௞ ∈  (ߤ)ஶܮ

for every ݇ ∈  Hence we have that .ܥ

௞ݕ
∗(݂) = න  

ஐ
݂ℎ௞݀ߤ = 1,  ∥∥ℎ௞ − ݃௞∥∥ஶ ≤ ௞ݕ∥∥

∗ − ௞ݔ
∗ ∥∥ < ,ߝ   for all ݇ ∈  ,ܥ

and so ∥∥ℎ௞߯஺ೖ∥∥ஶ
< ݇ for ߝ ∈ Thus ݂߯஺ೖ .ܥ = 0 a.e. for every ݇ ∈  As a consequence .ܥ

∥∥݂ − ଴݂∥∥ଵ ≥ න  
⋃  ೖ∈಴  ஺ೖ

| ଴݂|݀ߤ =
card (ܥ)

݊
> 1 − ߜ >

1
2

>  ,ߝ

which is a contradiction 
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Chapter 4 
Bishop-Phelps-Bollobás Type Theorems and Property 

 

We use the weak ∗-to-norm fragmentability of weak ∗-compact subsets of the dual of 
Asplund spaces and we need to observe a Urysohn type result producing peak complex-valued 
functions in uniform algebras that are small outside a given open set and whose image is inside 
a Stolz region. New examples of Banach spaces ܻ with AHSP are provided. We also obtain that 
certain ideals of Asplund operators satisfy the Bishop-Phelps-Bollobás property. We show a 
general BPB-type theorem for Γ-flat operators acting to a space with ACKఘ structure and show 
that uniform algebras and spaces with the property ߚ have ACKఘ structure. We also study the 
stability of the ACKఘ structure under some natural Banach space theory operations. We discover 
many new examples of spaces ܻ such that the Bishop-Phelps-Bollobás property for Asplund 
operators is valid for all pairs of the form (ܺ, ܻ). 

 

Section (4.1): Uniform Algebras:  
Mathematical optimization is associated to maximizing or minimizing real functions. 

James's compactness theorem [193] and Bishop-Phelps's theorem [182] are two landmark results 
along this line in functional analysis. The former characterizes reflexive Banach spaces ܺ as 
those for which continuous linear functionals ݔ∗ ∈ ܺ∗ attain their norm in the unit sphere ܵ௑. 
The latter establishes that for any Banach space ܺ every continuous linear functional ݔ∗ ∈ ܺ∗ 
can be approximated (in norm) by linear functionals that attain the norm in ܵ௑. We concerned 
with the study of a strengthening of Bishop-Phelps's theorem that mixes ideas of Bollobás [183] 
see Theorem (4.1.9) here - and Lindenstrauss [196] - who initiated the study of the Bishop-
Phelps property for bounded operators between Banach spaces. Our starting point is the 
following definition brought in by Acosta, Aron, García and Maestre in 2008: 
Definition (4.1.1)[177]: ([178]). A pair of Banach spaces (ܺ, ܻ) is said to have the Bishop-
Phelps-Bollobás property (BPBp for short) if for any ߝ > 0 there exists a (ߝ)ߜ > 0, such that 
for all ܶ ∈ ܵ௅(௑,௒), if ݔ଴ ∈ ܵ௑ is such that ∥∥ܶ(ݔ଴)∥∥ > 1 − ଴ݑ then there exist ,(ߝ)ߜ ∈ ܵ௑ and ෨ܶ ∈
ܵ௅(௑,௒) satisfying 

∥∥(଴ݑ)̃ܶ∥∥ = 1, ଴ݔ∥∥  − ∥∥଴ݑ < ∥  and ߝ ܶ − ෨ܶ ∥<  .ߝ
A good number regarding BPBp have been written during the last years, see [180],[184],[185]. 
Very recently, a general result has been proved in [179], that in particular says that pairs of the 
form (ܺ,  is the space of (ܭ)ܥ do have the BPBp whenever ܺ is an Asplund space and ((ܭ)ܥ
continuous functions defined on a compact Hausdorff space: this result provided the first 
examples of pairs of the kind (ܿ଴, ܻ) with BPBp for ܻ infinite dimensional Banach space. We 
extend and sharpen the results of [179] and prove Theorem (4.1.14). 

For ि =  the above result was proved in [179] with worse estimates. The key points (ܭ)ܥ
for the known proof when ि =  were, on one hand, the asplundness of ܶ hidden in Lemma (ܭ)ܥ
2.3 of [179] that led to a suitable open set ܷ ⊂  and, on the other hand, the Urysohn's lemma ܭ
that applied to an arbitrary ݐ଴ ∈ ܷ produces a function ݂ ∈  satisfying (ܭ)ܥ

(଴ݐ)݂ =∥ ݂ ∥ஶ= 1, (ܭ)݂  ⊂ [0,1] and supp (݂) ⊂ ܷ. 
With all this setting, ܶ̃ was explicitly defined by 

(ݐ)(ݔ)̃ܶ = (ݐ)݂ ⋅ (ݔ)∗ݕ + ൫1 − ൯(ݐ)݂ ⋅ ,(ݐ)(ݔ)ܶ ݔ  ∈ ܺ, ݐ ∈  (1)                ,ܭ
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where ݕ∗ ∈ ܵ௑∗ was chosen satisfying, amongst other things, satisfying 1 = |(଴ݑ)∗ݕ| =  ∥∥଴ݑ∥∥
and ∥∥ݔ଴ − ∥∥଴ݑ ≲  and ݂ were used then to prove that ܶ and ෨ܶ were ∗ݕ The provisos about .ߝ
close and that  that 1 =∥ ܶ̃ ∥= ∥∥ ෨ܶݑ଴∥∥, but he or she will have to make use of the fact that ݂ (ܭ) ⊂
[0,1]. Once this is said, it becomes clear that the arguments above cannot work for a proof of 
Theorem (4.1.14) for a general uniform algebra ि ⊂  Certainly, ि could be too rigid (for .(ܭ)ܥ
instance the disk algebra) to allow the construction of ݂ ∈ ि peaking at ݐ଴ and with ݂(ܭ) ⊂
[0,1]. To overcome 

 
Fig. 1[177]. The Stolz region. 

these difficulties we observe in Lemma (4.1.5) below an easy but useful statement about the 
existence of peak functions ݂ ∈ ि that are small outside an open set and with ݂(ܭ) contained 
in the Stolz region 

Stఌ = ݖ} ∈ ॰ഥ: |ݖ| + (1 − 1|(ߝ − |ݖ ≤ 1}, 
see Fig. 1. 

Let ि ⊂  be a unital uniform algebra and Γ଴ its Choquet boundary. Then, for every (ܭ)ܥ
open set ܷ ⊂ ܷ with ܭ ∩ Γ଴ ≠ ∅ and 0 < ߝ < 1, there exist ݂ ∈ ि and ݐ଴ ∈ ܷ ∩ Γ଴ such that 
(଴ݐ)݂ =∥ ݂ ∥ஶ= 1, |(ݐ)݂| < ݐ for every ߝ ∈ ܭ ∖ ܷ and ݂(ܭ) ⊂ Stఌ, i.e. 

|(ݐ)݂| + (1 − 1|(ߝ − |(ݐ)݂ ≤ 1,   for all ݐ ∈  (2)                               .ܭ
With Lemma (4.1.5) in mind we can appeal at the full power of Lemma 2.3 of [179], that is also 
suited for a boundary instead of ܭ, to produce ܷ and then modify the definition of ෨ܶ in (1) with 
an auxiliary ߝᇱ as 

෨ܶ(ݔ)(ݐ) = (ݐ)݂ ⋅ (ݔ)∗ݕ + (1 − ᇱ)൫1ߝ − ൯(ݐ)݂ ⋅ ,(ݐ)(ݔ)ܶ ݔ  ∈ ܺ, ݐ ∈  (3)         .ܭ
Here ℒ is linked to ߝᇱ and ܷ via Lemma (4.1.5). Inequality (2) allows us to prove again 1 =∥
෨ܶ ∥= ∥∥ ෨ܶݑ଴∥∥ and the other thesis in Lemma (4.1.5) imply ∥ ܶ − ෨ܶ ∥<  .ߝ2

The explanations above cover the relevant results and isolate the difficulties we have had 
to overcome to prove them. We should stress that our results are proved for unital and non unital 
uniform algebras, and that to the best of our knowledge these results are not known even for the 
Bishop-Phelps property. 
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Then, We devoted to prove the existence of peak functions for uniform algebras with 
values in Stఌ: this is what we observe as our Urysohn type lemmas, see Lemma (4.1.5) and 
Lemma (4.1.7), that are needed to establish our main result, Theorem (4.1.14). The difficulty to 
prove the existence of peak functions in uniform algebras with values in our needed Stఌ is the 
same that when Stఌ is replaced by the closure of any bounded simply connected region with 
simple boundary points: for this reason we have observed these general facts too in Proposition 
(4.1.8). We devoted to prove Theorem (4.1.14), its preparatives and its consequences.  

By letters ܺ and ܻ we always denote Banach spaces. Unless otherwise stated our Banach 
spaces can be real or complex. ܤ௑ and ܵ௑ are the closed unit ball and the unit sphere of ܺ. By 
ܺ∗ - respectively ܺ∗∗ - we denote the topological dual - respectively bidual of ܺ. Given a 
complex Banach space ܺ we will write ܺℝ to denote ܺ but with its subjacent real Banach 
structure. The weak topology in ܺ is denoted by ݓ, and ݓ∗ is the weak* topology in ܺ∗. ܮ(ܺ, ܻ) 
stands for the space of norm bounded linear operators from ܺ into ܻ endowed with its usual 
norm of uniform convergence on bounded sets of ܺ. A subset ܤ of the dual unit ball ܤ௑∗  is said 
to be 1-norming if for every ݔ ∈ ܺ we have ∥ ݔ ∥= sup{|(ݔ)∗ݔ|: ∗ݔ ∈  Given a convex subset .{ܤ
ܥ ⊂ ܺ we denote by ext (ܥ) the set of extreme points of ܥ, i.e., those points in ܥ that are not 
midpoints of non-degenerate segments in ܥ. Given ܥ ⊂ ܺ, ∗ݔ ∈ ܺ∗ and ߙ > 0 we write 

,∗ݔ)ܵ ,ܥ :(ߙ = ൜ݕ ∈ :ܥ Re (ݕ)∗ݔ > sup
௭∈஼

 Re (ݖ)∗ݔ −  .ൠߙ

,∗ݔ)ܵ ,ܥ ܥ In particular, if .ܥ is called a slice of (ߙ ⊂ ܺ∗ and ݔ∗ =  ܺ is taken in the predual ݔ
we say that the slice ܵ(ݔ, ,ܥ  A classical Choquet's lemma says that for a .ܥ slice of-∗ݓ is a (ߙ
convex and ݓ∗-compact set ܥ ⊂ ܺ∗, given a point ݔ∗ ∈ ext (ܥ), the family of ݓ∗-slices 

,ݔ)ܵ} ,ܥ :(ߙ ߙ > 0, ݔ ∈ ܺ, ∗ݔ ∈ ,ݔ)ܵ ,ܥ  {(ߙ
forms a neighborhood base of ݔ∗ in the relative ݓ∗-topology of ܥ-see [186]. 

The letters ܭ and ܮ are reserved to denote compact and locally compact Hausdorff spaces 
respectively. (ܭ)ܥ stands for the space of complex-valued continuous functions defined on ܭ 
and ∥⋅∥ஶ denotes the supremum norm on (ܭ)ܥ. A uniform algebra is a ‖∙‖ஶ-closed subalgebra 
ܣ ⊂  that is, for every) ܭ equipped with the supremum norm, that separates the points of (ܭ)ܥ
ݔ ≠ ݂ there exists ܭ in ݕ ∈ (ݔ) such that ܣ ≠ ݔ Given .( (ݕ)݂ ∈ :௫ߜ we denote by ,ܭ ܣ → ℂ the 
evaluation functional at ݔ given by ߜ௫(݂) = ݂ for ,(ݔ)݂ ∈ :ݐ The natural injection .ܣ ܭ →  ∗ܣ
defined by ݈(ݐ) = ݐ ௧ forߜ ∈ ,(ܭ)ݐ) onto ܭ is a homeomorphism from ܭ ܵ A set .(∗ݓ ⊂  is ܭ
said to be a boundary for the uniform algebra ܣ if for every ݂ ∈ ݔ there exists ܣ ∈ ܵ such that 
|(ݔ)݂| =∥ ݂ ∥ஶ. We say that the uniform algebra ܣ ⊂  is unital if the constant function 1 (ܭ)ܥ
belongs to ܣ. Given ݔ ∈  .ݔ containing ܭ we denote by ௫ࣨ the family of the open sets in ܭ

In what follows ॰: = ݖ} ∈ ℂ: |ݖ| < 1} is the open unit disk of the complex plane, ॰ഥ =
ݖ} ∈ ℂ: |ݖ| ≤ 1} is the closed unit disk and ॻ = ݖ} ∈ ℂ: |ݖ| = 1} is the unit circle. By ܣ(॰) we 
denote the disk algebra, i.e., the uniform subalgebra of ܥ(॰ഥ) made of functions whose 
restrictions to ॰ are analytic. Given ݖ ∈ ℂ and ݎ > 0, we write ݖ)ܦ; ;ݖ]ܦ respectively - (ݎ  - [ݎ
to denote the open disk ݖ + ݖ ॰-respectively the closed diskݎ + ॰ഥݎ . 

See [192] for Banach space theory, [187] for Banach algebras, [200] for complex analysis 
and [194] for harmonic analysis. 

As we mentioned we extend [179] to any uniform algebra. As noted, this result in [179] 
depends on Urysohn's lemma, that for a compact ܭ allows us to find for a given ݔ ∈ ܷ and ܭ ∈

௫ࣨ, a continuous real valued function of norm one, taking value 1 at ݔ and vanishing on ܭ ∖ ܷ. 
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We cannot use this lemma in the setting of a general uniform algebra ܣ, because the resulting 
function does not necessarily belong to ܣ. Therefore, our first task here is to prove a Urysohn 
type lemma for uniform algebras on which we can rely on. 

Throughout this ܣ is a unital uniform algebra on ܭ. If 
ܵ: = ∗ݔ} ∈ :∗ܣ ∥∗ݔ∥ = 1, (૚)∗ݔ = 1},                                     (4) 

then Γ଴ = ݐ} ∈ :ܭ ௧ߜ ∈ ext (ܵ)} is a boundary for ܣ that is called the Choquet boundary of ܣ, see 
([187], Lemma 4.3.2 and Proposition 4.3.4). 

A stronger version of Lemma (4.1.2) below can be proved taking into account that in 
unital uniform algebras the Choquet boundary consists exactly of the strong boundary points of 
 for the algebra, see [187] (see also Proposition (4.1.8) where this result is applied). We prefer ܭ
to state Lemma (4.1.2) as follows because this is exactly what is needed to prove our main result. 
On the other hand the proof that we provide makes this part self-contained and our arguments 
will be later adapted when proving the corresponding result for non-unital algebras, see Lemma 
(4.1.6). 
Lemma (4.1.2)[177]: Let ܣ ⊂ ܷ be as above. Then, for every open set (ܭ)ܥ ⊂ ܷ with ܭ ∩
Γ଴ ≠ ∅ and ߜ > 0, there exists ݂ = ఋ݂ ∈ ଴ݐ and ܣ ∈ ܷ ∩ Γ଴ such that ∥ ݂ ∥ஶ= (଴ݐ)݂ = 1 and 
|(ݐ)݂| < ݐ for every ߜ ∈ ܭ ∖ ܷ. 
Proof. Observe first that ݈(ܷ) is a ݓ∗-open set in ݈(ܭ). Therefore, there exists a ݓ∗-open set 
ܸ ⊂ ܵ such that ݈(ܷ) = ܸ ∩ ݔ Fix .(ܭ)݈ ∈ ܷ ∩ Γ଴. Since ߜ௫ is an extreme point of the ݓ∗ 
compact set ܵ and ߜ௫ belongs to ܸ ⊂ ܵ, Choquet's lemma ensures the existence of ଴݂ ∈  and ܣ
ݎ ∈ ℝ such that the ݓ∗-slice of ܵ, ∗ݔ} ∈ ܵ: Re ݔ∗( ଴݂) > ܸ is included into ,{ݎ ∩ ܵ and contains 
(ݔ)௫. In particular, Re ଴݂ߜ > (ݐ)and Re ଴݂ ݎ ≤ ݐ for all ݎ ∈ ܭ ∖ ܷ. 

Note that max௧∈௄  Re ݂ ଴(ݐ) =: ݉ > :(ݐ)݃ and consider ݎ = ݁௙బ(௧) for ݐ ∈  It is clear that .ܭ
݃ ∈ (ܭ)݃,-see Lemma (4.1.3) - ܣ ⊂ ݁௠॰ഥ  and that ݃ maps ܭ ∖ ܷ into ݁௥॰ഥ , i.e., strictly inside 
of ݁௠॰ഥ . Since Γ଴ is a boundary for ܣ, there exists ݐ଴ ∈ ܷ ∩ Γ଴ such that |݃(ݐ଴)| = ݁௠. Now, 
take ݊ ∈ ℕ such that ݁௡(௥ି௠) <  Then, the function defined by .ߜ

(ݐ)݂ = ൬
(ݐ)݃
൰(଴ݐ)݃

௡

,   for ݐ ∈  ,ܭ

is the one that we need. 
We also need the following two lemmas that gather some basic and known results about 

uniform algebras. Lemma (4.1.4) that we write down without a proof can be proved in several 
different easy ways; it also appears as a very particular and straightforward consequence of some 
other much stronger result, see for instance Mergelyan's theorem [200]. 
Lemma (4.1.3)[177]: Let ܣ ⊂ ܯ ,be a uniform algebra (ܭ)ܥ ⊂ ℂ and ݃: ܯ → ℂ a function that 
is the uniform limit of a sequence of complex polynomials restricted to ܯ. For every ݂ ∈  with ܣ
(ܭ)݂ ⊂  :the following statements hold true ܯ

(i) If ܣ is unital, then ݃ ∘ ݂ ∈  .ܣ
(ii) If ܣ is non-unital, 0 ∈ and ݃(0) ܯ = 0, then ݃ ∘ ݂ ∈  .ܣ

Proof. Let us fix a sequence ݌௡: ℂ → ℂ of polynomials that converges uniformly to ݃ on ܯ. In 
case (i), ݌௡ ∘ ݂ ∈ ݊ for ܣ ∈ ℕ and ݃ ∘ ݂ is the uniform limit on ܭ of (݌௡ ∘ ݂)௡, and therefore 
݃ ∘ ݂ ∈ :௡ݍ In case (ii), we define .ܣ = ௡݌ − ݊ ௡(0) for every݌ ∈ ℕ. Now, ݍ௡ ∘ ݂ ∈ ݊ for ܣ ∈
ℕ and ݃ ∘ ݂ is the uniform limit on ܭ of (ݍ௡ ∘ ݂)௡, and therefore ݃ ∘ ݂ ∈  .ܣ
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Lemma (4.1.4)[177]: Every ߶ ∈  is the uniform limit of a sequence of complex (॰)ܣ
polynomials on ॰ഥ . 

As already recalled for 0 < ߝ < 1 the Stolz region is defined by 
Stఌ: = ݖ} ∈ ℂ: |ݖ| + (1 − 1|(ߝ − |ݖ ≤ 1}. 

Let us note that Stఌ is convex, Stఌ ⊂ ॰ഥ  and 1 is the only point of the unit circle ॻ that belongs 
to (the boundary of) Stఌ. Note also that ߝଶ॰ഥ ⊂ Stఌ and therefore 0 is an interior point of Stఌ. 
Indeed, for every ݖ ∈ ଶ॰ഥߝ  we have that 

|ݖ| + (1 − 1|(ߝ − |ݖ ≤ ଶߝ + (1 − 1)(ߝ + (ଶߝ < ଶߝ + (1 − 1)(ߝ + (ߝ = 1. 
Theorem 14.19 of [200] implies that the Stolz region has the following property. 

Finally we can prove the auxiliary lemma: 
Lemma (4.1.5)[177]: Let ܣ ⊂ ܷ be a unital uniform algebra. Then, for every open set (ܭ)ܥ ⊂
ܷ with ܭ ∩ Γ଴ ≠ ∅ and 0 < ߝ < 1, there exist ݂ ∈ ଴ݐ and ܣ ∈ ܷ ∩ Γ଴ such that ݂(ݐ଴) =∥ ݂ ∥ஶ=
|(ݐ)݂| ,1 < ݐ for every ߝ ∈ ܭ ∖ ܷ and ݂(ܭ) ⊂ Stఌ, i.e. 

|(ݐ)݂| + (1 − 1|(ߝ − |(ݐ)݂ ≤ 1,   for all ݐ ∈   (5)                            .ܭ
Proof. Let ߶ ∈ (ଶ॰ߝ)be the function. The set ߶ିଵ (॰)ܣ ⊂ ॰ is an open neighborhood of 0. 
Let ߜ > 0 be such that ߜ॰ ⊂ ߶ିଵ(ߝଶ॰) and let ఋ݂ be the function of norm one and ݐ଴ the 
corresponding point in ܷ ∩ Γ଴ provided by Lemma (4.1.2). Then the function ݂ = ߶ ∘ ఋ݂ is the 
one that we need. Indeed, on one hand Lemma (4.1.3) and Lemma (4.1.4) assure us that ݂ ∈  .ܣ
On the other hand, we have that ݂(ܭ) ⊂ Stఌ that gives us inequality (5), and also ݂(ݐ଴) =
߶൫ ఋ݂(ݐ଴)൯ = 1 =∥ ݂ ∥ஶ. Finally we have that, 

ܭ)݂ ∖ ܷ) = ߶( ఋ݂(ܭ ∖ ܷ)) ⊂ (॰ߜ)߶ ⊂ ଶ॰ߝ ⊂  .॰ߝ
Thus, |݂(ݖ)| < ݐ for every ߝ ∈ ܭ ∖ ܷ and the proof is finished. 

Throughout this ܤ is a non-unital uniform algebra, that is, a closed subalgebra of (ܭ)ܥ, 
separating points and with ૚ ∉ :ܣ Denote by .ܤ = {ܿ૚ + ݂: ܿ ∈ ℂ, ݂ ∈  the ∥⋅∥ஶష closed {ܤ
subalgebra generated by ܤ ∪ {૚}. Since the natural embedding of ܣ into the space of continuous 
functions on the set of characters of ܣ is an isometry, we can assume without loss of generality 
that ܭ is the Gelfand compactum - i.e. set of characters - of ܣ. Consider the Choquet boundary 
of ܣ, Γ଴(ܣ) ⊂ -Gelfand ,(note that it is 1-codimensional) ܣ is a maximal ideal of ܤ Since .ܭ
Mazur theorem assures us that there exists ݒ ∈ ܤ such that ܭ = {݂ ∈ :ܣ (݂)௩ߜ = 0}. Denote 
Γ଴ = Γ଴(ܣ) ∖  For general background on Gelfand .ܤ Observe that Γ଴ is a boundary for .{ݒ}
representation theory see [190]. 

With a bit of extra work in the proof of Lemma (4.1.2), its non-unital version is proved 
below. 
Lemma (4.1.6)[177]: Let ܤ ⊂ ܷ be as above. Then, for every open set (ܭ)ܥ ⊂ ܷ with ܭ ∩
Γ଴ ≠ ∅ and ߜ > 0, there is ݂ ∈ ଴ݐ and ܤ ∈ ܷ ∩ Γ଴ such that ∥ ݂ ∥ஶ= (଴ݐ)݂ = 1 and |݂(ݐ)| <  ߜ
for every ݐ ∈ ܭ ∖ ܷ. 
Proof. Without loss of generality we can assume that ݒ ∉ ܷ. We use the natural identification 
of ܭ with ݈(ܭ) as we did in the proof of Lemma (4.1.2). Let us fix ݔ ∈ ܷ ∩ Γ଴. Since ݔ is an 
extreme point of ܵ as defined in (4), by Choquet's lemma, there exists a ݓ∗-slice of ܵ that 
contains ݔ and lies inside ܷ. This slice that can be assumed generated by an element ଴݂ ∈ -ܤ
note that ૚ is constant on ܵ - is of the form {ݕ∗ ∈ ܵ : Re ݕ∗( ଴݂) > ݎ for some {ݎ ∈ ℝ. So, 
Re ݂ ଴(ݔ) > ݐ and for every ,ݎ ∈ ܭ ∖ ܷ we have Re ଴݂(ݐ) ≤ and in particular 0 ݎ = Re ݂ ଴(ߥ) ≤
 .ݎ
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Note that max௧∈௄  Re ݂ ଴(ݐ) =: ݉ > ଴ݐ there exists a ,ܤ Since Γ଴ is a boundary for .ݎ ∈
Γ଴ ∩ ܷ such that Re ݂ ଴(ݐ଴) = ݉. Define ݃ (ݐ) = ݁௙బ(௧) − 1, ݐ ∈ ݃ Then we have that .ܭ ∈  after ܤ
Lemma (4.1.3), ݃(ܭ) ⊂ ݁௠॰ഥ − 1, and ݃(ܭ ∖ ܷ) ⊂ ݁௥॰ഥ − 1, i.e., strictly inside of ݁௠॰ഥ − 1. 
Observe that 0 ∈ ݁௠॰ഥ − 1 because ݉ > ݎ ≥ Re ݂ ଴(ݒ) = 0. Now, consider a Möbius 
transformation ℎ(ݖ) = ௔௭ା௕

௖௭ାௗ
 that conformally maps ݁௠॰ − 1 onto ॰, the boundary of ݁௠॰ − 1 

onto the boundary of ॰ and such that ℎ(0) = 0. Since ݃(ݐ଴) = ݁௙బ(௧బ) − 1 belongs to the 
boundary of ݁௠॰ഥ − 1, its image ℎ൫݃(ݐ଴)൯ belongs to the boundary of ॰ഥ . Then 

:(ݐ)݂ = ൬
(ℎ ∘ (ݐ)(݃
(ℎ ∘ ൰(଴ݐ)(݃

௡

, ݐ  ∈  ,ܭ

for suitable ݊ ∈ ℕ, is the function that we need. 
The main result reads as follows: 

Lemma (4.1.7)[177]: Let ܤ ⊂  be as in the previous lemmas. Then, for every open set (ܭ)ܥ
ܷ ⊂ ܷ with ܭ ∩ Γ଴ ≠ ∅ and 0 < ߝ < 1, there exist ݂ ∈ ଴ݐ and ܤ ∈ ܷ ∩ Γ଴ such that ݂(ݐ଴) =∥
݂ ∥ஶ= |(ݐ)݂| ,1 < ݐ for every ߝ ∈ ܭ ∖ ܷ and 

|(ݐ)݂| + (1 − 1|(ߝ − |(ݐ)݂ ≤ 1,   for all ݐ ∈  .ܭ
For our applications to the Bishop-Phelps-Bollobás property we just need the Lemmas 

(4.1.5) and (4.1.7) as presented already. We might have realized that our previous arguments 
work for arbitrary bounded simply connected region with simple boundary points. Although we 
do not need it we complete with a few comments about this general case. 

Recall that a boundary point ߚ of a simply connected region Ω of ℂ is said to be a simple 
boundary point of Ω if ߚ has the following property: to every sequence (ݖ௡)௡ in Ω such that 
௡ݖ → :ߛ there corresponds a curve ߚ [0,1] → ℂ and a sequence (ݐ௡)௡, 

0 < ଵݐ < ଶݐ < ⋯ < ௡ݐ < ௡ାଵݐ < ⋯  with ݐ௡ → 1, 
such that ߛ(ݐ௡) = ݊ ௡ for everyݖ ∈ ℕ and ([0,1])ߛ ⊂ Ω, see [200]. All points in the boundary 
of ॰ഥ  and Stఌ are simple boundary points. 

Every bounded simply connected region Ω such that all points in its boundary ∂Ω are 
simple has the property that every conformal mapping of Ω onto ॰ extends to a homeomorphism 
of Ω‾  onto ॰ഥ , see [200]. 
Proposition (4.1.8)[177]: Let ܣ ⊂ be a unital uniform algebra, Ω (ܭ)ܥ ⊂ ℂ a bounded simply 
connected region such that all points in its boundary ∂Ω are simple. Let us fix two different 
points ܽ and ܾ with ܾ ∈ ∂Ω, ܽ ∈ Ω‾  and a neighborhood ௔ܸ ⊂ Ω‾  of ܽ. Then, for every open set 
ܷ ⊂ ܷ with ܭ ∩ Γ଴ ≠ ∅ and for every ݐ଴ ∈ ܷ ∩ Γ଴, there exists ݂ ∈  such that ܣ

(i) ݂(ܭ) ⊂ Ω‾ ; 
(ii) ݂(ݐ଴) = ܾ; 
(iii) ݂ ܭ) ∖ ܷ) ⊂ ௔ܸ . 

Proof. According to [187] any point ݐ଴ ∈ Γ଴ is a strong boundary point for ܣ and therefore for 
every ߜ > 0 there exists a function ݃ఋ ∈ (଴ݐ)such that ݃ఋ ܣ = 1 = ∥∥݃ఋ∥∥ஶ and ݃ఋ(ܭ ∖ ܷ) ⊂
 .॰ߜ

We distinguish two cases for the proof: 
Case 1: ܽ ∈ Ω. According to [200] we can produce a homeomorphism ߶: ॰ഥ → Ω‾  such 

that ߶ is a conformal mapping from ॰ onto Ω with ߶(1) = ܾ and ߶(0) = ܽ. Using and adequate 
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݃ఋ  as described above and ߶ the proof goes along the path that we followed in the proof of 
Lemma (4.1.5). 

Case 2: ܽ ∈ ∂Ω. Since int ( ௔ܸ) ∩ Ω ≠ ∅ we can take ܽᇱ ∈ Ω and ߜᇱ > 0 such that 
ᇱܽ)ܦ , (ᇱߜ ⊂ ௔ܸ ∩ Ω. Now, we apply case 1 to ܽᇱ, its neighborhood ܦ(ܽᇱ,  ᇱ) and ܾ. The thesisߜ
follows. 

Needless to say that in the non-unital case other results in the vein of the above proposition 
with the right hypothesis could be proved too. 

The result below that appears as Theorem 1 in [183] is known nowadays in the literature 
as the Bishop-Phelps-Bollobás theorem: 
Theorem (4.1.9)[177]: Let ܺ  be a Banach space, ݔ଴

∗ ∈ ܵ௑∗ and ݔ଴ ∈ ܵ௑ such that |1 − ଴ݔ
|(଴ݔ)∗ ≤

ଶ/2 (0ߝ < ߝ < 1/2). Then there exists ݔ∗ ∈ ܵ௑∗  that attains the norm at some ݔ ∈ ܵ௑ such that 
଴ݔ∥∥

∗ − ∥∥∗ݔ ≤ ଴ݔ∥∥ and ߝ − ∥∥ݔ < ߝ + ଶߝ . 
It is easily seen that in the real case, if we assume that ݔ଴

(଴ݔ)∗ ≥ 1 −  ∗ݔ ଶ/4 then the pointsߝ
and ݔ above can be taken satisfying ∥∥ݔ଴

∗ − ∥∥∗ݔ ≤ ଴ݔ∥∥ and ߝ − ∥∥ݔ ≤  .ߝ
Note that a direct application of Brøndsted-Rockafellar variational principle, [199], gives 

a better result:  
Corollary (4.1.10)[177]: Let ܺ be a real Banach space, ݔ଴

∗ ∈ ܵ௑∗ and ݔ଴ ∈ ܵ௑ such that 
଴ݔ

(଴ݔ)∗ ≥ 1 − ଶ/2 (0ߝ < ߝ < √2). Then there exists ݔ∗ ∈ ܵ௑∗ that attains the norm at some ݔ ∈
ܵ௑ such that 

଴ݔ∥∥
∗ − ∥∥∗ݔ ≤ ଴ݔ∥∥ and ߝ − ∥∥ݔ ≤   .ߝ

We remark that in the previous corollary the hypothesis ݔ଴
(଴ݔ)∗ ≥ 1 −  ଶ/2 cannot be weakenedߝ

if we still wish to obtain the estimates (6), see [183]. 
Corollary (4.1.10) is easily extended to the complex case. Recall that given a complex 

Banach space ܺ, the canonical map ℜ: ܺ∗ → (ܺℝ)∗ defined by Re (ݔ∗)(ݔ): = Re (ݔ)∗ݔ, for ݔ∗ ∈
ܺ∗ and ݔ ∈ ܺ, is an isometry and also an homeomorphism from (ܺ∗, ,∗onto ((ܺℝ) (∗ݓ  .(∗ݓ
Corollary (4.1.11)[177]: Let ܺ be a Banach space, ݔ଴

∗ ∈ ܵ௑∗ and ݔ଴ ∈ ܵ௑ such that |ݔ଴
|(଴ݔ)∗ ≥

1 − ଶ/2 (0ߝ < ߝ < √2). Then there exists ݔ∗ ∈ ܵ௑∗ that attains the norm at some ݔ ∈ ܵ௑ such 
that 

଴ݔ∥∥
∗ − ∥∥∗ݔ ≤ ଴ݔ∥∥ and ߝ − ∥∥ݔ ≤  (6)                                        .ߝ

Proof. Let us take ߣ ∈ ℂ such that |ݔ଴
|(଴ݔ)∗ = ଴ݔߣ

 Then, we can apply Corollary (4.1.10) .(଴ݔ)∗
to the norm one real functional ℜ(ݔ଴

∗) and the norm one vector ݔߣ଴, to obtain ݑ∗ ∈ (ܵ௑ℝ)∗ and 
ݑ ∈ ܵ௑ with (ݑ)∗ݑ = 1 and such that 

∗ݑ∥∥ − ℜ(ݔ଴
∗)∥∥ ≤ ଴ݑ∥∥ and ߝ − ∥∥଴ݔߣ ≤   .ߝ

If we set ݔ∗ = ℜିଵ(ݑ∗) and ݔ =  is a norm one complex continuous functional on ∗ݔ then ,ݑଵିߣ
ܺ that satisfies |(ݔ)∗ݔ| = |ଵିߣ| = 1. On the other hand ∥∥ݔ଴ − ∥∥ݔ = ଴ݔߣ∥∥ − ∥∥ݑ ≤  Since ℜ is .ߝ
an isometry, we deduce that ∥∥ݔ଴

∗ − ∥∥∗ݔ = ∥∥Re (ݔ଴
∗) − ∥∥∗ݑ ≤  .and the proof is over ,ߝ

A complex Banach space ܺ is said to be an Asplund space if its underlying real space ܺℝ 
is Asplund, that is, whenever ߰ is a convex continuous real valued function defined on an open 
convex subset ܷ of ܺ, the set of all points of ܷ where ߰ is Fréchet differentiable is a dense ܩఋష 
subset of ܷ. This definition is due to Asplund [181] under the name strong differentiability 
space. Combined efforts of Namioka, Phelps and Stegall led to Theorem (4.1.12) below that is 
valid both for real and complex Banach spaces. This result already hints at the power of the 
concepts involved. 
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Theorem (4.1.12)[177]: ([198],[201],[202]). Let ܺ be a Banach space. Then the following 
conditions are equivalent: 

(i) ܺ is an Asplund space; 
(ii) every ݓ∗-compact subset of (ܺ∗,  ;is fragmented by the norm (∗ݓ

(iii) each separable subspace of ܺ has separable dual; 
(iv) ܺ ∗ has the Radon-Nikodým property. 

For the notion of the Radon-Nikodým property see [189] and for the concept of fragment 
ability see [197]. 

An operator ܶ ∈ ,ܺ)ܮ ܻ) is said to be an Asplund operator if it factors through an Asplund 
space, 

 
i.e., there are an Asplund space ܼ and operators ଵܶ ∈ ,ܺ)ܮ ܼ), ଶܶ ∈ ,ܼ)ܮ ܻ) such that = ଶܶ ∘ ଵܶ, 
see [191],[203]. Note that every weakly compact operator ܶ ∈ ࣱ(ܺ, ܻ) factors through a 
reflexive Banach space, see [188], and hence ܶ is an Asplund operator. 

A careful reading of [179] together with the fact that (i) ⇔ (ii) in Theorem (4.1.12), for 
real and complex spaces, should give the tools to establish the validity of the following lemma. 
As usual ܶ∗ denotes the adjoint of ܶ. 
Lemma (4.1.13)[177]: Let ܶ: ܺ → ܻ be an Asplund operator with ‖ܶ‖ = 1 and ݔ଴ ∈ ܵ௑ such 
that ∥∥ܶݔ଴∥∥ > 1 − ఌమ

ଶ
(0 < ߝ < √2). For any given 1-norming set Γ ⊂ ܯ ௒∗ if we writeܤ =

ܶ∗(Γ) then, for every ݎ > 0 there exist: 
(i) a ݓ∗-open set ௥ܷ ⊂ ܺ∗ with ௥ܷ ∩ ܯ ≠ ∅, and 
(ii) points ݕ௥

∗ ∈ ܵ௑∗ and ݑ௥ ∈ ܵ௑ with |ݕ௥
|(௥ݑ)∗ = 1 such that 

଴ݔ∥∥ − ∥∥௥ݑ ≤ ∗ݖ∥∥  and  ߝ − ௥ݕ
∗∥∥ ≤ ݎ +

ଶߝ

2
+ ∗ݖ for every  ߝ ∈ ௥ܷ ∩  (7)            .ܯ

We can prove our main result as application of all the above. 
Theorem (4.1.14)[177]: Let ि ⊂ :ܶ be a uniform algebra and (ܭ)ܥ ܺ → ि be an Asplund 
operator with ∥ ܶ ∥= 1. Suppose that 0 < ߝ < √2 and ݔ଴ ∈ ܵ௑ are such that ∥∥ܶݔ଴∥∥ > 1 − ఌమ

ଶ
. 

Then there exist ݑ଴ ∈ ܵ௑ and an Asplund operator ෨ܶ ∈ ܵ௅(௑,ଶ) satisfying that 
∥∥଴ݑ̃ܶ∥∥ = 1, ଴ݔ∥∥  − ∥∥଴ݑ ≤ ∥ and ߝ ܶ − ෨ܶ ∥<   .ߝ2

Proof. Fix arbitrary ݎ > 0 and 0 < ᇱߝ < 1. If ि = is unital then take Γ଴ ܣ = Γ(ܣ) the Choquet 
boundary of ܣ. If ि =  and take Γ଴ as we did at the beginning. In ܭ is not unital then change ܤ
any case, we can assume that we are dealing with an Asplund operator ܶ: ܺ → ि ⊂
൫(ܭ)ܥ, ∥∥ ି∥∥ஶ൯ for which we can apply Lemma (4.1.13) for ܻ : = ि, Γ = ௦ߜ} ∈ ि∗: ݏ ∈ Γ଴},  and ݎ
ߝ > 0. We produce the ݓ∗-open set ௥ܷ, the point ݑ௥ and the functional ݕ௥

∗ ∈ ܵ௑∗ satisfying the 
properties in the aforementioned lemma. Since ௥ܷ ∩ ܯ ≠ ∅ we can pick ݏ଴ ∈ Γ଴ such that 
௦బߜ∗ܶ ∈ ௥ܷ. The ݓ∗-continuity of ܶ∗ ensures that ܷ = ݏ} ∈ :ܭ ௦ߜ∗ܶ ∈ ௥ܷ} is an open 
neighborhood of ݏ଴. Using Lemma (4.1.5) - or Lemma (4.1.7) in the not unital case - for the 
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open set ܷ - that clearly satisfies ܷ ∩ Γ଴ ≠ ∅ - and ߝᇱ we obtain a function ݂ ∈ ि and ݐ଴ ∈ ܷ ∩
Γ଴ satisfying 

(଴ݐ)݂ =∥ ݂ ∥ஶ= 1,                                                      (8) 
|(ݐ)݂| < ᇱߝ   for every ݐ ∈ ܭ ∖ ܷ                                           (9) 

and 
|(ݐ)݂| + (1 − ᇱ)|1ߝ − |(ݐ)݂ ≤ 1  for every ݐ ∈  (10)                         .ܭ

Define now the linear operator ෨ܶ : ܺ → ि by the formula 
(ݐ)(ݔ)̃ܶ = ௥ݕ(ݐ)݂

(ݔ)∗ + (1 − ᇱ)൫1ߝ −  (11)                     .(ݐ)(ݔ)൯ܶ(ݐ)݂
It is easily checked that ܶ̃ is well-defined. Bearing in mind (10) we prove that ฮܶ̃ฮ ≤ 1. On the 
other hand, 

1 = ௥ݕ|
|(௥ݑ)∗ =

(଼)
ห ෨ܶ(ݑ௥)(ݐ଴)ห ≤ ∥∥ ෨ܶ(ݑ௥)∥∥ ≤ 1 

and therefore ෨ܶ attains the norm at the point ݑ଴ = ௥ݑ ∈ ܵ௑ for which we already had that 
଴ݑ∥∥ − ∥∥଴ݔ ≤  .ߝ

Now, for every ݔ ∈  ௑, since Γ଴ is a boundary for ि, we have thatܤ
ݔܶ∥∥ − ෨ܶ ௫∥∥ஶ  = sup

௧∈୻బ

௥ݕ)(ݐ)݂| 
(ݔ)∗ − ((ݐ)(ݔ)ܶ − ᇱ(1ߝ − |(ݐ)(ݔ)ܶ((ݐ)݂

 ≤ sup
௧∈୻బ

௥ݕ||(ݐ)݂|} 
(ݔ)∗ − |(ݔ)௧ߜ∗ܶ + ᇱ|1ߝ − {|(ݐ)(ݔ)ܶ||(ݐ)݂

 ≤
(଼)

sup
௧∈୻బ

௥ݕ∥∥|(ݐ)݂|} 
∗ − {∥∥௧ߜ∗ܶ + ᇱߝ2 .

 

On one hand, since ܶ∗ߜ௧ ∈ ௥ܷ ∩ ݐ for every ܯ ∈ ܷ ∩ Γ଴, we deduce that 

sup
௧∈௎∩୻బ

௥ݕ∥∥|(ݐ)݂| 
∗ − ∥∥௧ߜ∗ܶ ≤

(଻)
ݎ +

ଶߝ

2
+  .ߝ

On the other hand, since ݐ ∈ Γ଴ ∖ ܷ implies ݐ ∈ ܭ ∖ ܷ, we obtain that 

sup
௧∈୻బ∖௎

௥ݕ∥∥|(ݐ)݂| 
∗ − ∥∥௧ߜ∗ܶ ≤

(ଽ)
 .ᇱߝ2

Gathering the information of the last three inequalities we conclude that 
ฮܶ − ܶ̃ฮ ≤ max{4ߝᇱ, ᇱߝ2 + ݎ + ଶ/2ߝ +  .{ߝ

Since ݎ > 0 and 0 < ᇱߝ < 1 are arbitrary, for suitable values 
max{4ߝᇱ, ᇱߝ2 + ݎ + ଶ/2ߝ + {ߝ <  .ߝ2

To finish the proof we show that ܶ̃ is also an Asplund operator. To this end it suffices to observe 
that Asplund operators between Banach spaces form an operator ideal, and that ܶ෨ in (11) appears 
as a linear combination of a rank one operator, the operator ܶ and the operator ݔ ↦ ݂ ⋅  .(ݔ)்ܶܶ
The latter is the composition of a bounded operator from ि into itself with ܶ. Therefore ෨ܶ is an 
Asplund operator and the proof is over. 

We conclude with a list of remarks concerning the peculiarities and scope of the results 
that we have proved here: 
R1: If we denote by ࣛ the ideal of Asplund operators between Banach spaces and ℐ ⊂ ࣛ is a 

sub-ideal, Theorem (4.1.14) naturally applies for any operator ܶ ∈ ℐ(ܺ, ि) and the 
provided ෨ܶ belongs again to ℐ(ܺ, ि). 
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R2: Theorem (4.1.14) applies in particular to the ideals of finite rank operators ℱ, compact 
operators ࣥ,  ࣱ summing operators Π௣ and of course to the weakly compact operators-݌
themselves. To the best of our knowledge even in the case ࣱ(ܺ, ि) the Bishop-Phelps 
property that follows from Theorem (4.1.14) is a brand new result. 

R3: Let ܮ be a scattered and locally compact space. The space of continuous functions vanishing 
at infinity ܥ଴(ܮ) on ܮ endowed with its sup norm ∥⋅∥ஶ is an Asplund space, see comments 
after Corollary 2.6 in [179]. Therefore (ܥ଴(ܮ), ि) has the BPBp for any uniform algebra. 
More in particular, for any set Γ the pair, (ܿ଴(Γ), ि) has the BPBp. Note that [179] provided 
the first example of an infinite dimensional Banach space ܻ such that (ܿ଴, ܻ) has the 
Bishop-Phelps-Bollobás property, namely for any ܻ =  as before. In a different order (ܮ)଴ܥ
of ideas, it has been established in [195] that (ܿ଴, ܻ) has the BPBp for every uniformly 
convex Banach space ܻ. 

 

Section (4.2): Certain Spaces of Operators: 
E. Bishop and R. Phelps in [210] proved that every continuous linear functional ݔ∗ on a 

Banach space ܺ can be uniformly approximated on the closed unit ball of ܺ by a continuous 
linear functional ݕ∗ that attains its norm. This result is called the Bishop-Phelps Theorem. B. 
Bollobás [211] showed that this approximation can be obtained with the additional property that 
the point at which ݔ∗ almost attains its norm is close in norm to a point at which ݕ∗ attains its 
norm. This is a "quantitative version" of the Bishop-Phelps Theorem, known as the Bishop-
Phelps-Bollobás Theorem. 

 ܺ and ܻ will be Banach spaces over the scalar field ॶ(ℝ or ℂ). As usual, ܵ௑,  ∗ܺ ௑ andܤ
will denote the unit sphere, the closed unit ball, and the (topological) dual of ܺ, respectively. 
Theorem (4.2.1)[204]: (Bishop-Phelps-Bollobás Theorem). (See [212].) Let ܺ be a Banach 
space and 0 < ߝ < 1. Given ݔ ∈ ∗ݔ ௑ andܤ ∈ ܵ௑∗ with |1 − |(ݔ)∗ݔ < ఌమ

ସ
, there are elements ݕ ∈

ܵ௑ and ݕ∗ ∈ ܵ௑∗ such that (ݕ)∗ݕ = 1, ∥ ݕ − ݔ ∥< ∗ݕ∥∥ and ߝ − ∥∥∗ݔ <  ߝ
 finite measure. Different versions-ߪ will be a ߤ will be a compact Hausdorff space and ܭ

of the Bishop-Phelps-Bollobás Theorem for operators were proved in [205]. Amongst them it is 
shown a characterization of the Banach spaces ܻ satisfying an analogous result to the Bishop-
Phelps-Bollobás Theorem for operators from ℓଵ into ܻ. There are also positive results for 
operators from ܮଵ(ߤ) into ܮஶ[0,1] [208],[214] and for operators from an Asplund space into 
 See also [213],[223],[224] .[207] (ܭ)ࣝ

We provide classes of spaces satisfying a version of the Bishop-Phelps-Bollobás Theorem 
for operators. By ℒ(ܺ, ܻ) we denote the Banach space of bounded linear operators from ܺ into 
ܻ. We need the following definitions. 

The next property was introduced in [205]. 
Definition (4.2.2)[204]: Let ܺ and ܻ be both real or complex Banach spaces. The pair (ܺ, ܻ) 
satisfies the Bishop-Phelps-Bollobás property for operators if given ߝ > 0, there are (ߝ)ߟ > 0 
and (ߝ)ߚ > 0 with lim௧→଴ (ݐ)ߚ  = 0 such that for any ܶ ∈ ܵℒ(௑,௒), if ݔ଴ ∈ ܵ௑ is such that 
∥∥଴ݔܶ∥∥ > 1 − ଴ݑ then there exist a point ,(ߝ)ߟ ∈ ܵ௑ and an operator ܵ ∈ ܵℒ(௑,௒) that satisfy the 
following conditions: 

∥∥଴ݑܵ∥∥ = 1, ଴ݑ∥∥  − ∥∥଴ݔ < ∥  and  (ߝ)ߚ ܵ − ܶ ∥<  .ߝ
In this case, we also say that the space ℒ(ܺ, ܻ) has the Bishop-Phelps-Bollobás property. 
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When the operator ܶ (in the definition above) belongs to a certain class, we expect that ܵ also 
belongs to the same class. Therefore we introduce the following notion. 
Definition (4.2.3)[204]: Let ܺ and ܻ be both real or complex Banach spaces and ܯ a subspace 
of ℒ(ܺ, ܻ). We say that ܯ satisfies the Bishop-Phelps-Bollobás property if given ߝ > 0, there 
is (ߝ)ߟ > 0 such that for any ܶ ∈ ܵெ, if ݔ଴ ∈ ܵ௑ satisfies that ∥∥ܶݔ଴∥∥ > 1 −  then there ,(ߝ)ߟ
exist a point ݑ଴ ∈ ܵ௑ and an operator ܵ ∈ ܵெ satisfying the following conditions: 

∥∥଴ݑܵ∥∥ = 1, ଴ݑ∥∥  − ∥∥଴ݔ < ∥  and  ߝ ܵ − ܶ ∥<  ߝ
To study the Bishop-Phelps-Bollobás property for operators on ℓଵ, the following 

geometric property was introduced in [205]. 
Definition (4.2.4)[204]: A Banach space ܺ has the approximate hyperplane series property 
(AHSP) if for every ߝ > 0 there exist (ߝ)ߛ > 0 and (ߝ)ߟ > 0 with lim௧→଴ା (ݐ)ߛ  = 0 such that 
for every sequence (ݔ௞) ⊂ ܵ௑( or (ݔ௞) ⊂ ௑) and every convex series ∑௞⩾ଵܤ  ௞ satisfyingߙ 

∥∥
∥∥෍  

ஶ

௞ୀଵ

௞ݔ௞ߙ 
∥∥
∥∥ > 1 −  (ߝ)ߟ

there exist a subset ܦ ⊂ ℕ, :௞ݖ} ݇ ∈ {ܦ ⊂ ܵ௑ and ݔ∗ ∈ ܵ௑∗ such that 
(i) ∑௞∈஽ ௞ߙ  > 1 −  ,(ߝ)ߛ
(ii) ∥∥ݖ௞ − ∥∥௞ݔ < ݇ for all ߝ ∈  ,ܦ
(iii) ݔ∗(ݖ௞) = 1 for all ݇ ∈  .ܦ

Note that ܺ has AHSP if whenever we have a convex series of vectors in ܤ௑ whose norm 
is very close to 1 , then a preponderance of these vectors are uniformly close to unit vectors that 
lie in the same affine hyperplane. For instance, finite-dimensional spaces, uniformly convex 
spaces, ࣝ(ܭ) and ܮଵ(ߤ) have AHSP [205]. 

We characterize the Banach spaces ܻ such that certain subspaces of operators from ܮଵ(ߤ) 
into ܻ satisfy the Bishop-Phelps-Bollobás property. As a consequence, we show that the 
following conditions are equivalent: 

(a) ܻ  satisfies AHSP. 
(b) ℱ(ܮଵ(ߤ), ܻ) (finite-rank operators) has the Bishop-Phelps-Bollobás property. 
(c) ࣥ ,(ߤ)ଵܮ) ܻ) (compact operators) has the Bishop-Phelps-Bollobás property. 
(d) ࣱ ,(ߤ)ଵܮ) ܻ) (weakly compact operators) has the Bishop-Phelps-Bollobás property. 
(e) ℛࣨ(ܮଵ(ߤ), ܻ) (Radon-Nikodým operators) has the Bishop-Phelps-Bollobás property. 

We also deal with the Bishop-Phelps-Bollobás property for Asplund operators. We extend 
Theorem 2.4 and Corollary 2.5 of [207] to some spaces of vector valued continuous functions. 
As a consequence, we obtain new spaces of operators satisfying the Bishop-Phelps-Bollobás 
property. We prove that the pairs ቀܺ, ࣥ൫ܻ, ൯ቁ(ܭ)ࣝ , ቀܺ, ࣱ൫ܻ, ,൯ቁ, and ቀܺ(ܭ)ࣝ ℒ൫ܻ,  ൯ቁ(ܭ)ࣝ
satisfy the Bishop-Phelps-Bollobás property if ܺ is an Asplund space and ܻ has property ߙ of 
Schachermayer [227] (for instance ܻ = ℓଵ). Finally, new examples of spaces having AHSP are 
provided, for instance ࣥ(ܺ, ,ܺ)and ℒ ((ܭ)ࣝ  .whenever ܺ is uniformly smooth ((ܭ)ࣝ

It will be convenient to begin by recalling a few definitions and results related to Radon-
Nikodým operators. Let (Ω, Σ,  be a finite measure space. A bounded linear operator (ߤ
ܶ: (ߤ)ଵܮ → ܻ is said to be representable if there exists ݃ ∈ ܵ௅ಮ(ఓ,௒) such that 

ܶ(݂) = න  
ஐ

݂ for all  ߤ݂݀݃ ∈  (ߤ)ଵܮ
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(see [218], p. 61 or [220], Definition 5.5.15) 
We recall that a Radon-Nikodým operator is an operator ܶ: ܺ → ܻ such that ܶܵ is 

representable for every operator ܵ: (ߤ)ଵܮ → ܺ (see [220], Definition 5.5.12 and Theorem 
5.5.19). A bounded operator ܶ: (ߤ)ଵܮ → ܻ is representable if and only if ܶ is a Radon-Nikodým 
operator (see [220], Proposition 5.5.18). Also, a Banach space ܻ has the Radon-Nikodým 
property if and only if every operator ܶ: (ߤ)ଵܮ → ܻ is a Radon-Nikodým operator (see [220], 
Proposition 5.5.16). 

Following [217], an operator ideal ℐ is a subclass of the class ℒ such that for any pair of 
Banach spaces (ܺ, ܻ), ℐ(ܺ, ܻ) is a subspace of ℒ(ܺ, ܻ) which contains the finite rank operators 
and satisfies the so-called "ideal property". That is, given arbitrary Banach spaces ܺ଴ , ଴ܻ, we 
have ܴ ∘ ܵ ∘ ܶ ∈ ℐ(ܺ, ܻ) for any ܵ in ℐ(ܺ଴ , ଴ܻ), ܶ in ℒ(ܺ, ܺ଴), and ܴ in ℒ( ଴ܻ, ܻ), and for every 
Banach spaces ܺ  and ܻ. The operator ideal ℐ is said to be closed if the subspace ℐ(ܺ, ܻ) is closed 
in ℒ(ܺ, ܻ) for all Banach spaces ܺ and ܻ 

As mentioned above, we denote by ℛࣨ the closed operator ideal of all Radon-Nikodým 
operators. Also we have ℱ ⊆ ࣥ ⊆ ࣱ ⊆ ℛࣨ (see [220], Proposition 5.5.20) 
The elementary result below will be useful. 
Lemma (4.2.5)[204]: (See [205], Lemma 3.3.) Let (ܿ௡) be a sequence of complex numbers with 
|ܿ௡| ⩽ 1 for every ݊, and let ߟ > 0 be such that for some convex series ∑௡ ௡ߙ  , Re ∑௡ୀଵ

ஶ ௡ܿ௡ߙ  >
1 − Then for every 0 .ߟ < ݎ < 1, the set ܦ: = {݅ ∈ ℕ: Re ܿ ௜ >  satisfies the estimate ,{ݎ

෍  
௜∈஽

௜ߙ ⩾ 1 −
ߟ

1 − ݎ
 

The following result is a refinement of [214]. 
Proposition (4.2.6)[204]: Let (Ω, Σ, -is infinite (ߤ)ଵܮ be a measure space such that (ߤ
dimensional, ܻ a Banach space, and ܯ a subspace of ℒ(ܮଵ(ߤ), ܻ) containing all finite-rank 
operators. If ܯ has the Bishop-Phelps-Bollobás property, then ܻ has ܲܵܪܣ 
Proof. For every ߝ > 0 there exists (ߝ)ߟ > 0 satisfying Definition (4.2.3). 

Now, given 0 < ߝ < ଵ
ଽ
, we will prove that ܻ satisfies AHSP for the functions (ߝ)‾ߟ =

min{ߟ(ߝଷ),  given by ߛ and {ߝ
:(ߝ)ߛ = 1)ߝ8 − (ߝ + ߝ + ଷ(1ߝ −  (12)                                      .(ߝ

It is clear that (ߝ)ߛ > 0 and limఌ→଴ (ߝ)ߛ  = 0 as it is required in Definition (4.2.4). 
Let (ݕ௡) be a sequence in ܵ௒ and a convex series ∑௡  ௡ satisfyingߙ 

∥∥
∥∥෍  

ஶ

௡ୀଵ

௡ݕ௡ߙ 
∥∥
∥∥ > 1 −  .(ߝ)‾ߟ

Fix ܰ such that 

∥∥
∥∥
∥

෍  
ே

௡ୀଵ

௡ݕ௡ߙ 
∥∥
∥∥
∥

> 1 − (ߝ)‾ߟ ⩾ 1 − ߝ > 0.                                    (13) 

If we write ̃ߙ௡ = ఈ೙

∑ೖసభ
ಿ  ఈೖ

 then 

∥∥
∥∥
∥

෍  
ே

௞ୀଵ

  ௞ݕ௞ߙ̃
∥∥
∥∥
∥

⩾
∥∥
∥∥
∥

෍  
ே

௞ୀଵ

௞ݕ௞ߙ 
∥∥
∥∥
∥

> 1 − and  ෍  (ଷߝ)ߟ  
ே

௞ୀଵ

௞ߙ̃ = 1.                    (14) 
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By assumption, there is a sequence (ܧ௡) of pairwise disjoint subsets in Σ satisfying 0 < (௡ܧ)ߤ <
∞ for each ݊. For every positive integer ݊, let ݔ௡

∗  be the functional on ܮଵ(ߤ) associated to ߯ா೙, 
that is, 

௡ݔ
∗ (݂): = න  

ா೙

݂) ߤ݂݀ ∈  ((ߤ)ଵܮ

Now we define the finite-rank operator (therefore in ܯ)ܶ: (ߤ)ଵܮ → ܻ by 

ܶ(݂) = ෍  
ே

௞ୀଵ

௞ݔ
∗ ݂) ௞ݕ(݂) ∈  ((ߤ)ଵܮ

Note that ∥ ܶ ∥⩽ 1 and ∥∥ܶ൫߯ாೖ൯∥∥ = ∥∥߯ாೖ ∥∥ଵ
 for all ݇ ⩽ ܰ, then ܶ ∈ ܵெ. 

Define ଴݂: = ∑௞ୀଵ
ே ௞ߙ̃ 

ఞಶೖ
ఓ(ாೖ)

. By (14), ∥∥ ଴݂∥∥ଵ = 1 and ∥∥ܶ( ଴݂)∥∥ = ∥∥∑௞ୀଵ
ே ∥∥௞ݕ௞ߙ̃  > 1 −

has the Bishop-Phelps-Bollobás property, there exist ݃଴ ܯ Since .(ଷߝ)ߟ ∈ ܵ௅భ(ఓ) and ܵ ∈ ܵெ 
satisfying 

∥∥ܵ݃଴∥∥ = 1,  ∥∥݃଴ − ଴݂∥∥ଵ < ∥  ଷ  andߝ ܵ − ܶ ∥<  ଷ.                           (15)ߝ
Proceeding as in [214] we obtain 

෍  
ே

௞ୀଵ

Re ௞ݔ
∗(݃଴) > 1 −  ଷ.                                                    (16)ߝ

Let ݏ = 1 − ఌమ

଼
 and ܦ: = {݇ ∈ ℕ: ݇ ⩽ ܰ, Re ݔ௞

∗(݃଴) > ௞ݔݏ
∗(|݃଴|)}. By (16) and following 

the proof of [214] we obtain 

෍  
௞∈஽

Re ௞ݔ
∗(݃଴) > 1 −

ଷߝ

1 − ݏ
= 1 − ߝ8 > 0.                                 (17) 

Thus ܦ ≠ ∅. 
Combining (17) and (15) and using ߝ < ଵ

ଽ
 we deduce that 

෍  
௞∈஽

௞ߙ̃ ⩾ ෍  
௞∈஽

Re ݔ௞
∗(݃଴) − ∥∥݃଴ − ଴݂∥∥ଵ > 1 − ߝ8 − ∥∥݃଴ − ଴݂∥∥ଵ > 1 − ߝ8 − ଷߝ > 0. 

By (13) and the previous inequality 

෍  
௞∈஽

௞ߙ = ൭෍  
௞∈஽

  ௞൱ߙ̃ ൭෍  
ே

௞ୀଵ

௞൱ߙ  > (1 − ߝ8 − ଷ)(1ߝ −  ((ߝ)‾ߟ

⩾ (1 − ߝ8 − ଷ)(1ߝ − (ߝ = 1 −                (ߝ)ߛ
Therefore, condition (i) of Definition (4.2.4) is satisfied. Now, note that for a complex number 
|ݓ| with ݓ ⩽ 1 and Re ݓ > ݎ > 0 it is satisfied |1 − ଶ|ݓ = 1 + ଶ|ݓ| − 2Re ݓ < 2(1 −  So .(ݎ
for every ݇ ∈  we have ܦ

ቤ1 −
௞ݔ

∗(݃଴)
௞ݔ

∗(|݃଴|)ቤ
ଶ

< 2(1 − (ݏ =
ଶߝ

4
.                                            (18) 

For ݇ ∈ ℕ we define ݖ௞ = ܵ ൬
௚బఞಶೖ

௫ೖ
∗ (|௚బ|)

൰ if ݔ௞
∗(|݃଴|) ≠ 0 and 0 otherwise. In particular, ∥∥ݖ௞∥∥ ⩽ 1 

for every ݇. We write Ωଵ = Ω ∖ ⋃௞ୀଵ
ஶ ௞. Let us notice that ݃଴ܧ  = ∑௞ୀଵ

ஶ  ݃଴߯ாೖ + ݃଴߯ஐభ and the 
series is norm convergent. Then 
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ܵ(݃଴) = ෍  
ஶ

௞ୀଵ

ܵ൫݃଴߯ாೖ൯ + ܵ൫݃଴߯ஐభ൯ = ෍  
ஶ

௞ୀଵ

௞ݔ
∗(|݃଴|)ݖ௞ + ܵ൫݃଴߯ஐభ൯ 

By the Hahn-Banach Theorem, there is a functional ݕ∗ ∈ ܵ௒∗  attaining its norm at ܵ(݃଴). Then 

1 = ൫ܵ(݃଴)൯∗ݕ = ෍  
ஶ

௞ୀଵ

௞ݔ
∗ (|݃଴|)ݕ∗(ݖ௞) + ∗ݕ ቀܵ൫݃଴߯ஐభ൯ቁ 

                                      ⩽ ෍  
ஶ

௞ୀଵ

ቆන  
ாೖ

  |݃଴|݀ߤቇ + ∥∥݃଴߯ஐభ∥∥ = ∥∥݃଴∥∥ଵ = 1 

Therefore 
(௞ݖ)∗ݕ = 1  for all ݇ ∈ ℕ with ݔ௞

∗(|݃଴|) ≠ 0 
In particular, ݖ௞ ∈ ܵ௒ for ݇ ∈  .and condition (iii) of Definition (4.2.4) is also satisfied ܦ

Now for every ݇ ∈ ௞ݔ we have that ܦ
∗(݃଴) ≠ 0 and ܶ ൬

௚బఞಶೖ
௫ೖ

∗ (௚బ)
൰ =  ௞. Hence by (15) for everyݕ

݇ ∈  we deduce that ܦ

∥∥
௞ݖ∥ −

௞ݔ
∗(݃଴)

௞ݔ
∗(|݃଴|) ∥∥௞ݕ

∥ =
∥∥
∥∥ܵ ቆ

݃଴߯ாೖ

௞ݔ
∗(|݃଴|)ቇ − ܶ ቆ

݃଴߯ாೖ

௞ݔ
∗(|݃଴|)ቇ

∥∥
∥∥ ⩽∥ ܵ − ܶ ∥<  ଷߝ

Finally, by (18), for every ݇ ∈  we obtain ܦ

௞ݖ∥∥ − ∥∥௞ݕ ⩽ ∥∥
௞ݖ∥ −

௞ݔ
∗(݃଴)

௞ݔ
∗ (|݃଴|) ∥∥௞ݕ

∥ +
∥∥
∥∥ቆ

௞ݔ
∗(݃଴)

௞ݔ
∗(|݃଴|) − 1ቇ ∥∥௞ݕ

∥∥ ⩽ ଷߝ +
ߝ
2

<  ߝ

and ܻ has AHSP. 
Improving [214], we give a partial converse of Proposition (4.2.6). 

Theorem (4.2.7)[204]: Let (Ω, Σ,  be a finite measure space, ܻ a Banach space with AHSP (ߤ
and ܯ a subspace of ℒ(ܮଵ(ߤ), ܻ) such that contains all finite-rank operators and it is contained 
in the subspace of all representable operators. Also, assume that the operator ஺ܵ(݂) = ܵ(݂߯஺) 
belongs to ܯ whenever ܵ ∈ -has the Bishop ܯ is any measurable subset of Ω. Then ܣ and ܯ
Phelps-Bollobás property for operators. 
Proof. By assumption ܻ has AHSP; let ߛ and ߟ be the functions satisfying Definition (4.2.4). 
Given 0 < ߝ < 1, we choose 0 < ߜ < ఌ

଺
 such that 0 < (ߜ)ߛ < ఌ

଺
 and 0 < ᇱߜ < min ቄఌ

଺
, ఎ(ఋ)

ସ
ቅ. 

Define (ߝ)ߩ: = ఎ(ఋ)
ଶ

 and assume that ܶ ∈ ܵெ and ଴݂ ∈ ܵ௅భ(ఓ) satisfy that ∥∥ܶ ଴݂∥∥ > 1 −  .(ߝ)ߩ
There is a function ℎ ∈ |(ݐ)such that |ℎ (ߤ)ஶܮ = 1 for every ݐ ∈ Ω and satisfying also that 
ℎ(ݐ) ଴݂(ݐ) = | ଴݂(ݐ)| for every ݐ ∈ Ω. Now we define a surjective linear isometry ߰: (ߤ)ଵܮ →
 given by (ߤ)ଵܮ

߰(݂) = ℎ݂ (݂ ∈  ,((ߤ)ଵܮ
that satisfies ߰( ଴݂)(ݐ) ∈ ℝ଴

ାfor every ݐ ∈ Ω 
We write ܴ = ܶ߰ିଵ and ݑ଴ = ߰( ଴݂). Clearly, we have ∥∥ܴ(ݑ଴)∥∥ = ∥∥ܶ( ଴݂)∥∥ > 1 −  ,(ߝ)ߩ

with ݑ଴ ∈ ܵ௅భ(ఓ) nonnegative and ܴ ∈ ܵℒ(௅భ(ఓ),௒) 
Since ܶ is a representable operator, ܴ is also representable. So there is ݃ ∈ ,ߤ)ஶܮ ܻ) such 

that 

ܴ(݂) = න  
ஐ

݂ for all  ߤ݂݀݃ ∈  (ߤ)ଵܮ
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By [218], ݃ also satisfies that ‖݃‖ஶ = ‖ܴ‖ = 1. By [218], there exist a measurable function 
ℎ: Ω → ܻ, whose range is countable, and a ߤ-null subset ܧ of Ω such that ∥∥(݃ − ℎ)߯ஐ∖ா∥∥ஶ

< ఌ
ସ
. 

Write ℎ = ∑௡ୀଵ
ஶ  ߯஻೙ݓ௡ (pointwise convergence) with (ݓ௡) ⊂ ܻ and (ܤ௡) a sequence of 

pairwise disjoint measurable sets of Ω with ⋃௡ ௡ܤ  = Ω. Hence, fixed ݊ ∈ ℕ and ݏ, ݐ ∈ ௡ܤ ∖  ܧ
we have 

(ݏ)݃‖ − ‖(ݐ)݃ ⩽ (ݏ)݃‖ − ℎ(ݏ)‖ + ‖ℎ(ݏ) − ℎ(ݐ)‖ + ‖ℎ(ݐ) − ‖(ݐ)݃ <
ߝ
2

 

Both functions ݃ and ݃߯ஐ∖ா represent ܴ, then we may assume that 

(ݏ)݃‖ − ‖(ݐ)݃ <
ߝ
2

  for all ݏ, ݐ ∈ ݊ ௡ andܤ ∈ ℕ.                          (19) 

By the Monotone Convergence Theorem the sequence ൫ݑ଴߯⋃ೖసభ
೙  ஻ೖ

൯ converges to ݑ଴ in ܮଵ(ߤ). 
Since 1 − (ߝ)ߩ <  for some ݉ large enough we have ,∥∥(଴ݑ)ܴ∥∥

1 − (ߝ)ߩ < ∥∥ܴ൫ݑ଴߯⋃  ೘
ೖసభ  ஻ೖ

൯∥∥  and  ∥∥ݑ଴ − ⋃଴߯ݑ  ೘
ೖసభ  ஻ೖ∥∥ <  ᇱ.               (20)ߜ

We write ܤ = ⋃௜ୀଵ
௠  ଴ is a non-negative function in ܵ௅భ(ఓ), there is a non-negativeݑ ௞. Sinceܤ 

simple function ݒ଴ in ܤ௅భ(ఓ) with support contained in ܤ satisfying ∥∥ݒ଴ − ∥∥଴߯஻ݑ <  ᇱ andߜ
∥∥଴ݒ∥∥ = ଴߯஻∥∥ and so 0ݑ∥∥ < 1 − ᇱߜ ⩽ ∥∥଴ݒ∥∥ ⩽ 1. The element ݏ଴ = ௩బ

∥∥௩బ∥∥
 belongs to ܵ௅భ(ఓ). Its 

support is contained in ܤ and also satisfies that 
଴ݏ∥∥ − ∥∥଴߯஻ݑ  ⩽ ଴ݏ∥∥ − ∥∥଴ݒ + ଴ݒ∥∥ − ∥∥଴߯஻ݑ = 1 − ∥∥଴ݒ∥∥ + ଴ݒ∥∥ − ∥∥଴߯஻ݑ < ᇱߜ2

 < min ൜
ߝ
3

,
(ߜ)ߟ

2
ൠ.                                                                               (21)

 

Hence, there is a finite number of pairwise disjoint measurable sets in ܤ, ,ଵܣ} … ,  ே}, such thatܣ
:଴ belongs to the space generated by ൛߯஺೔ݏ 1 ⩽ ݅ ⩽ ܰൟ. 

Let {ܥ௜: 1 ⩽ ݅ ⩽  be the family of pairwise disjoint measurable subsets obtained by {݌
indexing the set ൛ܣ௜ ∩ :௝ܤ 1 ⩽ ݅ ⩽ ܰ, 1 ⩽ ݆ ⩽ ݉, ௜ܣ൫ߤ ∩ ௝൯ܤ > 0ൟ. Write ݏ଴ = ∑௞ୀଵ

௣ ௞߯஼ೖߚ   with 
௞ߚ ⩾ 0 and ∑௞ୀଵ

௣ (௞ܥ)ߤ௞ߚ  = ∥∥଴ݏ∥∥ = 1. 
From (20) and (21) we obtain that 

1 − (ߜ)ߟ = 1 − (ߝ)ߩ −
(ߜ)ߟ

2
< ∥∥(଴߯஻ݑ)ܴ∥∥ −

(ߜ)ߟ
2

<  ∥∥(଴ݏ)ܴ∥∥

=
∥∥
∥∥
∥

෍  
௣

௞ୀଵ

ܴ(௞ܥ)ߤ௞ߚ  ൬
߯஼ೖ

൰(௞ܥ)ߤ
∥∥
∥∥
∥

                           

Since ܴ ∈ ܵℒ(௅భ(ఓ),௒), ௞ݕ = ܴ ቀ
ఞ಴ೖ

ఓ(஼ೖ)
ቁ ∈ ௒ for 1ܤ ⩽ ݇ ⩽  and ݌

1 − (ߜ)ߟ <
∥∥
∥∥
∥

෍  
௣

௞ୀଵ

௞ݕ(௞ܥ)ߤ௞ߚ 
∥∥
∥∥
∥

.                                    (22) 

Observe that by (19), for every ݇ ⩽ ݐ and ݌ ∈  ௞ we have thatܥ

(ݐ)݃∥∥ − ∥∥(ݐ)௞߯஼ೖݕ =
∥∥
∥∥න  

஼ೖ

 
(ݐ)݃

(௞ܥ)ߤ (ݑ)ߤ݀ − න  
஼ೖ

 
(ݑ)݃
(௞ܥ)ߤ (ݑ)ߤ݀

∥∥
∥∥ 

⩽ න  
஼ೖ

∥ (ݐ)݃ − (ݑ)݃ ∥
(௞ܥ)ߤ (ݑ)ߤ݀ ⩽

ߝ
2

.                                (23) 
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Since ܻ has AHSP and ∑௞ୀଵ
௣ (௞ܥ)ߤ௞ߚ  = 1, by (22), there are sets ܦ ⊂ {1, … , ,{݌ :௞ݖ} ݇ ∈ {ܦ ⊂

ܵ௒ and ݕ∗ ∈ ܵ௒∗  satisfying 
(௞ݖ)∗ݕ = 1, ௞ݖ∥∥  − ∥∥௞ݕ < ݇ for all  ߜ ∈ and  ෍  ܦ  

௞∈஽

(௞ܥ)ߤ௞ߚ > 1 − (ߜ)ߛ > 0. (24) 

Now define the function ݃ଵ: Ω → ܻ given by ݃ଵ = ݃߯ஐ ∖ ܥ + ∑௞∈஽ ௞߯஼ೖݖ  , where ܥ = ⋃௞∈஽  .௞ܥ 
It is clear that ݃ଵ ∈  ௅ಮ(ఓ,௒). By (23) and (24), we haveܤ

∥∥݃ଵ − ݃∥∥ஶ = ∥∥(݃ଵ − ݃)߯஼∥∥ஶ < ߜ +
ߝ
2

<  .ߝ
Let ܴଵ be the element in ℒ(ܮଵ(ߤ), ܻ) associated to ݃ଵ. Then ∥∥ܴଵ∥∥ ⩽ 1 and 

∥∥ܴଵ − ܴ∥∥ = ∥∥݃ଵ − ݃∥∥ஶ <  (25)                                                .ߝ
Let ݏଵ = ∑௞∈஽ ௞߯஼ೖߚ  , which by (24) is nonzero and satisfies 

∥∥ଵݏ∥∥ = ෍  
௞∈஽

(௞ܥ)ߤ௞ߚ = ∗ݕ ൭෍  
௞∈஽

௞൱ݖ(௞ܥ)ߤ௞ߚ  = ൯(ଵݏ)൫ܴଵ∗ݕ ⩽ ∥∥ଵݏ∥∥∥∥ଵܴ∥∥∥∥∗ݕ∥∥ =  ∥∥ଵݏ∥∥

Then, ∥∥ܴଵ∥∥ ⩽ 1 and ܴଵ attains its norm at ݏଶ = ௦భ

∥∥௦భ∥∥
⋅ By (20), (21) and (24) we have 

ଶݏ∥∥ − ∥∥଴ݑ  ⩽ ∥∥
∥ ଵݏ

∥∥ଵݏ∥∥
− ∥∥ଵݏ

∥ + ଵݏ∥∥ − ∥∥଴ݏ + ଴ݏ∥∥ − ∥∥଴ݑ = |1 − |∥∥ଵݏ∥∥

 
 

   + ෍  
௞⩽௣,௞∉஽

(௞ܥ)ߤ௞ߚ  + ଴ݏ∥∥ −  ∥∥଴ݑ

                       ⩽ 2 ෍ (௞ܥ)ߤ௞ߚ
௞⩽௣,௞∉஽

  + ଴ݏ∥∥ − ∥∥଴߯஻ݑ + ଴߯஻ݑ∥∥ −  ∥∥଴ݑ

⩽ (ߜ)ߛ2 +
ߝ
3

+ ᇱߜ <                                 .ߝ
Now, define ଵܶ = ܴଵ߰ and ଶ݂ = ߰ିଵݏଶ. Since ߰ is an isometry, ଵܶ ∈ ܵℒ(௅భ(ఓ),௒), ଶ݂ ∈ ܵ௅భ(ఓ) and 

ଵܶ attains its norm at ଶ݂. By (25), ∥∥ ଵܶ − ܶ∥∥ = ∥∥ܴଵ − ܴ∥∥ < ∥∥ also ,ߝ ଶ݂ − ଴݂∥∥ <  .ߝ
Let us notice that ܴଵ − ܴ is the operator associated to the function ݃ଵ − ݃. Hence, for 

every ݂ ∈  we have (ߤ)ଵܮ

(ܴଵ − ܴ)(݂) = (ܴଵ − ܴ)(݂߯஼) = ෍  
௞∈஽

ቆන  
஼ೖ

ቇߤ݂݀  ௞ݖ − ܴ(݂߯஼) = ܵ(݂) − ܴ஼(݂) 

where ܴ஼(݂) = ܴ(݂߯஼) and ܵ is the finite-rank operator given by ܵ(݂) = ∑௞∈஽   ቀ∫஼ೖ
ቁߤ݂݀   .௞ݖ

Hence 
ଵܶ − ܶ = (ܴଵ − ܴ)߰ = (ܵ − ܴ஼)߰.                                        (26) 

To show that ଵܶ ∈  note that ܯ
ܴ஼(߰(݂)) = ܴ஼(ℎ݂) = ܴ(ℎ݂߯஼) = ܶ൫߰ିଵ(ℎ݂߯஼)൯ = ܶ൫ℎ‾ℎ݂߯஼൯ = ஼ܶ(݂), 

where ℎ‾ stands for the conjugate of ℎ. 
Now, the hypothesis on ܯ implies that ܴ஼ ∘ ߰ also belongs to ܯ. On the other hand, ܯ 

contains all finite-rank operators, thus (26) gives that ଵܶ is in ܯ. Therefore ܯ has the Bishop-
Phelps-Bollobás property. 
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As a consequence of Theorem (4.2.7), if ℐ is an operator ideal such that ℐ(ܮଵ(ߤ), ܻ) ⊂
ℛࣨ(ܮଵ(ߤ), ܻ), ܻ has AHSP and ߤ is any finite measure, then the space ℐ(ܮଵ(ߤ), ܻ) satisfies 
the Bishop-Phelps-Bollobás property. By Proposition (4.2.6), we deduce the following: 
Corollary (4.2.8)[204]: Let ܻ be a Banach space and (Ω, Σ,  a finite measure space such that (ߤ
 :is infinitedimensional. The following conditions are equivalent (ߤ)ଵܮ

(a) ܻ  satisfies AHSP 
(b) ℱ(ܮଵ(ߤ), ܻ) has the Bishop-Phelps-Bollobás property. 
(c) ࣥ ,(ߤ)ଵܮ) ܻ) has the Bishop-Phelps-Bollobás property. 
(d) ࣱ ,(ߤ)ଵܮ) ܻ) has the Bishop-Phelps-Bollobás property. 
(e) ℛࣨ(ܮଵ(ߤ), ܻ) has the Bishop-Phelps-Bollobás property. 

There are very different Banach spaces having AHSP. For instance, finite-dimensional 
spaces, uniformly convex spaces, ࣝ(ܭ), (ܪ)ࣥ)∗(ܪ)ࣥ and (finite-ߪߤ)   (ߤ)ଵܮ = compact 
operators on a Hilbert space) satisfy this property (see [205] and [206]). Also every lush space 
has AHSP [215] (see also [213]). We will provide later some examples of spaces of operators 
satisfying AHSP. 

We recall that an operator ܶ ∈ ℒ(ܺ, ܻ) is said to be an Asplund operator if ܶ∗ is a Radon-
Nikodým operator (see [220], Definition 5.5.22). We denote by ࣛ the closed operator ideal of 
all Asplund operators. 

A Banach space ܻ is said to have property ߚ (of Lindenstrauss [225]) if there are two sets 
:ఈݕ} ߙ ∈ Λ} ⊂ ܵ௒, {ݕఈ

∗: ߙ ∈ Λ} ⊂ ܵ௒∗  and 0 ⩽ ߩ < 1 such that the following conditions hold 
(a) ݕఈ

(ఈݕ)∗ = 1, 
(b) หݕఈ

∗൫ݕఊ൯ห ⩽ ߩ < 1 if ߙ ≠  ߛ
(c) ∥ ݕ ∥= sup{|ݕఈ

:|(ݕ)∗ ߙ ∈ Λ}, for all ݕ ∈ ܻ. 
Aron, Cascales and Kozhushkina in ([207], Theorem 2.4 and Corollary 2.5) proved that 

ࣛ(ܺ,  has the Bishop-Phelps-Bollobás property. We extend this result to some spaces of ((ܭ)ܥ
vector-valued continuous functions ࣝ(ܭ, ܻ) (Theorem (4.2.9)). 

In general, it is known that not every operator into a ࣝ(ܭ) space can be approximated by 
norm attaining operators (see [226], Theorem A or [222], Corollary 2). Moreover, in view of 
[209], we have to introduce some restrictions on ܻ in order to get a positive result of Bishop-
Phelps-Bollobás property for operators into ࣝ(ܭ, ܻ) 

We recall that a subspace ܼ of ܻ∗ is said to be norming for ܻ, if for every ݕ ∈ ܻ, we have 
∥ ݕ ∥= sup{|߶(ݕ)|:  ߶ ∈ ݕ ௓} for anyܤ ∈ ܻ. We also say that a subset ܥ of ܻ∗ is 1 − norming, 
if ∥ ݕ ∥= sup{|߶(ݕ)|: ߶ ∈ ݕ for every {ܥ ∈ ܻ. We denote by ߪ(ܻ, ܼ) the topology on ܻ of 
pointwise convergence on ܼ. If ܼ is any norming subspace for ܻ and ߬ is any linear topology on 
ܻ with ߪ(ܻ, ܼ) ⊂ ߬ ⊂ ݊ where ݊ is the norm topology then ܭ)ܥ, (ܻ, ߬)) is a Banach space with 
the norm induced by ℓஶ(ܭ, ܻ). Also ܭ)ܥ, (ܻ, ߬)) is stable under products by elements of (ܭ)ܥ  
Theorem (4.2.9)[204]: Let ܻ be a Banach space satisfying property ߚ for the subset of 
functionals Δ = ఈݕ}

ߙ : ∗ ∈ Λ} and ܼ the closed subspace of ܻ∗ generated by Δ. Let ߬ be a linear 
topology on ܻ with ߪ(ܻ, ܼ) ⊆ ߬ ⊆ ݊. Then for every closed operator ideal ℐ such that ℐ ⊆ ࣛ, 
we have that ℐ(ܺ, ,ܭ)ࣝ (ܻ, ߬))) has the BishopPhelps-Bollobás property for every Banach space 
ܺ and every compact Hausdorff topological space ܭ. 
Proof. Let us fix ܶ in the unit sphere of ℐ(ܺ, ,ܭ)ࣝ (ܻ, ߬))),0 < ߝ < 1 and ݔ଴ ∈ ܵ௑ such that 
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∥∥(଴ݔ)ܶ∥∥ > 1 −
ଶߝ

4
 

We will prove that there exist ݑ଴ ∈ ܵ௑ and ܴ in the unit sphere of ℐ(ܺ, ,ܭ)ࣝ (ܻ, ߬))) such that 

∥∥(଴ݑ)ܴ∥∥ = 1, ଴ݑ∥∥  − ∥∥଴ݔ < ∥  and  ߝ ܴ − ܶ ∥⩽ ߝ ൬3 +
ߩ8

1 − ߩ
൰ 

where ߩ is the constant appearing in the definition of property ߚ. 
Since ܻ has property ߚ, the set 

:ܤ = ௧ߜ} ⊗ ఈݕ
∗: ݐ ∈ ,ܭ ߙ ∈ Λ} 

is a 1-norming subset of ࣝܤ(௄,(௒,ఛ))∗. By [207] one can find a ݓ∗-open subset ܷ of ܺ∗ so that 
ܷ ∩ (ܤ)∗ܶ ≠ ∅ and two elements ݑ଴ ∈ ܵ௑ , ଴ݑ

∗ ∈ ܵ௑∗  such that 
଴ݑ

(଴ݑ)∗ = 1, ଴ݑ∥∥  − ∥∥଴ݔ < ∗ݔ∥∥  and  ߝ − ଴ݑ
∗∥∥ < ∗ݔ for all  ߝ3 ∈ ܷ ∩  (27)      .(ܤ)∗ܶ

Since ܷ ∩ ଴ݐ is nonempty, we can find some (ܤ)∗ܶ ∈ ଴ߙ and ܭ ∈ Λ such that ܶ∗൫ߜ௧బ ⊗ ఈబݕ
∗ ൯ ∈

ܷ. Consider the set 
ܹ: = ൛ݐ ∈ :ܭ ܶ∗൫ߜ௧ ⊗ ఈబݕ

∗ ൯ ∈ ܷൟ 
which is open and contains ݐ଴. 

By Urysohn's Lemma, there is a continuous function ݂: ܭ → [0,1] whose support is 
contained in ܹ such that ݂(ݐ଴) = 1. Define the operator ܵ: ܺ → ,ܭ)ࣝ (ܻ, ߬)) by 

(ݐ)(ݔ)ܵ = (ݐ)(ݔ)ܶ + ൫(1 + ଴ݑ(ߟ
(ݔ)∗ − ܶ∗൫ߜ௧ ⊗ ఈబݕ

∗ ൯(ݔ)൯݂(ݐ)ݕఈబ ݔ)  ∈ ܺ, ݐ ∈  (ܭ
where ߟ = ସఌఘ

ଵିఘ
. The operator ܵ is clearly bounded and linear. 

Our aim now is to show that ܵ belongs to ℐ(ܺ, ,ܭ)ࣝ (ܺ, ߬))). In order to do that, we 
consider the bounded linear operators ܴ: ܺ → ,ܭ)ࣝ (ܻ, ߬)) and ܨ, :௙ܯ ,ܭ)ࣝ (ܻ, ߬)) →
,ܭ)ࣝ (ܻ, ߬)) given by 

(ݐ)(ݔ)ܴ = (1 + ଴ݑ(ߟ
ఈబݕ(ݐ)݂(ݔ)∗ ݔ)  ∈ ܺ, ݐ ∈ (ܭ

(ݐ)(݃)௙ܯ = (ݐ)(݃)ܨ  and  (ݐ)݃(ݐ)݂ = ఈబݕ
∗ ఈబݕ((ݐ)݃)  (݃ ∈ ,ܭ)ࣝ (ܻ, ߬)), ݐ ∈ (ܭ

 

It is clearly satisfied that ܵ = ܶ + ܴ − ܨ ∘ ௙ܯ ∘ ܶ. Since ℐ is an operator ideal we have 
that the rank-one operators ܴ, ܨ ∘ ௙ܯ ∘ ܶ and so ܵ belong to ℐ(ܺ, ,ܭ)ࣝ (ܻ, ߬))). 

We will check that ‖ܵ‖ = ∥∥(଴ݑ)ܵ∥∥ = 1 +  Indeed, we have that .ߟ
ఈబݕ

∗ ൫ܵ(ݑ଴)(ݐ଴)൯ = (1 + ଴ݑ(ߟ
(଴ݑ)∗ = 1 +  (28)                               .ߟ

On the one hand, for ݐ ∈ ܭ ∖ ܹ we know that ݂(ݐ) = 0, so ܵ(ݔ)(ݐ) =  hence ,(ݐ)(ݔ)ܶ
‖(ݐ)(ݔ)ܵ‖ ⩽ 1  for all ݔ ∈ ௑ܤ .                                        (29) 

On the other hand, if ݐ ∈ ܹ we distinguish two cases to estimate |ݕఈ
 .|((ݐ)(ݔ)ܵ)∗

For ߙ =  ଴ we obtain thatߙ
หݕఈబ

∗ ห((ݐ)(ݔ)ܵ)  = หݕఈబ
∗ ((ݐ)(ݔ)ܶ) + ൫(1 + ଴ݑ(ߟ

(ݔ)∗ − ܶ∗൫ߜ௧ ⊗ ఈబݕ
∗ ൯(ݔ)൯݂(ݐ)ห

 = ห(1 − ఈబݕ((ݐ)݂
∗ ((ݐ)(ݔ)ܶ) + (1 + ଴ݑ(ߟ

ห(ݐ)݂(ݔ)∗
 ⩽ ห(1 − ఈబݕ((ݐ)݂

∗ ((ݐ)(ݔ)ܶ) + ଴ݑ(ݐ)݂
ห(ݔ)∗ + ଴ݑ|ߟ

∗ |(ݔ) ⩽ 1 + ,ߟ (30)
 

since (1 − ఈబݕ((ݐ)݂
∗ ((ݐ)(ݔ)ܶ) + ଴ݑ(ݐ)݂

ఈబݕ is a convex combination of (ݔ)∗
∗  and ((ݐ)(ݔ)ܶ)

଴ݑ
 .(ݔ)∗

For ߙ ∈ Λ ∖ ଴ݑ∥∥ is in ܹ, by (27) we know that ݐ since ,{଴ߙ}
∗ − ܶ∗൫ߜ௧ ⊗ ఈబݕ

∗ ൯∥∥ <  .ߝ3
Thus, 
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ఈݕ|
|((ݐ)(ݔ)ܵ)∗ ⩽ ఈݕ|

|((ݐ)(ݔ)ܶ)∗ + ቚቀݑ଴
∗ − ܶ∗൫ߜ௧ ⊗ ఈబݕ

∗ ൯ቁ (ݔ) + ଴ݑߟ
ቚ(ݔ)∗ หݕఈ

∗൫ݕఈబ൯ห݂(ݐ) 
⩽ 1 + ߝ3) + ߩ(ߟ < 1 +  (31)                                                                                 .ߟ

By (29), (30) and (31), we have that ‖ܵ‖ ⩽ 1 + ‖ܵ‖ and by (28) we obtain ߟ = 1 +  and ߟ
∥∥(଴ݑ)ܵ∥∥ = 1 + ܵ‖ We will check that .ߟ − ܶ‖ ⩽ ߝ ቀ3 + ସఘ

ଵିఘ
ቁ. If ݐ ∈ ܭ ∖ ܹ then ܵ(ݔ)(ݐ) =

ݐ If .(ݐ)(ݔ)ܶ ∈ ܹ then by (27) 
(ݐ)(ݔ)ܵ‖ − ‖(ݐ)(ݔ)ܶ = ∥∥ቀ(1 + ଴ݑ(ߟ

(ݔ)∗ − ܶ∗൫ߜ௧ ⊗ ఈబݕ
∗ ൯ቁ(ݔ)  ∥∥ఈబݕ(ݐ)݂

⩽ ߝ3 + ߟ = ߝ ൬3 +
ߩ4

1 − ߩ
൰.  

Finally, taking ܴ = ௌ
∥ௌ∥

 we get 

‖ܴ − ܶ‖ ⩽ ∥∥
∥ ܵ

‖ܵ‖ − ܵ∥∥
∥ + ‖ܵ − ܶ‖ = (1 − ‖ܵ‖) + ‖ܵ − ܶ‖ 

⩽ ߟ + ߝ ൬3 +
ߩ4

1 − ߩ
൰ = ߝ ൬3 +

ߩ8
1 − ߩ

൰    

which completes the proof. 
We provide examples of pairs of Banach spaces with the Bishop-Phelps-Bollobás 

property for operators. Recall that the spaces ࣝ(ܭ, ܻ∗), ࣝ൫ܭ, (ܻ∗, ,ܭ൯ and ࣝ൫(ݓ (ܻ∗,  ൯ can(∗ݓ
be isometrically identified with ࣥ(ܻ, ,((ܭ)ࣝ ࣱ(ܻ, ,ܻ)and ℒ ((ܭ)ࣝ  respectively (see ,((ܭ)ࣝ
[219], Theorem VI.7.1, p. 490). It is also known that ℒ(ܺ, ܻ) = ࣛ(ܺ, ܻ) whenever ܺ is an 
Asplund space. The following property will be required. 

A Banach space ܻ is said to have property ߙ (of Schachermayer) if there are two sets 
:ఈݕ} ߙ ∈ Λ} ⊂ ܵ௒, {ݕఈ

∗: ߙ ∈ Λ} ⊂ ܵ௒∗  and 0 ⩽ ߩ < 1 such that the following conditions hold 
(a) ݕఈ

(ఈݕ)∗ = 1 for all ߙ ∈ Λ 
(b) หݕఈ

∗൫ݕఊ൯ห ⩽ ߩ < 1 for ߙ, ߛ ∈ Λ, ߙ ≠  ߛ
(c) the unit ball of ܻ is the closed, circled convex hull of {ݕఈ: ߙ ∈ Λ} 

For every set Λ the space ℓଵ(Λ) has property ߙ. Property ߙ is quite general if we admit 
equivalent norms (see [227] and [221] ). It is clear that ܻ∗ has property ߚ whenever ܻ has 
property ߙ. Hence, we obtain the following corollary: 
Corollary (4.2.10)[204]: Let ܺ be an Asplund space and ܻ a Banach space satisfying property 
,ܺ) Then .ߙ ࣥ(ܻ, ,ܺ) ,(((ܭ)ࣝ ࣱ(ܻ, ,ܺ) and ,(((ܭ)ࣝ ℒ(ܻ, -have the Bishop-Phelps (((ܭ)ࣝ
Bollobás property for operators for every compact Hausdorff topological space ܭ. 

It is known that uniformly convex spaces have AHSP (see [205], Proposition 3.8). Hence 
ܺ∗ has AHSP whenever ܺ is uniformly smooth. We will generalize this fact by providing some 
spaces of operators satisfying the same property. 

We recall that a Banach space ܺ is uniformly convex if for every ߝ > 0 there is 0 < ߜ <
1 such that 

,ݑ ݒ ∈ ௑ܤ ,  
ݑ‖ + ‖ݒ

2
> 1 − ߜ ⇒ ݑ‖  − ‖ݒ <  ߝ

In such a case, the modulus of convexity of ܺ is given by 

:(ߝ)ߜ = inf ቊ1 −
ݑ‖ + ‖ݒ

2
: ,ݑ ݒ ∈ ,௑ܤ ∥ ݑ − ݒ ∥⩾  .ቋߝ
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Given a (non-empty) bounded subset ܣ of ܺ , an element ݔ∗ ∈ ܺ∗ and ߙ > 0, the slice ܵ ,ܣ) ,∗ݔ  (ߙ
is the subset of ܣ given by 

,ܣ)ܵ ,∗ݔ :(ߙ = ൜ݖ ∈ :ܣ Re (ݖ)∗ݔ > sup
௫∈஺

 Re (ݔ)∗ݔ −  .ൠߙ

The following elementary fact will be useful below. 
Lemma (4.2.11)[204]: (See [206], Lemma 2.1.) If ܺ is uniformly convex, then for every ߝ > 0, 

diam ܵ ௑ܤ) , ,∗ݔ ((ߝ)ߜ ⩽ ∗ݔ for all  ߝ ∈ ܵ௑∗ 
Theorem (4.2.12)[204]: Let ܺ be a uniformly convex Banach space and ߬ be a linear topology 
on ܺ satisfying ݓ ⊆ ߬ ⊆ ݊. Then the space ࣝ(ܭ, (ܺ, ߬)) has AHSP for any compact Hausdorff 
topological space ܭ. 
Proof. We write ܻ = ,ܭ)ࣝ (ܺ, ߬)) and denote by ߜ the modulus of convexity of ܺ. Take 
( ௜݂)௜ୀଵ

௡ ⊂ ௒ and a finite convex series ∑௜ୀଵܤ
௡  ௜ satisfyingߙ 

∥∥
∥∥෍  

௡

௜ୀଵ

௜ߙ  ௜݂
∥∥
∥∥ > 1 −  .(ߝ)ߜߝ

Choose ݔ଴
∗ ∈ ܵ௑∗ and ݐ଴ ∈  so that ܭ

଴ݔ
∗ ቌ෍  

௡

௜ୀଵ

  ௜ߙ ௜݂(ݐ଴)ቍ > 1 −  (ߝ)ߜߝ

By Lemma (4.2.5), the set ܦ: = {1 ⩽ ݅ ⩽ ݊ : Re ݔ଴
∗൫ ௜݂(ݐ଴)൯ > 1 −  ൟ satisfies that(ߝ)ߜ

∑௞∈஽ ௞ߙ  > 1 −  given by ܭ Consider the subset ܷ of .ߝ
ܷ = ሩ  

௜∈஽
௜݂
ିଵ൫ܵ(ܤ௑ , ଴ݔ

∗,  ൯((ߝ)ߜ

Since ݓ ⊆ ߬, ܷ is open and it clearly contains ݐ଴. By Urysohn's Lemma, there exists a continuous 
function ߶: ܭ → [0,1] with supp (߶) ⊂ ܷ and ߶(ݐ଴) = 1 

By assumption ܺ is reflexive, so there is ݔ଴ ∈ ܵ௑ so that ݔ଴
(଴ݔ)∗ = 1. For each ݅ ∈  ,ܦ

define ௜݃ ∈  ௒ byܤ
௜݃ = ଴ݔ߶ + (૚ − ߶) ௜݂ 

For ݅ ∈ (଴ݐ)we have that ௜݃ ,ܦ =  ଴ and by Lemma (4.2.11) we obtainݔ
∥∥ ௜݃ − ௜݂∥∥  = ଴ݔ)߶∥∥ ⋅ ૚ − ௜݂)∥∥ ⩽ sup

௧∈௎
଴ݔ∥∥  − ௜݂(ݐ)∥∥

 ⩽ diam ܵ ௑ܤ) , ଴ݔ
∗, ((ߝ)ߜ ⩽ ߝ

 

On the other hand, the element ݔ଴
∗ ∘ ௧బߜ  belongs to ܵ௒∗ and ൫ݔ଴

∗ ∘ )௧బ൯ߜ ௜݃) = ଴ݔ
∗൫ ௜݃(ݐ଴)൯ = 1 for 

every ݅ ∈  .ܦ
,ܭ)ࣝ ܺ) has AHSP whenever ܺ also satisfies AHSP [216]. As we already noticed, 

sometimes vector-valued spaces of continuous functions can be identified with spaces of 
operators. Hence, we deduce the following result. 
Corollary (4.2.13)[204]: Let ܺ be a Banach space whose dual has ܲܵܪܣ. Then the space 
ࣥ(ܺ,  .ܭ for every compact Hausdorff topological space ܲܵܪܣ has ((ܭ)ࣝ

The above corollary implies that ℒ(ܺ,  has AHSP for any finite-dimensional space ((ܭ)ࣝ
ܺ. It is a natural question whether or not there are infinite-dimensional spaces with the previous 
property. The answer is positive since it is not difficult to show that for every set ܫ, the space 
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(⨁௜∈ூ  ܻ)ℓಮ  has AHSP whenever ܻ satisfies AHSP. Hence the space ℒ(ℓଵ, ܻ) = (⨁௡∈ℕ  ܻ)ℓಮ has 
also AHSP. We will provide another example that follows from the main result. 
Corollary (4.2.14)[204]: The spaces ℒ(ܺ, ,ܺ)ࣥ and ((ܭ)ࣝ  have AHSP for every ((ܭ)ࣝ
uniformly smooth Banach space ܺ and every compact Hausdorff topological space ܭ. 
 

Section (4.3): ડ-Flatness and Operators: 
ܺ, ܻ are Banach spaces (real or complex), ॶ stands for the field of scalars ℝ or ℂ, ,ܺ)ܮ ܻ) 

is the space of all bounded linear operators ܶ: ܺ → ܻ, (ܺ)ܮ = ,ܺ)ܮ ܺ),  ௑ and ܵ௑ denote theܤ
closed unit ball and the unit sphere of ܺ, respectively and aco ܣ stands for the absolute convex 
hull of the set ܣ. 

According to [229], a pair (ܺ, ܻ) has the Bishop-Phelps-Bollobás property (BPB 
property) for operators if for every ߝ > 0 there exists (ߝ)ߜ > 0 such that for every operator ܶ ∈
,ܺ)ܮ ܻ) of norm 1 , if ݔ଴ ∈ ܵ௑ is such that ∥∥ܶ(ݔ଴)∥∥ > 1 − ଴ݑ then there exist ,(ߝ)ߜ ∈ ܵ௑ and 
ܵ ∈ ܵ௅(௑,௒) satisfying ∥∥ܵ(ݑ଴)∥∥ = 1, ଴ݔ∥∥ − ∥∥଴ݑ < ∥ and ,ߝ ܶ − ܵ ∥<  .ߝ

If an analogous definition is valid for operators ܶ, ܵ from a subspace ℐ ⊂ ,ܺ)ܮ ܻ), then 
we say that (ܺ, ܻ) has the Bishop-Phelps-Bollobás property for operators from ℐ. 

The original Bishop-Phelps-Bollobás theorem [236] says that for every ܺ, the pair (ܺ, ॶ) 
has the BPB property for operators. Also, see Acosta, Aron, García, and Maestre [229], if ܻ has 
the Lindenstrauss' property ߚ, then for every Banach space ܺ the pair (ܺ, ܻ) has the Bishop-
Phelps-Bollobás property for operators. 

In 2011 Aron, Cascales, and Kozhushkina [232] showed that for every ܺ and every 
compact Hausdorff space ܭ the pair (ܺ,  has the BPB property for Asplund operators. In ((ܭ)ܥ
2013 Cascales, Guirao and Kadets [237] extended this result to uniform algebras ࣛ ⊂  .(ܭ)ܥ
The exact statement of the last result is given below. 
Theorem (4.3.1)[228]: ([237], Theorem 3.6). Let ࣛ ⊂ :ܶ be a uniform algebra and (ܭ)ܥ ܺ →
ࣛ be an Asplund operator with ‖ܶ‖ = 1. Suppose that 0 < ߝ < √2 and ݔ଴ ∈ ܵ௑ are such that 
∥∥଴ݔܶ∥∥ > 1 − ఌమ

ଶ
. Then there exist ݑ଴ ∈ ܵ௑ and an Asplund operator ܵ ∈ ܵ௅(௑,ࣛ) satisfying that: 

∥∥଴ݑܵ∥∥ = 1, ଴ݔ∥∥  − ∥∥଴ݑ ≤ ∥  and  ߝ ܶ − ܵ ∥<  .ߝ2
In the same vein, Acosta, Becerra Guerrero, García, Kim, and Maestre [230] generalized [232] 
to some spaces of continuous vector-valued functions. 

We extend all these results to a wider class of Banach spaces and to a wider class of 
operators. The main difference of our approach is that instead of proving a Bishop-Phelps-
Bollobás kind theorem for each space separately (and thus repeating essential parts of the proof 
many times), we introduce a new Banach space property (called ACKఘ structure) which extracts 
all the useful technicalities for the BPB type of approximation. We prove a general Bishop-
Phelps-Bollobás type theorem for Γ-flat operators (see Definition (4.3.8)) acting to a space with 
ACKఘ structure and show that uniform algebras and spaces with the property ߚ have ACKఘ 
structure. After that, we study the stability of the ACKఘ structure under some natural Banach 
space theory operations which as a consequence gives us a wide collection of examples of pairs 
(ܺ, ܻ) possessing the BPB property for Asplund operators. 

We collect the necessary definitions (in particular that of Asplund operators and of Γ-flat 
operators) and prove an important Basic Lemma. We introduce the central concept of ACKఘ 
structure and prove a general BPB type theorem for this class of Banach spaces. Finally, we 
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perform the announced study of spaces with ACKఘ structure which, on the one hand, gives a 
unified proof of several results from [229],[230],[232] and [237], and on the other hand, leads 
to new BPB type theorems in concrete spaces. 

For the non-defined notions used through, see [240]. 
Let (ܤ, ߬) be a topological space, ߩ be a metric on ܤ (possibly, not related with ߬). ܤ is 

said to be fragmented by ߩ, if for every non-empty subset ܣ ⊂ ߝ and for every ܤ > 0 there exists 
a ߬-open ܷ such that ܷ ∩ ܣ ≠ ∅ and diam (ܷ ∩ (ܣ <  Some important examples of .ߝ
fragmented topological spaces come from Banach space theory. For instance, every weakly 
compact subset of a Banach space is fragmented by the norm (i.e., by the metric ݔ)ߩ, (ݕ =∥ ݔ −
ݕ ∥), see [244]. 

A Banach space ܺ is called an Asplund space if, whenever ݂ is a convex continuous 
function defined on an open subset ܷ of ܺ, the set of all points of ܷ where ݂ is Fréchet 
differentiable is a dense ܩఋ-subset of ܷ. This definition is due to Asplund [231] under the name 
strong differentiability space. This concept has multiple characterizations via topology or 
measure theory, as in the following: 
Theorem (4.3.2)[228]: ([245],[249],]22],[251]). Let ܺ be a Banach space. Then the following 
conditions are equivalent: 

(i) ܺ is an Asplund space; 
(ii) every ݓ∗-compact subset of (ܺ,  ;is fragmented by the norm (∗ݓ
(iii) each separable subspace of ܺ has separable dual; 
(iv) ܺ ∗ has the Radon-Nikodým property. 

According to the above, every reflexive space and every separable space whose dual is 
separable is an Asplund space. Classical example of Asplund spaces are ܮ௣ and ℓ௣ with 1 <
݌ < ∞, and also ܿ଴; examples of spaces that are not Asplund are [0,1]ܥ, ℓଵ, ℓஶ,  ଵ[0,1] andܮ
 .ஶ[0,1], see [239]ܮ
Definition (4.3.3)[228]: ([251]). An operator ܶ ∈ ,ܺ)ܮ ܻ) is said to be an Asplund operator if it 
factors through an Asplund space, i.e., there exist an Asplund Banach space ܼ and operators 

ଵܶ ∈ ,ܺ)ܮ ܼ), ଶܶ ∈ ,ܼ)ܮ ܻ) such that = ଶܶ ∘ ଵܶ. 
Compact and weakly compact operators are Asplund operators (every weakly compact 

operator factorizes through a reflexive space). 
Theorem (4.3.2) yields the following result: 

Definition (4.3.4)[228]: Let ܻ be a Banach space. ܻ is said to have the BishopPhelps-Bollobás 
property for Asplund operators (A-BPBp for short) if for every ߝ > 0 there exists (ߝ)ߜ > 0, 
such that for every Banach space ܺ and every Asplund operator ܶ ∈ ܵ௅(௑,௒), if ݔ଴ ∈ ܵ௑ is such 
that ∥∥ܶ(ݔ଴)∥∥ > 1 − ଴ݑ then there exist ,(ߝ)ߜ ∈ ܵ௑ and ܵ ∈ ܵ௅(௑,௒) satisfying 

∥∥(଴ݑ)ܵ∥∥ = 1, ଴ݔ∥∥ − ∥∥଴ݑ < ∥ and ߝ ܶ − ܵ ∥<  .ߝ
Definition (4.3.5)[228]: ([241]). Let ܣ and ܤ be topological spaces. A function ݂: ܣ →  is said ܤ
to be quasi-continuous, if for every non-empty open subset ܷ ⊂ ݖ every ,ܣ ∈ ܷ and every 
neighborhood ܸ of ݂(ݖ) there exists a non-empty open subset ܹ ⊂ ܷ such that ݂(ܹ) ⊂ ܸ. 

Note that a similar concept of fragmentability of maps was introduced in [242]. 
Definition (4.3.6)[228]: Let ܣ be a topological space and (ܯ, ݀) be a metric space. A function 
݂: ܣ → ܷ is said to be openly fragmented, if for every nonempty open subset ܯ ⊂  and every ܣ
ߝ > 0 there exists a non-empty open subset ܸ ⊂ ܷ with ݀ − diam (݂(ܸ)) <  .ߝ
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Every continuous or quasi-continuous function ݂: ܣ →  is openly fragmented. In ܯ
particular, if ܣ is a discrete topological space then every ݂: ܣ →  is openly fragmented. For ܯ
every metric space ܯ, every left continuous ݂: [0,1] →  and every right-continuous function ܯ
݂: [0,1] :݂ are openly fragmented. Every ܯ → ܣ →  with a dense set of continuity points is ܯ
openly fragmented. Every separately continuous function of two variables ݂: [0,1] × [0,1] →  ܯ
is quasi-continuous [234] and, consequently, openly fragmented. Some other easy but useful 
examples are given in the following theorem: 
Theorem (4.3.7)[228]: Let ܣ,  possibly, not related) ܤ be a metric on ߩ ,be topological spaces ܤ
with the original topology), and ݂: ܣ →  .be a function ܤ

(i) If ܤ is fragmented by ߩ, and ݂  is continuous in the original topologies, then ݂ : ܣ → ,ܤ)  (ߩ
is openly fragmented. 

(ii) If ܣ is fragmented by some metric ߩଵ and ݂: ,ܣ) (ଵߩ → ,ܤ)  ,is uniformly continuous (ߩ
then ݂: ܣ → ,ܤ)  .is openly fragmented (ߩ

Let, moreover, (ܤ, ∥⋅∥) be a Banach space. Then 
(iii) If ݂, ݃: ܣ → ,ܤ) ∥⋅∥) are openly fragmented then ݂ + ݃: ܣ ,ܤ) → ∥⋅∥) is openly 

fragmented. 
(iv) If ݂: ܣ → ,ܤ) ∥⋅∥) and ݃: ܣ → ॶ are openly fragmented then ݂݃: ܣ → ,ܤ) ∥⋅∥) is openly 

fragmented. 
The statements (ii), (iii) and (iv) are routine. 

Definition (4.3.8)[228]: Let ܺ, ܻ be Banach spaces and Γ ⊂ ܻ∗. An operator ܶ ∈ ,ܺ)ܮ ܻ) is said 
to be Γ-flat, if ܶ∗|୻: (Γ, (∗ݓ → (ܺ∗, ∥⋅∥௑∗) is openly fragmented. In other words, for every ݓ∗-
open subset ܷ ⊂ ܻ∗ with ܷ ∩ Γ ≠ ∅ and every ߝ > 0 there exists a ݓ∗-open subset ܸ ⊂ ܷ with 
ܸ ∩ Γ ≠ ∅ such that diam (ܶ∗(ܸ ∩ Γ)) < ,ܺ)ܮ The set of all Γ-flat operators in .ߝ ܻ) will be 
denoted by Fl୻(ܺ, ܻ). 

Statements (iii) and (iv) of the previous theorem imply that Fl୻(ܺ, ܻ) is a linear subspace 
of ܮ(ܺ, ܻ). Let us list some examples of Γ-flat operators. 
Example (4.3.9)[228]: Every Asplund operator ܶ ∈ ,ܺ)ܮ ܻ) is Γ-flat for every Γ  ௒∗. Thisܤ ⊃
follows from Theorem (4.3.7), (i). 
Example (4.3.10)[228]: If (Γ, (∗ݓ ⊂ ܻ∗ is norm fragmented, then every bounded operator in 
,ܺ)ܮ ܻ) is Γ-flat (Theorem (4.3.7), (ii)). In particular, we have the next concrete example. 
Example (4.3.11)[228]: If (Γ, (∗ݓ ⊂ ܻ∗ is discrete, then every operator ܶ ∈ ,ܺ)ܮ ܻ) is Γ-flat. 

The notion of Γ-flat generalizes the property of Asplund operators that allowed to prove 
[232]. The immediate generalization of that lemma is the following result: 

The proof of this fact is a modification of that of [232]. First, we use the following fact: 
Proposition (4.3.12)[228]: ([247], Corollary 2.2). Let ܺ be a real Banach space, ݖ∗ ∈ ܵ௑∗ , ݖ ∈
ܵ௑, ߟ > 0 and (ݖ)∗ݖ ≥ 1 − ݇ Then for every .ߟ ∈ (0,1) there exist ݕ∗ ∈ ܵ௑∗ and ݑ ∈ ܵ௑ such 
that 

(ݑ)∗ݕ = 1,  ∥ ݖ − ݑ ∥≤
ߟ
݇

, ∗ݖ∥∥  − ∥∥∗ݕ ≤ 2݇. 
In the next proposition, we relax the condition ݖ∗ ∈ ܵ௑ allowing ∥ݖ∗∥ to be smaller than 1. Note 
that ݔ∗ plays the role of ݖ∗. 
Proposition (4.3.13)[228]: Let ܺ be a Banach space, ߝ ∈ (0,2/3), ݔ ∈ ܵ௑, ∗ݔ ∗௑ܤ ∋  and 
|(ݔ)∗ݔ| ≥ 1 − ݇ Then, for every .ߝ ∈ ቂ ఌ

ଶ(ଵିఌ)
, 1ቁ there exist ݕ∗ ∈ ܵ௑∗ and ݑ ∈ ܵ௑ such that 
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|(ݑ)∗ݕ| = 1,  ∥ ݔ − ݑ ∥≤
ߝ
݇

, ∗ݔ∥∥  − ∥∥∗ݕ ≤ 2݇. 
Proof. Without loss of generality we can assume that (ݔ)∗ݔ ≥ 1 − ∥∗ݔ∥ Then .ߝ ≥ 1 −  Set .ߝ
:∗ݖ = ,∥∗ݔ∥/∗ݔ :ݖ = (ݖ)∗ݖ Then .ݔ ≥ 1 − ߟ for ߟ = 1 − (1 − ଵି∥∗ݔ∥(ߝ ∈ [0, ߟ If .[ߝ = 0, then 
(ݖ)∗ݖ = 1, so we can take ݕ∗ = ݑ and ∗ݖ =  which satisfy the inequalities we want. So we ,ݔ
may assume that 0 < ߟ ≤ :Set ݇଴ .ߝ = ௞ఎ

ఌ
∈ (0,1). So, according to Proposition (4.3.12), there 

exist ݕ∗ ∈ ܵ௑∗ and ݑ ∈ ܵ௑ such that 
(ݑ)∗ݕ = 1,  ∥ ݖ − ݑ ∥≤

ߟ
݇଴

, ∗ݖ∥∥  − ∥∥∗ݕ ≤ 2݇଴. 

Therefore, ∥ ݔ − ݑ ∥≤ ଴݇/ߟ =  Also, we have .݇/ߝ

∗ݔ∥∥ − ∥∥∗ݕ  ≤ ∗ݔ∥ − ∥∗ݖ + ∗ݖ∥∥ − ∥∥∗ݕ ≤ ∥∥
∗ݔ∥ −

∗ݔ

∥∥∥∗ݔ∥
∥ + 2݇଴

 = 1 − ∥∗ݔ∥ + 2݇଴ = 1 − ∥∗ݔ∥ +
2݇
ߝ

൬1 −
1 − ߝ
∥∗ݔ∥

൰ .
 

Observe that the function ߰(ݐ) = 1 − ݐ + ଶ௞
ఌ

ቀ1 − ଵିఌ
௧

ቁ is increasing when ݐ ∈ ቆ0, ටଶ௞(ଵିఌ)
ఌ

ቇ. 

So, if ݇ ≥ ఌ
ଶ(ଵିఌ)

, we have ߰(∥ݔ∗∥) ≤ ߰(1) = 2݇. In this case, we get our conclusion. 
Lemma (4.3.14)[228]: (Basic Lemma). Let ܺ, ܻ be Banach spaces, Γ ⊂  ௒∗ be a 1-normingܤ
set, ܶ ∈ Fl୻(ܺ, ܻ) be a Γ-flat operator with ∥ ܶ ∥= 1, 0 < ߝ < 2/3, and ݔ଴ ∈ ܵ௑ be such that 
∥∥଴ݔܶ∥∥ > 1 − ݎ Then for every .ߝ > 0 and for every ݇ ∈ ቂ ఌ

ଶ(ଵିఌ)
, 1ቁ there exist: 

(i) a ݓ∗-open set ௥ܷ ⊂ ܻ∗ with ௥ܷ ∩ Γ ≠ ∅, and 
(ii) points ݔ௥

∗ ∈ ܵ௑∗ and ݑ௥ ∈ ܵ௑ with |ݔ௥
|(௥ݑ)∗ = 1 such that  

଴ݔ∥∥ − ∥∥௥ݑ ≤
ߝ
݇

and ∥∥ܶ∗ݖ∗ − ௥ݔ
∗∥∥ ≤ ݎ + 2݇   for every  ݖ∗ ∈ ௥ܷ ∩ Γ.          (32) 

Proof. Use that Γ ⊂ ଴ݕ ௒∗ is 1 -norming and pickܤ
∗ ∈ Γ such that 

଴ݕ)∗ܶ|
|(଴ݔ)(∗ = ଴ݕ|

|(଴ݔܶ)∗ > 1 −  .ߝ
Set ܷ: = ∗ݕ} ∈ ܻ∗: |(଴ݔ)∗ݕ∗ܶ| > 1 − ଴ݕ We have that .{ߝ

∗ ∈ ܷ ∩ Γ ⊂  open-∗ݓ ௒∗. Since ܷ isܤ
in ܻ∗ and ܷ ∩ Γ ≠ ∅, according to Definition (4.3.8), for every ݎ > 0 there exists a ݓ∗-open 
subset ௥ܷ ⊂ ܷ with ௥ܷ ∩ Γ ≠ ∅ such that diam ൫ܶ∗( ௥ܷ ∩ Γ)൯ <  .ݎ

Fix some ݕଵ
∗ ∈ ௥ܷ ∩ Γ and set ݔଵ

∗ = ଵݕ∗ܶ
∗. Then, 1 ≥ ଵݔ∥∥

∗∥∥ ≥ ଵݔ|
|(଴ݔ)∗ > 1 −  which, by ߝ

applying Proposition (4.3.13) to any ఌ
ଶ(ଵିఌ)

≤ ݇ < 1, gives ݔ௥
∗ ∈ ܵ௑∗ and ݑ௥ ∈ ܵ௑ with 

௥ݔ|
|(௥ݑ)∗ = 1 and such that 

଴ݔ∥∥ − ∥∥௥ݑ ≤
ߝ
݇

  and  ∥∥ݔଵ
∗ − ௥ݔ

∗∥∥ ≤ 2݇.  
Finally, let ݖ∗ ∈ ௥ܷ ∩ Γ be arbitrary. Then, 

∗ݖ∗ܶ∥∥ − ௥ݔ
∗∥∥ ≤ ∗ݖ∗ܶ∥∥ − ଵݔ

∗∥∥ + ଵݔ∥∥
∗ − ௥ݔ

∗∥∥ ≤ ݎ + 2݇, 
which finishes the proof. 

In the definition below we extract the structural properties of (ܭ)ܥ and its uniform 
subalgebras that were essential in the proof of [237]. The name "ACK structure" comes from 
the words "Asplund" and "(ܭ)ܥ". 
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Definition (4.3.15)[228]: Let ܺ be a Banach space and ࣩ be a non-emtpy subset of ܮ(ܺ). We 
will say that ܺ has ࣩ-ACK structure with parameter ߩ, for some ߩ ∈ [0,1)൫ܺ ∈ ࣩ − ACKఘ, for 
short) whenever there exists a 1-norming set Γ ⊂ ߝ ௑∗ such that for everyܤ > 0 and every non-
empty relatively ݓ∗-open subset ܷ ⊂ Γ there exist a non-empty subset ܸ ⊂ ܷ, vectors ݔଵ

∗ ∈ ܸ, 
݁ ∈ ܵ௑ and an operator ܨ ∈ ࣩ with the following properties: 

(I) ∥ ݁ܨ ∥=∥ ܨ ∥= 1; 
(II) ݔଵ

(݁ܨ)∗ = 1; 
(III) ݔ∗ܨଵ

∗ = ଵݔ
∗; 

(IV) denoting ଵܸ = ∗ݔ} ∈ Γ: ∥∗ݔ∗ܨ∥ + (1 − ∗௑ܫ)∥∥(ߝ − ∥∥(∗ݔ)(∗ܨ ≤ 1}, then |(݁ܨ)∗ݒ| ≤  for ߩ
every ݔ∗ ∈ Γ ∖ ଵܸ; 

(V) dist (ݔ∗ܨ∗, aco {0, ܸ}) < ∗ݔ for every ߝ ∈ Γ; and 
(VI) |ݒ∗(݁) − 1| ≤ ∗ݒ for every ߝ ∈ ܸ. 

The Banach space ܺ is said to have simple ࣩ − ܺ) structure ܭܥܣ ∈ ࣩ ACK ) if ଵܸ = Γ. 
In other words, for ܺ ∈ ࣩ − ACK the above definition holds true with the following 
modification: the property (IV) becomes 

(IV)' ∥ݔ∗ܨ∗∥ + (1 − ∗௑ܫ)∥∥(ߝ − ∥∥(∗ݔ)(∗ܨ ≤ 1 for every ݔ∗ ∈ Γ. 
In case of ࣩ =  .structure ( ܭܥܣ and simple) we will simply say ACKఘ ,(ܺ)ܮ
Definition (4.3.16)[228]: A linear subspace ℐ ⊂ ,ܺ)ܮ ܻ) is said to be a Γ-flat ideal, if all 
elements of ℐ are Γ-flat operators, ℐ contains all operators of finite rank, and for every ܶ ∈ ℐ and 
every ܨ ∈ ܨ their composition (ܻ)ܮ ∘ ܶ belongs to ℐ. 

Observe that the subspace of Asplund operators in ܮ(ܺ, ܻ) is an example of Γ-flat ideal. 
The theorem below motivates the above definition. 
Lemma (4.3.17)[228]: Under the conditions of Definition (4.3.16) above, for every ݇ ∈ 
1)2)/ߝ) −  and for every (1,((ߝ

ߥ > 2݇ ൬1 +
2

1 − ߩ + 2݇
൰, 

there exist ݑ଴ ∈ ܵ௑ and ܵ ∈ ܵ௅(௑,௒) satisfying ∥∥ܵݑ଴∥∥ = 1, ଴ݔ∥∥ − ∥∥଴ݑ ≤ ఌ
௞
 and ∥ ܶ − ܵ ∥<  In .ߥ

the case of ܻ ∈ ACK the same is true for every ߥ > 2݇. 
If, moreover, ܶ belongs to a Γ-flat ideal ℐ, then ܵ can be chosen from ℐ as well. 

Proof. First, consider the more involved case of ܻ ∈ ACKఘ. Fix ݎ > 0 and 0 < ᇱߝ < 2/3. Now, 
we can apply Lemma (4.3.14) with ܻ, Γ, ߝ and ݎ > 0. We produce a ݓ∗-open set ௥ܷ ⊂ ܻ∗ with 

௥ܷ ∩ Γ ≠ ∅, and points ݔ௥
∗ ∈ ܵ௑∗ and ݑ௥ ∈ ܵ௑ with |ݔ௥

|(௥ݑ)∗ = 1 such that (32) holds true. 
Since ௥ܷ ∩ Γ ≠ ∅, we can apply Definition (4.3.15) to ܷ = ௥ܷ ∩ Γ and ߝᇱ and obtain a 

non-empty ܸ ⊂ ܷ, ଵݕ
∗ ∈ ܸ, ݁ ∈ ܵ௒ , ܨ ∈ and ଵܸ (ܻ)ܮ ⊂ Γ which satisfy properties (I) - (VI). In 

particular, for every ݖ∗ ∈ ܸ ⊂ ௥ܷ ∩ Γ according to (32) we have 
∗ݖ∗ܶ∥∥ − ௥ݔ

∗∥∥ ≤ ݎ + 2݇.                                                   (33) 
Define now the linear operator ܵ: ܺ → ܻ by the formula 

:(ݔ)ܵ = ௥ݔ
݁ܨ(ݔ)∗ + (1 − ௒ܫ)(̃ߝ −  (34)                              ,ݔܶ(ܨ

where the value of ̃ߝ ∈ ,ᇱߝ] 1) will be specified below in such a way that ∥ ܵ ∥≤ 1. In order to 
do this, bearing in mind the fact that Γ is 1-norming, we can write 

∥ ܵ ∥= ∥ܵ∗∥ = sup :∥∥∗ݕ∗ܵ∥∥}  ∗ݕ ∈ Γ}. 
So our first goal is to estimate 

∥∥∗ݕ∗ܵ∥∥ = ௥ݔ(݁ܨ)∗ݕ∥∥
∗ + (1 − ∗௒ܫ)∗ܶ(̃ߝ −  (35)                    ∥∥(∗ݕ)(∗ܨ
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from above for all ݕ∗ ∈ Γ. For ݕ∗ ∈ ଵܸ, the sought estimate ∥∥ܵ∗ݕ∗∥∥ ≤ 1 follows immediately 
from the definition of ଵܸ (see property (IV)). So, it remains to consider the case ݕ∗ ∈ Γ ∖ ଵܸ. 
Thanks to (V), for every ݕ∗ ∈ Γ, there exists an element ݒ∗ = ∑௞ୀଵ

௡ ௞ݒ௞ߣ 
∗  with 

∗ݕ∗ܨ∥∥ − ∥∥∗ݒ <  ᇱ                                                   (36)ߝ
such that {ݒ௞

∗}௞ୀଵ
௡ ⊂ ܸ, and ∑௞ୀଵ

௡ |௞ߣ|  ≤ 1. According to (33) we have ∥∥ܶ∗ݒ௞
∗ − ௥ݔ

∗∥∥ ≤ ݎ + 2݇, 
consequently 

௥ݔ(݁)∗ݒ∥∥
∗ − ∥∥∗ݒ∗ܶ  ≤ ෍  

௡

௞ୀଵ

  ௞ݒ∥∥|௞ߣ|
௥ݔ(݁)∗

∗ − ௞ݒ∗ܶ
∗∥∥

≤
(୚୍)

ᇱߝ + ෍  
௡

௞ୀଵ

  ௥ݔ∥∥|௞ߣ|
∗ − ௞ݒ∗ܶ

∗∥∥ ≤ ᇱߝ + ݎ + 2݇.       (37)

 

Now, for every ݕ∗ ∈ Γ ∖ ଵܸ 
∥∥∗ݕ∗ܵ∥∥  ≤ |(݁ܨ)∗ݕ|̃ߝ + (1 − ௥ݔ(݁ܨ)∗ݕ∥∥(̃ߝ

∗ + ∗ݕ∗ܶ − ∥∥∗ݕ∗ܨ∗ܶ

≤
(୍୚)

ߩ̃ߝ + (1 − ∥∥∗ݕ∗ܶ∥∥(̃ߝ + (1 − ௥ݔ(݁)(∗ݕ∗ܨ)∥∥(̃ߝ
∗ − ∥∥∗ݕ∗ܨ∗ܶ

≤
(ଷ଺)

ߩ̃ߝ + (1 − (̃ߝ + ᇱ(1ߝ2 − (̃ߝ + (1 − ௥ݔ(݁)∗ݒ∥∥(̃ߝ
∗ − ∥∥∗ݒ∗ܶ

≤
(ଷ଻)

ߩ̃ߝ + (1 − (̃ߝ + ᇱ(1ߝ2 − (̃ߝ + (1 − ᇱߝ)(̃ߝ + ݎ + 2݇)
  ≤ ߩ̃ߝ + (1 − 1)(̃ߝ + ᇱߝ3 + ݎ + 2݇).

 

This means, that if we choose ̃ߝ = ᇱߝ3) + ݎ + 2݇)/(1 − ߩ + ᇱߝ3 + ݎ + 2݇), then we have ∥ ܵ ∥
≤ 1. In this case, 

1 = ௥ݔ|
|(௥ݑ)∗ =

(୍୍)
ଵݕ|

௥ݔ)∗
|(݁ܨ(௥ݑ)∗ =

(୍୍୍)
หݕଵ

∗൫ܵ(ݑ௥)൯ห ≤ ∥∥(௥ݑ)ܵ∥∥ ≤ 1. 
Therefore, ∥ ܵ ∥= 1 and ܵ attains the norm at the point ݑ଴: = ௥ݑ ∈ ܵ௑ for which by (32) we 
already had that ∥∥ݑ଴ − ∥∥଴ݔ ≤ ఌ

௞
. 

Now, let us estimate 
∥ ܵ − ܶ ∥  = ∥ܵ∗ − ܶ∗∥ = sup

௬∗∈୻
∗ݕ∗ܵ∥∥  − ∥∥∗ݕ∗ܶ

 ≤ sup
௬∗∈୻

௥ݔ(݁ܨ)∗ݕ∥∥ 
∗ − ∥∥∗ݕ∗ܨ∗ܶ +  (38)                            .̃ߝ2

For every ݕ∗ ∈ Γ we can proceed the same way as before. Namely, 

௥ݔ(݁)(∗ݕ∗ܨ)∥∥
∗ − ∥∥∗ݕ∗ܨ∗ܶ ≤

(ଷ଺)
ᇱߝ2 + ௥ݔ(݁)∗ݒ∥∥

∗ −  ∥∥∗ݒ∗ܶ

                            ≤
(ଷ଻)

ᇱߝ3 + ݎ + 2݇. 
Combining this with the inequalities (38) and the value of ̃ߝ we conclude that 

∥ ܶ − ܵ ∥≤ ᇱߝ3 + ݎ + 2݇ + 2
ᇱߝ3 + ݎ + 2݇

1 − ߩ + ᇱߝ3 + ݎ + 2݇
.                     (39) 

Since ݎ > 0 and 0 < ᇱߝ < 2/3 are arbitrary, for suitable values we will have the desired estimate 
∥ ܶ − ܵ ∥<  .ߥ

To finish the proof in the case of ܻ ∈ ACKఘ we observe that if ܶ belongs to a Γ-flat ideal 
ℐ then ܵ ∈ ℐ. 

Now the simpler case of ܻ ∈ ACK. In this case ∥∥ܵ∗ݕ∗∥∥ ≤ 1 for all ݕ∗ ∈ Γ thanks to (IV)'. 
So, ‖ܵ‖ ≤ 1 for all values of ̃ߝ ∈ ,ᇱߝ] 1) and we can simply take ̃ߝ =  ᇱ. With such a choice ofߝ
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ܶ‖ the estimate (39) changes to ̃ߝ − ܵ‖ ≤ ᇱߝ5 + ݎ + 2݇, which again for small values of ݎ and 
ܶ‖ ᇱ gives usߝ − ܵ‖ <  .which corresponds to this case ߥ for the ߥ
Theorem (4.3.18)[228]: Let ܺ be a Banach space, ܻ ∈ ACKఘ, Γ ⊂ ܻ∗ be the corresponding 1-
norming set from Definition (4.3.15) and ܶ ∈ ,ܺ)ܮ ܻ) be a Γ flat operator with ∥ ܶ ∥= 1. Let 
0 < ߝ ≤ 1/2 and let ݔ଴ ∈ ܵ௑ be such that ∥∥ܶݔ଴∥∥ > 1 − ଴ݑ Then there exist .ߝ ∈ ܵ௑ and an 
operator ܵ ∈ ܵ௅(௑,௒) with ∥∥ܵݑ଴∥∥ = 1 such that 

max ଴ݔ∥∥}  − ,∥∥଴ݑ ∥ ܶ − ܵ ∥} < ߝ2√ ቆ1 +
2

1 − ߩ + ߝ2√
ቇ .  

Moreover, if ܻ ∈ ACK then the estimate can be improved to 
max ଴ݔ∥∥}  − ,∥∥଴ݑ ∥ ܶ − ܵ ∥} <   .ߝ2√

Additionally, ܵ can be chosen from ℐ whenever ܶ belongs to a Γ-flat ideal ℐ. In particular, every 
ܻ ∈ ACKఘ (ACK) has the A-BPBp. 
Proof. First, select ߝ଴ ∈ (0, ∥∥଴ݔܶ∥∥ in such a way that the inequality (ߝ > 1 −  .଴ is still validߝ
Now we apply Lemma (4.3.17) with ߝ଴ instead of ߝ and substitute ݇ = ඥߝ଴/2. In the case of 

ܻ ∈ ACKఘ we take ߥ ∈ ቆඥ2ߝ଴ ൬1 + ଶ
ଵିఘାඥଶఌబ

൰ , ߝ2√ ቀ1 + ଶ
ଵିఘା√ଶఌ

ቁቇ, and in the case of ܻ ∈ 

ACK we take ߥ ∈ ൫ඥ2ߝ଴,  .൯ߝ2√
Also, a look at the proof of Lemma (4.3.14) shows that the condition of ܶ being Γ-flat can 

be weaken in the following way: for every ݕ ∈ ߜ ௒ and everyܤ > 0 if the ݓ∗-slice ܵ(Γ, ,ݔ :(ߜ =
∗ݕ} ∈ Γ: Re (ݕ)∗ݕ > 1 − ߝ is not empty, then for every {ߜ > 0 there exists a non-empty 
relatively ݓ∗-open subset ܸ ⊂ ܵ(Γ, ,ݔ ((ܸ)∗ܶ) such that diam (ߜ <  .ߝ

There are two reasons why we have selected the more restrictive variants. Firstly, with 
the restrictive definition of (IV) we are able to prove a nice stability result, and secondly, all the 
examples with "relaxed" versions of (IV) and of Γ-flatness that we have in hand, satisfy the 
restrictive variant of (IV) and of Γ-flatness. 

We presenting those natural examples of Banach spaces having ACK structure as well as 
showing the stability of the ACK structure under some operations, such us ℓஶ-sums or injective 
tensor products. 

First of all, let us introduce the first natural class of Banach spaces with ACK structure. 
As commented above, Definition (4.3.15), comes from an analysis of the proofs in [237]. We 
shall show next that, indeed, every uniform algebra ࣛ has simple ACK structure. The key tool 
is Lemma (4.3.20), that was proved in [237], and is about the existence of peak functions ݂ ∈
ܵࣛ  whose range is contained in the Stolz's region 

Stఌ = ݖ} ∈ ℂ: |ݖ| + (1 − 1|(ߝ − |ݖ ≤ 1}. 
For a topological space (ܶ, ߬), we denote by ܥ௕(ܶ) the space of bounded continuous functions 
݂: ܶ → ॶ equipped with the sup-norm. 
Definition (4.3.19)[228]: Let (ܶ, ߬) be a topological space. A subalgebra ࣛ ⊂  ௕(ܶ) is said toܥ
be an ACK-subalgebra, if for every non-empty open set ܹ ⊂ ܶ and 0 < ߝ < 1, there exist ݂ ∈
ࣛ and ݐ଴ ∈ ܹ such that ݂(ݐ଴) =∥ ݂ ∥ஶ= |(ݐ)݂| ,1 < ݐ for every ߝ ∈ ܶ ∖ ܹ and ݂(ܶ) ⊂ Stఌ. 
Lemma (4.3.20)[228]: Let ࣛ ⊂  be a uniform algebra. Then there exists a topological (ܭ)ܥ
space Γࣛ  such that ࣛ is isometric to an ACK-subalgebra of ܥ௕(Γࣛ ). In the case of ܭ being the 
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space of multiplicative functionals on ࣛ the corresponding Γࣛ  can be selected as a topological 
subspace of ܭ. 

We will use the following elementary property of Stఌ. 
Lemma (4.3.21)[228]: If ݖ belongs to the Stolz region Stఌ, then ݖ௡ ∈ Stఌ. 
Proof. For every ݖ ∈ Stఌ it holds 

|௡ݖ| + (1 − 1|(ߝ − |௡ݖ  = |௡ݖ| + (1 − 1|(ߝ − 1||ݖ + ݖ + ⋯ + |௡ିଵݖ
 ≤ ௡|ݖ| + (1 − 1|(|ݖ| + ݖ + ⋯ + |௡ିଵݖ
 ≤ ௡|ݖ| + (1 − 1)(|ݖ| + |ݖ| + ⋯ + (௡ିଵ|ݖ|
 = ௡|ݖ| + (1 − (௡|ݖ| = 1,

 

which finishes the proof. 
The following simple lemma gives an essential property that turns uniform algebras into 

Banach spaces with simple ACK structure. 
Lemma (4.3.22)[228]: Let ࣛ ⊂ ௕(Γࣛܥ ) be an ACK-subalgebra. Then, for every non-empty 
open set ܹ ⊂ Γࣛ  and 0 < ߝ < 1, there exist a non-emtpy subset ଴ܹ ⊂ ܹ, functions ݂, ݁ ∈ ࣛ, 
and ݐ଴ ∈ ଴ܹ such that ݂(ݐ଴) =∥ ݂ ∥= (଴ݐ)݁ ,1 =∥ ݁ ∥= 1, |(ݐ)݂| < ݐ for every ߝ ∈ Γࣛ ∖

଴ܹ, |1 − |(ݐ)݁ < ݐ for every ߝ ∈ ଴ܹ and ݂(Γࣛ ) ⊂ Stఌ. 
Proof. By using Definition (4.3.19) for the open set ܹ ⊂ Γࣛ  and ߝ, we get a function ݁ ∈ ࣛ 
and ݐ଴ ∈ ܹ such that ݁(ݐ଴) =∥ ݁ ∥= 1, |(ݐ)݁| < ݐ for every ߝ ∈ Γࣛ ∖ ܹ and ݁(Γࣛ ) ⊂ Stఌ. Let 

଴ܹ: = ݐ} ∈ ܹ: |1 − |(ݐ)݁ < :Define the function ௡݂ .{ߝ Γࣛ → ॶ by ௡݂(ݐ): =  ௡ whose((ݐ)݁)
range, by Lemma (4.3.21), is contained in Stఌ. From the very definition of ଴ܹ and the fact that 
݁(Γࣛ ) ⊂ Stఌ, we deduce that |݁(ݐ)| ≤ 1 − 1)ߝ − (ߝ < 1 for every ݐ ∈ Γࣛ ∖ ଴ܹ. Thus, taking a 
suitable ݊଴ ∈ ℕ, we can assume that ห ௡݂బ(ݐ)ห = ௡బ|(ݐ)݁| < on Γࣛ ߝ ∖ ଴ܹ. Therefore, ݂ : = ௡݂బ ∈
ࣛ gives the conclusions of the lemma. 
Theorem (4.3.23)[228]: Let ࣛ ⊂ ௕(Γࣛܥ ) be an ACK-subalgebra, and let ܺ be ܽ subspace ࣛ ⊂
ܺ ⊂ ௕(Γࣛܥ ) that has the following property: ݂ݔ ∈ ܺ for every ݔ ∈ ܺ and ݂ ∈ ࣛ. Then ܺ ∈ ACK 
with the corresponding 1-norming subset of ܤ௑∗ being Γ = :௧ߜ} ݐ ∈ Γࣛ }. 
Proof. Fix ߝ > 0 and a non-emtpy relatively ݓ∗-open subset = ݐ :௧ߜ} ∈ ܹ ⊂ Γࣛ } ⊂ Γ. Observe 
that ܹ ⊂ Γࣛ  is open. Now, by applying Lemma (4.3.22) to ܹ with ߝ we obtain the 
corresponding ଴ܹ ⊂ Γࣛ , ଴ݐ ∈ ଴ܹ, ݂, ݁ࣛ ∈ ࣛ. Let us define ܸ ⊂ ܷ, ଵݔ

∗ ∈ ܸ, ݁ ∈ ܵ௑ and ܨ ∈
 :as follows (ܺ)ܮ

ܸ: = :௧ߜ} ݐ ∈ ଴ܹ}, ଵݔ 
∗: = ௧బߜ ,  ݁: = ݁ࣛ, :ݔܨ  = ݔ for ,ݔ݂ ∈ ܺ. 

Then, ݔ∗ܨ∗ = ∗ݔ for every ∗ݔ(ݐ)݂ = ௧ߜ ∈ Γ. We shall show that properties (I) − (VI) are 
satisfied. First, ∥ ܨ ∥≤ 1 and ∥ ݁ܨ ∥= (଴ݐ)݂(଴ݐ)݁ = 1, which proves (I). Property (II) is 
straightforward from ݔଵ

(݁ܨ)∗ = ଵݔ
∗(݂݁) (଴ݐ)݂(଴ݐ)݁ = = 1. From (ݔ∗ܨଵ

(ݔ)(∗ = (଴ݐ)݂(଴ݐ)ݔ =
(଴ݐ)ݔ = ଵݔ

ଵݔ∗ܨ we deduce that (ݔ)∗
∗ = ଵݔ

∗, which is (III). To show (IV)', take ݔ∗ = ௧ߜ ∈ Γ and 
estimate 

∥∗ݔ∗ܨ∥ + (1 − ∗௑ܫ)∥∥(ߝ −  ∥∥(∗ݔ)(∗ܨ
                            ≤ |(ݐ)݂| + (1 − 1|(ߝ − |(ݐ)݂ ≤ 1. 

Let us show now (V). Take ݔ∗ = ௧ߜ ∈ Γ. In case ݐ belongs to Γࣛ ∖ ଴ܹ, then ∥ݔ∗ܨ∗∥ = |(ݐ)݂| <
ݐ ,Otherwise .ߝ ∈ ଴ܹ (that is, ݔ∗ ∈ ܸ ), using that ݔ∗ܨ∗ = ݂ and that ∗ݔ(ݐ)݂ ∈ ܵ௑, we deduce 
that ݂(ݐ)ݔ∗ ∈ aco {0, ܸ}. Hence, in both cases 

dist (ݔ∗ܨ∗, aco {0, ܸ}) <  .ߝ
Finally, for every ݒ∗ ∈ ܸ we have that ݒ∗(݁) = ݐ for some (ݐ)݁ ∈ ଴ܹ. So, 
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(݁)∗ݒ| − 1| = (ݐ)݁| − 1| ≤  ,ߝ
which shows (VI) and finishes the proof. 

From Lemma (4.3.20) and Theorem (4.3.23) taking ܺ = ࣛ we obtain the promised 
example. 
Corollary (4.3.24)[228]: Every uniform algebra ࣛ has simple ACK structure. 

Theorem (4.3.23) gives more examples of spaces with simple ACK structure. For 
instance, let ॻ be the unit disk in ℂ, (ॻ)ܣ ⊂  is the closure (ॻ)ܣ ,.be the disc-algebra, i.e (ॻ)ܥ
in ܥ(ॻ) of the set {∑௞ୀ଴

௠  ܽ௞ݖ௞: ܽ௞ ∈ ℂ, ݉ ∈ ℕ} of all polynomials. For a given ݊ ∈ ℕ denote 
of the set {∑௞ୀି௡ (ॻ)ܥ ௡(ॻ) the closure inܣ

௠  ܽ௞ݖ௞: ܽ௞ ∈ ℂ, ݉ ∈ ℕ}. Then ܣ(ॻ) and ܺ =  ௡(ॻ)ܣ
satisfy all the conditions of Theorem (4.3.23), so ܣ௡(ॻ) ∈ ACK, but ܣ௡(ॻ) is not an algebra. 
Another example: let ܿ଴ ⊂ ܺ ⊂ ℓஶ. Then ܺ ∈ ACK. 

The first example is of illustrative character, because the space ܣ௡(ॻ) is isometric to the 
algebra ܣ(ॻ). In contrast, the second example gives a big variety of mutually non-isomorphic 
spaces with ACK structure. Observe that the simple ACK structure of those ܺ such that ܿ଴ ⊂
ܺ ⊂ ℓஶ can be also deduced from Theorem (4.3.26) below. 

Now we show that Banach spaces with Lindenstrauss' property ߚ (see for instance [246]) 
have ACK structure. 
Definition (4.3.25)[228]: A Banach space ܺ is said to have the property ߚ if there exist two sets 
:ఈݔ} ߙ ∈ Λ} ⊂ ܵ௑, ఈݔ}

∗ : ߙ ∈ Λ} ⊂ ܵ௑∗ and ߩ ∈ [0,1) such that the following conditions hold: 
(i) ݔఈ

∗ (ఈݔ) = 1; 
(ii) หݔఈ

∗ ൫ݔఊ൯ห ≤ ߩ < 1 if ߙ ≠  and ;ߛ
(iii) ‖ݔ‖ = sup{|ݔఈ

∗ :|(ݔ) ߙ ∈ Λ}, for all ݔ ∈ ܺ. 
Theorem (4.3.26)[228]: Let ܺ have the property ߚ. Then ܺ ∈ ACKఘ with the same value of ߩ 
as in Definition (4.3.25) and with Γ = ఈݔ}

∗ : ߙ ∈ Λ} from that definition. Moreover, if ܺ has 
property ߚ with ߩ = 0, then ܺ ∈ ACK. 
Proof. Since ܺ has property ߚ, the set Γ = ఈݔ}

∗ : ߙ ∈ Λ} is a 1-norming subset of ܤ௑∗ . Observe 
that property ߚ implies that (Γ, ߝ is a discrete topological space. Fix (∗ݓ > 0 and a non-empty 
relatively ݓ∗-open subset ܷ ⊂ Γ. Take ݔఈబ

∗ ∈ ܷ. Let us define the corresponding ܸ, ଵݔ
∗ ∈ ܸ, ݁ ∈

ܵ௑, and ܨ ∈  :as follows (ܺ)ܮ
ܸ: = ൛ݔఈబ

∗ ൟ ⊂ ܷ, ଵݔ 
∗: = ఈబݔ

∗ ,  ݁: = ఈబݔ , :(ݔ)ܨ  = ఈబݔ
∗ ఈబݔ(ݔ) . 

It is clear that ݔ∗ܨ∗ = ఈబݔఈబ൯ݔ൫∗ݔ
∗  for every ݔ∗ ∈ ܺ∗. We shall show that properties (I) - (VI) of 

Definition (4.3.15) hold true. Properties (I) - (III) are routine. To show (IV) observe first that 
ఈబݔ∗ܨ∥∥

∗ ∥∥ + (1 − ∗௑ܫ)∥∥(ߝ − ఈబݔ൫(∗ܨ
∗ ൯∥∥ = ఈబݔ∥∥

∗ ൫ݔఈబ൯ݔఈబ
∗ ∥∥ = 1, 

that is, ݔఈబ
∗ ∈ ଵܸ. Consequently, whenever ݒ∗ = ఈݔ

∗ ∈ Γ ∖ ଵܸ, then ߙ ≠ |(݁ܨ)∗ݒ| ଴ and thusߙ =
หݔఈ

∗ ൫ݔఈబ൯ห ≤  .ߩ
In case that ߩ = 0, we have that ݔ∗ܨఈ

∗ = 0 for every ߙ ≠  ଴, soߙ
ఈݔ∗ܨ∥∥

∗ ∥∥ + (1 − ∗௑ܫ)∥∥(ߝ − ఈݔ(∗ܨ
∗ ∥∥ = (1 − ఈݔ∥∥(ߝ

∗ ∥∥ < 1,  
i.e., ଵܸ = Γ. 

Property (V) is a consequence of the fact that ݔ∗ܨ∗ ∈ aco {0, ܸ} for every ݔ∗ = ఈݔ
∗ ∈ Γ, 

because ݔ∗ܨ∗ = ఈݔ
∗ ൫ݔఈబ൯ݔఈబ

∗ . Finally, property (VI) and in turn our conclusions are consequence 
of the fact that the unique ݒ∗ ∈ ܸ is ݒ∗ = ఈబݔ

∗ , so |ݒ∗(݁) − 1| = 0 ≤  .ߝ
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Corollary (4.3.27)[228]: ([229], Theorem 2.2). Let ܻ have property ߚ. Then, for every Banach 
space X, the pair (ܺ, ܻ) has the Bishop-Phelps-Bollobás property for operators. 
Proof. In the proof of Theorem (4.3.26), (Γ,  is a discrete topological space. Therefore every (∗ݓ
operator ܶ ∈ ,ܺ)ܮ ܻ) is Γ-flat (Example (4.3.11) after Definition (4.3.8)). Now the application 
of Theorem (4.3.18) completes the proof. 

Now we show the stability of the ACK structure with respect to the operations of ℓஶ-sum 
and injective tensor product of two spaces (Theorem (4.3.28) and Theorem (4.3.29)) 
Theorem (4.3.28)[228]: Let ܺ, ܻ be Banach spaces having ACK structure with parameters ߩ௑ 
and ߩ௒ respectively. Then ܼ: = ܺ⨁ஶ  ܻ ∈ ACKఘ with ߩ = max{ߩ௑, ܼ ,௒}. Moreoverߩ ∈ ACK 
whenever ܺ, ܻ ∈ ACK. 
Proof. Observe that both ܺ and ܻ have ACK structure with parameter ߩ. Let Γ௑ ⊂ ∗௑ܤ  and Γ௒ ⊂
 ௒∗ be the corresponding 1 -norming subsets in Definition (4.3.15). Then, the setܤ

Γ: = ,∗ݔ)} 0): ∗ݔ ∈ Γ௑} ∪ {(0, :(∗ݕ ∗ݕ ∈ Γ௒} 
is a 1-norming subset of ܤ௓∗. Take a non-empty relatively ݓ∗-open subset ܷ ⊂ Γ. Then, there 
exist relatively ݓ∗-open subsets ௑ܷ ⊂ Γ௑ and ௒ܷ ⊂ Γ௒ that are not both empty and such that 
( ௑ܷ × {0}) ∪ ({0} × ௒ܷ) ⊂ ܷ. Without loss of generality we may assume that ௑ܷ ≠ ∅. 

Fix ߝ > 0. By using Definition (4.3.15) for ܺ,  and ௑ܷ we obtain a nonempty subset ,ߝ
௑ܸ ⊂ ௑ܷ, ଵݔ

∗ ∈ ௑ܸ, ݁௑ ∈ ܵ௑, ௑ܨ ∈  with the properties (I) - (VI). Thus, we can define the (ܺ)ܮ
corresponding ܸ ⊂ ܷ, ଵݖ

∗ ∈ ܸ, ݁ ∈ ܵ௓ and ܨ ∈  :as follows (ܼ)ܮ
ܸ: = ,∗ݔ)} 0): ∗ݔ ∈ ௑ܸ} ⊂ ܷ, ଵݖ 

∗: = ଵݔ)
∗, 0),  ݁: = (݁௑ , 0), 

and for (ݔ, (ݕ ∈ ܼ, 
,ݔ)ܨ :(ݕ =  .(0,(ݔ)௑ܨ)

Let us check the required properties. It is clear that ∥ ܨ ∥= 1 and that ∥ ݁ܨ ∥= ∥∥௑(݁௑)ܨ∥∥ = 1, 
which shows (I). (II) follows easily; (݁ܨ)∗ݖ = ଵݔ

(௑݁௑ܨ)∗ = 1. Due to the fact that (ܨ௑ݔଵ
∗, 0) =

ଵݔ)
∗, 0), we deduce that ݖ∗ܨଵ

∗ = ଵݖ
∗, showing that (III) holds. Now, for every ݖ∗ = ,∗ݔ) 0) ∈ ܸ 

with ݔ∗ ∈ ௑ܸ,ଵ we have 
∥∗ݖ∗ܨ∥  +(1 − ∗௓ܫ)∥∥(ߝ − ∥∥(∗ݖ)(∗ܨ

 = ௑ܨ∥∥
∥∥∗ݔ∗ + (1 − ∗௑ܫ)∥∥(ߝ − ௑ܨ

∥∥(∗ݔ)(∗
 ≤ 1,

 

which can be easily deduced from ݖ∗ܨ∗ = ௑ܨ)
,∗ݔ∗ 0). Consequently, for every ݔ∗ ∈ ௑ܸ,ଵ we have 

∗ݖ = ,∗ݔ) 0) ∈ ଵܸ. (Observe that in the case of simple ACK structure we have already proved 
(IV)'). Let ݒ∗ ∈ Γ ∖ ଵܸ. Then, either ݒ∗ = (0, ∗ݒ or ,(∗ݕ = ,∗ݔ) 0) with ݔ∗ ∈ Γ௑ ∖ ௑ܸ,ଵ. On the 
one hand, when ݒ∗ = (0, |(݁ܨ)∗ݒ| we have ,(∗ݕ = 0 ≤ ∗ݒ On the other hand, whenever .ߩ =
,∗ݔ) 0) with ݔ∗ ∈ Γ௑ ∖ ௑ܸ,ଵ, then |(݁ܨ)∗ݒ| = |(௑݁௑ܨ)∗ݔ| ≤ ∗ݖ which proves (IV). Now, let ,ߩ ∈
Γ. Whenever ݖ∗ = (0, ∗ݖ∗ܨ we have (∗ݕ = 0. Otherwise, ݖ∗ = ,∗ݔ) 0) and we have 
dist (ܨ௑

,∗ݔ∗ aco {0, ௑ܸ}) <  Thus, in both cases .ߝ
dist (ݖ∗ܨ∗, aco {0, ܸ}) <  .ߝ

Finally, for every ݒ∗ = ,∗ݔ) 0) ∈ ܸ we have |ݒ∗(݁) − 1| = (௑݁)∗ݔ| − 1| ≤  which proves ,ߝ
(VI) and concludes our proof. 

Recall, that given two normed spaces ܺ and ܻ, one can define their injective tensor 
product ܺ ⊗̂ఌ ܻ, as the completion of (ܺ ⊗ ܻ, ∥⋅∥ఌ), where 

∥ ݖ ∥ఌ: = sup ∗ݔ⟩|}  ⊗ ,∗ݕ :|⟨ݖ ∗ݔ ∈ ∗௑ܤ , ∗ݕ ∈  ,{∗௒ܤ
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for every ݖ ∈ ܺ ⊗ ܻ and ⟨ݔ∗ ⊗ ,∗ݕ ݔ ⊗ :⟨ݕ = ݔ for every ,(ݕ)∗ݕ(ݔ)∗ݔ ⊗ ݕ ∈ ܺ ⊗ ܻ and for 
every ݔ∗ ∈ ܺ∗ and ݕ∗ ∈ ܻ∗. 

An important example of such a product is the Banach space (ܭ)ܥ ⊗̂ఌ ܻ, which can be 
naturally identified with ܭ)ܥ, ܻ), that is, the Banach space of continuous (ܻ, ‖∙‖)-valued 
functions defined on ܭ, endowed with the supremum norm ‖݂‖ = sup{‖݂(ݐ)‖: ݐ ∈  .{ܭ

Note that it follows from the definition of the injective norm that if ܺ଴ ௑∗ and ଴ܻܤ ⊃ ⊂
ݖ ௒∗ are 1-norming, then for everyܤ ∈ ܺ ⊗̂ఌ ܻ the following equality holds: 

∥ ݖ ∥ఌ= sup ∗ݔ⟩|}  ⊗ ,∗ݕ :|⟨ݖ ∗ݔ ∈ ܺ଴, ∗ݕ ∈ ଴ܻ}. 
Recall also that ∥∥ݔ∗ ⊗ ൫௑⊗̂ഄ௒൯∥∥∗ݕ

∗ = ∥∗ݔ∥ ⋅ ∗ݔ for every ∥∥∗ݕ∥∥ ∈ ܺ∗ and ݕ∗ ∈ ܻ∗. 
This is all the information about tensor products that will be used in Theorem (4.3.29) 

below. See Ryan [248] for tensor products theory in general and the above definitions and 
statements in particular. 
Theorem (4.3.29)[228]: Let ܺ and ܻ be Banach spaces both of which have ACK (resp. ACKఘ) 
structure. Then, ܺ ⊗̂ఌ ܻ has ACK (resp. ACKఘ) structure. 
Proof. Since ܺ and ܻ have ACK (resp. ACKఘ) structure, there exist 1 − norming sets Γ௑ ⊂ ܵ௑∗ 
and Γ௒ ⊂ ܵ௒∗ satisfying Definition (4.3.15). Define the  map ߶: ∗௑ܤ) , (∗ݓ × ∗௒ܤ) , (∗ݓ →
ቀܤ൫௑⊗̂೐௒൯

∗ , ,∗ݔ)߶ ቁ by∗ݓ (∗ݕ = ∗ݔ ⊗ ∗ݔ for every ,∗ݕ ∈ ∗ݕ ௑∗ and for everyܤ ∈  .∗௒ܤ
First, we shall show that the map ߶ is continuous. Let {(ݔఈ

∗ , ఈݕ
∗)}ఈ∈ஃ be a convergent net 

to (ݔ∗, (∗ݕ ∈ ∗௑ܤ × ݔ ௒∗. Then, for everyܤ ⊗ ݕ ∈ ܺ ⊗ ܻ, we can estimate 
∣ ఈݔ)߶⟩

∗ , ఈݕ
∗) ,∗ݔ)߶− ,(∗ݕ ݔ ⊗ |⟨ݕ = ఈݔ|

∗ ఈݕ(ݔ)
(ݕ)∗ − (ݕ)∗ݕ(ݔ)∗ݔ ∣

 ≤ ఈݔ)|
∗ (ݔ) − ఈݕ((ݔ)∗ݔ

|(ݕ)∗ + ఈݕ)(ݔ)∗ݔ|
(ݕ)∗ − |((ݕ)∗ݕ

 ≤ ఈݔ|
∗ (ݔ) − ఈݕ∥∥|(ݔ)∗ݔ

∗∥∥ ∥ ݕ ∥ ఈݕ|∥∥(ݔ)∗ݔ∥∥+
(ݕ)∗ − |(ݕ)∗ݕ

 ≤ ఈݔ|
∗ (ݔ) − |(ݔ)∗ݔ ∥ ݕ ∥ +∥ ݔ ∥ ఈݕ|

(ݕ)∗ − ,|(ݕ)∗ݕ

 

which tends to zero. This argument extends easily to every element in ܺ ⊗ ܻ and, in turn, to 
every ݖ ∈ ܺ ⊗̂ఌ ܻ (due to the boundedness of the range of the map ߶). 
The 1-norming set Γ that we need for our theorem can be introduced as follows: 

Γ: = ∗ݔ} ⊗ :∗ݕ ∗ݔ ∈ Γ௑, ∗ݕ ∈ Γ௒} = ߶(Γ௑ × Γ௒). 
Let ߝ > 0 and ܷ be a non-empty relatively ݓ∗-open subset of Γ. Let ݔ଴

∗ ∈ Γ௑ and ݕ଴
∗ ∈ Γ௒ be 

such that ߶(ݔ଴
∗, ଴ݕ

∗) ∈ ܷ. The continuity of ߶ ensures that there exist non-empty relatively ݓ∗-
open subsets ௑ܹ ⊂ Γ௑, ௒ܹ ⊂ Γ௒ such that ݔ଴

∗ ∈ ௑ܹ , ଴ݕ
∗ ∈ ௒ܹ and ߶( ௑ܹ × ௒ܹ) ⊂ ܷ. 

We can apply Definition (4.3.15) to ܺ and ܻ, to the former with 2/ߝ and ௑ܹ and to the 
latter with 2/ߝ and ௒ܹ, to find two non-empty sets ܸ ௑ ⊂ ௑ܹ and ௒ܸ ⊂ ௒ܹ, two functionals ݔଵ

∗ ∈
௑ܸ and ݕଵ

∗ ∈ ௒ܸ, two points ݁௑ ∈ ܵ௑ and ݁௒ ∈ ܵ௒ and finally, two operators ܨ௑ ∈ ௒ܨ and (ܺ)ܮ ∈
 satisfying respectively the properties (I) - (VI), or with their corresponding modifications ,(ܻ)ܮ
for the the simple ACK structure. Denote also by ௑ܸ,ଵ and ௒ܸ,ଵ the corresponding variants for ܺ 
and ܻ of the set ଵܸ from property (IV) of Definition (4.3.15). 

Now, define the non-emtpy set ܸ ⊂ ܷ and corresponding ݖଵ
∗ ∈ ܸ, ݁ ∈ ܵ௑⊗ഄ௒, ܨ ∈

൫ܺܮ ⊗̂ఌ ܻ൯ as follows: : = ߶( ௑ܸ × ௒ܸ) ⊂ ܷ, ଵݖ
∗: ଵݔ)߶ =

∗, ଵݕ
∗) = ଵݔ

∗ ⊗ ଵݕ
∗, ݁: = ݁௑ ⊗ ݁௒, and 

ݔ)ܨ ⊗ :(ݕ = (ݔ)௑ܨ ⊗ ݔ for every (ݕ)௒ܨ ⊗ ݕ ∈ ܺ ⊗ ܻ. It remains to check the properties (I) - 
(VI). First, observe that ݔ)∗ܨ∗ ⊗ (∗ݕ = ௑ܨ

∗ݔ∗ ⊗ ௒ܨ
∗ݔ for every ∗ݕ∗ ∈ ܺ∗ and ݕ∗ ∈ ܻ∗. 

(I) Let ݖ belong to ܤ௑⊗̂೐௒, then 
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∥ ݖܨ ∥ఌ  = sup
௫∗∈୻೉

  sup
௬∗∈୻ೊ

∗ݔ⟩|  ⊗ ,∗ݕ |⟨ݖܨ = sup
௫∗∈୻೉

  sup
௬∗∈୻ೊ

∗ݔ)∗ܨ⟩|  ⊗ ,(∗ݕ |⟨ݖ

 = sup
௫∗∈୻೉

  sup
௬∗∈୻ೊ

௑ܨ⟩| 
∗ݔ∗ ⊗ ௒ܨ

,∗ݕ∗ |⟨ݖ ≤ sup
௫∗∈୻೉

  sup
௬∗∈୻ೊ

௑ܨ∥∥ 
௒ܨ∥∥∥∥∗ݔ∗

∥∥∗ݕ∗

 ≤ ௑ܨ∥∥
௒ܨ∥∥∥∥∗

∗∥∥ ≤ 1,

 

which implies that ∥ ܨ ∥= 1, since 
∥ ݁ܨ ∥= ௑݁௑ܨ∥∥ ⊗ ∥∥௒݁௒ܨ = ∥∥௒݁௒ܨ∥∥∥∥௑݁௑ܨ∥∥ = 1. 

(II) ݖଵ
(݁ܨ)∗ = ଵݔ)

∗ ⊗ ଵݕ
௑݁௑ܨ)(∗ ⊗ (௒݁௒ܨ = ଵݔ

ଵݕ(௑݁௑ܨ)∗
(௒݁௒ܨ)∗ = 1. 

(III) ݖ∗ܨଵ
∗ = ଵݖ

∗, since for every ݔ ⊗ ݕ ∈ ܺ ⊗ ܻ we have 
ଵݖ∗ܨ)

ݔ)(∗ ⊗ (ݕ = ଵݔ)
∗ ⊗ ଵݕ

ݔ௑ܨ)(∗ ⊗ (ݕ௒ܨ = ௑ܨ)
ଵݔ∗

௒ܨ)(ݔ)(∗
ଵݕ∗

 ,(ݕ)(∗
which, in turn, implies that (ݖ∗ܨଵ

ݔ)(∗ ⊗ (ݕ = ଵݔ
ଵݕ(ݔ)∗

(ݕ)∗ = ଵݖ
ݔ)∗ ⊗  .(ݕ

(IV) For (ݔ∗, (∗ݕ ∈ Γ௑ × Γ௒, denote ݖ∗ = ∗ݔ ⊗ ∗ݔ Firstly, let us show that for every .∗ݕ ∈
௑ܸ,ଵ and ݕ∗ ∈ ௒ܸ,ଵ the functional ݖ∗ belongs to ଵܸ, i.e., that 

∥∗ݖ∗ܨ∥ + (1 − (ߝ ∥∥
∥ቀܫ൫௑⊗̂ഄ௒൯

∗ − ቁ∗ܨ ∥∥(∗ݖ)
∥ ≤ 1. 

First of all, observe that 
∗ݔ‖                   ⊗ ∗ݕ − ௑ܨ

∗ݔ∗ ⊗ ௒ܨ
 ‖∗ݕ∗

 = ∗ݔ∥∥ ⊗ ∗ݕ) − ௒ܨ
(∗ݕ∗ − ∗ݔ) − ௑ܨ

(∗ݔ∗ ⊗ ௒ܨ
∥∥∗ݕ∗

 ≤ ∗ݕ∥∥ − ௒ܨ
∥∥∗ݕ∗ + ௒ܨ∥∥

∗ݔ)∥∥∥∥∗ݕ∗ − ௑ܨ
.∥∥(∗ݔ∗  

Therefore, 
௑ܨ∥∥       

௒ܨ∥∥∥∥∗ݔ∗
∥∥∗ݕ∗ + (1 − ∗ݔ∥∥(ߝ ⊗ ∗ݕ − ௑ܨ

∗ݔ∗ ⊗ ௒ܨ
 ∥∥∗ݕ∗

 = ௒ܨ∥∥
௑ܨ∥∥)∥∥∗ݕ∗

∥∥∗ݔ∗ + (1 − ∗ݔ)∥∥(ߝ − ௑ܨ
(∥∥(∗ݔ∗ + (1 − ∗ݕ∥∥(ߝ − ௒ܨ

∥∥∗ݕ∗
 ≤ ௒ܨ∥∥

∥∥∗ݕ∗ + (1 − ∗ݕ∥∥(ߝ − ௒ܨ
∥∥∗ݕ∗ ≤ 1.  

This implies that for every ݖ∗ = ∗ݔ ⊗ ∗ݕ ∈ Γ ∖ ଵܸ we have two possibilities: either ݔ∗ ∉ ௑ܸ,ଵ or 
∗ݕ ∉ ௒ܸ,ଵ. By symmetry, it is sufficient to consider ݔ∗ ∉ ௑ܸ,ଵ. In this case |ݔ∗(ܨ௑݁௑)| ≤  so ,ߩ

|(݁ܨ)∗ݖ| = |(௒݁௒ܨ)∗ݕ||(௑݁௑ܨ)∗ݔ| ≤ |(௑݁௑ܨ)∗ݔ| ≤  .ߩ
(V) We shall show that dist (ݖ∗ܨ∗, aco {0, ܸ}) < ∗ݖ for every ߝ = ∗ݔ ⊗ ∗ݕ ∈ Γ. Due to 

the facts that dist (ܨ௑
,∗ݔ∗ aco {0, ௑ܸ}) < ௒ܨ) and that dist 2/ߝ

,∗ݕ∗ aco {0, ௒ܸ}) <  there exist ,2/ߝ
௑ݒ

∗ ∈ aco {0, ௑ܸ} and ݒ௒
∗ ∈ aco {0, ௒ܸ} such that ∥∥ܨ௑

∗ݔ∗ − ௑ݒ
∗ ∥∥ < ௒ܨ∥∥ and 2/ߝ

∗ݕ∗ − ௒ݒ
∗∥∥ <  .2/ߝ

Then ݒ∗: = ௑ݒ
∗ ⊗ ௒ݒ

∗ belongs to aco {0, ܸ} and 
∗ݖ∗ܨ∥ − ∥∗ݒ  ≤ ௑ܨ)∥∥

∗ݔ∗ − ௑ݒ
∗ ) ⊗ ௒ܨ

∥∥∗ݕ∗ + ௑ݒ∥∥
∗ ⊗ ௒ܨ)

∗ݕ∗ − ௒ݒ
∗)∥∥

 ≤ ௑ܨ∥∥
∗ݔ∗ − ௑ݒ

∗ ௒ܨ∥∥∥∥
∥∥∗ݕ∗ + ௑ݒ∥∥

∗ ௒ܨ∥∥∥∥
∗ݕ∗ − ௒ݒ

∗∥∥ ≤ .ߝ  

(VI) For every ݒ∗ = ∗ݔ ⊗ ∗ݕ ∈ ܸ we get 
(݁)∗ݒ| − 1|  = (௒݁)∗ݕ(௑݁)∗ݔ| − 1| ≤ (௒݁)∗ݕ(௑݁)∗ݔ| − |(௒݁)∗ݕ

(௒݁)∗ݕ|+  − 1| ≤
ߝ
2

|(௒݁)∗ݕ| +
ߝ
2

≤ .ߝ  

This finishes the proof. 
As we mentioned, Acosta, Becerra Guerrero, García, Kim, and Maestre considered A-

BPBp in spaces of continuous vector-valued functions. Let us recall their result explicitly. Here, 
as usual, ߪ(ܼ, Δ) denotes the weakest topology on ܼ in which all elements of Δ ⊂ ܼ∗ are 
continuous. 
Theorem (4.3.29)[228]: ([230], Theorem 3.1). Let ܺ, ܼ be Banach spaces, ܭ be a compact 
Hausdorff topological space. Let ܼ satisfy property ߚ for the subset of functionals Δ =
ఈݖ}

∗ : ߙ ∈ Δ}. Let ߬ ⊇ ,ܼ)ߪ Δ) be a linear topology on ܼ dominated by the norm topology. Then 
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for every closed operator ideal ℐ contained in the ideal of Asplund operators, we have that 
(ܺ, ,ܭ)ܥ (ܼ, ߬))) has the Bishop-Phelps-Bollobás property for operators from ℐ. 

The next proposition together with Theorem (4.3.18) generalize Theorem (4.3.29) for the 
case of ܼ endowed with its strong topology. 
Proposition (4.3.30)[228]: Let ܭ be a compact Hausdorff topological space. Then, 

൫ܻ ∈ ACKఘ൯ ⇒ ൫ܭ)ܥ, ܻ) ∈ ACKఘ൯;
(ܻ ∈ ACK) ⇒ ,ܭ)ܥ) ܻ) ∈ ACK).

 

Proof. Bearing in mind Corollary (4.3.24) and Theorem (4.3.29), the fact that the space 
(ܭ)ܥ ⊗̂ఌ ܻ is isometric to ܭ)ܥ, ܻ) concludes the proof. 

Our aim now is showing a generalization of Theorem (4.3.29) in the spirit of the ACK 
structure, that covers all topologies ߬ from that theorem.  

For a topological space ܶ and a Banach space ܼ denote by ܥbof (ܶ, ܼ) the space of all 
bounded openly fragmented (see Definition (4.3.6)) functions ݂: ܶ → ܼ equipped with the sup-
norm. For a topology ߬ on ܼ denote by ܥ௕(ܶ, (ܼ, ߬)) the space of bounded ߬-continuous 
functions ݂: ܶ → ܼ equipped with the sup-norm. 
Definition (4.3.31)[228]: Let ܼ ∈ ACKఘ and let Γ ⊂  ௓∗ be the corresponding 1-norming set. Aܤ
linear topology ߬ on ܼ is said to be Γ-acceptable, if it is dominated by the norm topology and 
dominates ߪ(ܼ, Γ). 

The following result simultaneously generalizes our Theorem (4.3.23) and Theorem 
(4.3.29). We state the result in the most general settings, which makes the statement bulky. Some 
"elegant" partial cases will be given as corollaries. 
Theorem (4.3.32)[228]: Let ࣛ ⊂ ௕(Γࣛܥ ) be an ACK-subalgebra. Let ܼ be a Banach space and 
ࣩ ⊂ ܼ such that (ܼ)ܮ ∈ ࣩ − ACKఘ(ܼ ∈ ࣩ-ACK) with Γ௓ ⊂ -௓∗ being the corresponding 1ܤ
norming set. Finally, let ߬ be a Γ௓ష acceptable topology on ܼ. Let ܺ ⊂ ௕(Γࣛܥ , (ܼ, ߬)) be a 
Banach space satisfying the following properties: 

(i) For every ݔ ∈ ܺ and ݂ ∈ ࣛ the function ݂ݔ belongs to ܺ. 
(ii) ܺ contains all functions of the form ݂ ⊗ ,ݖ ݂ ∈ ࣛ, ݖ ∈ ܼ. 
(iii) ܨ ∘ ݔ ∈ ܺ for every ݔ ∈ ܺ and ܨ ∈ ࣩ. 
(iv) For every finite collection {ݔ௞}௞ୀଵ

௡ ⊂ ܺ the corresponding function of two variables 
߮: Γࣛ × (Γ௓, (∗ݓ → ॶ௡, defined by ߮(ݐ, (∗ݖ = ൫ݖ∗(ݔ௞(ݐ))൯௞ୀଵ

௡
, is quasi-continuous. 

Then ܺ ∈ ACKఘ (ܺ ∈ ACK, respectively) with the corresponding 1norming subset of ܤ௑∗ 
being Γ = ௧ߜ} ⊗ :∗ݖ ݐ ∈ Γࣛ , ∗ݖ ∈ Γ௓}, where the functional ߜ௧ ⊗ ∗ݖ ∈ ܺ∗ acts as follows: 
௧ߜ) ⊗ (ݔ)(∗ݖ =  .((ݐ)ݔ)∗ݖ
Proof. Fix ߝ > 0 and a non-empty relatively ݓ∗-open subset ܷ ⊂ Γ. Let ݐ଴ ∈ Γࣛ  and ݖ଴

∗ ∈ Γ௓ be 
such that ߜ௧బ ⊗ ଴ݖ

∗ ∈ ܷ. Since ܷ is relatively ݓ∗-open, there exist {ݔ௞}௞ୀଵ
௡ ⊂ ܺ such that ߜ௧ ⊗

∗ݖ ∈ Γ belongs to ܷ whenever 
max

ଵஸ௞ஸ௡
 หൻ൫ߜ௧బ ⊗ ଴ݖ

∗൯ − ௧ߜ) ⊗ ,(∗ݖ ௞ൿหݔ < 1. 
Consider the non-emtpty open set 

:ܤ = ൛ݐ ∈ Γࣛ : หݖ଴
((ݐ)௞ݔ)∗ − ଴ݖ

∗൫ݔ௞(ݐ଴)൯ห < 1 for 1 ≤ ݇ ≤ ݊ൟ,  
and define the following non-empty relatively ݓ∗-open subset of Γ௓ : 

:ܦ = ൛ݖ∗ ∈ Γ௓: หݖ∗൫ݔ௞(ݐ଴)൯ − ଴ݖ
∗൫ݔ௞(ݐ଴)൯ห < 1 for 1 ≤ ݇ ≤ ݊ൟ. 



125 

Using property (iv) for {ݔ௞}௞ୀଵ
௡ ⊂ ܺ we can find a non-empty open subset ܤଵ ⊂ -and a non ܤ

empty relatively ݓ∗-open subset ܦଵ ⊂ ݐ such that for every ܦ ∈ ∗ݖ ଵ and everyܤ ∈  ଵ it holdsܦ
max

ଵஸ௞ஸ௡
 หݖ∗(ݔ௞(ݐ)) − ଴ݖ

∗൫ݔ௞(ݐ଴)൯ห < 1. 
Define the non-empty subset ܹ: = ௧ߜ} ⊗ :∗ݖ ݐ ∈ ,ଵܤ ∗ݖ ∈ {ଵܦ ⊂ Γ. It is clear that ܹ ⊂ ܷ. 

By applying Definition (4.3.15) to ܼ, Γ௓, we get ௓ܸ ,(2/ߝ) ଵ andܦ ⊂ ଵݖ ,ଵܦ
∗ ∈ ௓ܸ , ݁௓ ∈ ܵ௓ 

and ܨ௓ ∈ ࣩ satisfying (I)−(VI). Denote also ௓ܸ,ଵ ⊂ Γ௓, the subset that appears in property (IV) 
(in the case of ܼ ∈ ACK we have ௓ܸ,ଵ = Γ௓ ). By applying Lemma (4.3.22) to ࣛ, Γࣛ , the non-
empty open set ܤଵ and (2/ߝ), we find a non-empty subset ܤଶ ⊂ ,ଵ, functions ଴݂ܤ ݁ࣛ  (both 
belonging to ࣛ ) and ݏ଴ ∈  .ଶ, satisfying its conclusionsܤ

Finally, let us define the requested non-empty subset ܸ ⊂ ܷ and corresponding ݔଵ
∗ ∈

ܸ, ݁ ∈ ܵ௑, ܨ ∈  :as follows (ܺ)ܮ
ܸ ∶= ௧ߜ} ⊗ :∗ݖ ݐ ∈ ,ଶܤ ∗ݖ ∈ ௓ܸ} ⊂ ܹ ⊂ ܷ

ଵݔ
∗ ∶= ௦బߜ ⊗ ଵݖ

∗, :(ݐ)݁  = ݐ ௓, for every݁(ݐ)ࣛ݁ ∈ Γࣛ  

(condition (ii) implies ݁ ∈ ܺ ), and 
:(ݐ)(ݔܨ) = ଴݂(ݐ)ܨ௓((ݐ)ݔ), 

for every ݔ ∈ ܺ and for every ݐ ∈ Γࣛ . Conditions (i) and (iii) ensure that (ݔ)ܨ ∈ ܺ. Observe 
that for every ݔ∗ = ௧ߜ ⊗ ∗ݖ ∈ Γ 

∗ݔ∗ܨ = ଴݂(ݐ)(ߜ௧ ⊗ ௓ܨ
 .(∗ݖ∗

It remains to check the properties (I) −(VI). 
(I)  It is clear that ∥ ܨ ∥= ∥∥௓ܨ∥∥ = 1 and ∥ ݁ܨ ∥= ∥∥ ଴݂݁ࣛ∥∥∥∥ܨ௓(݁௓)∥∥ = 1. 
(II) ݔଵ

(݁ܨ)∗ = ଵݖ
∗൫ ଴݂(ݏ଴)݁ࣛ(ݏ଴)ܨ௓(݁௓)൯ = 1. 

(III) ݔ∗ܨଵ
∗ = ଵݔ

∗, since for every ݔ ∈ ܺ we have 
ଵݔ∗ܨ)

(ݔ)(∗ = ଵݖ
∗൫ ଴݂(ݏ଴)ܨ௓ݔ(ݏ଴)൯ = ௓ܨ)

ଵݖ∗
∗)൫ݔ(ݏ଴)൯ = ଵݖ

∗൫ݔ(ݏ଴)൯ = ଵݔ
  .(ݔ)∗

(IV) For every ݔ∗ ∈ Γ, we have ݔ∗ = ௧ߜ ⊗ ,∗ݖ ݐ ∈ Γࣛ  and ݖ∗ ∈ Γ௓. First, consider the case 
∗ݖ ∈ ௓ܸ,ଵ and observe that 

∗௑ܫ)∥∥ − ∥∥(∗ݔ)(∗ܨ  = ∗ݖ∥∥ − ଴݂(ݐ)ܨ௓∗
∗ ∥∥∗ݖ

 ≤ |1 − ଴݂(ݐ)|∥ݖ∗∥ + | ଴݂(ݐ)| ⋅ ∗௓ܫ)∥∥ − ௓ܨ
∥∥(∗ݖ)(∗

 = | ଴݂(ݐ)| ⋅ ∗௓ܫ)∥∥ − ௓ܨ
∥∥(∗ݖ)(∗ + |1 − ଴݂(ݐ)|.

 

Therefore, in this case 
∥∗ݔ∗ܨ∥ + (1 − ∗௑ܫ)∥∥(ߝ − ∥∥(∗ݔ)(∗ܨ
 = | ଴݂(ݐ)| ⋅ ௓ܨ∥∥

∥∥∗ݖ∗ + (1 − ∗ݖ∥∥(ߝ − ଴݂(ݐ)ܨ௓∗ݖ∗∥∥
 ≤ | ଴݂(ݐ)|(∥∥ܨ௓

∥∥∗ݖ∗ + (1 − ∗௓ܫ)∥∥(ߝ − ௓ܨ
(∥∥(∗ݖ)(∗ + (1 − 1|(ߝ − ଴݂(ݐ)|

 ≤ | ଴݂(ݐ)| + (1 − 1|(ߝ − ଴݂(ݐ)| ≤ 1.

 

Whenever ܼ ∈ ACK, then ௓ܸ,ଵ = Γ௓, so the above inequality holds for every ݖ∗ ∈ Γ௓. Thus, we 
have proved (IV)'. If ܼ ∈ ACKఘ we still must consider those ݔ∗ belonging to Γ ∖ ଵܸ. The above 
inequality implies that ݖ∗ ∉ ௓ܸ,ଵ and, consequently, |ݖ∗(ܨ௓݁௓)| ≤  which, in turn, implies that ߩ

|(݁ܨ)∗ݔ| = | ଴݂(ݐ)݁ࣛ(ݐ)ݖ∗(ܨ௓݁௓)| ≤  .ߩ
(V) Let ݔ∗ = ௧ߜ ⊗ ∗ݖ ∈ Γ. Recall that ݔ∗ܨ∗ = ଴݂(ݐ)ߜ௧ ⊗ ௓ܨ

ܸ Set .∗ݖ∗ ࣛ: :௧ߜ} = ݐ ∈  ଶ}. Inܤ
the proof of Theorem (4.3.23) it was proved that for every ݐ ∈ Γࣛ  it holds 

dist(݂(ݐ)ߜ௧, aco{0, ܸࣛ }) <
ߝ
2

. 
On the other hand, by our construction, we deduce that 
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dist (ܨ௓
,∗ݖ∗ aco {0, ௓ܸ}) <

ߝ
2

.  
Thus, there exist ܽ∗ ∈ aco {0, ܸࣛ } and ܾ∗ ∈ aco {0, ௓ܸ} such that 

௧ߜ(ݐ)݂∥∥ − ܽ∗∥∥ <
ߝ
2

 and ∥∥ܨ௓
∗ݖ∗ − ܾ∗∥∥ <

ߝ
2

. 
In particular, since ܽ∗ ⊗ ܾ∗ belongs to aco {0, ܸ}, we can deduce that 

dist (ݔ∗ܨ∗, aco {0, ܸ})  ≤ ∥∥ ଴݂(ݐ)ߜ௧ ⊗ ௓ܨ
∗ݖ∗ − ܽ∗ ⊗ ܾ∗∥∥

 ≤ ∥∥ ଴݂(ݐ)ߜ௧ ⊗ ௓ܨ
∗ݖ∗ − ଴݂(ݐ)ߜ௧ ⊗ ܾ∗∥∥ +

 +∥∥ ଴݂(ݐ)ߜ௧ ⊗ ܾ∗ − ܽ∗ ⊗ ܾ∗∥∥
 ≤ ௓ܨ∥∥

∗ݖ∗ − ܾ∗∥∥ + ∥∥ ଴݂(ݐ)ߜ௧ − ܽ∗∥∥ < .ߝ

 

(VI) For every ݔ∗ = ௧ߜ ⊗ ∗ݖ ∈ ܸ we have ݐ ∈ ∗ݖ ଶ andܤ ∈ ௓ܸ. Consequently, 
(ݐ)ࣛ݁| − 1| ≤ ఌ

ଶ
 and |ݖ∗(݁௓) − 1| ≤ ఌ

ଶ
. From this we get 

(݁)∗ݔ| − 1| = (௓݁)∗ݖ(ݐ)ࣛ݁| − 1| = (௓݁)∗ݖ)(ݐ)ࣛ݁| − 1) + (ݐ)ࣛ݁) − 1)| ≤  ,ߝ
which completes the proof. 

Conditions (i) - (iii) in Theorem (4.3.32) are easily verified in concrete examples. In 
contrast, condition (iv) looks technical. So, in order to make Theorem (4.3.32) more applicable, 
we shall present easy-to-verify sufficient conditions for (iv). 

Before passing to these sufficient conditions, observe that the function of two variables 
߮: Γ஺ × (Γ௓, (∗ݓ → ॶ௡ from condition (iv) is separately continuous. Therefore, the role of 
sufficient condition for (iv) can be played by any theorem about quasi-continuity of a separately 
continuous function ݂: ܷ × ܸ → ܹ. There is a number of such theorems (see Encyclopedia of 
Mathematics article "Separate and joint continuity" or the introduction to [235]). For example, 
according to Namioka's theorem [243] this (and a much stronger result) occurs for ܷ being a 
regular, strongly countably complete topological space, ܸ being a locally compact ߪ-compact 
space and ܹ being a pseudo-metric space. The results of the kind "separate continuity implies 
quasi-continuity" that we list and apply below do not pretend to be new. 
Proposition (4.3.33)[228]: Let ܷ, ܸ, ܹ be topological spaces, ܸ be discrete and ݂: ܷ × ܸ → ܹ 
be separately continuous. Then, ݂ is continuous (and consequently quasi-continuous). 

If ܼ has property ߚ, the corresponding (Γ௓,  is a discrete topological space. Thus, the (∗ݓ
above proposition guaranties the validity of (iv) of Theorem (4.3.32) in this case. 
Corollary (4.3.34)[228]: Under the conditions of Theorem (4.3.29), (ܭ, (ܼ, ߬)) ∈ ACKఘ, where 
ߚ of ܼ. If ߚ is the parameter from the property ߩ = 0, then ܭ)ܥ, (ܼ, ߬)) ∈ ACK. In particular, 
this implies the conclusion of Theorem (4.3.29). 

Proposition (4.3.33) also guaranties (iv) of Theorem (4.3.32) in the case of Γࣛ = ℕ (just 
change the roles of ܷ and ܸ in Proposition (4.3.33)). If we apply Theorem (4.3.32) with ࣛ =
ܿ଴ ⊂ ௕(ℕ)ܥ = ℓஶ, this leads to the following result: 
Corollary (4.3.35)[228]: Let ܼ ∈ ACKఘ(ܼ ∈ ACK), ܿ଴(ܼ) ⊂ ܺ ⊂ ℓஶ(ܼ), and ܺ has the 
following property: (ݖܨଵ, ,ଶݖܨ … ) ∈ ܺ for every ݔ ,ଵݖ) = ,ଶݖ … ) ∈ ܺ and ܨ ∈ ܺ Then .(ܼ)ܮ ∈
ACKఘ (ܺ ∈ ACK respectively). 

This corollary is applicable to ܿ଴(ܼ) and ℓஶ(ܼ) themselves and also for some 
intermediate spaces like ܿ଴(ܼ,  .ܼ of weakly null sequences in (ݓ
Proposition (4.3.36)[228]: Let ܼ be a Banach space, (Γࣛ , ߬) be a topological space, Γ௓ ⊂
∗௓ܤ) , :௞ݔ and ,(∗ݓ Γࣛ → ܼ for ݇ ∈ {1,2, … , ݊} be ߬ − ,ܼ)ߪ Γ௓) continuous and ߬−∥⋅∥-openly 
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fragmented functions. Then, the function ߮: (Γࣛ , ߬) × (Γ௓, (∗ݓ → ॶ௡ given by ߮(ݐ, (∗ݖ =
൫ݖ∗(ݔ௞(ݐ))൯௞ୀଵ

௡
 is quasicontinuous. 

Proof. Fix (ݐ଴, ଴ݖ
∗) ∈ Γࣛ × Γ௓. Let ܷࣛ ⊂ Γࣛ , ௓ܷ ⊂ Γ௓ be open and ݓ∗-open neighborhoods of 

଴ݖ ଴ andݐ
∗ respectively. Set ܷ: = ܷࣛ × ௓ܷ. We have to show that, for a given ߝ > 0, there exist 

a non-empty open subset ܹࣛ ⊂ ܷࣛ  and a non-empty relatively ݓ∗-open subset ௓ܹ ⊂ ௓ܷ such 
that for every ݐ ∈ ܹࣛ  and every ݖ∗ ∈ ௓ܹ 

max
ଵஸ௞ஸ௡

 หݖ∗(ݔ௞(ݐ)) − ଴ݖ
∗൫ݔ௞(ݐ଴)൯ห <  (40)                                 .ߝ

Fix ߜ <  and define 4/ߝ
ܸࣛ : = ቄݐ ∈ ܷࣛ: max

ଵஸ௞ஸ௡
 หݖ଴

((ݐ)௞ݔ)∗ − ଴ݖ
∗൫ݔ௞(ݐ଴)൯ห <  .ቅߜ

The set ܸ ࣛ ⊂ ܷࣛ  is a non-emtpy open neighborhood of ݐ଴ because of the ߬ − ,ܼ)ߪ Γ௓) continuity 
of ݔ௞ (the map ݖ଴

∗ ∘  ௞ is a ॶ-valued ߬-continuous function). Applying inductively the definitionݔ
of openly fragmented function, we define a non-empty open set ܹࣛ ⊂ (ܸࣛ , ߬) in such a way 
that for all ݇ = 1, … , ݊ it holds 

diam ൫ݔ௞(ܹࣛ )൯ <  .ߜ
Fix a ݐଵ ∈ ܹࣛ  and define the non-empty relatively ݓ∗-open subset ௓ܹ ⊂ ௓ܷ as follows: 

௓ܹ: = ቄݖ∗ ∈ ௓ܷ: max
ଵஸ௞ஸ௡

 หݖ∗൫ݔ௞(ݐଵ)൯ − ଴ݖ
∗൫ݔ௞(ݐଵ)൯ห <  .ቅߜ

Let us show, for every ݐ ∈ ܹࣛ  and every ݖ∗ ∈ ௓ܹ, the validity of inequality (40): 
หݖ଴

∗൫ݔ௞(ݐ଴)൯ − ห((ݐ)௞ݔ)∗ݖ  ≤ หݖ଴
∗൫ݔ௞(ݐ଴)൯ − ଴ݖ

ห((ݐ)௞ݔ)∗
 +หݖ଴

((ݐ)௞ݔ)∗ − ଴ݖ
∗൫ݔ௞(ݐଵ)൯ห

 +หݖ଴
∗൫ݔ௞(ݐଵ)൯ − ൯ห(ଵݐ)௞ݔ൫∗ݖ

 +หݖ∗൫ݔ௞(ݐଵ)൯ − .ห((ݐ)௞ݔ)∗ݖ

 

The first summand in the right-hand side of the previous inequality does not exceed ߜ since ݐ ∈
ܸࣛ . Accordingly, the second and fourth summands are both bounded by ߜ since ݖ଴

∗, ∗ݖ ∈  ௓∗ andܤ
(ݐ)௞ݔ∥∥ − ∥∥(ଵݐ)௞ݔ < ,ݐ since ߜ ଵݐ ∈ ܹࣛ  and diam ൫ݔ௞(ܹࣛ )൯ <  Finally, the corresponding .ߜ
third summand is bounded by ߜ since ݖ∗ ∈ ௓ܹ. Therefore, 

หݖ଴
∗൫ݔ௞(ݐ଴)൯ − ห((ݐ)௞ݔ)∗ݖ ≤ ߜ4 <  ,ߝ

which completes the proof of (40) and that of the proposition. 
As an application of the previous proposition we get the following corollaries which 

contain as a particular case the space ܥ௪(ܭ, ܼ) of ܼ-valued weakly continuous functions for ܼ ∈
ACKఘ (or ܼ ∈ ACK). 
Corollary (4.3.37)[228]: Let ܼ ∈ ࣩ − ACKఘ (or ܼ ∈ ࣩ-ACK) and ࣛ ⊂  be a uniform (ܭ)ܥ
algebra with ܭ being the space of multiplicative functionals on ࣛ. Fix Γ௓ ⊂ ܪ ⊂ ܼ∗, where Γ௓ 
is the 1-norming set given by the ܭܥܣ structure of ܼ. Denote by ࣛఙ(௓,ு)(ܭ, ܼ) the following 
subspace of (ܭ, (ܼ, ,ܼ)ߪ  : (((ܪ

ࣛఙ(௓,ு)(ܭ, ܼ) = ൛݂ ∈ ܼ௄ : ∗ݖ ∘ ݂ ∈ ࣛ for all ݖ∗ ∈  .ൟܪ
Let us assume that 

(i) ܪ∗ܨ ⊂ ܨ for every ܪ ∈ ࣩ. 
(ii)  (݂(ܭ), ,ܼ)ߪ ,ܭ)is fragmented by the norm for every ݂ belonging to ࣛఙ(௓,ு) ((ܪ ܼ). 

Then, ࣛఙ(௓,ு)(ܭ, ܼ) ∈ ACKఘ (resp. ࣛఙ(௓,ு)(ܭ, ܼ) ∈ ACK൯. 
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Sketch of the proof: It relays on the use of Theorem (4.3.32). Let Γࣛ ⊂  be the corresponding ܭ
subset from Lemma (4.3.20). Then, restrictions of elements of ࣛ to Γࣛ  form an ACK-subalgebra 
,ܭ)௕(Γ஺) isometric to ࣛ (that we identify with ࣛ) and restrictions of elements of ࣛఙ(௓,ு)ܥ ܼ) 
to Γࣛ  form a subspace ܺ ⊂ ௕(Γࣛܥ , (ܼ, ,ܼ)ߪ ,ܭ)isometric to ࣛఙ(௓,ு) (((ܪ ܼ). The conditions (i) 
and (ii) of Theorem (4.3.32) follow from the definition of ࣛఙ(௓,ு)(ܭ, ܼ). The condition (iii) of 
Theorem (4.3.32) is reduced to the present condition (i). And, finally, the condition (iv) of 
Theorem (4.3.32) is reduced to the present (ii) by using Proposition (4.3.36). 

The condition (i) above could be quite demanding, for instance, when ࣩ =  in which (ܼ)ܮ
case ܪ is forced to be ܼ∗. However, in all concrete examples that we know of ACK structure, 
the family ࣩ can be taken really small. Thus, for concrete examples of ܼ, the condition (i) could 
be easily satisfied for every election of ܪ. 

By using the results from [233] it can be shown that condition (ii) above is satisfied for 
every ܪ whenever (ܼ, ,ܭ)is Lindelöf. Indeed, given ݂ belonging to ࣛఙ(௓,ு) (ݓ ܼ), (ܭ)݂ ⊂ ܼ is 
,ܼ)ߪ  compact, thus, it is also Lindelöf. A straightforward application of [233] ensures that-(ܪ
,(ܭ)݂) ,ܼ)ߪ  is norm-fragmented. Hence, in this case, Corollary (4.3.37) can be simplified ((ܪ
as follows: 
Corollary (4.3.38)[228]: Let ܼ ∈ ࣩ − ∋ ܼ ఘ (orܭܥܣ ,ܼ) such that (ܭܥܣ-ࣩ  is Lindelöf and (ݓ
ࣛ ⊂  being the space of multiplicative functionals on ࣛ. Fix ܭ be a uniform algebra with (ܭ)ܥ
Γ௓ ⊂ ܪ ⊂ ܼ∗ such that ܪ∗ܨ ⊂ ܨ for every ܪ ∈ ࣩ, where Γ௓ is the 1-norming set given by the 
ACK structure of ܼ. Then, ࣛఙ(௓,ு)(ܭ, ܼ) ∈ ACKఘ (resp. ࣛఙ(௓,ு)(ܭ, ܼ) ∈ ACK൯. 

Observe that when ܼ has property ߚ, the set ࣩ coincides with the set {ݔఈ
∗ :ఈݔ(⋅) ߙ ∈ Λ}. 

Therefore, in this case, ܪ∗ܨ ⊂ ܨ and for every ܪ for every ܪ ∈ ࣩ. Thus, we have proved the 
following corollary. 
Corollary (4.3.39)[228]: Let ܼ be a Banach space with property ߚ such that (ܼ,  is Lindelöf (ݓ
and ࣛ ⊂  .ࣛ being the space of multiplicative functionals on ܭ be a uniform algebra with (ܭ)ܥ
Fix Γ௓ ⊂ ܪ ⊂ ܼ∗, where Γ௓ = ఈݔ}

∗ : ߙ ∈ Λ}. Then, ࣛఙ(௓,ு)(ܭ, ܼ) ∈ ACKఘ. 
However, this technique can not fully generalize Theorem (4.3.29) by Acosta et al. to the 

case of vector-valued uniform algebras, since here the Lindelöf property is essential and 
property ߚ does not imply in general weak Lindelöf. Observe that nevertheless the original 
statement of Theorem (4.3.29) is covered completely by our Corollary (4.3.34). 
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Chapter 5 
Bishop-Phelps-Bollobás Property and Moduli 

 

We show that every infinite-dimensional separable Banach space can be renormed to fail 
the BPBp-nu. In particular, this shows that the Radon-Nikodým property (even reflexivity) is 
not enough to get BPBp-nu. We calculate the two moduli for Hilbert spaces and also present 
many examples for which the moduli have the maximum possible value (among them, there are 
 spaces). We show that if a Banach space has the maximum possible (ߤ)ଵܮ spaces and (ܭ)ܥ
value of any of the moduli, then it contains almost isometric copies of the real space ℓஶ

(ଶ) and 
present an example showing that this condition is not sufficient. We deduce that the subspaces 
of finite-rank operators, compact operators and weakly compact operators on ܮଵ(ߤ) have the 
BPBp-ߥ. 
 

Section (5.1): Numerical Radius: 
For ܺ be a (real or complex) Banach space and ܺ∗ its dual space. The unit sphere of ܺ 

will be denoted by ܵ௑. We write ℒ(ܺ) for the space of all bounded linear operators on ܺ. For 
ܶ ∈ ℒ(ܺ), its numerical radius is defined by 

(ܶ)ݒ = sup{|ݔܶ∗ݔ|: ,ݔ) (∗ݔ ∈ Π(ܺ)},                                        (1) 
where Π(ܺ) = ,ݔ)} (∗ݔ ∈ ܵ௑ × ܵ௑∗: (ݔ)∗ݔ = 1}. It is clear that ݒ is a seminorm on ℒ(ܺ). See 
[253],[254] for background. An operator ܶ ∈ ℒ(ܺ) attains its numerical radius if there exists 
,଴ݔ) ଴ݔ

∗) ∈ Π(ܺ) such that ݒ(ܶ) = ଴ݔ|
 .|଴ݔܶ∗

We will discuss the density of numerical radius attaining operators, actually on a stronger 
property called Bishop-Phelps-Bollobás property for numerical radius. Let us present first a 
short account on the known results about numerical radius attaining operators. Motivated by the 
study of norm attaining operators initiated by J. Lindenstrauss in the 1960s, Sims [255] asked in 
1972 whether the numerical radius attaining operators are dense in the space of all bounded 
linear operators on a Banach space. Berg and Sims [256] gave a positive answer for uniformly 
convex spaces and Cardassi showed that the answer is positive for ℓଵ, ܿ଴,  is a ܭ where) (ܭ)ܥ
metrizable compact), ܮଵ(ߤ), and uniformly smooth spaces [257]-[259]. Acosta showed that the 
numerical radius attaining operators are dense in (ܭ)ܥ for every compact Hausdorff space ܭ 
[260]. Acosta and Payá showed that numerical radius attaining operators are dense in ℒ(ܺ) if ܺ 
has the Radon-Nikodým property [261]. On the other hand, Payá [262] showed in 1992 that 
there is a Banach space ܺ such that the numerical radius attaining operators are not dense in 
ℒ(ܺ), which gave a negative answer to Sims' question. Some also paid attention to the study of 
denseness of numerical radius attaining nonlinear mappings [263]-[266]. 

Motivated by the work [267] of Acosta et al. on the Bishop-Phelps-Bollobás property for 
operators, Guirao and Kozhushkina [268] introduced very recently the notion of Bishop-Phelps-
Bollobás property for numerical radius. 
Definition (5.1.1)[252]: (see [268]). A Banach space ܺ is said to have the Bishop-Phelps-
Bollobás property for numerical radius (in short, ݌ܤܲܤ − if, for every 0 (ݑ݊ < ߝ < 1, there 
exists (ߝ)ߟ > 0 such that, whenever ܶ ∈ ℒ(ܺ) and (ݔ, (∗ݔ ∈ Π(ܺ) satisfy ݒ(ܶ) = 1 and 
|ݔܶ∗ݔ| > 1 − ܵ there exit ,(ߝ)ߟ ∈ ℒ(ܺ) and (ݕ, (∗ݕ ∈ Π(ܺ) such that 

(ܵ)ݒ = |ݕܵ∗ݕ| = 1,  ‖ܶ − ܵ‖ <  ,ߝ
ݔ‖ − ‖ݕ < ,ߝ ∗ݔ∥∥  − ∥∥∗ݕ <  (2)                                                 .ߝ
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Notice that if a Banach space ܺ has the BPBp-nu, then the numerical radius attaining operators 
are dense in ℒ(ܺ). We show that the converse result is no longer true. It is shown in [268] that 
the real or complex spaces ܿ଴ and ℓଵ have the BPBp-nu. This result has been extended to the 
real space ܮଵ(ℝ) by Falcó [269]. Aviles et al. [270] give sufficient conditions on a compact 
space ܭ for the real space (ܭ)ܥ to have the BPBp-nu which, in particular, include all metrizable 
compact spaces. 

We introduce a modulus of the BPBp-nu analogous to the one introduced in [271] for the 
Bishop-Phelps-Bollobás property for the operator norm. As easy applications, we prove that 
finite-dimensional spaces always have the BPBp-nu and that a reflexive space has the BPBp-nu 
if and only if its dual does. We devoted to prove that Banach spaces which are both uniformly 
convex and uniformly smooth satisfy a weaker version of the BPBp-nu and to discuss such 
weaker version. In particular, it is shown that ܮ௣(ߤ) spaces have the BPBp-nu for every measure 
when 1 ߤ < ݌ < ∞, ݌ ≠ 2. We show that, given any measure ߤ, the real or complex space ܮଵ(ߤ) 
has the BPBp-nu. Finally, we prove that every separable infinite-dimensional Banach space can 
be equivalently renormed to fail the BPBp-nu (actually, to fail the weaker version). In particular, 
this shows that reflexivity (or even superreflexivity) is not enough for the BPBp-nu, while the 
Radon-Nikodým property was known to be sufficient for the density of numerical radius 
attaining operators. 

The ݊ dimensional space with the ℓଵ norm is denoted by ℓଵ
(௡). Given a family {ܺ௞}௞ୀଵ

ஶ  of 
Banach spaces, [⨁௞ୀଵ

ஶ  ܺ௞]௖బ  (resp., [⨁௞ୀଵ
ஶ  ܺ௞]ℓభ൯ is the Banach space consisting of all sequences 

௞ୀଵ(௞ݔ)
ஶ  such that each ݔ௞ is in ܺ௞  and lim௞→ஶ ∥∥௞ݔ∥∥  = 0 (resp., ∑௞ୀଵ

ஶ ∥∥௞ݔ∥∥  < ∞) equipped with 
the norm ∥∥(ݔ௞)௞ୀଵ

ஶ ∥∥ = sup௞ ௞ୀଵ(௞ݔ)∥∥ ,.௞∥∥ (respݔ∥∥ 
ஶ ∥∥ = ∑௞ୀଵ

ஶ  (∥∥௞ݔ∥∥ 
Analogously to what is done in [271] for the BPBp for the operator norm, we introduce 

here a modulus to quantify the Bishop-Phelps-Bollobás property for numerical radius. 
Notation (5.1.2)[252]: Let ܺ be a Banach space. Consider the set 

Π୬୳(ܺ) = ,ݔ)} ,∗ݔ ܶ): ,ݔ) (∗ݔ ∈ Π(ܺ),
ܶ ∈ ℒ(ܺ), (ܶ)ݒ = 1 = ,{|ݔܶ∗ݔ|                                           (3) 

which is closed in ܵ௑ × ܵ௑∗ × ℒ(ܺ) with respect to the following metric: 
dist൫(ݔ, ,∗ݔ ܶ), ,ݕ) ,∗ݕ ܵ)൯
     = max{∥ ݔ − ݕ ∥, ∗ݔ∥∥ − ,∥∥∗ݕ ∥ ܶ − ܵ ∥} .

                                  (4) 

The modulus of the Bishop-Phelps-Bollobás property for numerical radius is the function 
defined by 

(ߝ)(ܺ)୬୳ߟ
 = inf{1 − :|ݔܶ∗ݔ| ,ݔ) (∗ݔ ∈ Π(ܺ), ܶ ∈ ℒ(ܺ),
(ܶ)ݒ = 1, dist ൫(ݔ, ,∗ݔ ܶ), Π୬୳(ܺ)൯ ⩾ ൟߝ

                                 (5) 

for every ߝ ∈ (0,1). Equivalently, ߟ୬୳(ܺ)(ߝ) is the supremum of those scalars ߟ > 0 such that, 
whenever ܶ ∈ ℒ(ܺ) and (ݔ, (∗ݔ ∈ Π(ܺ) satisfy ݒ(ܶ) = 1 and |ݔܶ∗ݔ| > 1 − ܵ there exist ,ߟ ∈
ℒ(ܺ) and (ݕ, (∗ݕ ∈ Π(ܺ) such that 

(ܵ)ݒ = |ݕܵ∗ݕ| = 1,  ‖ܶ − ܵ‖ < ,ߝ
ݔ‖ − ‖ݕ < ,ߝ ∗ݔ∥∥  − ∥∥∗ݕ < .ߝ                                           (6) 
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It is immediate that a Banach space ܺ has the BPBp-nu if and only if ߟ୬୳(ߝ) > 0 for every 0 <
ߝ < 1. By construction, if a function ߝ ↦  is valid in the definition of the BPBp-nu, then (ߝ)ߟ
(ߝ)୬୳ߟ ⩾  .(ߝ)ߟ

An immediate consequence of the compactness of the unit ball of a finite-dimensional 
space is the following result. It was previously known to A. Guirao (private communication). 
Proposition (5.1.3)[252]: Let ܺ be a finite-dimensional Banach space. Then ܺ has the Bishop-
Phelps-Bollobás property for numerical radius. 
Proof. Let ܭ = {ܵ ∈ ℒ(ܺ): (ܵ)ݒ = 0}. Then ܭ is a norm-closed subspace of ℒ(ܺ). Hence 
ℒ(ܺ)/ܭ is a finitedimensional space with two norms: 

([ܶ])ݒ ∶= inf{ݒ(ܶ − ܵ): ܵ ∈ {ܭ = ,(ܶ)ݒ
‖[ܶ]‖ ∶= inf{∥ ܶ − ܵ ∥: ܵ ∈ ,{ܭ                                  (7) 

where [ܶ] is the class of ܶ in the quotient space ℒ(ܺ)/ܭ. Hence there is a constant 0 < ܿ ⩽ 1 
such that 

ܿ‖[ܶ]‖ ⩽ (ܶ)ݒ ⩽ ‖[ܶ]‖.                                                    (8) 
Suppose that ܺ does not have the BPBp-nu. Then, there is 0 < ߝ < 1 such that ߟ୬୳(ܺ)(ߝ) = 0. 
That is, there are sequences (ݔ௡, ௡ݔ

∗ ) ∈ Π(ܺ) and ( ௡ܶ) ∈ ℒ(ܺ) with ݒ( ௡ܶ) = 1 such that 
dist ൫(ݔ௡ , ௡ݔ

∗ , ௡ܶ), Π୬୳(ܺ)൯ ⩾ ݊) ߝ ∈ ℕ),
lim

௡
௡ݔ| 

∗
௡ܶݔ௡| = 1.                                      (9) 

By compactness, we may assume that lim௡  ∥∥[ ௡ܶ] − [ ଴ܶ]∥∥ = 0 for some ଴ܶ ∈ ℒ(ܺ) and ݒ( ଴ܶ) =
1. Hence there exists a sequence {ܵ௡}௡ in ܭ such that lim௡  ∥∥ ௡ܶ − ( ଴ܶ + ܵ௡)∥∥ = 0. Observe that 
)ݒ ଴ܶ + ܵ௡) = )ݒ ଴ܶ) = 1 for every ݊ ∈ ℕ. 

By compactness again, we may assume that (ݔ௡ , ௡ݔ
∗ ) converges to (ݔ଴, ଴ݔ

∗) ∈ ܺ × ܺ∗. This 
implies that (ݔ଴, ଴ݔ

∗) ∈ Π(ܺ), and |ݔ଴
∗( ଴ܶ + ܵ௡)ݔ଴| = )ݒ ଴ܶ + ܵ௡) = 1, that is, (ݔ଴, ଴ݔ

∗, ଴ܶ +
ܵ௡) ∈ Π୬୳(ܺ) for all ݊. This is a contradiction with the fact that 

0  = lim
௡

 dist ൫(ݔ௡, ௡ݔ
∗ , ௡ܶ), ,଴ݔ) ଴ݔ

∗, ଴ܶ + ܵ௡)൯

 ⩾ lim
௡

 dist ൫(ݔ௡, ௡ݔ
∗ , ௡ܶ), Π୬୳(ܺ)൯ ⩾ .ߝ

                           (10) 

We may also give the following easy result concerning duality. 
Proposition (5.1.4)[252]: Let ܺ be a reflexive space. Then 

(ߝ)(ܺ)௡௨ߟ =  (11)                                               (ߝ)(∗ܺ)௡௨ߟ
for every ߝ ∈ (0,1). In particular, ܺ has the BPBp-nu if and only if ܺ∗ has the BPBp-nu. 
We will use that ݒ(ܶ∗) = ܶ for all (ܶ)ݒ ∈ ℒ(ܺ), where ܶ∗ denotes the adjoint operator of ܶ. 
This result can be found in [253], but it is obvious if ܺ is reflexive. 
Proof. By reflexivity, it is enough to show that ߟ୬୳(ܺ)(ߝ) ߝ Let .(ߝ)(∗ܺ)୬୳ߟ ⩾ ∈ (0,1) be fixed. 
If ߟ୬୳(ܺ)(ߝ) = 0, there is nothing to prove. Otherwise, consider 0 < ߟ <  Suppose .(ߝ)(ܺ)୬୳ߟ
that ଵܶ ∈ ℒ(ܺ∗) and (ݔଵ

∗, (ଵݔ ∈ Π(ܺ∗) satisfy 
)ݒ ଵܶ) = 1, ଵݔ|  ଵܶݔଵ

∗| > )ݒ ଵܶ) −  (12)                                          .ߟ
By considering ଵܶ

∗ ∈ ℒ(ܺ), we may find ଵܵ ∈ ℒ(ܺ) and (ݕଵ, ଵݕ
∗) ∈ Π(ܺ) such that 

ଵݕ|
∗

ଵܵݕଵ| = )ݒ ଵܵ) = 1, ଵݕ∥∥  − ∥∥ଵݔ < ,ߝ
ଵݕ∥∥

∗ − ଵݔ
∗∥∥ < ,ߝ  ∥∥ ଵܶ

∗ − ଵܵ∥∥ < .ߝ                                       (13) 

Then ଵܵ
∗ ∈ ℒ(ܺ∗) and (ݕଵ

∗, (ଵݕ ∈ Π(ܺ∗) satisfy 
,ଵݕ⟩| ଵܵ

ଵݕ∗
∗⟩| = )ݒ ଵܵ) = 1, ଵݕ∥∥ 

∗ − ଵݔ
∗∥∥ < ,ߝ

ଵݕ∥∥ − ∥∥ଵݔ < ,ߝ  ∥∥ ଵܶ − ଵܵ
∗∥∥ < .ߝ                                      (14) 
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This implies that ߟ୬୳(ܺ∗)(ߝ) ⩾  .ߟ We finish by just taking supremum on .ߟ
We do not know whether the result above is valid in the nonreflexive case. 
For a Banach space which is both uniformly convex and uniformly smooth, we get a 

property which is weaker than BPBp-nu. This result was known to A. Guirao (private 
communication). 
Proposition (5.1.5). Let ܺ be a uniformly convex and uniformly smooth Banach space. Then, 
given ߝ > 0, there exists (ߝ)ߟ > 0 such that, whenever ଴ܶ ∈ ℒ(ܺ) with ݒ( ଴ܶ) = 1 and 
,଴ݔ) ଴ݔ

∗) ∈ Π(ܺ) satisfy |ݔ଴
∗

଴ܶݔ଴| > 1 − ܵ there exist ,(ߝ)ߟ ∈ ℒ(ܺ) and (ݕ, (∗ݕ ∈ Π(ܺ) such that 
(ܵ)ݒ = ,|ݕܵ∗ݕ| ∥ ݔ − ݕ ∥< ,ߝ
∗ݔ∥∥ − ∥∥∗ݕ < ,ߝ ∥∥ܵ − ଴ܶ∥∥ < ߝ                                           (15) 

Proof. Notice that the uniform smoothness of ܺ is equivalent to the uniform convexity of ܺ∗. 
Let ߜ௑(ߝ) and ߜ௑∗(ߝ) be the moduli of convexity ܺ and ܺ∗, respectively. Given 0 < ߝ < 1, 
consider 

(ߝ)ߟ =
ߝ
4

min ቄߜ௑ ቀ
ߝ
4

ቁ , ∗௑ߜ ቀ
ߝ
4

ቁቅ > 0.                                     (16) 
Consider ଴ܶ ∈ ℒ(ܺ) with ݒ( ଴ܶ) = 1 and (ݔ଴, ଴ݔ

∗) ∈ Π(ܺ) satisfying |ݔ଴
∗

଴ܶݔ଴| > 1 −  .(ߝ)ߟ
Define ଵܶ ∈ ℒ(ܺ) by 

ଵܶݔ = ଴ܶݔ + ଵߣ ቀ
ߝ
4

ቁ ଴ݔ
 ଴                                               (17)ݔ(ݔ)∗

for all ݔ ∈ ܺ, where ߣଵ is the scalar satisfying |ߣଵ| = 1 and |ݔ଴
∗

଴ܶݔ଴ + |(4/ߝ)ଵߣ = ଴ݔ|
∗

଴ܶݔ଴| +
ଵݔ Now, choose .4/ߝ ∈ ܵ௑ and ݔଵ

∗ ∈ ܵ௑∗ such that |ݔଵ
|(ଵݔ)∗ = 1, ଵݔ

(଴ݔ)∗ = ଵݔ|
 and ,|(଴ݔ)∗

ଵݔ|
∗

ଵܶݔଵ| ⩾ )ݒ ଵܶ) − ߟ ቆ
ଶߝ

4ଶቇ.                                             (18) 

Now we define a sequence (ݔ௡ , ௡ݔ
∗ , ௡ܶ) in ܵ௑ × ܵ௑∗ × ℒ(ܺ) inductively. Indeed, suppose that we 

have a defined sequence ൫ݔ௝ , ௝ݔ
∗, ௝ܶ൯ for 0 ⩽ ݆ ⩽ ݊ and let 

௡ܶାଵݔ = ௡ܶݔ + ௡ାଵߣ
௡ାଵߝ

4௡ାଵ ௡ݔ
∗ ௡ݔ(ݔ) .                                     (19) 

Then choose ݔ௡ାଵ ∈ ܵ௑ and ݔ௡ାଵ
∗ ∈ ܵ௑∗ such that |ݔ௡ାଵ

∗ |(௡ାଵݔ) = 1 and |ݔ௡ାଵ
∗ |(௡ݔ) =

௡ାଵݔ
∗  :(௡ݔ)

௡ାଵݔ|
∗

௡ܶାଵݔ௡ାଵ| ⩾ )ݒ ௡ܶାଵ) − ߟ ቆ
௡ାଶߝ

4௡ାଶቇ.                             (20) 

Notice that, for all ݊ ⩾ 0, we have 

∥∥ ௡ܶାଵ − ௡ܶ∥∥ ⩽
௡ାଵߝ

4௡ାଵ ,

)ݒ ௡ܶାଵ) − )ݒ ௡ܶ) ∣⩽
௡ାଵߝ

4௡ାଵ .
                                            (21) 

This implies that ( ௡ܶ) is a Cauchy sequence and assume that it converges to ܵ ∈ ℒ(ܺ). Then we 
have 

lim
௡

  ௡ܶ = ܵ,  ∥∥ ଴ܶ − ܵ∥∥ < ߝ

lim
௡

௡ݔ| 
∗

௡ܶݔ௡| = lim
௡

)ݒ  ௡ܶ) =  (22)                                     .(ܵ)ݒ

We will show that both sequences (ݔ௡) and (ݔ௡
∗ ) are Cauchy. From the definition, we have 
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)ݒ ௡ܶାଵ) − ߟ ቆ
௡ାଶߝ

4௡ାଶቇ

⩽ ௡ାଵݔ|
∗

௡ܶାଵݔ௡ାଵ|
 

⩽ ቤݔ௡ାଵ
∗

௡ܶݔ௡ାଵ + ௡ାଵߣ
௡ାଵߝ

4௡ାଵ ௡ݔ
∗ ௡ାଵݔ(௡ାଵݔ)

∗             ቤ(௡ݔ)

                   ⩽ )ݒ ௡ܶ) +
௡ାଵߝ

4௡ାଵ ௡ାଵݔ
∗  ,(௡ݔ)

)ݒ                            ௡ܶାଵ) 

 ⩾ ௡ݔ|
∗

௡ܶାଵݔ௡| = ቤݔ௡
∗

௡ܶݔ௡ + ௡ାଵߣ
௡ାଵߝ

4௡ାଵቤ

 = ௡ݔ|
∗

௡ܶݔ௡| +
௡ାଵߝ

4௡ାଵ ⩾ )ݒ ௡ܶ) − ߟ ቆ
௡ାଵߝ

4௡ାଵቇ +
௡ାଵߝ

4௡ାଵ .
            (23) 

In summary, we have 

)ݒ ௡ܶ) +
௡ାଵߝ

4௡ାଵ ௡ାଵݔ
∗ (௡ݔ)

 ⩾ )ݒ ௡ܶ) − ߟ ቆ
௡ାଵߝ

4௡ାଵቇ +
௡ାଵߝ

4௡ାଵ − ߟ ቆ
௡ାଶߝ

4௡ାଶቇ.                            (24)
 

Hence 

௡ାଵݔ
∗ (௡ݔ)  ⩾ 1 − 2

4௡ାଵ

௡ାଵߝ ߟ ቆ
௡ାଵߝ

4௡ାଵቇ

                    = 1 −
1
2

min ቊߜ௑ ቆ
௡ାଵߝ

4௡ାଶቇ , ∗௑ߜ ቆ
௡ାଵߝ

4௡ାଶቇቋ ,

∥∥
௡ݔ∥ + ௡ାଵݔ

2 ∥∥
∥  ⩾ ௡ାଵݔ

∗ ൬
௡ݔ + ௡ାଵݔ

2
൰ ⩾ 1 − ௑ߜ ቆ

௡ାଵߝ

4௡ାଶቇ

 

∥∥
௡ݔ∥

∗ + ௡ାଵݔ
∗

2 ∥∥
∥ ⩾

௡ݔ
∗ + ௡ାଵݔ

∗

2
(௡ݔ) ⩾ 1 − ∗௑ߜ ቆ

௡ାଵߝ

4௡ାଶቇ.                     (25) 

This means that 

௡ݔ∥∥ − ∥∥௡ାଵݔ ⩽
௡ାଵߝ

4௡ାଶ ,

௡ݔ∥∥
∗ − ௡ାଵݔ

∗ ∥∥ ⩽
௡ାଵߝ

4௡ାଶ ,                                                (26)
 

for all ݊. So (ݔ௡) and (ݔ௡
∗ ) are Cauchy. Let ݔஶ = lim௡ ஶݔ ௡ andݔ 

∗ = lim௡ ௡ݔ 
∗ . Then ∥∥ݔ଴ − ∥∥ஶݔ <

଴ݔ∥∥ and 4/ߝ
∗ − ஶݔ

∗ ∥∥ < ஶݔ| ,Hence .4/ߝ
∗ |(ஶݔ) = lim௡ ௡ݔ| 

∗ |(௡ݔ) = 1 and 
(ܵ)ݒ = lim

௡
)ݒ  ௡ܶ) = lim

௡
௡ݔ| 

∗
௡ܶݔ௡| = ஶݔ|

∗  ஶ|.                          (27)ݔܵ
Let ߙ = ஶݔ

∗ ,(ஶݔ) ∗ݕ = ஶݔ‾ߙ
∗ , and ݕ = (ݕ)∗ݕ ஶ. Then we haveݔ = 1, (ܵ)ݒ =  and ,|ݕܵ∗ݕ|

ݕ∥∥ − ∥∥଴ݔ <  Notice that .ߝ
ߙ| − 1|  = ஶݔ|

∗ (ஶݔ) − ଴ݔ
|(଴ݔ)∗

 ⩽ ஶݔ)|
∗ − ଴ݔ

|(ஶݔ)(∗ + ଴ݔ|
(ஶݔ)∗ − ଴ݔ

|(଴ݔ)∗ <
ߝ
2

.             (28) 

Therefore 
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∗ݕ∥∥ − ∥∥∗ݔ ⩽ ∗ݕ‾ߙ∥∥ − ∥∥∗ݕ + ∗ݕ∥∥ − ∥∥∗ݔ <
ߝ
2

+
ߝ
4

<  (29)                    .ߝ
This completes the proof. 

We discuss a little bit about the equivalence between the property in the result above and 
the BPBp-nu. For convenience, let us introduce the following definition. 
Definition (5.1.6)[252]: A Banach space ܺ has the weak Bishop-PhelpsBollobás property for 
the numerical radius (in short weak ݌ܤܲܤ − ߝ if given ;(ݑ݊ > 0, there exists (ߝ)ߟ > 0 such 
that whenever ଴ܶ ∈ ℒ(ܺ) with ݒ( ଴ܶ) = 1 and (ݔ଴, ଴ݔ

∗) ∈ Π(ܺ) satisfy |ݔ଴
∗

଴ܶݔ଴| > 1 −  ,(ߝ)ߟ
there exist ܵ ∈ ℒ(ܺ) and (ݕ, (∗ݕ ∈ Π(ܺ) such that 

(ܵ)ݒ = ,|ݕܵ∗ݕ| ∥ ݔ − ݕ ∥< ,ߝ
∗ݔ∥∥ − ∥∥∗ݕ < ,ߝ ∥ ܵ − ܶ ∥<  (30)                                          .ߝ

Notice that the only difference between this concept and the BPBp-nu is the normalization 
of the operator ܵ by the numerical radius. Of course, if the numerical radius and the operator 
norm are equivalent, these two properties are the same. This equivalence is measured by the so-
called numerical index of the Banach space, as follows. For a Banach space ܺ, the numerical 
index of ܺ is defined by 

݊(ܺ) = inf{ݒ(ܶ): ܶ ∈ ℒ(ܺ), ‖ܶ‖ = 1}.                                (31) 
It is clear that 0 ⩽ ݊(ܺ) ⩽ 1 and ݊(ܺ)‖ܶ‖ ⩽ (ܶ)ݒ ⩽ ‖ܶ‖ for all ܶ ∈ ℒ(ܺ). The value ݊(ܺ) =
1 means that ݒ equals the usual operator norm. This is the case of ܺ = ܺ and (ߤ)ଵܮ =  ,(ܭ)ܥ
among many others. On the other hand, ݊(ܺ) > 0 if and only if the numerical radius is 
equivalent to the norm of ℒ(ܺ). See [272] for more information and background. 

The following result is immediate. We include a proof for the sake of completeness. 
Proposition (5.1.7)[252]: Let ܺ be a Banach space with ݊(ܺ) > 0. Then, ܺ has the BPBp-nu if 
and only if ܺ has the weak-BPBp-nu. 
Proof. The necessity is clear. For the converse, assume that we have (ߝ)ߟ > 0 satisfying the 
conditions of the weak-BPBp-nu for all 0 < ߝ < 1. If ܶ ∈ ℒ(ܺ) with ݒ(ܶ) = 1 and (ݔ଴, ଴ݔ

∗) ∈ 
Π(ܺ) satisfy |ݔ଴

|଴ݔܶ∗ > 1 − for 0 (ߝ)ߟ < ߝ < 1, then there exist ܵ ∈ ℒ(ܺ) and (ݕ, (∗ݕ ∈ Π(ܺ) 
such that 

(ܵ)ݒ = ,|ݕܵ∗ݕ| ‖ܵ − ܶ‖ < ,ߝ
ݔ‖ − ‖ݕ < ,ߝ ∗ݔ∥∥ − ∥∥∗ݕ <  (32)                                    .ߝ

As ݒ(ܵ) > 0 by the above, let ଵܵ =  Then we have .ܵ((ܵ)ݒ/1)
1 = )ݒ ଵܵ) = ∗ݕ|

ଵܵݕ|, ݔ‖  − ‖ݕ <  ߝ
∗ݔ∥∥ − ∥∥∗ݕ <  (33)                                                         .ߝ

Finally, we have 

∥∥ ଵܵ − ܶ∥∥  ⩽ ∥∥
∥ 1

(ܵ)ݒ
ܵ − ܵ∥∥

∥ + ‖ܵ − ܶ‖

 =
∥ ܵ ∥
(ܵ)ݒ

(ܵ)ݒ| − 1| + ‖ܵ − ܶ‖

 ⩽
1

݊(ܺ)
(ܵ)ݒ| − |(ܶ)ݒ + ‖ܵ − ܶ‖

 ⩽ ൬
1

݊(ܺ)
+ 1൰ ‖ܵ − ܶ‖ <

݊(ܺ) + 1
݊(ܺ)

.ߝ

                        (34) 

An obvious change of parameters finishes the proof. 



135 

We do not know whether the hypothesis of ݊(ܺ) > 0 can be omitted in the above result. 
Putting together Propositions (5.1.5) and (5.1.7), we get the following. 

Corollary (5.1.8)[252]: Let ܺ be a uniformly convex and uniformly smooth Banach space with 
݊(ܺ) > 0. Then ܺ has the BPBp݊ݑ. 

We comment that every complex Banach space ܺ satisfies ݊(ܺ) ⩾ 1/݁, so the above 
corollary automatically applies in the complex case. In the real case, this is no longer true, as 
the numerical index of a Hilbert space of dimension greater than or equal to two is 0. On the 
other hand, it is proved in [273] that real ܮ௣(ߤ) spaces have nonzero numerical index for every 
measure ߤ when ݌ ≠ 2. Therefore, we have the following examples. 
Example (5.1.9)[252]: (a) Complex Banach spaces which are uniformly smooth and uniformly 
convex satisfy the BPBp-nu. 

(b) In particular, for every measure ߤ, the complex spaces ܮ௣(ߤ) have the BPBp-nu for 
1 < ݌ < ∞. 

(c) For every measure ߤ, the real spaces ܮ௣(ߤ) have the BPBp-nu for 1 < ݌ < ∞, ݌ ≠ 2. 
H. J. Lee, M. Martín, and J. Merí have proved that Proposition (5.1.7) can be extended to 

some Banach spaces with numerical index zero as, for instance, real Hilbert spaces. Hence, they 
have shown that Hilbert spaces have the BPBp-nu. These results will appear elsewhere. 

We will show that ܮଵ(ߤ) has the BPBp-nu for every measure ߤ. In the proof, we are 
dealing with complex integrable functions since the real case is followed easily by applying the 
same proof.  

As a first step, we have to start dealing with finite regular positive Borel measures, for 
which a representation theorem for operators exists. 

To prove this proposition, we need some background on representation of operators on 
Lebesgue spaces on finite regular positive Borel measures and several preliminary lemmas. 

Let ݉ be a finite regular positive Borel measure on a compact Hausdorff space Ω. If ߤ is 
a complex-valued Borel measure on the product space Ω × Ω, then define their marginal 
measures ߤ௜ on Ω(݅ = 1,2) as follows: ߤଵ(ܣ) ܣ)ߤ = × Ω) and ߤଶ(ܤ) = Ω)ߤ ×  and ܣ where ,(ܤ
 .are Borel measurable subsets of Ω ܤ

Let ܯ(݉) be the complex Banach lattice of measures consisting of all complex-valued 
Borel measures ߤ on the product space Ω × Ω such that |ߤ|௜ are absolutely continuous with 
respect to ݉ for ݅ = 1, 2, endowed with the norm 

∥∥
ଵ|ߤ|݀∥∥

݀݉ ∥∥
∥∥

ஶ
.                                                            (35) 

Each ߤ ∈  ଵ(݉) to itself byܮ defines a bounded linear operator ఓܶ from (݉)ܯ

ൻ ఓܶ(݂), ݃ൿ = න  
ஐ×ஐ

,ݔ)ߤ݀(ݕ)݃(ݔ)݂  (36)                                   ,(ݕ

where ݂ ∈ ݃ ଵ(݉) andܮ ∈ ߤ ஶ(݉). Iwanik [274] showed that the mappingܮ ↦ ఓܶ is a lattice 
isometric isomorphism from ܯ(݉) onto ℒ(ܮଵ(݉)). Even though he showed this for the real 
case, it can be easily generalized to the complex case. For details, see ([274], Theorem 1 and 
[275], IV Theorem 1.5(ii), Corollary 2). 

We will also use that, given an arbitrary measure ߤ, every ܶ ∈ ℒ(ܮଵ(ߤ)) satisfies ݒ(ܶ) =
‖ܶ‖ [276] (that is, the space ܮଵ(ߤ) has numerical index 1). 
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Lemma (5.1.10)[252]: (see [267], Lemma 3.3). Let {ܿ௡} be a sequence of complex numbers 
with |ܿ௡| ⩽ 1 for every ݊, and let ߟ > 0 such that, for a convex series ∑ߙ௡, Re ∑௡ୀଵ

ஶ ௡ܿ௡ߙ  >
1 − Then for every 0 .ߟ < ݎ < 1, the set ܣ: = {݅ ∈ ℕଶ: Re ܿ ௜ >  satisfies the estimate {ݎ

෍  
௜∈஺

௜ߙ ⩾ 1 −
ߟ

1 − ݎ
.                                                  (37) 

From now on, ݉ will be a finite regular positive Borel measure on the compact Hausdorff space 
Ω. 
Lemma (5.1.11)[252]: Suppose that there exist a nonnegative simple function ݂ ∈ ܵ௅భ(௠) and a 
function ݃ ∈ ܵ௅ಮ(௠) such that 

Re⟨݂, ݃⟩ > 1 −
ଷߝ

16
.                                                    (38) 

Then there exist a nonnegative simple function ݂ ଵ ∈ ܵ௅భ(௠) and a function ݃ଵ ∈ ܵ௅ಮ(௠) such that 
݃ଵ(ݔ) = ߯ୱ୳୮୮ (௙భ)(ݔ) + ,(ݔ)ஐ∖ୱ୳୮୮ (௙భ)߯(ݔ)݃

⟨ ଵ݂, ݃ଵ⟩ = 1,  ∥∥݂ − ଵ݂∥∥ଵ < ߝ
∥∥݃ − ݃ଵ∥∥ஶ < ,ߝ√  supp ( ଵ݂) ⊂ supp (݂).

                               (39) 

Proof. Let ݂ = ∑௝ୀଵ
௠   ቀߚ௝/݉൫ܤ௝൯ቁ ߯஻ೕ for some ൫ߚ௝൯ such that ߚ௝ ⩾ 0 for all ݆ and ∑௝ୀଵ

௠ ௝ߚ  = 1, 
and ܤ௝ 's are mutually disjoint. By the assumption, we have 

Re⟨݂, ݃⟩ = ෍  
௡

௝ୀଵ

௝ߚ
1

݉൫ܤ௝൯
න  

஻ೕ

Re (ݔ)݃ (ݔ)݉݀ > 1 −
ଷߝ

16
,                     (40) 

and letting 

ܬ = ൝݆: 1 ⩽ ݆ ⩽ ݊,
1

݉൫ܤ௝൯
න  

஻ೕ

 Re ݃ (ݔ)݉݀(ݔ) > 1 −
ଶߝ

4
ൡ,                   (41) 

we have by Lemma (5.1.10) 
෍  
௝∈௃

௝ߚ > 1 −
ߝ
4

.                                                        (42) 

For each ݆ ∈  we have ,ܬ

1 −
ଶߝ

4
<

1
݉൫ܤ௝൯

න  
஻ೕ

 Re ݃ (ݔ)݉݀(ݔ)

=
1

݉൫ܤ௝൯
න  

஻ೕ∩{ୖୣ ௚⩽ଵିఌ}
 Re ݃ (ݔ)݉݀(ݔ)

 + න  
஻ೕ∩{ୖୣ ௚வଵିఌ}

 Re ݃ (ݔ)݉݀(ݔ)

⩽
1

݉൫ܤ௝൯
൫(1 − ௝ܤ൫݉(ߝ ∩ {Re ݃ ⩽ 1 − ൯{ߝ

= 1 − ߝ
݉൫ܤ௝ ∩ {Re ݃ > 1 − ൯ቁ{ߝ

݉൫ܤ௝ ∩ {Re ݃ ⩽ 1 − ൯{ߝ
.

                     (43) 

This implies that 
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݉൫ܤ௝ ∩ {Re ݃ ⩽ 1 − ൯{ߝ
݉൫ܤ௝൯

<
ߝ
4

.                                           (44) 

Define ܤ෨௝ = ௝ܤ ∩ {Re ݃ > 1 − ݆ for all {ߝ ∈  ,ܬ

ଵ݂ = ቌ1/ ෍  
௝∈௃

௝ቍߚ  ෍  
௝∈௃

௝ߚ ൬߯஻̃ೕ/݉൫ܤ෨௝൯൰,                                   (45) 

and ݃ଵ(ݔ) = 1 on supp ( ଵ݂) and ݃ଵ(ݔ) = ) elsewhere. Then it is clear that supp (ݔ)݃ ଵ݂) ⊂
supp (݂), ∥∥݃ − ݃ଵ∥∥ஶ < ⟩ and ,ߝ√ ଵ݂, ݃ଵ⟩ = 1. Finally we will show that ∥∥݂ − ଵ݂∥∥ <  Notice .ߝ
first that 

            
∥∥
∥∥
∥

෍  
௝∈௃

௝ߚ 
߯஻̃ೕ

݉൫ܤ෨௝൯
− ෍  

௝∈௃

௝ߚ 
߯஻ೕ

݉൫ܤ௝൯∥∥
∥∥
∥
 

⩽ ∥ ෍  
௝∈௃

௝ߚ 
߯஻‾ೕ

݉൫ܤ෨௝൯
− ෍  

௝∈௃

௝ߚ 
߯஻‾ೕ

݉൫ܤ௝൯ ∥

 +
∥∥
∥∥
∥

෍  
௝∈௃

௝ߚ 
߯஻‾ೕ

݉൫ܤ௝൯
− ෍  

௝∈௃

௝ߚ 
߯஻ೕ

݉൫ܤ௝൯∥∥
∥∥
∥

= 2 ෍  
௝∈௃

௝ߚ 
݉൫ܤ௝ ∖ ෨௝൯ܤ

݉൫ܤ௝൯
<

ߝ
2

.                

                           (46) 

Hence 

∥∥݂ − ଵ݂∥∥ ⩽
∥∥
∥∥ 1

∑௝∈௃ ௝ߚ 
∑௝∈௃ ௝ߚ 

߯஻̃ೕ

݉൫ܤ෨௝൯
− ∑௝∈௃ ௝ߚ 

߯஻̃ೕ

݉൫ܤ෨௝൯∥∥
∥∥ +

∥∥
∥∥∑௝∈௃ ௝ߚ 

߯஻‾ೕ

݉൫ܤ෨௝൯
− ݂

∥∥
∥∥ 

             ⩽
1 − ∑௝∈௃ ௝ߚ 

∑௝∈௃ ௝ߚ  ∥∥
∥∥∑௝∈௃ ௝ߚ 

߯஻‾ೕ

݉൫ܤ෨௝൯∥∥
∥∥ +∥ ෍  

௝∈௃

௝ߚ 
߯஻‾ೕ

݉൫ܤ෨௝൯
− ෍  

௝∈௃

௝ߚ 
߯஻ೕ

݉൫ܤ௝൯
 

                                 = ቌ1 − ෍  
௝∈௃

௝ቍߚ  +
ߝ
2

+
ߝ
4

 

⩽
ߝ
4

+
ߝ
2

+
ߝ
4

=  (47)                                                                                                  .ߝ
Lemma (5.1.12)[252]: (see [277], Lemma 3.3). Suppose that ఓܶ is a normone element in 
ℒ(ܮଵ(݉)) for some ߤ ∈  and there is a nonnegative simple function ଴݂ such that ଴݂ is a (݉)ܯ
norm-one element of ܮଵ(݉) and ∥∥ ఓܶ ଴݂∥∥ ⩾ 1 − ଷ/2଺ for some 0ߝ < ߝ < 1. Then there exist a 
norm-one bounded linear operator ܶ ఔ for some ݒ ∈ ,݉)ܯ ݉) and a nonnegative simple function 

ଵ݂ in ܵ௅భ(௠) such that ∥∥ ఓܶ − ఔܶ∥∥ ⩽ ,ߝ ∥∥ ଵ݂ − ଴݂∥∥ ⩽ (ݔ)(݉݀/ଵ|ݒ|݀) and ,ߝ3 = 1 for all ݔ ∈
supp ( ଵ݂). 
Lemma (5.1.13)[252]: Suppose that ఔܶ ∈ ℒ(ܮଵ(݉)) is a norm-one operator, ݂ = ∑௜ୀଵ

௡ /௜൫߯஻೔ߚ 
௝൯ܤwhere ݉൫ ,((௜ܤ)݉ > 0 for all 1 ⩽ ݆ ⩽ ݊ and ൛ܤ௝ൟ

௝ୀଵ
௡  are mutually disjoint Borel subsets of 

Ω, is a norm-one nonnegative simple function, and ݃ is an element of ܵ௅ಮ(௠) such that 
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Re⟨݃, ௩݂ܶ⟩ ⩾ 1 −
଺ߝ

2଻                                                    (48) 
for some 0 < ߝ < 1 and 

ଵ|ݒ|݀

݀݉
(ݔ) = 1, (ݔ)݃  = 1                                               (49) 

for all ݔ in the support of ݂. 
Then there exist a nonnegative simple function ݂̃ ∈ ܵ௅భ(௠), a function ݃̃ ∈ ܵ௅ಮ(௠), and an 

operator ௩ܶ‾  in ℒ(ܮଵ(݉),  ଵ(݉)) such thatܮ
ൻ ෤݃, ఔ̃ܶ ሚ݂ൿ = ∥∥ ఔ̃ܶ∥∥ = 1,  ∥∥ ఔܶ − ఔܶ‾ ∥∥ ⩽  ߝ2

∥ ݂ − ݂̃ ∥⩽ ,ߝ3  ∥ ݃ − ݃̃ ∥⩽ ,ߝ√  ⟨݂̃, ݃̃⟩ = 1.                          (50) 
Proof. Since 

Re⟨݃, ௩݂ܶ⟩ ⩾ 1 −
଺ߝ

2଻ ,                                                (51) 
we have 

1 −
଺ߝ

2଻ < Re ⟨݃, ௩݂ܶ⟩                                    

 = න  
ஐ×ஐ

݃ Re(ݔ)݂  ,ݔ)ߤ݀(ݕ) (ݕ

 = ෍  
௡

௝ୀଵ

௝ߚ  න  
ஐ×ஐ

 
߯஻ೕ(ݔ)

݉൫ܤ௝൯
Re ݃ ,ݔ)ݒ݀(ݕ) .(ݕ

                     (52) 

Let 

ܬ = ቊ݆: න  
ஐ×ஐ

 ቆ
߯஻ೕ(ݔ)

݉൫ܤ௝൯
ቇ Re ݃ ,ݔ)ݒ݀(ݕ) (ݕ >

1 − ଷߝ

2଺ ቋ                      (53) 

Then from Lemma (5.1.10) we have ∑௝∈௃ ௝ߚ  > 1 − ଷ/2. Let ଵ݂ߝ = ∑௝∈௃ ௝ߚ̃  ൬߯஻ೕ/݉൫ܤ௝൯൰, where 

௝ߚ̃ = ௝/൫∑௝∈௃ߚ ݆ ௝൯ for allߚ  ∈  Then .ܬ

∥∥ ଵ݂ − ݂∥∥ ⩽
∥∥
∥∥
∥

෍  
௝∈௃

  ൫̃ߚ௝ − ௝൯ߚ
߯஻ೕ

݉൫ܤ௝൯∥∥
∥∥
∥

+ ෍  
௝∈௃

௝ߚ ⩽ ଷߝ ⩽  (54)                     .ߝ

Note that there is a Borel measurable function ℎ on Ω × Ω such that ݀ݔ)ݒ, (ݕ =
ℎ(ݔ, ,ݔ)|ݒ|݀(ݕ ,ݔ)and |ℎ (ݕ |(ݕ = 1 for all (ݔ, (ݕ ∈ Ω × Ω. Let 

ܥ = ቊ(ݔ, :(ݕ ,ݔ)ℎ(ݕ)݃| (ݕ − 1| <
ߝ√

2ଷ/ଶቋ.                                     (55) 

Define two measures ݒ௙ and ݒ௖ as follows: 
(ܣ)௙ݒ = ܣ)ݒ ∖ ,(ܥ (ܣ)௖ݒ  = ܣ)ݒ ∩  (56)                                        (ܥ

for every Borel subset ܣ of Ω × Ω. It is clear that 
ݒ݀ = ௙ݒ݀ + ,௖ݒ݀  ݀หݒ௙ห = ℎ‾݀ݒ௙,

|௖ݒ|݀ = ℎ‾݀ݒ௖, |ݒ|݀  = ݀หݒ௙ห + .|௖ݒ|݀
                                         (57) 

Since (݀|ݒ|ଵ/݀݉ଵ)(ݔ) = 1 for all ݔ ∈ ⋃௝ୀଵ
௡ ௝ܤ  , we have 



139 

1 =
ଵ|ݒ|݀

݀݉ଵ
(ݔ) =

݀หݒ௙ห
ଵ

݀݉ଵ
(ݔ) +

௖|ଵݒ|݀

݀݉ଵ
 (58)                                      (ݔ)

for all ݔ ∈ ܤ = ⋃௝ୀଵ
௡ ௝൯ܤଵ൫|ݒ| ௝, and we deduce thatܤ  = ݉ଵ൫ܤ௝൯ for all 1 ⩽ ݆ ⩽ ݊. 

We claim that หݒ௙ห
ଵ

൫ܤ௝൯/݉ଵ൫ܤ௝൯ ⩽ ݆ ଶ/2ଶ for allߝ ∈ ,ݔ)ℎ(ݕ)݃| Indeed, if .ܬ (ݕ − 1| ⩾
 2ଷ/ଶ, then/ߝ√

Re (݃(ݕ)ℎ(ݔ, ((ݕ ⩽ 1 −
ߝ

2ସ .                                                (59) 
So we have 

1 −
ଷߝ

2଺ ⩽
1

݉ଵ൫ܤ௝൯
Re ∫ஐ×ஐ  ߯஻ೕ(௫)݃(ݕ)݀ݔ)ݒ,  (ݕ

                                =
1

݉ଵ൫ܤ௝൯
∫ஐ×ஐ  ߯஻ೕ(௫)Re (݃(ݕ)ℎ(ݔ, ,ݔ)|ݒ|݀((ݕ  (ݕ

                                 =
1

݉ଵ൫ܤ௝൯
∫ஐ×ஐ  ߯஻ೕ(௫)Re (݃(ݕ)ℎ(ݔ, ,ݔ)௙หݒห݀((ݕ  (ݕ

                                              +
1

݉ଵ൫ܤ௝൯
∫ஐ×ஐ  ߯஻ೕ(௫)Re (݃(ݕ)ℎ(ݔ, ,ݔ)|௖ݒ|݀((ݕ  (ݕ

                     ⩽
1

݉ଵ൫ܤ௝൯
ቆቀ1 −

ߝ
2ସቁ หݒ௙ห

ଵ
൫ܤ௝൯ +  ௝൯ቇܤ௖|ଵ൫ݒ|

= 1 −
ߝ

2ସ
หݒ௙ห

ଵ
൫ܤ௝൯

݉ଵ൫ܤ௝൯
.                                                                       (60) 

This proves our claim. 
We also claim that, for each ݆ ∈  ௝ such thatܤ ෨௝ ofܤ there exists a Borel subset ,ܬ

ቀ1 −
ߝ
2

ቁ ݉ଵ൫ܤ௝൯ ⩽ ݉ଵ൫ܤ෨௝൯ ⩽ ݉ଵ൫ܤ௝൯

݀หݒ௙ห
ଵ

݀݉ଵ
(ݔ) ⩽

ߝ
2

                                  (61) 

for all ݔ ∈ ෨௝ܤ ෨௝. Indeed, setܤ = ௝ܤ ∩ ቄݔ ∈ Ω: ቀ݀หݒ௙ห
ଵ

/݀݉ଵቁ (ݔ) ⩽  2ቅ. Then/ߝ

න  
஻ೕ∖஻‾ೕ

 
ߝ
2

݀݉ଵ(ݔ)  ⩽ න  
஻ೕ

 
݀หݒ௙ห

ଵ

݀݉ଵ
(ݔ)ଵ݉݀(ݔ)

 = หݒ௙
ଵห൫ܤ௝൯ ⩽

ଶߝ

2ଶ ݉ଵ൫ܤ௝൯

                                 (62) 

This shows that ݉ଵ൫ܤ௝ ∖ ෨௝൯ܤ ⩽  .௝൯. This proves our second claimܤଵ൫݉(2/ߝ)
Now, we define ݃̃ by ݃̃(ݕ) = |(ݕ)݃| if |(ݕ)݃|/(ݕ)݃ ⩾ 1 (ݕ)̃݃ 2ଷ/ଶ and/ߝ√ − =  if (ݕ)݃

|(ݕ)݃| < 1 − 2ଷ/ଶ, and we write ሚ݂/ߝ√ = ∑௝∈௃ ෨௝ߚ  ൬߯஻‾ೕ/݉ଵ൫ܤ෨௝൯൰. It is clear that ݃̃ ∈ ܵ௅ಮ(௠), ∥

݃ − ݃̃ ∥< (ݕ)̃݃ and ,ߝ√ = 1 for all ݔ ∈ supp ݂ ˜. 
Finally, we define the measure 
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,ݔ)෤ݒ݀ (ݕ

 = ෍  
௝∈௃

 ߯஻‾ೕ(ݔ) ෤݃(ݕ)ℎ(ݔ, ,ݔ)௖ݒതതതതതതതതതതതതതതത݀(ݕ (ݕ ቆ
௖|ଵݒ|݀

݀݉ଵ
ቇ(ݔ)

ିଵ

 + ߯௃భ∖஻‾ ,ݔ)ݒ݀(ݔ) (ݕ

                   (63) 

where ܤ෨ = ⋃௝∈௃ (ݔ)(෤|ଵ/݀݉ଵݒ|݀) ෨௝. It is easy to see thatܤ  = 1 on ܤ෨  and (݀|̃ݒ|ଵ/݀݉ଵ)(ݔ) ⩽ 1 
elsewhere. Note that 

෤ݒ)݀ − ,ݔ)(ݒ (ݕ

= ෍  
௝∈௃

 ߯஻‾ೕ(ݔ) ൥
෤݃(ݕ)ℎ(ݔ, (ݕ

෤݃
ቈ
௖|ଵݒ|݀

݀݉ଵ
ቇ(ݔ)

ିଵ

− 1൩ ᇱ቏ݒ݀

  − ෍  
௝∈௃

 ߯஻෨ೕ(ݔ)݀ݒ௙(ݔ, (64)                                                                 .(ݕ

 

If (ݔ, (ݕ ∈ |(ݕ)݃| then ,ܥ ⩾ 1 − 2ଷ/ଶ/ߝ√ ⩾ 1 − 1/2ଷ/ଶ and 
,ݔ)ℎ(ݕ)̃݃|  തതതതതതതതതതതതതതത(ݕ − 1|

 = ฬ
(ݕ)݃

|(ݕ)݃|
ℎ(ݔ, (ݕ − 1ฬ

 ⩽
,ݔ)ℎ(ݕ)݃| (ݕ − 1|

|(ݕ)݃|
+

|1 − ||(ݕ)݃|
|(ݕ)݃|

 ⩽ 2
,ݔ)ℎ(ݕ)݃| (ݕ − 1|

|(ݕ)݃| ⩽ 2
ߝ√

2
ଷ
ଶ

2
ଷ
ଶ

2
ଷ
ଶ − 1

⩽ (65)                                .ߝ√2

 

Hence, for all (ݔ, (ݕ ∈  we have ,ܥ

อ݃̃(ݕ)ℎ(ݔ, തതതതതതതതതതതതതതത(ݕ ቆ
௖|ଵݒ|݀

݀݉ଵ
ቇ(ݔ)

ିଵ

− 1อ

 ⩽ ,ݔ)ℎ(ݕ)̃݃| തതതതതതതതതതതതതതത(ݕ − 1| ቆ
௖|ଵݒ|݀

݀݉ଵ
ቇ(ݔ)

ିଵ

    + อቆ
௖|ଵݒ|݀

݀݉ଵ
ቇ(ݔ)

ିଵ

− 1อ

 ⩽ ߝ√2 ቆ
௖|ଵݒ|݀

݀݉ଵ
ቇ(ݔ)

ିଵ

+ อቆ
௖|ଵݒ|݀

݀݉ଵ
ቇ(ݔ)

ିଵ

− 1อ .

                           (66) 

So, we have, for all ݔ ∈  ,ଵܬ
ݒ̃|݀ − ଵ|ݒ

݀݉ଵ
(ݔ) ⩽ ෍  

௝∈௃

 ߯஻‾ೕ(ݔ) ൥2√ߝ ቆ
௖|ଵݒ|݀

݀݉ଵ
ቇ(ݔ)

ିଵ

 

                                        + อቆ
௖|ଵݒ|݀

݀݉ଵ
ቇ(ݔ)

ିଵ

− 1อ൩
௖|ଵݒ|݀

݀݉ଵ
 (ݔ)
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                   + ෍  
௝∈௃

 ߯஻‾ೕ(ݔ)
݀หݒ௙ห

ଵ

݀݉ଵ
 (ݔ)

                                   ⩽ ෍  
௝∈௃

 ߯஻‾ೕ(ݔ) ൭2√ߝ + ቆ1 −
௖|ଵݒ|݀

݀݉ଵ
 ቇ൱(ݔ)

                          + ෍  
௝∈௃

 ߯஻‾ೕ(ݔ) ൭
݀หݒ௙ห

ଵ

݀݉ଵ
 ൱(ݔ)

⩽ ߝ√2 + ߝ <  (67)                                                              .ߝ√3
This gives that ∥∥ ఔܶ − ఔܶ‾ ∥∥ < ݆ Note also that, for all .ߝ√3 ∈  ,ܬ

ൽ ௩̃ܶ
߯஻෨ೕ

݉ଵ൫ܤ෨௝൯
, ෤݃ඁ

 = න  
ஐ×ஐ

 
߯஻෨ೕ(ݔ)

݉ଵ൫ܤ෨௝൯
෤݃(ݕ)݀ݒ෤(ݔ, (ݕ

= න  
ஐ×ஐ

 
߯஻෨ೕ(ݔ)

݉ଵ൫ܤ෨௝൯
ℎ(ݔ, (ݕ

ℎ
௖|ଵݒ|݀

݀݉ଵ
ቇ(ݔ)

ିଵ

,ݔ)௖ݒ݀ (ݕ

 

= න  
ஐ

 
߯஻‾ೕ(ݔ)

݉ଵ൫ܤ෨௝൯
ቆ

௖|ଵݒ|݀

݀݉ଵ
ቇ(ݔ)

ିଵ

(ݔ)௖|ଵݒ|݀

= න  
ஐ

 
߯஻෨ೕ

(ݔ)

݉ଵ൫ܤ෨௝൯
݀݉ଵ(ݔ) = 1.                                                                    (68)

 

Hence we get ൻ ఔܶ‾ ݂̃, ݃̃ൿ = 1 , which implies that  ∥∥ ௩ܶ‾ ݂̃∥∥ = 1. Finally,  
ฮ݂̃ − ݂ฮ ⩽ ∥∥݂̃ − ଵ݂∥∥ + ∥∥ ଵ݂ − ݂∥∥                      

                             =
∥∥
∥∥
∥

෍  
௝∈௃

  ௝ߚ̃
߯஻෨ೕ

݉ଵ൫ܤ෨௝൯
− ෍  

௝∈௃

  ௝ߚ̃
߯஻ೕ

݉ଵ൫ܤ௝൯∥∥
∥∥
∥

+  ߝ

           ⩽ ෍  
௝∈௃

  ௝ߚ̃ ቆ
∥∥
∥∥

߯஻̃ೕ

݉ଵ൫ܤ෨௝൯
−

߯஻ೕ

݉ଵ൫ܤ෨௝൯∥∥
∥∥ 

               +
∥∥
∥∥ ߯஻ೕ

݉ଵ൫ܤ෨௝൯
−

߯஻ೕ

݉ଵ൫ܤ௝൯∥∥
∥∥ቇ +  ߝ

   = 2 ෍  
௝∈௃

  ௝ߚ̃
݉ଵ൫ܤ௝ ∖ ෨௝൯ܤ

݉ଵ൫ܤ෨௝൯
+  ߝ

⩽ 2 ෍  
௝∈௃

  ௝ߚ̃
ቀߝ

2ቁ ݉ଵ൫ܤ௝൯

݉ଵ൫ܤ෨௝൯
+ ߝ ⩽

ߝ

1 − ߝ
2

+ ߝ <  (69)               .ߝ3

We are now ready to present the proof of the main result in the case of finite regular positive 
Borel measure 
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Proposition (5.1.14)[252]: Let ݉ be a finite regular positive Borel measure on a compact 
Hausdorff space Ω. Then ܮଵ(݉) has the Bishop-Phelps-Bollobás property for numerical radius. 
More precisely, given ߝ > 0, there is (ߝ)ߟ > 0 (which is independent of the measurem) such 
that if a norm-one element ܶ in ℒ(ܮଵ(݉)) and ( ଴݂, ݃଴) ∈ Π(ܮଵ(݉)) satisfy |⟨ܶ ଴݂, ݃଴⟩| > 1 −
ܵ then there exist an operator ,(ߝ)ߟ ∈ ℒ(ܮଵ(݉)), ( ଵ݂, ݃ଵ) ∈ Π(ܮଵ(݉)) such that 

|⟨ܵ ଵ݂, ݃ଵ⟩| = ‖ܵ‖ = 1,  ∥∥ ଴݂ − ଵ݂∥∥ ⩽  ,ߝ
∥∥݃଴ − ݃ଵ∥∥ ⩽ ,ߝ  ‖ܶ − ܵ‖ ⩽  (70)                                                    .ߝ

Proof. Let ߜଵ = ଶߜ
ଷ/(5 ⋅ 2ସ), ଶߜ = ଷߜ

ଵଶ/(3ଶ ⋅ 2ଵସ), and ߜଷ = ଶ for some 0(10/ߝ) < ߝ < 1. 
Suppose that ܶ ∈ ℒ(ܮଵ(݉)) with ∥ ܶ ∥= 1 and that there is an ଴݂ ∈ ܵ௅భ(௠) and ݃଴ ∈ ܵ௅ಮ(௠) 
such that ⟨ ଴݂, ݃଴⟩ = 1 and |⟨ܶ ଴݂, ݃଴⟩| > 1 − ଵߜ

ଷ/2଺. Then there is an isometric isomorphism Ψ 
from ܮଵ(݉) onto itself such that Ψ( ଴݂) = | ଴݂| and there is a scalar number ߙ in ܵℝ such that 
|⟨ܶ ଴݂, ݃଴⟩| = ܶߙ⟩ ଴݂, ݃଴⟩. Then letting ଵ݂ = Ψ ଴݂, ݃ଵ = (Ψିଵ)∗݃଴, and ଵܶ =  ΨܶΨିଵ, we haveߙ

⟨ܵ ଵ݂, ݃ଵ⟩ = Ψߙ⟩ ଴ܶΨିଵΨ ଴݂, (Ψିଵ)∗݃଴⟩ 

                = ܶߙ⟩ ଴݂, ݃଴⟩ > 1 −
ଵߜ

ଷ

2଺ , 
⟨ ଵ݂, ݃ଵ⟩ = ⟨Ψ ଴݂, (Ψିଵ)∗݃଴⟩ = 1.                                              (71) 

Since ∥∥ ଵܶ ଵ݂∥∥ > 1 − ଵߜ)ߜ
ଷ/2଺), by Lemma (5.1.12), there exists a norm-one bounded operator 

ఔܶ and a nonnegative simple function ଶ݂ ∈ ܵ௅భ(௠) such that ∥∥ ଵܶ − ఔܶ∥∥ ⩽ ,ଵߜ ∥∥ ଶ݂ − ଵ݂∥∥ ⩽  ,ଵߜ3
and (݀|ݒ|ଵ ݀݉ଵ⁄ (ݔ)( = 1 for all ݔ ∈ supp( ଶ݂). Then 

⟨ ௩ܶ ଶ݂, ݃ଵ⟩ = ⟨ ଵܶ ଵ݂, ݃ଵ⟩ − ⟨ ଵܶ ଵ݂ − ଵܶ ଶ݂, ݃ଵ⟩ − ⟨ ଵܶ ଶ݂ − ௩ܶ ଶ݂, ݃ଵ⟩ 
 ⩾ ⟨ ଵܶ ଵ݂, ݃ଵ⟩ − ∥∥ ଵ݂ − ଶ݂∥∥ − ∥∥ ଵܶ − ௩ܶ∥∥       

⩾ 1 −
ଶߜ

ଷ

16
− 2ඥߜଶ ⩾ 1 − ଶߜ√3 = 1 −

ଷߜ
଺

2଻ .                                    (72) 

Notice also that 
⟨ ଶ݂, ݃ଵ⟩ = ⟨ ଵ݂, ݃ଵ⟩ − ⟨ ଵ݂ − ଶ݂, ݃ଵ⟩ ⩾ 1 − ∥∥ ଵ݂ − ଶ݂∥∥ 

⩾ 1 − ଵߜ3 ⩾ 1 − ଵߜ5 = 1 −
ଶߜ

ଷ

16
.                                               (73) 

By Lemma (5.1.11) there are a nonnegative simple function ଷ݂ ∈ ܵ௅భ(௠) and a function ݃ଷ ∈
ܵ௅ಮ(௠) such that  

݃ଷ(ݔ) = ߯supp ௙య
(ݔ) + ݃ଶ(ݔ)߯ஐ∖ୱ୳୮୮ ௙య(ݔ) 

∥∥ ଶ݂ − ଷ݂∥∥ ⩽ ଶߜ ,  ∥∥݃ଷ − ݃ଵ∥∥ ⩽ ඥߜଶ,  ⟨ ଷ݂, ݃ଷ⟩ = 1.                             (74) 
So we have 

⟨ ఔܶ ଷ݂, ݃ଷ⟩ = ⟨ ௩ܶ ଶ݂, ݃ଵ⟩ − ⟨ ௩ܶ ଶ݂ − ௩ܶ ଷ݂, ݃ଵ⟩ − ⟨ ௩ܶ ଷ݂, ݃ଵ − ݃ଷ⟩ 

⩾ 1 −
ଶߜ

ଷ

16
− 2ඥߜଶ ⩾ 1 − ଶߜ√3 = 1 −

ଷߜ
଺

2଻ .                                   (75) 
By Lemma (5.1.13), there exist ସ݂ ∈ ܵ௅భ(௠) and ݃ସ ∈ ܵ௅ಮ(௠) and an operator ସܶ such that  

⟨݃ସ, ସܶ ସ݂⟩ = 1 = ∥∥ ସܶ∥∥,  ∥∥ ସܶ − ఔܶ∥∥ ⩽  ,ଷߜ2
∥∥ ସ݂ − ଷ݂∥∥ ⩽ ,ଷߜ3  ∥∥݃ସ − ݃ଷ∥∥ ⩽ ඥߜଷ,  ⟨ ସ݂, ݃ସ⟩ = 1.                        (76) 

So we have 
∥∥ ସܶ − ଵܶ∥∥ ⩽ ∥∥ ସܶ − ఔܶ∥∥ + ∥∥ ௩ܶ − ଵܶ∥∥ 

        ⩽ ଵߜ + ଷߜ2 ⩽  ,ଷߜ3
∥∥ ଵ݂ − ସ݂∥∥ ⩽ ∥∥ ଵ݂ − ଶ݂∥∥ + ∥∥ ଶ݂ − ଷ݂∥∥ + ∥∥ ଷ݂ − ସ݂∥∥ 
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 ⩽ ଵߜ3 + ଶߜ + ଷߜ3 ⩽  ଷ,                                          (77)ߜ10
∥∥݃ଵ − ݃ସ∥∥ ⩽ ∥∥݃ଵ − ݃ଷ∥∥ + ∥∥݃ଷ − ݃ସ∥∥ 

          ⩽ ଶߜ + ඥߜଷ ⩽ 2ඥߜଷ . 
Let ܵ = Ψିଵߙ

ସܶΨ, ሚ݂ = Ψିଵ
ସ݂, and ݃̃ = Ψ∗݃ସ; then we have 

‖ܶ − ܵ‖  = ∥∥ܶ − Ψିଵߙ
ସܶΨ∥∥ = ΨܶΨିଵߙ∥∥ − ସܶ∥∥

 = ∥∥ ଵܶ − ସܶ∥∥ ⩽ ,ଷߜ3
 

∥∥ ଴݂ − ሚ݂∥∥ = ∥∥ ଴݂ − Ψିଵ
ସ݂∥∥ = ∥∥ ଵ݂ − ସ݂∥∥ ⩽  ,ଷߜ10

∥∥݃଴ − ሚ݂∥∥ = ∥∥݃଴ − Ψ∗݃ସ∥∥ = ∥∥(Ψିଵ)∗݃଴ − ݃ସ∥∥
                  = ∥∥݃ଵ − ݃ସ∥∥ ⩽ 2ඥߜଷ

 ⟨݂̃, ݃̃⟩ = ⟨Ψିଵ
ସ݂, Ψ∗݃ସ⟩ = ⟨ ସ݂, ݃ସ⟩ = 1, 

 |⟨ܵ ሚ݂, ݃̃⟩| = Ψିଵߙ⟩|
ସܶΨΨିଵ

ସ݂, Ψ∗݃ସ⟩| = |ߙ| = 1.

                       (78) 

This completes the proof. 
Finally, we may give the proof of the main result in full generality. 

Theorem (5.1.15)[252]: Let ߤ be a measure. Then ܮଵ(ߤ) has the BishopPhelps-Bollobás 
property for numerical radius. More precisely, given ߝ > 0, there exists (ߝ)ߟ > 0 (which does 
not depend on ߤ) such that whenever ଴ܶ ∈ ℒ(ܮଵ(ߤ)) with ݒ( ଴ܶ) = 1 and ( ଴݂, ݃଴) ∈ Π(ܮଵ(ߤ)) 
satisfy |⟨ ଴ܶ ଴݂, ݃଴⟩| > 1 − ܶ then there exist ,(ߝ)ߟ ∈ ℒ(ܮଵ(ߤ)), ( ଵ݂, ݃ଵ) ∈ Π(ܮଵ(ߤ)) such that 

|⟨ܶ ଵ݂, ݃ଵ⟩| = (ܶ)ݒ = 1,  ∥∥ ଴݂ − ଵ݂∥∥ <  ߝ
∥∥݃଴ − ݃ଵ∥∥ < ,ߝ  ∥∥ܶ − ଴ܶ∥∥ <  (79)                                                    .ߝ

Proof. Notice that the Kakutani representation theorem (see [278] for a reference) says that, for 
every ߪ-finite measure ݒ, the space ܮଵ(ݒ) is isometrically isomorphic to ܮଵ(݉) for some 
positive Borel regular measure on a compact Hausdorff space. Then, by Proposition (5.1.14), 
there is a universal function ߝ ↦ (ߝ)ߟ > 0 which gives the BPBp-nu for ܮଵ(ݒ) for every ߪ-finite 
measure ݒ. 

Fix ߝ > 0. Suppose that ଴ܶ ∈ ℒ(ܮଵ(ߤ)) with ݒ( ଴ܶ) = 1 and ( ଴݂, ଴݂
∗) ∈ Π(ܮଵ(ߤ)) satisfy 

|⟨ ଴݂
∗, ଴ܶ ଴݂⟩| > 1 −  (80)                                             .(ߝ)ߟ

Choose a sequence { ௡݂} in ܮଵ(ߤ) such that sup௡  ∥∥ ଴ܶ ௡݂∥∥ = 1 and let ܩ be the closed linear span 
of 

{ ଴ܶ
௡

௠݂: ݊, ݉ ∈ ℕ ∪ {0}}.                                              (81) 
As ܩ is separable, there is a dense subset {݃௡: ݊ ∈ ℕ} of ܩ and let ܧ = ⋃௡ୀଵ

ஶ   supp ݃௡, where 
supp ݃௡ is the support of ݃௡. Then the measure ߤ|ா is ߪ-finite. Let 

ܻ = {݂ ∈ :(ߤ)ଵܮ supp (݂) ⊂  (82)                                     {ܧ
be a closed subspace of ܮଵ(ߤ). It is clear that ܮଵ(ߤ) = ܻ ⊕ଵ ܼ and ܻ is isometrically isomorphic 
to ܮଵ(ߤ|ா). So ܻ has the BPBp-nu with (ߝ)ߟ. 

Now, write ܵ଴ = ଴ܶ|௒: ܻ → ܻ, consider ݕ଴ = ଴݂ ∈ ܵ௒, ଴ݕ
∗ = ଴݂

∗|௒ ∈ ܵ௒∗ , and observe that 
଴ݕ

(଴ݕ)∗ = 1 and |ݕ଴
∗(ܵ଴ݕ଴)| = | ଴݂

∗( ଴ܶ ଴݂)| > 1 − ܵ Hence, there exist .(ߝ)ߟ ∈ ℒ(ܻ) and 
,଴ݕ̃) ଴ݕ̃

∗) ∈ Π(ܻ) such that 
଴ݕ̃|

|(෤଴ݕܵ)∗ = 1 = ,(ܵ)ݒ  ∥∥ܵ − ܵ଴∥∥ < ,ߝ
଴ݕ∥∥ − ∥∥଴ݕ̃ < ,ߝ ଴ݕ∥∥ 

∗ − ଴ݕ̃
∗∥∥ < .ߝ                                      (83) 

Finally consider the operator ܶ ∈ ℒ(ܮଵ(ߤ)) given by 
,ݕ)ܶ (ݖ
 = ,ݕܵ) 0) + ଴ܶ(0, ,ݕ))(ݖ (ݖ ∈ (ߤ)ଵܮ ≡ ܻ ⊕ଵ ܼ).                       (84) 
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We have ‖ܶ‖ = 1 (and so ݒ(ܶ) = 1). Indeed, 
,ݕ)ܶ‖ ‖(ݖ = ,ݕܵ)‖ 0)‖ + ∥∥ ଴ܶ(0, ∥∥(ݖ ⩽ ‖ݕ‖ + ‖ݖ‖ = ,ݕ)‖  (85)              ‖(ݖ

for all (ݕ, (ݖ ∈ ,଴ݕ̃)ܶ∥∥ and (ߤ)ଵܮ 0)∥∥ = ,෤଴ݕܵ)∥∥ 0)∥∥ = ∥∥෤଴ݕܵ∥∥ = 1. Let ݔ = ,଴ݕ̃) 0) and ݔ∗ =
଴ݕ̃)

∗, ଴݂|௓). Then (ݔ, (∗ݔ ∈ Π(ܮଵ(ߤ)). Moreover, we have 
|ݔܶ∗ݔ| = ෤଴ݕ|

|଴ݕܵ∗ = 1 = ,(ܶ)ݒ
ݔ∥∥ − ଴݂∥∥ = ݕ∥∥ − ∥∥଴ݕ <                  ,ߝ

଴ݔ∥∥
∗ − ଴݂

∗∥∥ = max{∥∥ݕ − ଴݂
∗|௒∥∥, ∥∥ ଴݂

∗|௓ − ଴݂
∗|௓∥∥} 

= ∗ݕ∥∥ − ଴ݕ
∗∥∥ <              ,ߝ

∥∥ܶ − ଴ܶ∥∥  = sup
∥௬∥ା∥௭∥⩽ଵ

,ݕ)ܶ∥∥  (ݖ − ଴ܶ(ݕ, ∥∥(ݖ

 = sup
∥௬∥⩽ଵ

ݕܵ∥∥  − ܵ଴ݕ∥∥ = ∥∥ܵ − ܵ଴∥∥ <  (86)                               .ߝ

This completes the proof 
We prove that the density of numerical radius attaining operators does not imply the 

BPBp-nu. Actually, we will show that, among separable spaces, there is no isomorphic property 
implying the BPBp − nu other than finitedimensionality. 

We need to relate the BPBp-nu to the Bishop-PhelpsBollobás property for operators 
which, as mentioned in the introduction, was introduced in [267]. A pair (ܺ, ܻ) of Banach spaces 
has the Bishop-Phelps-Bollobás property for operators (in short, ݌ܤܲܤ); if given ߝ > 0 there 
exists (ߝ)ߟ > 0 such that, given ܶ ∈ ℒ(ܺ, ܻ) with ‖ܶ‖ = 1 and ݔ ∈ ܵ௑ such that ‖ܶݔ‖ > 1 −
ݖ then there exist ,(ߝ)ߟ ∈ ܵ௑ and ܵ ∈ ℒ(ܺ, ܻ) satisfying 

‖ܵ‖ = ‖ݖܵ‖ = 1, ݔ‖  − ‖ݖ < ,ߝ
‖ܶ − ܵ‖ < .ߝ                                         (87) 

See [267],[271],[277] for more information and background. Among the interesting 
results on the BPBp, we emphasize that a pair (ܺ, ܻ) when ܺ is finite-dimensional does not 
necessarily have the BPBp. For instance, if ܻ is a strictly convex space which is not uniformly 
convex, then the pair ቀℓଵ

(ଶ), ܻቁ fails to have the BPBp (this is contained in [267]; see [271]). The 
next result relates the BPBp-nu to the BPBp for operators in a particular case. We will deduce 
our example from it. 

Before proving this proposition, we will use it to get the main examples. The first example 
shows that the density of numerical radius attaining operators does not imply the BPBp-nu. 
Example (5.1.16)[252]: There is a reflexive space (and so numerical radius attaining operators 
on it are dense) which fails to have the ݌ܤܲܤ −  Indeed, let ܻ be a reflexive separable space .ݑ݊
which is not superreflexive and we may suppose that ܻ is strictly convex. Observe that ܻ cannot 
be uniformly convex since it is not superreflexive. Now, ܺ = ℓଵ

(ଶ) ⊕ଵ ܻ is reflexive, but the pair 
ቀℓଵ

(ଶ), ܻቁ fails the BPBp since ܻ is strictly convex but not uniformly convex [271]. Therefore, 
Theorem (5.1.20) gives us that ܺ does not have the BPBp-nu. 

The example above can be extended to get the result that every infinite-dimensional 
separable Banach space can be renormed to fail the BPBp-nu. This follows from the fact that 
every infinite-dimensional separable Banach space can be renormed to be strictly convex but 
not uniformly convex (this result can be proved "by hand"; an alternative categorical argument 
for it can be found in [279]). With a little more of effort, we may get the main result. 
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We need the following result which is surely well known. We include a nice and easy 
proof kindly given to us by Vladimir Kadets. We recall that, given a Banach space ܻ, the set of 
all equivalent norms on ܻ can be viewed as a metric space using the Banach-Mazur distance. 
Lemma (5.1.17)[252]: Let ܻ be an infinite-dimensional separable Banach space. Then the set 
of equivalent norms on ܻ which are strictly convex and are not (locally) uniformly convex is 
dense in the set of all equivalent norms on ܻ (with respect to the Banach-Mazur distance). 
Proof. Fix ݁ ∈ ܵ௒ and ݁ଵ

∗ ∈ ܵ௒∗ such that ݁ଵ
∗(݁) = 1. For a fixed ߝ ∈ (0,1/2), denote 

(ݕ)ݍ = max{(1 − ,‖ݕ‖(ߝ |݁ଵ
{|(ݕ)∗ ݕ)  ∈ ܻ).                            (88) 

Evidently, (1 − ‖ݕ‖(ߝ ⩽ (ݕ)ݍ ⩽ ݕ for every ‖ݕ‖ ∈ ܻ. Fix a sequence {݁௞
∗: ݇ ⩾ 2} of norm-one 

functionals separating the points of ܻ, and denote 

(ݕ)݌ = ඩ෍  
ஶ

௞ୀଵ

 
1

2௞ ห݁௞
ห(ݕ)∗

ଶ
ݕ)  ∈ ܻ).                                     (89) 

Then, ݌ is a strictly convex norm on ܻ, (݁)݌ ⩾ 1/√2, and (ݕ)݌ ⩽ ݕ for all ‖ݕ‖ ∈ ܺ. Finally, 
write 

ଵ‖ݕ‖ = (1 − (ݕ)ݍ(ߝ + ߝ
(ݕ)݌
(݁)݌

ݕ)  ∈ ܻ).                                (90) 

Then, ∥⋅∥ଵ is a strictly convex norm on ܻ and 
(1 − ‖ݕ‖ଶ(ߝ ⩽ ଵ‖ݕ‖ ⩽ (1 + ݕ) ‖ݕ‖(ߝ ∈ ܻ).                           (91) 

We will finish the proof by showing that ∥⋅∥ଵ is not uniformly convex (actually, it is not locally 
uniformly convex). Indeed, for each ݊ ∈ ℕ we select ݕ௡ ∈ ⋂௞ୀଵ

௡   ker ݁௞
∗ with ∥∥ݕ௡∥∥ = 1 and 

consider ݁௡ = ݁ + (݁)ݍ ,௡. Thenݕ(4/ߝ) = 1, (௡݁)ݍ = 1, and ݍ(݁ + ݁௡) = 2. At the same time, 
(௡ݕ)݌ → 0, so ݌(݁௡) → ݁)݌ and (݁)݌ + ݁௡) →  ,Consequently .(݁)݌2

‖e‖ଵ = 1,  ∥∥݁௡∥∥ଵ ⟶ 1,  ∥∥݁ + ݁௡∥∥ଵ ⟶ 2,                               (92) 
but ∥∥݁ − ݁௡∥∥ଵ = ௡∥∥ଵݕ∥∥(4/ߝ) ⩾ (1 −  which means the absence of local uniform ,(4/ߝ)ଶ(ߝ
convexity at ݁. 
Theorem (5.1.18)[252]: Every infinite-dimensional separable Banach space can be renormed 
to fail the weak-BPBp-nu (and so, in particular, to fail the BPBp-nu). 
Proof. Let ܺ be an infinite-dimensional separable Banach space. Take a closed subspace ܻ of ܺ 
of codimension two. By [280], the map carrying every equivalent norm on ܻ to its numerical 
index is continuous and so, the set of values of the numerical index of ܻ up to reforming is a 
nontrivial interval [280]. Then Lemma (5.1.17) allows us to find an equivalent norm | ⋅ | on ܻ 
in such a way that (ܻ, | ⋅ |) is strictly convex and is not uniformly convex, and ݊(ܻ, | ⋅ |) > 0. 
Now, the space ෨ܺ = ℓଵ

(ଶ) ⊕ଵ (ܻ, | ⋅ |) is an equivalent renorming of ܺ which does not have the 
BPBp-nu (indeed, otherwise, the pair ቀℓଵ

(ଶ), (ܻ, | ⋅ |)ቁ would have the BPBp for the operator 
norm and so, (ܻ, | ⋅ |) would be uniformly convex by [271], a contradiction.) Moreover, as 

݊൫ ෨ܺ൯ = min ቄ݊ ቀℓଵ
(ଶ)ቁ , ݊(ܻ, | ⋅ |)ቅ > 0                                 (93) 

(see [272], for instance), ෨ܺ also fails the weakBPBp-nu by Proposition (5.1.7) . 
To finish with the promised proof of Theorem (5.1.20), we first see the following stability 

result. 
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Lemma (5.1.19)[252]: Let ܺ = [⨁௞ୀଵ
ஶ  ܺ௞]௖బ  or [⨁௞ୀଵ

ஶ  ܺ௞]ℓభ . If ܺ has the Bishop-Phelps-
Bollobás property for numerical radius with a function ߟ, then each Banach space ௜ܺ  has the 
Bishop-PhelpsBollobás property for numerical radius with ߟ௡௨( ௜ܺ) ⩾  ,That is .ߟ
inf௜ )௡௨ߟ  ௜ܺ)(ߝ) ⩾ for all 0 (ߝ)(ܺ)௡௨ߟ < ߝ < 1. 
Proof. Let ௜ܲ: ܺ → ௜ܺ and ௜ܲ

ᇱ: ܺ∗ → ௜ܺ
∗ be the natural projections, and let ܳ௜: ௜ܺ → ܺ and 

ܳ௜
ᇱ: ௜ܺ

∗ → ܺ∗ be the natural embeddings. 
Assume that an operator ௜ܶ: ௜ܺ → ௜ܺ and a pair (ݔ௜ , ௜ݔ

∗) ∈ Π( ௜ܺ) satisfy that 
)ݒ ௜ܶ) = 1, ௜ݔ| 

∗
௜ܶݔ௜| > 1 −  (94)                                      .(ߝ)ߟ

We define an operator ܶ: ܺ → ܺ and (ݔ, (∗ݔ ∈ Π(ܺ) by 
ܶ = ܳ௜ ∘ ௜ܶ ∘ ௜ܲ, ,ݔ)  (∗ݔ = (ܳ௜ݔ௜ , ܳ௜

ᇱݔ௜
∗);                               (95) 

then clearly we see that 
|ݔܶ∗ݔ| = ௜ݔ|

∗
௜ܶݔ௜| > 1 −  (96)                                       .(ߝ)ߟ

From the assumption, there exist ܵ: ܺ → ܺ and a pair (ݕ, (∗ݕ ∈ Π(ܺ) such that 
|ݕܵ∗ݕ| = 1 = ,(ܵ)ݒ  ‖ܵ − ܶ‖ < ,ߝ

∗ݕ∥∥ − ∥∥∗ݔ < ,ߝ ݕ‖  − ‖ݔ < .ߝ                                      (97) 

Since this clearly shows that 
∥∥ ௜ܲ ∘ ܵ ∘ ܳ௜ − ௜ܶ∥∥ < ,ߝ  ∥∥ ௜ܲ

ᇱݕ∗ − ௜ݔ
∗∥∥ < ,ߝ

∥∥ ௜ܲݕ − ∥∥௜ݔ < ,ߝ                                  (98) 

we only need to show that | ௜ܲ
ᇱݕ∗( ௜ܲ ∘ ܵ ∘ ܳ௜) ௜ܲݕ| = 1. 

We first show the case of ܿ଴ sum. Since 
∥∥ ௝ܲݕ∥∥ = ∥∥ ௝ܲݕ − ௝ܲݔ∥∥ ⩽ ݕ‖ − ‖ݔ <  (99)                                     ߝ

for every ݆ ≠ ݅, we have 
1  = (ݕ)∗ݕ = ෍  

௝∈ℕ

  ௝ܲ
ᇱݕ∗൫ ௝ܲݕ൯ ⩽ ෍  

௝∈ℕ

  ∥∥ ௝ܲ
ᇱݕ∗∥∥∥∥ ௝ܲݕ∥∥

 ⩽ ∥∥ ௜ܲ
ᇱݕ∗∥∥ + ߝ ෍  

௝∈ℕ,௝ஷ௜

  ∥∥ ௝ܲ
ᇱݕ∗∥∥ ⩽ ∥∥∗ݕ∥∥ = 1.

                        (100) 

This shows that ∥∥ ௜ܲ
ᇱݕ∗∥∥ = 1 and ௝ܲ

ᇱݕ∗ = 0 for every ݆ ≠ ݅. So ݕ∗ = ܳ௜
ᇱ

௜ܲ
ᇱݕ∗ and ௜ܲ

ᇱݕ∗( ௜ܲݕ) = 1. 
This and the fact that ∥∥ݕ − ܳ௜ ௜ܲݕ∥∥ <  imply that ߝ

൬ܳ௜ ௜ܲݕ + ൬
1
ߝ

൰ ݕ) − ܳ௜ ௜ܲݕ), ܳ௜
ᇱ

௜ܲ
ᇱݕ∗൰ ∈ Π(ܺ).                           (101) 

So we get that (ܳ௜
ᇱ

௜ܲ
ᇱݕ∗)ܵ൫ܳ௜ ௜ܲݕ + ݕ)(ߝ/1) − ܳ௜ ௜ܲݕ)൯ݒ(ܵ) = 1. Hence, we have 

1 = |ݕܵ∗ݕ| = |(ܳ௜
ᇱ

௜ܲ
ᇱݕܵ(∗ݕ|   

    = อ(1 − ௜ܳ)(ߝ
ᇱ

௜ܲ
ᇱݕ∗)ܵ(ܳ௜ ௜ܲݕ)

௜ܳ)ߝ+        
ᇱ

௜ܲ
ᇱݕ∗)ܵ ቆܳ௜ ௜ܲݕ +

1
ߝ

ݕ) − ܳ௜ ௜ܲݕ)ቇቤ ⩽ 1,

             (102) 

and so we get | ௜ܲ
ᇱݕ∗( ௜ܲ ∘ ܵ ∘ ܳ௜) ௜ܲݕ| = |(ܳ௜

ᇱ
௜ܲ
ᇱݕ∗)ܵ(ܳ௜ ௜ܲݕ)| = 1. 

We next show the case of ℓଵ sum. The proof is almost the same as that of the ܿ଴ case. 
However, for the sake of completeness, we provide it here. 

Since ∥∥ ௝ܲ
ᇱݕ∗∥∥ = ∥∥ ௝ܲ

ᇱݕ∗ − ௝ܲ
ᇱݔ∗∥∥ ⩽ ∗ݕ∥∥ − ∥∥∗ݔ < ݆ for every ߝ ≠ ݅, we have 
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1  = (ݕ)∗ݕ = ෍  
௝∈ℕ

  ௝ܲ
ᇱݕ∗൫ ௝ܲݕ൯ ⩽ ෍  

௝∈ℕ

  ∥∥ ௝ܲ
ᇱݕ∗∥∥∥∥ ௝ܲݕ∥∥

 ⩽ ∥∥ ௜ܲݕ∥∥ + ߝ ෍  
௝∈ℕ,௝ஷ௜

  ∥∥ ௝ܲݕ∥∥ ⩽ ‖ݕ‖ = 1,
                  (103) 

which shows ∥∥ ௜ܲݕ∥∥ = 1 and ௝ܲݕ = 0 for every ݆ ≠ ݅. Since this implies ൫ܳ௜ ௜ܲݕ, ܳ௜
ᇱ

௜ܲ
ᇱݕ∗ +

∗ݕ)(ߝ/1) − ܳ௜
ᇱ

௜ܲ
ᇱݕ∗)൯ ∈ Π(ܺ), we get that ห൫ܳ௜

ᇱ
௜ܲ
ᇱݕ∗ + ∗ݕ)(ߝ/1) − ܳ௜

ᇱ
௜ܲ
ᇱݕ∗)൯ܵ(ܳ௜ ௜ܲݕ)ห ⩽ (ܵ)ݒ =

1. Hence, we have 
1 = |ݕܵ∗ݕ| = ௜ܳ)ܵ∗ݕ| ௜ܲݕ)|

    = อ(1 − ௜ܳ)(ߝ
ᇱ

௜ܲ
ᇱݕ∗)ܵ(ܳ௜ ௜ܲݕ)

        + ߝ ቆܳ௜
ᇱ

௜ܲ
ᇱݕ∗ +

1
ߝ

∗ݕ) − ܳ௜
ᇱ

௜ܲ
ᇱݕ∗)ቇ ܵ(ܳ௜ ௜ܲݕ)ቤ ⩽ 1,

        (104) 

and so | ௜ܲ
ᇱݕ∗( ௜ܲ ∘ ܵ ∘ ܳ௜) ௜ܲݕ| = |(ܳ௜

ᇱ
௜ܲ
ᇱݕ∗)ܵ(ܳ௜ ௜ܲݕ)| = 1.  

Theorem (5.1.20)[252]: If ܮଵ(ߤ) ⊕ଵ ܺ has the ݌ܤܲܤ − ,(ߤ)ଵܮ) then the pair ,ݑ݊ ܺ) has the 
BPBp for operators. 
Proof. Note that ߟ୬୳(ܮଵ(ߤ) ⊕ଵ (ߝ)(ܺ → 0 as ߝ → 0. Fix 0 < ଴ߝ < 1 and choose 0 < ߝ < 1 
such that 6ߝ + (ߤ)ଵܮ)୬୳ߟ ⊕ଵ (ߝ)(ܺ < (଴ߝ)ߟ ଴. Letߝ = (ߤ)ଵܮ)୬୳ߟ ⊕ଵ  .(ߝ)(ܺ
Suppose that ଴ܶ ∈ ℒ(ܮଵ(ߤ), ܺ) with ∥∥ ଴ܶ∥∥ = 1 and ଴݂ ∈ ܵ௅భ(ఓ) satisfy 

∥∥ ଴ܶ ଴݂∥∥ > 1 −  (105)                                                 .(଴ߝ)ߟ
For any measurable subset ܤ, let 

(஻|ߤ)ଵܮ = {݂|஻: ݂ ∈  (106)                                          {(ߤ)ଵܮ
with the norm ∥∥݂|஻∥∥ = ∥∥݂߯஻∥∥ଵ. Then it is easy to see that ܮଵ(ߤ|஻) is isometrically isomorphic 
to a complemented subspace of ܮଵ(ߤ). Let ஻ܲ: (ߤ)ଵܮ →  be the restriction defined by (஻|ߤ)ଵܮ

஻ܲ(݂) = ݂|஻ for all ݂ ∈ :஻ܬ and let (ߤ)ଵܮ (஻|ߤ)ଵܮ →  be the extension defined by (ߤ)ଵܮ
(߱)(݂)஻ܬ = ݂(߱) if ߱ ∈ (߱)(݂)஻ܬ and ܤ = 0 otherwise. It is clear that ஻ܲܬ஻ = Id௅భ(ఓ|ಳ) and 
஻ܬ ஻ܲ(݂) = ݂߯஻ for all ݂ ∈  is isometrically isomorphic to (ߤ)ଵܮ Notice also that .(ߤ)ଵܮ
(஻|ߤ)ଵܮ ⊕ଵ ஻೎|ߤ)ଵܮ ). 

Let ܣ = supp ݂ ଴ and ݃଴ = ஺ܲ ଴݂. Then 
∥∥ ଴ܶܬ஺݃଴∥∥ = ∥∥ ଴ܶ ଴݂∥∥ > 1 − (଴ߝ)ߟ > 0                               (107) 

and define the operator ஺ܶ: (஺|ߤ)ଵܮ → ܺ by ஺݂ܶ = ଴ܶܬ஺݂/∥∥ ଴ܶܬ஺∥∥ for every ݂ ∈  ,Then .(஺|ߤ)ଵܮ
∥∥ ஺ܶ݃଴∥∥ ⩾ ∥∥ ଴ܶ ଴݂∥∥ > 1 −  (108)                                        .(଴ߝ)ߟ

Since ߤ|஺ is ߪ-finite, ܮଵ(ߤ|஺)∗ = Let ݃଴ .(஺|ߤ)ஶܮ
∗ ∈ ܵ௅ಮ(ఓ|ಲ) be a function such that ⟨݃଴

∗ , ݃଴⟩ =
1, and choose ݔ଴

∗ ∈ ܵ௑∗ such that ݔ଴
∗( ஺ܶ݃଴) = ∥∥ ஺ܶ݃଴∥∥. Define the operator ܵ଴ ∈ 

ℒ(ܮଵ(ߤ|஺) ⊕ଵ ܺ) by 
ܵ଴(݂, (ݔ = (0, ஺݂ܶ) ((݂, (ݔ ∈ (஺|ߤ)ଵܮ ⊕ଵ ܺ)                                (109) 

and observe that ∥∥ܵ଴∥∥ = (଴ܵ)ݒ = 1. Indeed, 
∥∥ܵ଴∥∥ ⩽ 1 = ∥∥ ஺ܶ∥∥                                                          

  = sup൛|ݔ∗
஺݂ܶ|: ∗ݔ ∈ ܵ௑∗ ,  ݂ ∈ ܵ௅భ(ఓ|ಲ)ൟ 

= sup{|(݂∗, ,݂)଴ܵ(∗ݔ :|(ݔ  ൫(݂∗, ,(∗ݔ (݂, ൯(ݔ ∈ Π(ܮଵ(ߤ|஺) ⊕ଵ ܺ)ൟ   
= (଴ܵ)ݒ ⩽ ∥∥ܵ଴∥∥.                                                                               (110) 
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It is immediate that 
(݃଴

∗, ଴ݔ
∗)ܵ଴(݃଴ , 0) = ଴ݔ

∗( ஺ܶ݃଴) = ∥∥ ஺ܶ݃଴∥∥ > 1 −  (111)                        .(଴ߝ)ߟ
By Lemma (5.1.19), (஺|ߤ)ଵܮ ⊕ଵ ܺ has the BPBp-nu with the function ߟ. Therefore, there exist 

ଵܵ ∈ ℒ(ܮଵ(ߤ|஺) ⊕ଵ ܺ), (݃ଵ, (ଵݔ ∈ ܵ௅భ(ఓ|ಲ)⊕భ௑, and (݃ଵ
∗, ଵݔ

∗) ∈ ܵ௅ಮ(ఓ|ಲ)⊕ಮ௑∗ such that 
∥∥(݃ଵ, (ଵݔ − (݃଴, 0)∥∥ < ,ߝ  ∥∥(݃ଵ

∗, ଵݔ
∗) − ( ଴݂

∗, ଴ݔ
∗)∥∥ < ߝ

∥∥ ଵܵ − ܵ଴∥∥ < ,ߝ  ⟨(݃ଵ
∗, ଵݔ

∗), (݃ଵ, ⟨(ଵݔ = 1,  

|(݃ଵ
∗, ଵݔ

∗) ଵܵ(݃ଵ, |(ଵݔ = )ݒ ଵܵ) = 1.                                      (112) 
Claim (5.1.21)[252]: We claim that ݔଵ = 0. 

Otherwise, 
 1 = Re ⟨(݃ଵ

∗, ଵݔ
∗), (݃ଵ, ⟨(ଵݔ

= ∥∥݃ଵ∥∥Re ൽ(݃ଵ
∗, ଵݔ

∗),
(݃ଵ, 0)
∥∥݃ଵ∥∥

ඁ

ଵ∥∥Re ൽ(݃ଵݔ∥∥+   
∗, ଵݔ

∗),
(0, (ଵݔ
∥∥ଵݔ∥∥

ඁ ⩽ 1.

                               (113) 

We deduce that 

൭
(݃ଵ, 0)
∥∥݃ଵ∥∥

, (݃ଵ
∗, ଵݔ

∗)൱ , ൭
(0, (ଵݔ
∥∥ଵݔ∥∥

, (݃ଵ
∗, ଵݔ

∗)൱

 ∈ Π(ܮଵ(ߤ|஺) ⊕ଵ ܺ).
                          (114) 

Since ∥∥ ଵܵ൫(0, ∥∥ଵ∥∥൯ݔ∥∥/(ଵݔ = ∥∥( ଵܵ − ܵ଴)൫(0, ∥∥ଵ∥∥൯ݔ∥∥/(ଵݔ <  we get that ,ߝ
1 = |⟨(݃ଵ

∗, ଵݔ
∗), ଵܵ(݃ଵ,  |⟨(ଵݔ

                = ቤ∥∥݃ଵ∥∥ ൽ(݃ଵ
∗, ଵݔ

∗), ଵܵ ቆ
(݃ଵ, 0)
∥∥݃ଵ∥∥

ቇඁ 

                      + ∥∥ଵݔ∥∥ ൽ(݃ଵ
∗, ଵݔ

∗), ଵܵ ቆ
(0, (ଵݔ
∥∥ଵݔ∥∥

ቇඁቤ 

⩽ ∥∥݃ଵ∥∥ݒ( ଵܵ) + ∥∥ଵݔ∥∥ߝ < ∥∥݃ଵ∥∥ + ∥∥ଵݔ∥∥ = 1,                 (115) 
a contradiction. This proves the claim. 

We define the operator ܵଶ: (஺|ߤ)ଵܮ ⊕ଵ ܺ → (஺|ߤ)ଵܮ ⊕ଵ ܺ by ܵଶ(݂, (ݔ = ଵܵ(݂, 0) for 
every ݂ ∈ ݔ and for every (஺|ߤ)ଵܮ ∈ ܺ. Then we have 

(ଶܵ)ݒ = |(݃ଵ
∗, ଵݔ

∗)ܵଶ(݃ଵ, 0)| = 1,  ∥∥ ଵܵ − ܵଶ∥∥ ⩽  (116)                        .ߝ
Indeed, from Claim (5.1.21), we have 

)ݒ ଵܵ)  = |(݃ଵ
∗, ଵݔ

∗) ଵܵ(݃ଵ, |(ଵݔ = |(݃ଵ
∗, ଵݔ

∗) ଵܵ(݃ଵ, 0)|
 = |(݃ଵ

∗, ଵݔ
∗)ܵଶ(݃ଵ, 0)| ⩽ .(ଶܵ)ݒ                      (117) 

On the other hand, we see that 
|(݂∗, ,݂)ଶܵ(∗ݔ |(ݔ = |(݂∗, (∗ݔ ଵܵ(݂, 0)| ⩽∥ ݂ ∥ )ݒ ଵܵ) ⩽ )ݒ ଵܵ)             (118) 

for every ൫(݂∗, ,(∗ݔ (݂, ൯(ݔ ∈ Π(ܮଵ(ߤ|஺) ⊕ଵ ܺ). Therefore, ݒ(ܵଶ) ⩽ )ݒ ଵܵ). Also, 
∥∥ ଵܵ − ܵଶ∥∥  ⩽ sup

௫∈ௌ೉

 ∥∥ ଵܵ(0, ∥∥(ݔ

 = sup
௫∈ௌ೉

 ∥∥ ଵܵ(0, (ݔ − ܵ଴(0, ∥∥(ݔ ⩽  (119)                           .ߝ
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Claim (5.1.22)[252]: There exists ܵଷ: (஺|ߤ)ଵܮ ⊕ଵ ܺ → (஺|ߤ)ଵܮ ⊕ଵ ܺ such that ∥∥ܵଷ(݃ଵ, 0)∥∥ =
∥∥ܵଷ∥∥ = 1, ܵଷ(0, (ݔ = 0, ܵଷ(݂, (ݔ ∈ {0} ⊕ଵ ܺ for every (݂, (ݔ ∈ (஺|ߤ)ଵܮ ⊕ଵ ܺ, and ∥∥ܵଷ −
ܵଶ∥∥ <  .ߝ4

Indeed, write ଵܵ = ,ଵܦ) :ଵܦ ଶ), whereܦ (஺|ߤ)ଵܮ ⊕ଵ ܺ  and (஺|ߤ)ଵܮ →
:ଶܦ (஺|ߤ)ଵܮ ⊕ଵ ܺ → ܺ. We have that 

sup{|݃∗ܦଵ(݃ଵ, 0) + ,ଶ(݃ଵܦ∗ݔ 0)|:
∗ݔ        ∈ ܵ௑∗ , ⟨݃∗, ݃ଵ⟩ = 1, ݃∗ ∈ ܵ௅ಮ(ఓ|ಲ)ൟ
 = sup{|݃∗ܦଵ(݃ଵ, 0)| + ,ଶ(݃ଵܦ∥∥ 0)∥∥:
       ⟨݃∗, ݃ଵ⟩ = 1, ݃∗ ∈ ܵ௅ಮ(ఓ|ಲ)ൟ
 = sup{|݃∗ܦଵ(݃ଵ, 0)|:
       ⟨݃∗, ݃ଵ⟩ = 1, ݃∗ ∈ ܵ௅ಮ(ఓ|ಲ)ൟ + ,ଶ(݃ଵܦ∥∥ 0)∥∥
 ⩽ (ଶܵ)ݒ = |(݃ଵ

∗, ଵݔ
∗)ܵଶ(݃ଵ, 0)|

 = |݃ଵ
,ଵ(݃ଵܦ∗ 0) + ଵݔ

,ଶ(݃ଵܦ∗ 0)|.

                       (120) 

This implies that 
ଵݔ|

,ଶ(݃ଵܦ∗ 0)| = ,ଶ(݃ଵܦ∥∥ 0)∥∥ 
|݃ଵ

,ଵ(݃ଵܦ∗ 0)| = sup{|݃∗ܦଵ(݃ଵ, 0)|: ⟨݃∗, ݃ଵ⟩ = 1, ݃∗ ∈  (121)        {(஺|ߤ)ஶܮ
Therefore, |݃ଵ

∗| equals 1 on the support of ܦଵ(݃ଵ, 0). As |⟨݃ଵ
∗, ݃ଵ⟩| = 1, we also have that |݃ଵ

∗| 
equals 1 on the support of ݃ଵ. Changing the values of ݃ଵ

∗ by the ones of ଴݂
∗ on ∖ 

ቀsupp ൫ܦଵ(݃ଵ, 0)൯ ∪ supp (݃ଵ)ቁ, we may and do suppose that |݃ଵ
∗| = 1 on the whole ܣ. 

We also have ∥∥ܦଶ(݃ଵ, 0)∥∥ > 0. Indeed, 
∥∥ܵଶ(݃ଵ, 0) − ܵ଴(݃଴, 0)∥∥
 ⩽ ∥∥ܵଶ(݃ଵ, 0) − ܵ଴(݃ଵ, 0)∥∥ + ∥∥ܵ଴(݃ଵ, 0) − ܵ଴(݃଴, 0)∥∥
 < ߝ2 + ߝ = ߝ3

                  (122) 

So we have 
,ଶ(݃ଵܦ∥∥ 0) − ஺ܶ݃଴∥∥
 ⩽ ,ଵ(݃ଵܦ∥∥ 0)∥∥ + ,ଶ(݃ଵܦ∥∥ 0) − ஺ܶ݃଴∥∥

 

 = ∥∥൫ܦଵ(݃ଵ, 0), ,ଶ(݃ଵܦ 0)൯ − (0, ஺ܶ݃଴)∥∥ 
 = ∥∥ܵଶ(݃ଵ, 0) − ܵ଴(݃଴ , 0)∥∥ < (123)                                             ߝ3

 

and ∥∥ܦଶ(݃ଵ, 0)∥∥ > ∥∥ ஺ܶ݃଴∥∥ − ߝ3 ⩾ 1 − (଴ߝ)ߟ − ߝ3 > 0. 
Finally define the operator ܵଷ by 

ܵଷ(݂, (ݔ = ቆ0, ,݂)ଶܦ 0) + ݃ଵ
∗൫ܦଵ(݂, 0)൯

,ଶ(݃ଵܦ 0)
ଵݔ

,ଶ(݃ଵܦ∗ 0)ቇ                  (124) 

for (݂, (ݔ ∈ (஺|ߤ)ଵܮ ⊕ଵ ܺ. It is clear that 
∥∥ܵଷ∥∥ ⩽ sup

௙∈ௌಽభ (ఓಲ)
,݂)ଶܦ∥∥)  0)∥∥ + |݃ଵ

,݂)ଵܦ∗ 0)|).                          (125) 

Notice also that 
,݂)ଵܦ∥∥ 0)∥∥
 ⩽ ,݂)ଵܦ∥∥ 0)∥∥ + ,݂)ଶܦ∥∥ 0) − ஺݂ܶ∥∥
 = ,݂)ଵܦ)∥∥ 0), ,݂)ଶܦ 0)) − (0, ஺݂ܶ)∥∥
 = ∥∥ܵଶ(݂, (ݔ − ܵ଴(݂, ∥∥(ݔ

                              (126) 

for all (݂, (ݔ ∈ (஺|ߤ)ଵܮ ⊕ଵ ܺ. Hence we have 
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∥∥ܵଷ − ܵଶ∥∥
 = 2 sup

௙∈ௌಽభ(ഋ∣ಲ)

,݂)ଵܦ∥∥  0)∥∥ ⩽ 2∥∥ܵଶ − ܵ଴∥∥ <  (127)                       .ߝ4

On the other hand, let ܩ: (஺|ߤ)ଵܮ → (݂)ܩ be defined by (஺|ߤ)ଵܮ = ݃ଵ
∗തതത݂ for every ݂ ∈  .(஺|ߤ)ଵܮ

Then, we have 
(ଶܵ)ݒ = sup{|ݖ∗ܵଶݖ|: ,ݖ) (∗ݖ ∈ Π(ܮଵ(ߤ|஺) ⊕ଵ ܺ)} 

⩾ sup ൜ฬܦ∗ݔଶ ൬ܩ ൬
1

(ܥ)ߤ ߯஼൰ , 0൰           

+ ݃ଵ
ଵܦ∗ ൬ܩ ൬

1
(ܥ)ߤ

߯஼൰ , 0൰ฬ: 

∗ݔ ∈ ܵ௑∗ , ܥ ∈ Σ஺, (ܥ)ߤ > 0ቅ 

= sup ൜ฯܦଶ ൬ܩ ൬
1

(ܥ)ߤ
߯஼൰ , 0൰ฯ               

+ ฬ݃ଵ
ଵܦ∗ ൬ܩ ൬

1
(ܥ)ߤ

߯஼൰ , 0൰ฬ: 

ܥ  ∈ Σ஺, (ܥ)ߤ > 0ቅ,                                                          (128) 
where Σ஺ is the family of measurable subsets of ܣ. Hence, for any simple function =
∑௜ୀଵ

௡   ቀ൫ߙ௜/ߤ(ܣ௜)൯߯஺೔ቁ ∈ ܵ௅భ(ఓ|ಲ), where {ܣ௜}௜ is a family of disjoint measurable subsets with 
strictly positive measure, we have 

(ଶܵ)ݒ ⩾ ෍  
௡

௜ୀଵ

  |௜ߙ| ൬∥∥
ଶܦ∥ ൬ܩ ൬

1
(௜ܣ)ߤ ߯஺೔൰ , 0൰∥∥

∥ 

      + ฬ݃ଵ
ଵܦ∗ ൬ܩ ൬

1
(௜ܣ)ߤ

߯஺೔൰ , 0൰ฬ൰ 

⩾ ,(ݏ)ܩ)ଶܦ∥∥ 0)∥∥ + |݃ଵ
,(ݏ)ܩ)ଵܦ∗ 0)|.                                   (129) 

Since |݃ଵ
∗| = 1, ݂ is an isometric isomorphism, so for each ܩ ∈ ܵ௅భ(ఓ|ಲ) there exists a sequence 

of norm-one simple functions (ݏ௞) such that ܩ(ݏ௞) converges to ݂. Therefore, 
(ଶܵ)ݒ ⩾ sup

௙∈ௌಽభ൫ഋ|ಲ൯

,݂)ଶܦ∥∥)  0)∥∥ + |݃ଵ
,݂)ଵܦ∗ 0)|) ⩾ ∥∥ܵଷ∥∥.                 (130) 

On the other hand, we see that 
∥∥ܵଷ∥∥  ⩾ |(݃ଵ

∗, ଵݔ
∗)ܵଷ(݃ଵ, 0)|

 = ଵݔ|
,ଶ(݃ଵܦ∗ 0) + ݃ଵ

,ଵ(݃ଵܦ∗ 0)| = (ଶܵ)ݒ = 1.                  (131) 

Therefore, 1 = ∥∥ܵଷ∥∥ = ∥∥ܵଷ(݃ଵ, 0)∥∥ which proves Claim (5.1.22). 
Finally, set ܵଷ = (0, ෨ܶ) for a suitable ෨ܶ : (஺|ߤ)ଵܮ ⊕ଵ ܺ → ܺ and define the operator 

ଵܶ: (ߤ)ଵܮ → ܺ by 
ଵܶ(݂) = ଴ܶ(݂߯஺೎) + ෨ܶ( ஺݂ܲ, 0)                                      (132) 

for every ݂ ∈  Then, we have .(ߤ)ଵܮ
∥∥ ଵܶ(݂)∥∥ ⩽ ∥∥ ଴ܶ∥∥∥∥݂߯஺೎∥∥ + ฮ ෨ܶฮ∥∥݂߯஺∥∥ = ‖݂‖                             (133) 

for every ݂ ∈ ∥∥ so ,(ߤ)ଵܮ ଵܶ∥∥ ⩽ 1. Also, 
∥∥ ଵܶ(ܬ஺݃ଵ)∥∥ = ∥∥ܵଷ(݃ଵ, 0)∥∥ = ∥∥ܵଷ∥∥ = 1,                                 (134) 

so ଵܶ attains its norm at ܬ஺݃ଵ ∈  and ,(ߤ)ଵܮ
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஺݃ଵܬ∥∥ − ଴݂∥∥ = ∥∥݃ଵ − ݃଴∥∥ <  (135)                                       .ߝ
We also have that, for any ݂ ∈ ܵ௅భ(ఓ), 

∥∥ ଴ܶ(݂) − ଵܶ(݂)∥∥ = ∥∥ ଴ܶ(݂߯஺) − ෨ܶ( ஺݂ܲ, 0)∥∥
⩽ ∥∥ ଴ܶ(ܬ஺ ஺݂ܲ) − ஺ܶ( ஺݂ܲ)∥∥
    +∥∥ ஺ܶ( ஺݂ܲ) − ෨ܶ( ஺݂ܲ, 0)∥∥
⩽ ∥∥ ଴ܶܬ஺ − ஺ܶ∥∥ + ∥∥ܵ଴ − ܵଷ∥∥
< (଴ߝ)ߟ + (136)                                                     .ߝ6

 

Hence ∥∥ ଴ܶ − ଵܶ∥∥ ⩽ (଴ߝ)ߟ + ߝ6 <  .଴ߝ
Section (5.2): Banach Space: 

The classical Bishop-Phelps theorem of 1961 [285] states that the set of norm attaining 
functionals on a Banach space is norm dense in the dual space. A few years later, B. Bollobás 
[286] gave a sharper version of this theorem allowing to approximate at the same time a 
functional and a vector in which it almost attains the norm. We study the best possible 
approximation of this kind that one may have in each Banach space, measuring it by using two 
moduli which we define. 

We first present the original result by Bollobás which nowadays is known as the Bishop-
Phelps-Bollobás theorem. Given a (real or complex) Banach space ܺ, we write ܤ௑ and ܵ௑ to 
denote the closed unit ball and the unit sphere of the space, and ܺ∗ denotes the (topological) 
dual of ܺ. We will also use the notation 

Π(ܺ): = ,ݔ)} (∗ݔ ∈ ܺ × ܺ∗: ∥ ݔ ∥= ∥∗ݔ∥ = (ݔ)∗ݔ = 1} 
Theorem (5.2.1)[281]: (Bishop-Phelps-Bollobás theorem). (See [286].) Let ܺ be a Banach 
space. Suppose ݔ ∈ ܵ௑ and ݔ∗ ∈ ܵ௑∗ satisfy |1 − |(ݔ)∗ݔ ଶ/2 for some 0ߝ ⩾ < ߝ < 1/2. Then 
there exists (ݕ, (∗ݕ ∈ Π(ܺ) such that ∥ ݔ − ݕ ∥< ߝ + ∗ݔ∥∥ ଶ andߝ − ∥∥∗ݕ ⩽  .ߝ

The idea is that given (ݔ, (∗ݔ ∈ ܵ௑ × ܵ௑∗  such that (ݔ)∗ݔ ∼ 1, there exist ݕ ∈ ܵ௑ close to 
∗ݕ and ݔ ∈ ܵ௑∗ close to ݔ∗ for which (ݕ)∗ݕ = 1. This result has many applications, especially 
for the theory of numerical ranges, see [286],[287]. 

Our objective is to introduce two moduli which measure, for a given Banach space, what 
is the best possible Bollobás theorem in this space, that is, how close can be ݕ to ݔ and ݕ∗ to ݔ∗ 
in the result above depending on how close is (ݔ)∗ݔ to 1. In the first modulus, we allow the 
vector and the functional to have norm less than or equal to one, whereas in the second modulus 
we only consider norm-one vectors and functionals. 
Definitions (5.2.2)[281]: (Bishop-Phelps-Bollobás moduli). Let ܺ be a Banach space. The 
Bishop-Phelps-Bollobás modulus of ܺ is the function Φ௑: (0,2) → ℝାsuch that given ߜ ∈
(0,2), Φ௑(ߜ) is the infimum of those ߝ > 0 satisfying that for every ( ݔ, (∗ݔ ௑ܤ ∋ ×  ௑∗ withܤ
Re (ݔ)∗ݔ > 1 − ,ݕ) there is ,ߜ (∗ݕ ∈ Π(ܺ) with ∥ ݔ − ݕ ∥< ∗ݔ∥∥ and ߝ − ∥∥∗ݕ <  .ߝ

The spherical Bishop-Phelps-Bollobás modulus of ܺ is the function Φ௑
ௌ : (0,2) → ℝାsuch 

that given ߜ ∈ (0,2), Φ௑
ௌ ߝ is the infimum of those (ߜ) > 0 satisfying that for every (ݔ, (∗ݔ ∈

ܵ௑ × ܵ௑∗ with Re (ݔ)∗ݔ > 1 − ,ݕ) there is ,ߜ (∗ݕ ∈ Π(ܺ) with ∥ ݔ − ݕ ∥< ∗ݔ∥∥ and ߝ − ∥∥∗ݕ <
 .ߝ

Evidently, Φ௑
ௌ (ߜ) ⩽ Φ௑(ߜ), so any estimation from above for Φ௑(ߜ) is also valid for 

Φ௑
ௌ and, viceversa, any estimation from below for Φ௑ (ߜ)

ௌ  .(ߜ)is also valid for Φ௑ (ߜ)
Recall that the dual of a complex Banach space ܺ is isometric (taking real parts) to the 

dual of the real subjacent space ܺℝ. Also, Π(ܺ) does not change if we consider ܺ as a real 
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Banach space (indeed, if (ݔ, (∗ݔ ∈ Π(ܺ) then ݔ∗ ∈ ܵ௑∗ and ݔ ∈ ܵ௑ satisfies (ݔ)∗ݔ = 1 so, 
obviously, Re (ݔ)∗ݔ = 1 and (ݔ, Re ݔ∗) ∈ Π(ܺℝ)). Therefore, only the real structure of the 
space is playing a role in the above definitions. We prefer to develop the theory for real and 
complex spaces which, actually, does not suppose much more effort. This is mainly because for 
classical sequence or function spaces, the real space underlying the complex version of the space 
is not equal, in general, to the real version of the space. Unless otherwise is stated, the (arbitrary 
or concrete) spaces we are dealing with will be real or complex and the results work in both 
cases. 

The following notations will help to the understanding and further use of  
Let ܺ be a Banach space and fix 0 < ߜ < 2. Write 

(ߜ)௑ܣ ≔ ,ݔ)} (∗ݔ ∈ ௑ܤ × :∗௑ܤ Re (ݔ)∗ݔ > 1 − ,{ߜ ௑ܣ 
ௌ  :(ߜ)

= ,ݔ)} (∗ݔ ∈ ܵ௑ × ܵ௑∗: Re (ݔ)∗ݔ > 1 −    .{ߜ
It is clear that 

Φ௑(ߜ) = sup
(௫,௫∗)∈஺೉(ఋ)

  inf
(௬,௬∗)∈ஈ(௑)

 max{∥ ݔ − ݕ ∥, ∗ݔ∥∥ − ,{∥∥∗ݕ

Φ௑
ௌ (ߜ) = sup

(௫,௫∗)∈஺೉
ೄ (ఋ)

  inf
(௬,௬∗)∈ஈ(௑)

 max {∥ ݔ − ݕ ∥, ∗ݔ∥∥ −  .{∥∥∗ݕ

We denote ݀ு(ܣ, ,ܣ the Hausdorff distance between (ܤ ܤ ⊂ ܺ × ܺ∗ associated to the ℓஶ-
distance dist in  ஶ × ܺ∗, that is, 

distஶ ൫(ݔ, ,(∗ݔ ,ݕ) ൯(∗ݕ = max{∥ ݔ − ݕ ∥, ∗ݔ∥∥ −  {∥∥∗ݕ
for (ݔ, ,(∗ݔ ,ݕ) (∗ݕ ∈ ܺ × ܺ∗, and 

݀ு(ܣ, (ܤ = max ൜sup
௔∈஺

  inf
௕∈஻

 distஶ (ܽ, ܾ), sup
௕∈஻

  inf
௔∈஺

 distஶ (ܽ, ܾ)ൠ 

for ܣ, ܤ ⊂ ܺ × ܺ∗. We clearly have that 
Φ௑(ߜ) = ݀ு(ܣ௑(ߜ), Π(ܺ))  and  Φ௑

ௌ (ߜ) = ݀ு(ܣ௑
ௌ ,(ߜ) Π(ܺ)) 

for every 0 < ߜ < 2 (observe that Π(ܺ) ⊂ (ܺ)and Π (ߜ)௑ܣ ⊂ ௑ܣ
ௌ  .( ߜ for every (ߜ)

The following result is immediate. 
Routine computations and the fact that the Hausdorff distance does not change if we take 

closure in one of the sets, provide the following observations.  
Observe that the smaller are the functions Φ௑(⋅) and Φ௑

ௌ (⋅), the better is the 
approximation on the space. It can be deduced from the Bishop-Phelps-Bollobás theorem that 
there is a common upper bound for Φ௑(⋅) and Φ௑

ௌ (⋅) for all Banach spaces ܺ . In the next section 
we present the best possible upper bound. We will show that 

Φ௑
ௌ (ߜ) ⩽ Φ௑(ߜ) ⩽ ൫0 ߜ2√ < ߜ < 2, ܺ Banach space൯.                       (137) 

This follows from a result by ܴ. Phelps [294]. A version for Φ௑
ௌ  for small's can be also (ߜ)

deduced from the BrøndstedRockafellar variational principle [295], as claimed in [288]. The 
sharpness of (137) can be verified by considering the real space ܺ = ℓஶ

(ଶ). 
We prove that for every Banach space ܺ, the moduli Φ௑(ߜ) and Φ௑

ௌ  are continuous in (ߜ)
(ߜ)We prove that Φ௑ .ߜ ⩽ Φ௑∗(ߜ) and Φ௑

ௌ (ߜ) ⩽ Φ௑∗
ௌ (ߜ)Finally, we show that Φ௑ .(ߜ) =  ߜ2√

if and only if Φ௑
ௌ (ߜ) =  .ߜ2√

Examples of spaces for which the two moduli are computed are presented. Among other 
results, the moduli of ℝ and of every real or complex Hilbert space of (real)-dimension greater 
than one are calculated, and there are presented a number of spaces for which the value of both 
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moduli are √2ߜ (i.e. the maximal possible value) for small ߜ 's: namely ܿ଴, ℓଵ and, more in 
general, ܮଵ(ߤ),  ...algebras with non-trivial centralizer-∗ܥ unital ,(ܮ)଴ܥ

The main result states that if a Banach space ܺ satisfies Φ௑(ߜ଴) = ඥ2ߜ଴ (equivalently, 
Φ௑

ௌ (଴ߜ) = ඥ2ߜ଴ ) for some ߜ଴ ∈ (0,1/2), then ܺ contains almost isometric copies of the real 
space ℓஶ

(ଶ). We provide, for every ߜ ∈ (0,1/2), an example of a three-dimensional real space ܼ 
containing an isometric copy of ℓஶ

(ଶ) for which Φ௓(ߜ) <   .ߜ2√
Our first result is the promised best upper bound of the Bishop-Phelps-Bollobás moduli. 
We deduce the above result from [294], which was stated for general bounded convex 

sets on real Banach spaces. Particularizing the result to the case of the unit ball of a Banach 
space, using a routine argument to change non-strict inequalities to strict inequalities, and taking 
into account that the dual of a complex Banach space is isometric (taking real parts) to the dual 
of the real subjacent space, we get the following result. 
Proposition (5.2.3)[281]: (Particular case of [294]). Let ܺ be Banach space. Suppose that ݖ∗ ∈
ܵ௑∗ , ݖ ∈ ߟ ௑ andܤ > 0 are given such that Re (ݖ)∗ݖ > 1 − ݇ Then, for any .ߟ ∈ (0,1) there exist 
∗ݕ̃ ∈ ܺ∗ and ̃ݕ ∈ ܵ௑ such that 

∥∥∗ݕ̃∥∥ = ,(ݕ̃)∗ݕ̃  ∥ ݖ − ݕ̃ ∥<
ߟ
݇

, ∗ݖ∥∥  − ∥∥∗ݕ̃ < ݇ 

Theorem (5.2.4)[281]: For every Banach space ܺ and every ߜ ∈ (0,2), Φ௑(ߜ) ⩽  ,and so ߜ2√
Φ௑

ௌ (ߜ) ⩽  ߜ2√
Proof. We have to show that given (ݔ, (∗ݔ ∈ ௑ܤ × (ݔ)∗ݔ ௑∗ with Reܤ > 1 −  there exists ,ߜ
,ݕ) (∗ݕ ∈ Π(ܺ) such that ∥ ݔ − ݕ ∥< ∗ݔ∥∥ and ߜ2√ − ∥∥∗ݕ < ߜ We first prove the case of .ߜ2√ ∈
(0,1). In this case, 

0 < 1 − ߜ < ∥∗ݔ∥ ⩽ 1, 
so, if we write ߟ = ∥௫∗∥ିଵାఋ

∥௫∗∥
> 0, ∗ݖ = ݖ and ∥∗ݔ∥/∗ݔ =  one has ,ݔ

Re (ݖ)∗ݖ > 1 −   .ߟ
Next, we consider ݇ = and claim that 0 ߜ2√/ߟ < ݇ < 1. Indeed, as the function 

(ݐ)߮ =
ݐ − 1 + ߜ

ݐߜ2√
ݐ)  ∈ ℝା)                                              (138) 

is strictly increasing, ݇ = and 1 (∥∗ݔ∥)߮ − ߜ < ∥∗ݔ∥ ⩽ 1, we have that 

0 = ߮(1 − (ߜ < ݇ ⩽ ߮(137) =
ߜ√
√2

< 1, 

as desired. Therefore, we apply Proposition (5.2.3) with ݖ∗ ∈ ܵ௑∗ , ݖ ∈ ௑ܤ , ߟ > 0 and 0 < ݇ < 1 
to obtain ̃ݕ∗ ∈ ܺ∗ and ̃ݕ௑ ∈ ܵ௑ satisfying 

∥∥∗ݕ̃∥∥ = ,(ݕ̃)∗ݕ̃  ∥ ݖ − ݕ̃ ∥<
ߟ
݇

= ,ߜ2√  ∥∥
∥ ∗ݔ

∥∗ݔ∥
− ∗ݕ̃

∥∥
∥ < ݇ =

∥∗ݔ∥ − 1 + ߜ
ߜ2√∥∗ݔ∥

. 

As ݇ < 1, we get ̃ݕ∗ ≠ 0 and we write ݕ∗ = ௬̃∗

∥∥௬̃∗∥∥
, ݕ = ,ݕ) to get that ,ݕ̃ (∗ݕ ∈ Π(ܺ). We already 

have that ∥ ݔ − ݕ ∥<  On the other hand, we have .ߜ2√

∗ݔ∥∥ − ∥∥∗ݕ = ∥∥
∗ݔ∥ −

∗ݕ̃

∥∥∥∥∗ݕ̃∥∥
∥ ⩽ ∗ݔ∥ ∥∥+∥∥∗ݕ̃∥∥∗ݔ∥− ∗ݔ

∥∥
∗ݕ̃∥ −

∗ݕ̃

∥∥∥∥∗ݕ̃∥∥
∥        
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 ⩽ ∥∗ݔ∥ ∥∥
∥ ∗ݔ

∥∗ݔ∥
− ∗ݕ̃

∥∥
∥ + ∥∥∗ݕ̃∥∥∥∗ݔ∥| − 1|

 ⩽ ∥∗ݔ∥ ∥∥
∥ ∗ݔ

∥∗ݔ∥
− ∗ݕ̃

∥∥
∥ + ∥∥∗ݕ̃∥∥∥∗ݔ∥| − ∣+|∥∗ݔ∥ 1 − ∥∗ݔ∥

 ⩽ ∥∗ݔ∥ ൤∥∥
∥ ∗ݔ

∥∗ݔ∥
− ∗ݕ̃

∥∥
∥ + ∥∥∗ݕ̃∥∥| − 1|൨ + 1 − ∥∗ݔ∥

 ⩽ ∥∗ݔ∥2 ∥∥
∥ ∗ݔ

∥∗ݔ∥
− ∗ݕ̃

∥∥
∥ + 1 − ∥∗ݔ∥

 <
2

ߜ2√
∥∗ݔ∥) − 1 + (ߜ + 1 − .∥∗ݔ∥

 

Now, as the function 

(ݐ)ߛ =
2

ߜ2√
ݐ) − 1 + (ߜ + 1 − ݐ) ݐ ∈ [0,1]) 

is strictly increasing (for this we only need 0 < ߜ < 2 ), we get (∥∗ݔ∥)ߛ ⩽ (137)ߛ = ଶఋ
√ଶఋ

=
∗ݔ∥∥ It follows that .ߜ2√ − ∥∥∗ݕ <  .as desired ,ߜ2√

Let us now prove the case when ߜ ∈ [1,2). Here, it can be routinely verified that 
ߜ − 1

ߜ2√ − 1
< ߜ2√ − 1 

so, writing 

(ߜ)߰ =
1
2

൬
ߜ − 1

ߜ2√ − 1
+ ߜ2√ − 1൰ 

we get 
ߜ − 1

ߜ2√ − 1
< (ߜ)߰ < ߜ2√ − 1 ൫ߜ ∈ [1,2)൯.                                (139) 

Now, we distinguish two situations. First suppose that ∥ݔ∗∥ ⩽ ݕ Then, we take any .(ߜ)߰ ∈ ܵ௑ 
such that ∥ ݔ − ݕ ∥⩽ 1 and take ݕ∗ ∈ ܵ௑∗ such that (ݕ)∗ݕ = 1. Then, (ݕ, (∗ݕ ∈ Π(ܺ), ∥ ݔ − ݕ ∥
⩽ 1 <  and ߜ2√

∗ݔ∥∥ − ∥∥∗ݕ ⩽ 1 + ∥∗ݔ∥ ⩽ 1 + (ߜ)߰ <  ߜ2√
by (139). Otherwise, suppose ∥ݔ∗∥ > ߟ We then write .(ߜ)߰ = ∥௫∗∥ିଵାఋ

∥௫∗∥
> 0 and ݇ =  ߜ2√/ߟ

as in the previous case, and we show that ݇ < 1. This is trivial for the case ߜ = 1 and for ߜ > 1, 
we use that the function ߮ defined in (138) is now strictly decreasing to get that 

݇ = (∥∗ݔ∥)߮ < ((ߜ)߰)߮ < ߮ ൬
ߜ − 1

ߜ2√ − 1
൰ = 1. 

Then, the rest of the proof follows the same lines of the case when ߜ ∈ (0,1) since this 
hypothesis is no longer used. 

Notice that the above proof is much simpler if we restrict to ݔ∗ ∈ ܵ௑∗ (in particular, to the 
spherical modulus Φ௑

ௌ  but the result for non-unital functionals is stronger. Actually, the ,( (ߜ)
following stronger version can be deduced by modifying the selection of ݇ in the proof of 
Theorem (5.2.4). 
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We observe that, given 0 < ߠ < 1, the hypothesis above is not empty only when 1 − ߠ <
ߜ On the other hand, in the proof it is sufficient to consider only the case of .ߜ < 1 +  .ߠ
Otherwise, the evident inequality Re (ݔ)∗ݔ > ߠ− = 1 − (1 +  implies that there is a pair (ߠ
,ݕ) (∗ݕ ∈ Π(ܺ) satisfying ∥ ݔ − ݕ ∥< ඥ2(1 + ∗ݔ∥∥ and (ߠ − ∥∥∗ݕ < ඥ2(1 +  Hence the .(ߠ
statement of our remark holds true with ߩ: = ߜ2√ − ඥ2(1 +  .(ߠ

Next, we rewrite Theorem (5.2.4) in two equivalent ways. 
Corollary (5.2.5)[281]: Let ܺ be a Banach space. 

(a) Let 0 < ߝ < 2 and suppose that ݔ ∈ ∗ݔ ௑ andܤ ∈ ௑ܤ ∗ satisfy 
Re (ݔ)∗ݔ > 1 −  ଶ/2ߝ

Then, there exists (ݕ, (∗ݕ ∈ Π(ܺ) such that 
∥ ݔ − ݕ ∥< ∗ݔ∥∥ and ߝ − ∥∥∗ݕ <  .ߝ

(b) Let 0 < ߜ < 2 and suppose that ݔ ∈ ∗ݔ ௑ andܤ ∈  ௑∗ satisfyܤ
Re (ݔ)∗ݔ > 1 −  .ߜ

Then, there exists (ݕ, (∗ݕ ∈ Π(ܺ) such that 
∥ ݔ − ݕ ∥< ∗ݔ∥∥ and ߜ2√ − ∥∥∗ݕ <  .ߜ2√

As the last result, we present an example of a Banach space for which the estimate in Theorem 
(5.2.4) is sharp. 
Example (5.2.6)[281]: Let ܺ be the real space ℓஶ

(ଶ). Then, Φ௑
ௌ (ߜ) = Φ௑(ߜ) = ߜ for all ߜ2√ ∈

(0,2). 
Proof. Fix 0 < ߜ < 2. We consider 

ݖ = (1 − ,ߜ2√ 1) ∈ ܵ௑   and  ݖ∗ = ቆ
ߜ2√

2
, 1 −

ߜ2√
2

ቇ ∈ ܵ௑∗ , 

and observe that (ݖ)∗ݖ = 1 − ,ݕ) Now, suppose we may find .ߜ (∗ݕ ∈ Π(ܺ) such that ∥ ݖ − ݕ ∥
< ∗ݖ∥∥ and ߜ2√ − ∥∥∗ݕ <  is an ݕ ௑, we only have two possibilities: eitherܤ By the shape of .ߜ2√
extreme point of ܤ௑ or ݕ∗ is an extreme point of ܤ௑∗ (this is actually true for all two-dimensional 
real spaces). Suppose first that ݕ is an extreme point of ܤ௑, which has the form ݕ = (ܽ, ܾ) with 
ܽ, ܾ ∈ {−1,1}. As 

∥ ݖ − ݕ ∥= m  {|1 − ߜ2√ − ܽ|, |1 − ܾ|} <  ,ߜ2√
we are forced to have ܾ = 1 and ܽ = −1. Now, we have ݕ∗ = ,ݐ−) 1 − for some 0 (ݐ ⩽ ݐ ⩽ 1 
and 

∗ݖ∥∥ − ∥∥∗ݕ =
ߜ2√

2
+ ݐ + ቤݐ −

ߜ2√
2

ቤ = m ,ߜ2√}  {ݐ2 ⩾  ,ߜ2√

a contradiction. On the other hand, if ݕ∗ is an extreme point of ܤ௑∗, then either ݕ∗ = (ܽ, 0) or 
∗ݕ = (0, ܾ) for suitable ܽ, ܾ ∈ {−1,1}. In the first case, as 

∗ݖ∥∥ − ∥∥∗ݕ = ቤ
ߜ2√

2
− ܽቤ + 1 −

ߜ2√
2

<  ,ߜ2√

we are forced to have ܽ = 1 and so, ݕ = (1, ݏ for suitable (ݏ ∈ [−1,1]. But then ∥ ݖ − ݕ ∥⩾
∗ݕ which is impossible. In case ,ߜ2√ = (0, ܾ) with ܾ = ±1, we have 

∗ݖ∥∥ − ∥∥∗ݕ =
ߜ2√

2
+ ቤ1 −

ߜ2√
2

− ܾቤ <  ,ߜ2√
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so ܾ = −1 and therefore, ݕ = ,ݏ) −1) for suitable ݏ ∈ [−1,1], giving ∥ ݖ − ݕ ∥⩾ 2, a 
contradiction. 

Our first result is the continuity of the Bishop-Phelps-Bollobás moduli. 
We need the following three lemmas which could be of independent interest. 

Lemma (5.2.7)[281]: For every pair (ݔ଴, ଴ݔ
∗) ∈ ௑ܤ × ∗௑ܤ  there is a pair (ݕ, (∗ݕ ∈ Π(ܺ) with 

Re [ݕ∗(ݔ଴) + ଴ݔ
[(ݕ)∗ ⩾ 0. 

Moreover, if actually Re ݔ଴
(଴ݔ)∗ > 0 then (ݕ, (∗ݕ ∈ Π(ܺ) can be selected to satisfy 

Re [ݕ∗(ݔ଴) + ଴ݔ
[(ݕ)∗ ⩾ 2ටRe ൫ݔ଴

 ൯(଴ݔ)∗

Proof. (a) Take ݕ଴ ∈ ܵ௑ ∩ ker ݔ଴
∗ and let ݕ଴

∗ be a supporting functional at ݕ଴. Then 
Re [ݕ଴

(଴ݔ)∗ + ଴ݔ
[(଴ݕ)∗ = Re ݕ଴

 (଴ݔ)∗
If the right-hand side is positive we can take ݕ = ,଴ݕ ∗ݕ = ଴ݕ

∗, in the opposite case take ݕ =
,଴ݕ− ∗ݕ = ଴ݕ−

∗. 
(b) Take ݕ = ௫బ

∥∥௫బ∥∥
 and let ݕ∗ be a supporting functional at ݕ. Then, since for a fixed ܽ > 0 

the minimum of ݂(ݐ): = ݐ + ௔
௧
 for ݐ > 0 equals 2√ܽ, we get 

Re [ݕ∗(ݔ଴) + ଴ݔ
[(ݕ)∗ = ∥∥଴ݔ∥∥ +

1
∥∥଴ݔ∥∥

Re ݔ଴
(଴ݔ)∗ ⩾ 2ඥRe ݔ଴

 (଴ݔ)∗

as desired. 
The above lemma allows us to prove the following result which we will use to show the 

continuity of the Bishop-Phelps-Bollobás modulus. 
Lemma (5.2.8)[281]: Let ܺ be a Banach space. Suppose (ݔ଴, ଴ݔ

∗) ∈ with 0 (଴ߜ)௑ܣ < ߜ < ଴ߜ <
2. Then: 
Case 1: If ߜ, ଴ߜ ∈]0,1] then 

distஶ ൫(ݔ଴, ଴ݔ
∗), ൯(ߜ)௑ܣ ⩽ 2

√1 − ߜ − ඥ1 − ଴ߜ

1 − ඥ1 − ଴ߜ
. 

Case 2: If ߜ, ଴ߜ ∈ [1,2) then 

distஶ ൫(ݔ଴, ଴ݔ
∗), ൯(ߜ)௑ܣ ⩽ 2

2 − ଴ߜ

଴ߜ
⋅

଴ߜ − ߜ
଴ߜ − 1 + ඥ1 − ߜ2 + ଴ߜߜ

 

Proof. Denote ݐ = Re ݔ଴
,ݕ) Let .(଴ݔ)∗ (∗ݕ ∈ Π(ܺ) be from the previous lemma (in Case 1 we 

use part 2 of the lemma, in Case 2 we use part 1). For every ߣ ∈ [0,1] we define ݔఒ = (1 −
଴ݔ(ߣ + ఒݔ and ݕߣ

∗ = (1 − ଴ݔ(ߣ
∗ + ఒݔ ఒ andݔ Both .∗ݕߣ

∗ belong to corresponding balls, and 
distஶ ൫(ݔ଴, ଴ݔ

∗), ,ఒݔ) ఒݔ
∗)൯ ⩽  We have .ߣ2

Re ݔఒ
(ఒݔ)∗ = (1 − ݐଶ(ߣ + 1)ߣ − (଴ݔ)∗ݕ] Re(ߣ + ଴ݔ

[(ݕ)∗ +  ଶ,            (140)ߣ
so in Case 1 

Re ݔఒ
(ఒݔ)∗ ⩾ (1 − ݐଶ(ߣ + 1)ߣ2 − ݐ√(ߣ + ଶߣ = ((1 − ݐ√(ߣ +  .ଶ(ߣ

Now we are looking for a possibly small value of ߣ, for which (ݔఒ, ఒݔ
∗) ∈ ߜ If .(ߜ)௑ܣ ⩾ 1 −  ,ݐ

the value ߣ = 0 is already OK and distஶ ൫(ݔ଴, ଴ݔ
∗), ൯(ߜ)௑ܣ = 0. If 0 < ߜ < 1 −  then the ݐ

positive solution in ߣ of the equation ((1 − ݐ√(ߣ + ଶ(ߣ = 1 −  is ߜ

௧ߣ =
√1 − ߜ − ݐ√

1 − ݐ√
.  



157 

Evidently, ߣ௧ ∈ [0,1], so ൫ݔఒ೟ , ఒ೟ݔ
∗ ൯ ∈  ,ݐ ௧ decreases inߣ Since .(ߜ)௑ܣ

distஶ ൫(ݔ଴, ଴ݔ
∗), ൯(ߜ)௑ܣ ⩽ ௧ߣ2 ⩽ ଵିఋబߣ2 = 2

√1 − ߜ − ඥ1 − ଴ߜ

1 − ඥ1 − ଴ߜ
. 

This completes the proof of Case 1 . 
In Case 2 we may assume ݐ ⩽ 1 −  otherwise the corresponding distance is 0 and the) ߜ

job is done), so ݐ ⩽ 0. By part 1 of the previous lemma and (140) 
Re ݔఒ

(ఒݔ)∗ ⩾ (1 − ݐଶ(ߣ +  ,ଶߣ
so we are solving in ߣ the equation 

(1 − ݐଶ(ߣ + ଶߣ − 1 + ߜ = 0,   i.e. (1 + ଶߣ(ݐ − ߣݐ2 + ݐ) − 1 + (ߜ = 0 
The discriminant of this equation is ܦ = ߜݐ− − ߜ + 1. Note that ܦ ⩾ −(1 − ߜ(ߜ − ߜ + 1 =
(1 − ଶ(ߜ ⩾ 0 and ݐ − 1 + ߜ ⩽ 0, so there is a positive solution of our equation given by 

௧ߣ =
1

1 + ݐ
ݐ) + (ܦ√ =

1
1 + ݐ

ݐ) + √1 − ߜݐ −  .(ߜ
This ߣ௧ decreases in ݐ, so 

௧ߣ ⩽ ଵିఋబߣ =
1
଴ߜ

൫1 − ଴ߜ + ඥ1 − ߜ2 + ଴൯ߜߜ =
2 + ଴ߜ

଴ߜ
⋅

଴ߜ − ߜ
଴ߜ − 1 + ඥ1 − ߜ2 + ଴ߜߜ

 

which finishes the proof. 
For the continuity of the spherical modulus, we need the following result. 

Lemma (5.2.9)[281]: Let ܺ be a Banach space. Suppose (ݔ଴, ଴ݔ
∗) ∈ ௑ܣ

ௌ with 0 (଴ߜ) < ߜ < ଴ߜ <
2. 
Case 1: If ߜ < 1, then 

distஶ ቀ(ݔ଴, ଴ݔ
∗), ௑ܣ

ௌ ቁ(ߜ) ⩽
଴ߜ)4 − (ߜ

଴ߜ
. 

Case 2: If ߜ ∈ [1,2) and 2 − ඥ2 − ଴ߜ < ߜ <  ଴, thenߜ

distஶ ቀ(ݔ଴, ଴ݔ
∗), ௑ܣ

ௌ ቁ(ߜ) ⩽
଴ߜ)2 − (ߜ

2 − ߜ
. 

Proof. Let us start with Case 1. Fix ߦ ∈ (0, ଴ݔ∥∥ As .(ߜ
∗∥∥ = 1, we may find ݕక ∈ ܵ௑ satisfying 

଴ݔ
∗൫ݕక൯ > 1 − ߣ For every .ߦ ∈ [0,1] we define 

,ߣ)ݔ (ߦ = ଴ݔߣ + (1 − కݕ(ߣ . 
Consider ߣక = ఋିక

ఋబିక
∈ [0,1] and write ݔక = కߣ൫ݔ ,  ൯. A straightforward verification shows thatߦ

Re ݔ଴
∗൫ݔక൯ > 1 −  ߜ

and so, as 1 − ߜ ⩾ 0, we have that ݔక ≠ 0 and also that 

Re ݔ଴
∗ ቆ

కݔ

∥∥కݔ∥∥
ቇ > 1 −  .ߜ

Therefore, ൬
௫഍

∥∥௫഍∥∥
, ଴ݔ

∗൰ ∈ ௑ܣ
ௌ  We have .(ߜ)

∥∥
଴ݔ∥∥ −

కݔ

∥∥∥∥కݔ∥∥
∥∥  ⩽ ଴ݔ∥∥ − ∥∥కݔ +

∥∥
కݔ∥∥ −

కݔ

∥∥∥∥కݔ∥∥
∥∥ ⩽ 2 ൬

଴ߜ − ߜ
଴ߜ − ߦ

൰ + ห∥∥ݔక∥∥ − 1ห

 ⩽ 2 ൬
଴ߜ − ߜ
଴ߜ − ߦ

൰ + ห∥∥ݔక∥∥ − ଴∥∥หݔ∥∥ ⩽ 2 ൬
଴ߜ − ߜ
଴ߜ − ߦ

൰ + కݔ∥∥ − ∥∥଴ݔ ⩽ 4 ൬
଴ߜ − ߜ
଴ߜ − ߦ

൰ .
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We get the result by just letting ߦ → 0. 
Let us prove Case 2. If Re ݔ଴

(଴ݔ)∗ > 1 −  then the proof is done. Suppose that ,ߜ
1 − ߜ ⩾ Re ݔ଴

(଴ݔ)∗ > 1 −   .଴ߜ
Fix ∈ ቀ0, min ቄ2 − ,଴ߜ ସఋିଶିఋబିఋమ

ఋିଵ
ቅ ) (observe that ସఋିଶିఋబିఋమ

ఋିଵ
> 0 by the conditions on ߜ). As 

଴ݔ∥∥
∗∥∥ = 1, we may find ݕక ∈ ܵ௑ satisfying ݔ଴

∗൫ݕక൯ > 1 −  Now, we consider .ߦ

కߣ =
଴ߜ − ߜ

2 − ߜ − ߦ
  and  ݔక = ଴ݔ + కݕకߣ . 

Notice that ߣక ∈ (0,1) (since ߜ < ߦ ଴ andߜ < 2 −  ଴) andߜ
∥∥కݔ∥∥ ⩾ ∥∥଴ݔ∥∥ − ∥∥కݕ∥∥ߣ = 1 − ߦߣ > 0. 

Also, observe that 

Re ݔ଴
∗൫ݔక൯ ⩽ 1 − ߜ + కߣ =

(1 − 2)(ߜ − ߜ − (ߦ + ଴ߜ − ߜ
2 − ߜ − ߦ

 

so, Re ݔ଴
∗൫ݔక൯ ⩽ 0 since ߦ ⩽ ସఋିଶିఋబିఋమ

ఋିଵ
. Now, 

Re ݔ଴
∗ ቆ

కݔ

∥∥కݔ∥∥
ቇ ⩾ Re ݔ଴

∗ ቆ
కݔ

1 − కߣ
ቇ >

1 − ଴ߜ + క(1ߣ − (ߦ
1 − కߣ

= 1 −  .ߜ

Therefore, ൬
௫഍

∥∥௫഍∥∥
, ଴ݔ

∗൰ ∈ ௑ܣ
ௌ  We have .(ߜ)

∥∥
଴ݔ∥∥ −

కݔ

∥∥∥∥కݔ∥∥
∥∥  ⩽ ଴ݔ∥∥ − ∥∥కݔ +

∥∥
కݔ∥∥ −

కݔ

∥∥∥∥కݔ∥∥
∥∥ ⩽

଴ߜ − ߜ
2 − ߜ − ߦ

+ ห∥∥ݔక∥∥ − 1ห

 ⩽
଴ߜ − ߜ

2 − ߜ − ߦ
+ ห∥∥ݔక∥∥ − ଴∥∥หݔ∥∥ ⩽

଴ߜ − ߜ
2 − ߜ − ߦ

+ కݔ∥∥ − ∥∥଴ݔ ⩽ 2 ൬
଴ߜ − ߜ

2 − ߜ − ߦ
൰ .

 

Consequently, letting ߦ → 0, we get 

distஶ ቀ(ݔ଴, ଴ݔ
∗), ௑ܣ

ௌ ቁ(ߜ) ⩽
଴ߜ)2 − (ߜ

2 − ߜ
 

as we desired. 
Proposition (5.2.10)[281]: Let ܺ be a Banach space. Then, the functions 

ߜ ↦ Φ௑(ߜ)  and  ߜ ↦ Φ௑
ௌ  (ߜ)

are continuous in (0,2). 
Proof. Let us give the proof for Φ௑(ߜ). Observe that for ߜଵ, ଶߜ ∈ (0,2) with ߜଵ <  ଶ, one hasߜ

0 < Φ௑(ߜଶ) − Φ௑(ߜଵ) = ݀ு(ܣ௑(ߜଶ), Π(ܺ)) − ݀ு(ܣ௑(ߜଵ), Π(ܺ)) 
        ⩽ ݀ு൫ܣ௑(ߜଶ),  .൯(ଵߜ)௑ܣ

Now, the continuity follows routinely from Lemma (5.2.8). 
An analogous argument allows to prove the continuity of Φ௑

ௌ  .from Lemma (5.2.9) (ߜ)
The following lemma will be used to show that the approximation in the space is not 

worse than the approximation in the dual. It is actually an easy application of the Principle of 
Local Reflexivity. 
Lemma (5.2.11)[281]: For ߝ > 0, let (ݔ, (∗ݔ ∈ ௑ܤ × ,∗ݕ̃) ௑∗ and letܤ (∗∗ݕ̃ ∈ Π(ܺ∗) such that 

∗ݔ∥∥ − ∥∥∗ݕ̃ < ݔ∥∥ and ߝ − ∥∥∗∗ݕ̃ <  .ߝ
Then there is a pair (ݕ, (∗ݕ ∈ Π(ܺ) such that 

∥ ݔ − ݕ ∥< ∗ݔ∥∥ and ߝ − ∥∥∗ݕ <   .ߝ
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Proof. First chose ߝᇱ <  such that still ߝ
∗ݔ∥∥ − ∥∥∗ݕ̃ < ݔ∥∥ ᇱ andߝ − ∥∥∗∗ݕ̃ <  ᇱߝ

Now, we consider ߦ > 0 such that 

(1 + ᇱߝ(ߦ + ߦ + ඨ
ߦ2

1 + ߦ
<  ߝ

and use the Principle of Local Reflexivity (see [282], for instance) to get an operator ܶ: Lin 
,ݔ} {∗∗ݕ̃ → ܺ satisfying 

∥ ܶ ∥, ∥∥ܶିଵ∥∥ ⩽ 1 + ,ߦ (ݔ)ܶ  = ,ݔ ൯(∗∗ݕ̃)൫ܶ∗ݕ̃  = (∗ݕ̃)∗∗ݕ = 1. 
Next, we consider ̃ݔ = ்(௬̃∗∗)

∥∥்(௬̃∗∗)∥∥
∈ ܵ௑ and ̃ݔ∗ = ∗ݕ̃ ∈ ܵ௑∗ , observe that 

Re ̃(ݔ̃)∗ݔ >
1

1 + ߦ
= 1 −

ߦ
1 + ߦ

, 

and we use Corollary (5.2.5) to get (ݕ, (∗ݕ ∈ Π(ܺ) satisfying that 

∥ ݔ̃ − ݕ ∥< ඨ
ߦ2

1 + ߦ
 and ∥∥̃ݔ∗ − ∥∥∗ݕ < ඨ

ߦ2
1 + ߦ

. 

Let us show that (ݕ, (∗ݕ ∈ Π(ܺ) fulfill our requirements. 
∥ ݔ − ݕ ∥⩽ (ݔ)ܶ∥∥ − ∥∥(∗∗ݕ̃)ܶ + (∗∗ݕ̃)ܶ∥∥ − ∥+∥∥ݔ̃ ݔ̃ − ݕ ∥ 

< (1 + ᇱߝ(ߦ + ߦ + ඨ
ߦ2

1 + ߦ
<              ߝ

and, analogously, 

∗ݔ∥∥ − ∥∥∗ݕ ⩽ ∗ݔ∥∥ − ∥∥∗ݕ̃ + ∗ݕ̃∥∥ − ∥∥∗ݕ < ᇱߝ + ඨ
ߦ2

1 + ߦ
<  ,ߝ

getting the desired result. 
Proposition (5.2.12)[281]: Let ܺ be a Banach space. Then 

Φ௑(ߜ) ⩽ Φ௑∗(ߜ) and Φ௑
ௌ (ߜ) ⩽ Φ௑∗

ௌ  (ߜ)
for every ߜ ∈ (0,2). 
Proof. The proof is the same for both moduli, so we are only giving the case of Φ௑(ߜ). Fix ߜ ∈
(0,2). We consider any ߝ > 0 such that Φ௑∗(ߜ) < ,ݔ) and for a given ߝ (∗ݔ ∈  consider (ߜ)௑ܣ
,∗ݔ) (ݔ ∈ ,∗ݕ̃) and so we may find (∗∗ܺ we identify ܺ as a subspace of) (ߜ)∗௑ܣ (∗∗ݕ̃ ∈ Π(ܻ∗) 
such that 

∗ݔ∥∥ − ∥∥∗ݕ̃ < ݔ∥∥  and  ߝ − ∥∥∗∗ݕ̃ <  .ߝ
From Lemma (5.2.11), we find (ݕ, (∗ݕ ∈ Π(ܺ) such that 

∥ ݔ − ݕ ∥< ∗ݔ∥∥ and ߝ − ∥∥∗ݕ <  .ߝ
This means that Φ௑(ߜ) ⩽ (ߜ)and, therefore, Φ௑ ߝ ⩽ Φ௑∗(ߜ), as desired. 

We do not know whether the inequalities in Proposition (5.2.12) can be strict. Of course, 
this cannot be the case when the space is reflexive. 
Corollary (5.2.13)[281]: For every reflexive Banach space ܺ, one has Φ௑(ߜ) = Φ௑∗(ߜ) and 
Φ௑

ௌ (ߜ) = Φ௑∗
ௌ for every 0 (ߜ) < ߜ < 2. 
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Our last result states that when the Bishop-Phelps-Bollobás modulus is the worst possible, 
then the spherical Bishop-Phelps-Bollobás modulus is also the worst possible. 
Proposition (5.2.14)[281]: Let ܺ be a Banach space. For every ߜ ∈ (0,2), the condition 
Φ௑(ߜ) = is equivalent to the condition Φ௑ ߜ2√

ௌ (ߜ) Proof. Since Φ௑ ߜ2√ =
ௌ (ߜ) ⩽ Φ௑(ߜ) ⩽

the implication ൣΦ௑ ,ߜ2√
ௌ (ߜ) = ൧ߜ2√ ⇒ ൣΦ௑(ߜ) =  ൧ is evident. Let us prove the inverseߜ2√

implication. Let Φ௑(ߜ) = ,௡ݔ) Then there is a sequence of pairs .ߜ2√ ௡ݔ
∗ ) ∈ ௑ܤ ×  ௑∗ such thatܤ

Re ݔ௡
∗ (௡ݔ) > 1 − ,ݕ) but for every ߜ (∗ݕ ∈ Π(ܺ) we have 

௡ݔ∥∥ − ∥∥ݕ ⩾ ߜ2√ −
1
݊

  or  ∥∥ݔ௡
∗ − ∥∥∗ݕ ⩾ ߜ2√ −

1
݊

. 
An application gives us that ∥∥ݔ௡

∗ ∥∥ → 1 as ݊ → ∞. As the duality argument given in Lemma 
(5.2.11) implies the dual version, we also have ∥∥ݔ௡∥∥ → 1 as ݊ → ∞. Denote ̃ݔ௡ = ௫೙

∥∥௫೙∥∥
, ௡ݔ̃

∗ =
௫೙

∗

∥∥௫೙
∗ ∥∥

. In the case when ߜ ∈ (0,1], we have Re ̃ݔ௡
∗ (௡ݔ̃) > 1 − ,ݕ) but for every ߜ (∗ݕ ∈ Π(ܺ) 

௡ݔ̃∥∥ − ∥∥ݕ ⩾ ߜ2√ −
1
݊

− ௡ݔ∥∥ − ௡ݔ̃∥∥  ௡∥∥  orݔ̃
∗ − ∥∥∗ݕ ⩾ ߜ2√ −

1
݊

− ௡ݔ̃∥∥
∗ − ௡ݔ

∗ ∥∥.  

Since the right-hand sides of the above inequalities go to √2ߜ, we get the condition Φ௑
ௌ (ߜ) =

 .ߜ2√
In the case of ߜ ∈ (1,2), we no longer know that Re ̃ݔ௡

∗ (௡ݔ̃) > 1 −  but what we do ,ߜ
know is that lim inf Re ̃ݔ௡

∗ (௡ݔ̃) ⩾ 1 − and that gives us the desired condition Φ௑ ,ߜ
ௌ (ߜ) =  ߜ2√

thanks to the continuity of the spherical modulus (Proposition (5.2.10)). 
We start with the simplest example of ܺ = ℝ. 

Example (5.2.15)[281]: Φℝ(ߜ) = ቊ
ߜ  if 0 < ߜ ⩽ 1,
ߜ√ − 1 + 1  if 1 < ߜ < 2,

Φℝ
ௌ (ߜ) = 0 for every ߜ ∈

(0,2). 
Proof. We first fix ߜ ∈ (0,1]. First observe that taking ݔ = 1 − ,ߜ ∗ݔ = 1, it is evident that 
Φℝ(ߜ) ⩾ ,ݔ For the other inequality, we fix .ߜ ∗ݔ ∈ [−1,1] with ݔ∗ݔ > 1 −  ∗ݔ and ݔ ,Then .ߜ
have the same sign and we have that |ݔ| > 1 − |∗ݔ| and ߜ > 1 − |ݔ| Indeed, if .ߜ < 1 −  as ,ߜ
|∗ݔ| ⩽ 1, one has ݔ∗ݔ = |ݔ∗ݔ| < 1 −  a contradiction; the other inequality follows in the same ,ߜ
manner. Finally, one deduces that |ݔ − sign (ݔ)| < ∗ݔ| and ߜ − sign (ݔ∗)| <  .as desired ,ߜ

Second, fix ߜ ∈ (1,2). On the one hand, taking ݔ = ߜ√ − 1, ∗ݔ = ߜ√− − 1, one has 
ݔ∗ݔ = 1 − ݔ| As .ߜ + 1| = ߜ√ − 1 + 1 and |ݔ∗ − 1| = ߜ√ − 1 + 1, it follows that Φℝ(ߜ) ⩾
ߜ√ − 1 + 1. For the other inequality, we fix ݔ, ∗ݔ ∈ [−1,1] with ݔ∗ݔ > 1 −  have ∗ݔ and ݔ If .ߜ
the same sign, which we may and do suppose positive, then |ݔ − 1| ⩽ 1 < ∗ݔ| and ߜ − 1| ⩽
1 <  and the same is true if one of them is null. Therefore, to prove the last case we may and ߜ
do suppose that ݔ > 0 and ݔ∗ < 0. Now, if we suppose, for the sake of contradiction, that 

ݔ| − (−1)| ⩾ ߜ√ − 1 + 1 and |ݔ∗ − 1| ⩾ ߜ√ − 1 + 1,  
we get ݔ ⩾ ߜ√ − 1 and −ݔ∗ ⩾ ߜ√ − 1, so −ݔ∗ݔ ⩾ ߜ − 1 or, equivalently, ݔ∗ݔ ⩽ 1 −  a ,ߜ
contradiction. Therefore, either |ݔ − (−1)| < ߜ√ − 1 + 1 and |ݔ∗ − (−1)| < 1 < ߜ√ − 1 + 1 
or |ݔ∗ − 1| < ߜ√ − 1 + 1 and |ݔ − 1| < 1 < ߜ√ − 1 + 1. 

The result for Φℝ
ௌ  is an obvious consequence of the fact that ܵℝ = {−1,1}. 
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Let us observe that the above proof gives actually a lower bound for Φ௑(ߜ) for every 
Banach space ܺ when ߜ ∈ (0,1]. 

We do not know a result giving a lower bound for Φ௑(ߜ) when ߜ > 1, outside of the 
trivial one Φ௑(ߜ) ⩾ 1. Also, we do not know if the lower bound for the behavior of Φ௑(ߜ) in a 
neighborhood of 0 given in the remark above can be improved for Banach spaces of dimension 
greater than or equal to two. 

We next calculate the moduli of a Hilbert space of (real) dimension greater than one. 
Example (5.2.16)[281]: Let ܪ be a Hilbert space of dimension over ℝ greater than or equal to 
two. Then: 
(a) Φு

ௌ (ߜ) = ඥ2 − √4 − ߜ for every ߜ2 ∈ (0,2). 
(b) For ߜ ∈ (0,1], Φு(ߜ) = max{ߜ, ඥ2 − √4 − ߜ For .{ߜ2 ∈ (1,2), Φு(ߜ) =  .ߜ√
Proof. As we commented in the introduction, both Φு and Φு

ௌ  only depend on the real structure 
of the space, so we may and do suppose that ܪ is a real Hilbert space of dimension greater than 
or equal to 2. Let us also recall that ܪ∗ identifies with ܪ and that the action of a vector ݕ ∈  ܪ
on a vector ݔ ∈ ,ݔ⟩ is nothing but their inner product denoted by ܪ  ,In particular .⟨ݕ

Π(ܪ) = ,ݖ)} (ݖ ∈ ܵு × ܵு}. 
Therefore, for every ߜ ∈ (0,2), Φு(ߜ) (resp. Φு

ௌ ߝ is the infimum of those ( (ߜ) > 0 such that 
whenever ݔ, ݕ ∈ ,ݔ .ு (respܤ ݕ ∈ ܵு) satisfies ⟨ݔ, ⟨ݕ ⩾ 1 − ݖ there is ,ߜ ∈ ܵு such that ∥ ݔ −
ݖ ∥⩽ ∥ and ߝ ݕ − ݖ ∥⩽  .ߝ

We will use the following (easy) claim in both the proofs of (a) and (b). 
Claim (5.2.17)[281]:. Given ݔ, ݕ ∈ ܵு with ݔ + ݕ ≠ 0, write ݖ = ௫ା௬

∥௫ା௬∥
 to denote the 

normalized midpoint. Then 

∥ ݔ − ݖ ∥=∥ ݕ − ݖ ∥= ට2 − ඥ2 + ,ݔ⟩2   .⟨ݕ

Indeed, we have ∥ ݔ − ݖ ∥ଶ= 2 − ,ݔ⟩2  and ⟨ݖ

,ݔ⟩2 ⟨ݖ =
,ݔ⟩2 ݔ + ⟨ݕ
∥ ݔ + ݕ ∥

=
2 + ,ݔ⟩2 ⟨ݕ

ඥ2 + ,ݔ⟩2 ⟨ݕ
, 

giving ∥ ݔ − ݖ ∥= ට2 − ඥ2 + ,ݔ⟩2  .being the other equality true by symmetry ,⟨ݕ

(a) We first prove that Φு
ௌ (ߜ) ⩽ ඥ2 − √4 − ,ݔ Take .ߜ2 ݕ ∈ ܵு with ⟨ݔ, ⟨ݕ ⩾ 1 −  so )ߜ

ݔ + ݕ ≠ 0), consider ݖ = ௫ା௬
∥௫ା௬∥

∈ ܵு and use the claim to get that 

∥ ݔ − ݖ ∥=∥ ݕ − ݖ ∥= ට2 − ඥ2 + ,ݔ⟩2 ⟨ݕ ⩽ ට2 − √4 −  .ߜ2

To get the other inequality, we fix an ortonormal basis {݁ଵ, ݁ଶ, … } of ܪ, consider 
ݔ = ඥ1 − 2݁ଵ/ߜ + ඥ2݁/ߜଶ ∈ ܵு  and  ݕ = ඥ1 − 2݁ଵ/ߜ − ඥ2݁/ߜଶ ∈ ܵு 

and observe that ⟨ݔ, ⟨ݕ = 1 − ݖ Now, given .ߜ ∈ ܵு, we write ݖଵ = ,ݖ⟩ ݁ଵ⟩, ଶݖ = ,ݖ⟩ ݁ଶ⟩, and 
observe that 
max{∥ ݖ − ݔ ∥ଶ, ∥ ݖ − ݕ ∥ଶ} 
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 = max
±

  ቄหݖଵ − ඥ1 − 2ห/ߜ
ଶ

+ หݖଶ ± ඥ2/ߜห
ଶ

+ 1 − ଵݖ
ଶ − ଶݖ

ଶቅ

 = ଵݖ
ଶ + 1 − 2/ߜ − ଵඥ1ݖ2 − 2/ߜ + max

±
 หݖଶ ± ඥ2/ߜห

ଶ
+ 1 − ଵݖ

ଶ − ଶݖ
ଶ

 = 2 − ଵඥ1ݖ2 − 2/ߜ + 2/ߜଶ|ඥݖ|2 ⩾ 2 − 2ඥ1 − .2/ߜ

 

It follows that Φு
ௌ (ߜ) ⩾ ඥ2 − √4 −  .as desired ,ߜ2

(b) We first fix ߜ ∈ (0,1) and write ߝ଴ = max{ߜ, ඥ2 − √4 −  The inequality .{ߜ2
Φு(ߜ) ⩾ (ߜ)଴ follows, the fact that Φுߝ ⩾ Φு

ௌ  and the result in item (a). To get the other (ߜ)
inequality, we first observe that 

Φு(ߜ) ⩽ Φ୐୧୬{௫,௬}(ߜ) ∀ݔ, ݕ ∈ ,ݔ⟩ ு withܤ ⟨ݕ = 1 −  (141)                    .ߜ
This follows from the obvious fact that Φ.  increases when we restrict to subspaces. This (ߜ)
implies that it is enough to show that for ܲ = ,ଵ݌) 0), ܳ = ,ଵݍ) (ଶݍ ∈ ℓమܤ

(మ) such that ݌ଵ, ଶݍ >

0, ∥ ܲ ∥>∥ ܳ ∥, and ⟨ܲ, ܳ⟩ ⩾ 1 − where ℓଶ ߜ
(ଶ) is the 2 -dimensional Hilbert space, there exists 

ݖ ∈ ܵℓమ
(మ) so that ∥ ܲ − ݖ ∥⩽ ∥ ଴ andߝ ܳ − ݖ ∥⩽  ଴. Now, it is straightforward to check that weߝ

have ∥ ܲ ∥∈ [√1 − ,ߜ 1], and ݍଵ = ଵିఋ
∥௉∥

∈ [1 − ,ߜ √1 −  Fig. 1 helps to the better .[ߜ
understanding of the rest of the proof. 

Consider ܯ = ቆටଵିఋା∥௉∥
ଶ∥௉∥

, ට∥௉∥ି(ଵିఋ)
ଶ∥௉∥

ቇ, which is the normalized midpoint between ܣ =

(1,0) and ܤ = ቀଵିఋ
∥௉∥

, ට1 − ቀଵିఋ
∥௉∥

ቁ
ଶ

ቇ and write Δ to denote the arc of the unit sphere of ܪ between 

ܳ We claim that .ܯ and ܣ ∈ ⋃௭∈୼ ,ݖ)ܤ  ܲ ଴) andߝ ∈ ⋂௭∈୼ ,ݖ)ܤ   ଴). Observe that this gives thatߝ
there is ݖ ∈ Δ ⊂ ܵு  whose distance to ܲ and ܳ is less than or equal to ߝ଴, finishing the proof. 

Let us prove the claim. First, we show that ܳ = ,ଵݍ) (ଶݍ ∈ ⋃௭∈୼ ,ݖ)ܤ  ଶݍ ଴). Ifߝ ⩽ ට∥௉∥ି(ଵିఋ)
ଶ∥௉∥

, 

the ball of radius ߝ଴ centered in the point of Δ with second coordinate equal to ݍଶ contains the 
point ܳ since ߝ଴ ⩾ distஶ ൫(ݍଵ, 0), ൯ܣ ⩾ dist (ܳ, Δ). For greater values of ݍଶ, write first ܥ =

ቆݍଵ, ට∥௉∥ି(ଵିఋ)
ଶ∥௉∥

ቇ, which belongs to ܯ)ܤ,  is the ܯ ଴) by the previous argument. Also, asߝ

normalized midpoint between ܣ and ܤ, we have by the claim at the beginning of this proof that 

 
so, also, ∥ ܯ − ܦ ∥⩽ ,ܯ)ܤ belong to ܦ and ܥ ଴. Therefore, both the pointsߝ  ଴), so also theߝ
whole segment [ܥ,  is contained there, and this proves the first part of the claim. To show the [ܦ
second part of the claim, that ܲ ∈ ⋂௭∈୼ ,ݖ)ܤ   ଴), we consider the functionߝ
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Fig. 1[281]: Calculating ઴(ࢾ)ࡴ for ࢾ ∈ (૙, ૚). 

:(݌)݂ = 1 + ଶ݌ − ඥ2݌)݌ + 1 − ݌) (ߜ ∈ [√1 − ,ߜ 1]) 
and observe that it is a convex function, so 

(݌)݂ ⩽ m  {݂(137), ݂(√1 − {(ߜ ⩽ ଴ߝ
ଶ. 

It follows that 

∥ ܲ − ܯ ∥= ට1+∥ ܲ ∥ଶ− ඥ2 ∥ ܲ ∥ (∥ ܲ ∥ +1 − (ߜ ⩽   ,଴ߝ
hence ܯ ∈ ,ܲ)ܤ ܣ ଴). As alsoߝ ∈ ,ܲ)ܤ  ଴), it follows that the whole circular arc Δ is containedߝ
in ܤ(ܲ, ܲ ଴) or, equivalently, thatߝ ∈ ⋂௭∈୼ ,ݖ)ܤ   .(଴ߝ

Fix ߜ ∈ (1,2). Analogously to what we did before in Eq. (141), to show that Φு(ߜ) ⩽
݌ it is enough to consider the two-dimensional case and that, given ,ߜ√ = (∥ ݌ ∥ ,0) ∈ ,ுܤ ݍ =
,ଵݍ) (ଶݍ ∈ ுܤ  with ݍଶ ⩾ 0, to find ݖ ∈ ܵு such that ∥ ݖ − ܲ ∥, ∥ ݖ − ܳ ∥⩽  Routine .ߜ√
computations show that 

ݖ = ቌ
∥ ݌ ∥ ଵݍ+

2
, ඨ1 − ൬

∥ ݌ ∥ ଵݍ+

2
൰

ଶ

ቍ ∈ ܵு  

does the job. For the other inequality, we fix an orthonormal basis {݁ଵ, ݁ଶ, … } of ܪ, consider 
ܲ = ߜ√ − 1݁ଵ ∈ ,ுܤ  ܳ = ߜ√− − 1݁ଵ ∈ ுܤ  

and observe that ⟨ܲ, ܳ⟩ = 1 − ݖ For any .ߜ ∈ ܵு, we write ݖଵ = ,ݖ⟩ ݁ଵ⟩ and we compute 
      max{∥ ݖ − ܲ ∥ଶ, ∥ ݖ − ܳ ∥ଶ} 
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 = ቄหݖଵ − ߜ√ − 1ห
ଶ

+ 1 − ,ଵ|ଶݖ| หݖଵ + ߜ√ − 1ห
ଶ

+ 1 − ଵ|ଶቅݖ|

 = max
±

 หݖଵ ± ߜ√ − 1ห
ଶ

+ 1 − ଵ|ଶݖ| = ൫|ݖଵ| + ߜ√ − 1൯
ଶ

+ 1 − ଵ|ଶݖ|

 = ߜ + ߜ√2 − |ଵݖ|1 ⩾ .ߜ

 

It follows that Φு(ߜ) ⩾  as desired. We present a number of examples for which the values ,ߜ√
of the Bishop-Phelps-Bollobás moduli are the maximum possible, namely Φ௑

ௌ (ߜ) = Φ௑(ߜ) =
s. As we always have Φ௑'ߜ for small ߜ2√

ௌ (ߜ) ⩽ Φ௑(ߜ) ⩽  it is enough if we prove the ,ߜ2√
formally stronger result that Φ௑

ௌ (ߜ) =  ,s (actually, the two facts are equivalent' ߜ for small ߜ2√
see Proposition (5.2.14)), and this is what we will show. It happens that all of the examples have 
in common that they contains an isometric copy of the real space ℓஶ

(ଶ) or ℓଵ
(ଶ). We show that the 

latter is a necessary condition that it is not actually sufficient. 
The first result is about Banach spaces admitting an L-decomposition. As a consequence 

we will calculate the moduli of ܮଵ(ߤ) spaces. 
Proposition (5.2.18)[281]: Let ܺ be a Banach space. Suppose that there are two (non-trivial) 
subspaces ܻ and ܼ such that ܺ = ܻ ⊕  ଵ. Then Φ௑(ߜ) = Φ௑

ௌ (ߜ) = ߜ for every ߜ2√ ∈ (0,1/2] 
Proof. Fix ߜ ∈ (0,1/2] and consider (ݕ଴ , ଴ݕ

∗) ∈ Π(ܻ) and (ݖ଴, ଴ݖ
∗) ∈ Π(ܼ) and write 

଴ݔ = ቆ
ߜ2√

2
,଴ݕ ቆ1 −

ߜ2√
2

ቇ ଴ቇݖ ∈ ܵ௑, ଴ݔ 
∗ = ൫(1 − ଴ݕ(ߜ2√

∗, ଴ݖ
∗൯ ∈ ܵ௑∗ 

It is clear that Re ݔ଴
(଴ݔ)∗ = 1 − ,ݔ) Now, suppose that we may choose .ߜ (∗ݔ ∈ Π(ܺ) such that 

଴ݔ∥∥ − ∥∥ݔ < ଴ݔ∥∥ and ߜ2√
∗ − ∥∥∗ݔ <  .ߜ2√

Write ݔ = ,ݕ) (ݖ ∈ ܻ ⊕ଵ ܼ, ∗ݔ = ,∗ݕ) (∗ݖ ∈ ܻ∗ ⊕ஶ ܼ∗ and observe that 
1 = Re (ݔ)∗ݔ = Re (ݕ)∗ݕ + Re (ݖ)∗ݖ ⩽ ∥∥∗ݕ∥∥ ∥ ݕ ∥ ∥∗ݖ∥+ ∥ ݖ ∥⩽∥ ݕ ∥ +∥ ݖ ∥= 1, 

therefore, we have 
Re (ݕ)∗ݕ = ∥∥∗ݕ∥∥ ∥ ݕ ∥ .                                                (142) 

Now, we have 
ห(1 − (ߜ2√ − ห∥∥∗ݕ∥∥ ⩽ ∥∥(1 − ଴ݕ(ߜ2√

∗ − ∥∥∗ݕ <  ߜ2√
from which follows that ∥∥ݕ∗∥∥ < 1 and so, ݕ = 0 by (142), giving ∥ ݖ ∥=∥ ݔ ∥= 1. But then, 

଴ݔ∥∥ − ∥∥ݔ =
∥∥
ߜ2√∥∥

2
∥∥଴ݕ

∥∥ +
∥∥
∥∥ቆ1 −

ߜ2√
2

ቇ ଴ݖ − ݖ
∥∥
∥∥ ⩾

ߜ2√
2

+ ቤቆ1 −
ߜ2√

2
ቇ −∥ ݖ ∥ቤ =  ,ߜ2√

a contradiction. We have proved that Φ௑(ߜ) ⩾  .being the other inequality always true ,ߜ2√
The result above produces the following example. 

Example (5.2.19)[281]: Let (Ω, Σ,  has dimension greater (ߤ)ଵܮ be a measure space such that (ߤ
than one and let ܧ be any non-zero Banach space. Then, Φ௅భ(ఓ,ா)(ߜ) = Φ௅భ(ఓ,ா)

ௌ (ߜ) =  for ߜ2√
every ߜ ∈ (0,1/2]. 

Indeed, we may find two measurable sets ܣ, ܤ ⊂ Ω with empty intersection such that Ω =
ܣ ∪ ܻ Then .ܤ = ,஺|ߤ)ଵܮ ܼ and (ܧ = ,஻|ߤ)ଵܮ ,ߤ)ଵܮ ,are non-null (ܧ (ܧ = ܻ ⊕ଵ ܼ and so the 
results follows from Proposition (5.2.18). 

Particular cases of the above example are ℓଵ and ܮଵ[0,1]. 
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It is immediate that, using a dual argument than the one given in Proposition (5.2.18), it 
is possible to deduce the same result for a Banach space which decomposes as an ℓஶ-sum. 
Actually, in this case we will get a better result using ideals instead of subspaces. 
Proposition (5.2.20)[281]: Let ܺ be a Banach space. Suppose that ܺ∗ = ܻ ⊕ଵ ܼ where ܻ and 
ܼ are (non-trivial) subspaces of ܺ∗ such that ‾ܻ ௪∗ ≠ ܺ∗ and ‾ܼ௪∗ ≠  is the weak -topology ∗ݓ)∗ܺ
,∗ܺ)ߪ ܺ)൯. Then Φ௑(ߜ) = Φ௑

ௌ (ߜ) = ߜ for every ߜ2√ ∈ (0,1/2]. 
Proof. We claim that there are ݕ଴ , ଴ݖ ∈ ܵ௑ and ݕ଴

∗ ∈ ܵ௒ and ݖ଴
∗ ∈ ܵ௓ such that 

Re ݕ଴
(଴ݕ)∗ = 1,  Re ݖ଴

(଴ݖ)∗ = 1, (଴ݖ)∗ݕ  = ∗ݕ∀ 0 ∈ ܻ, (଴ݕ)∗ݖ  = ∗ݖ∀ 0 ∈ ܼ. 
Indeed, we define ݕ଴ and ݕ଴

∗, being ݖ଴ and ݖ଴
∗ analogous. By assumption there is ݕ଴ ∈ ܵ௑ such 

that ݖ∗(ݕ଴) = 0 for every ݖ∗ ∈ ܼ and we may choose ݔ∗ ∈ ܵ௑∗ such that Re ݔ∗(ݕ଴) = 1 and we 
only have to prove that ݔ∗ ∈ ܻ and then write ݕ଴

∗ = ∗ݔ But we have .∗ݔ = ∗ݕ + ∗ݕ with ∗ݖ ∈
ܻ, ∗ݖ ∈ ܼ and 

1 = Re ݔ∗(ݕ଴) = Re ݕ∗(ݕ଴) ⩽ ∥∥∗ݕ∥∥ ⩽ ∥∥∗ݕ∥∥ + ∥∗ݖ∥ = 1,  
so ݖ∗ = 0 and ݔ∗ ∈ ܻ. 

We now define 

଴ݔ
∗ = ቆ

ߜ2√
2

଴ݕ
∗, ቆ1 −

ߜ2√
2

ቇ ଴ݖ
∗ቇ ∈ ܵ௑∗ ଴ݔ  = (1 − ଴ݕ(ߜ2√ + ଴ݖ ∈ ܺ 

and first observe that ∥∥ݔ଴∥∥ ⩽ 1. Indeed, for every ݔ∗ = ∗ݕ + ∗ݖ ∈ ܵ௑∗ one has 
|(଴ݔ)∗ݔ| = ห(1 − (଴ݕ)∗ݕ(ߜ2√ + ห(଴ݖ)∗ݖ ⩽ (1 − ∥∥∗ݕ∥∥(ߜ2√ + ∥∗ݖ∥ ⩽ ∥∥∗ݕ∥∥ + ∥∗ݖ∥ = 1. 

It is clear that Re ݔ଴
(଴ݔ)∗ = 1 − ,ݔ) Now, suppose that we may choose .ߜ (∗ݔ ∈ Π(ܺ) such that 

଴ݔ∥∥ − ∥∥ݔ < ଴ݔ∥∥ and ߜ2√
∗ − ∥∥∗ݔ <   .ߜ2√

We consider the semi-norm ∥⋅∥௒ defined on ܺ by ∥ ݔ ∥௒: = sup{|(ݔ)∗ݕ|: ∗ݕ ∈ ܵ௒} which is 
smaller than or equal to the original norm, write ݔ∗ = ∗ݕ + ∗ݕ with ∗ݖ ∈ ܻ and ݖ∗ ∈ ܼ, and 
observe that 

1 = Re (ݔ)∗ݔ = Re (ݔ)∗ݕ + Re (ݔ)∗ݖ ⩽ ∥∥∗ݕ∥∥ ∥ ݔ ∥௒+ ∥∗ݖ∥ ∥ ݔ ∥⩽ ∥∥∗ݕ∥∥ + ∥∗ݖ∥ = 1. 
Therefore, we have, in particular, that 

Re (ݔ)∗ݕ = ∥∥∗ݕ∥∥ ∥ ݔ ∥௒ .                                          (143) 
Now, we have 

ห(1 − ∥−(ߜ2√ ݔ ∥௒ห = ห(1 − ∥−଴∥∥௒ݕ∥∥(ߜ2√ ݔ ∥௒ห ⩽ ∥∥(1 − ଴ݕ(ߜ2√ − ௒∥∥ݔ <  ߜ2√
from which follows that ∥ ݔ ∥௒< 1 and so, ݕ∗ = 0 by (143) and ∥ݖ∗∥ = ∥∗ݔ∥ = 1. But then, 

଴ݔ∥∥
∗ − ∥∥∗ݔ =

∥∥
ߜ2√∥∥

2
଴ݕ

∗

∥∥
∥∥ +

∥∥
∥∥ቆ1 −

ߜ2√
2

ቇ ଴ݖ
∗ − ∗ݖ

∥∥
∥∥ ⩾

ߜ2√
2

+ ቤቆ1 −
ߜ2√

2
ቇ − ቤ∥∗ݖ∥ =  ,ߜ2√

a contradiction. Again, we have proved that Φ௑(ߜ) ⩾  the other inequality always being ,ߜ2√
true. 

The first consequence of the above result is to Banach spaces which decompose as ℓஶ-
sum of two subspaces. Indeed, if ܺ = ܻ ⊕ஶ ܼ for two (non-trivial) subspaces ܻ and ܼ, then 
ܺ∗ = ܻୄ ⊕ଵ ܼୄ and ܻୄ and ܼୄ are ݓ∗-closed, so far away of being dense. Therefore, 
Proposition (5.2.20) applies. We have proved the following result. 
Corollary (5.2.21)[281]: Let ܺ be a Banach space. Suppose that there are two (non-trivial) 
subspaces ܻ and ܼ such that ܺ = ܻ ⊕ ∞ . Then Φ௑(ߜ) = Φ௑

ௌ (ߜ) = ߜ for every ߜ2√ ∈ (0,1/2] 
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As a consequence, we obtain the following examples, analogous to the ones presented in 
Example (5.2.19). 
Examples (5.2.22)[281]: 

(a) Let (Ω, Σ,  ஶ(Ω) has dimension greater than one and letܮ a measure space such that (ߤ
 ,be any non-zero Banach space. Then ܧ

Φ௅ಮ(ఓ,ா) = Φ௅ಮ(ఓ,ா)
ௌ (ߜ) = ߜ) ߜ2√ ∈ (0,1/2]). 

(b) Let Γ be a set with more than one point and let ܧ be any non-zero Banach space. Then, 
Φ௖బ(୻,ா) = Φ௖బ(୻,ா)

ௌ (ߜ) = and  Φ௖(୻,ா)  ߜ2√ = Φ௖(୻,ா)
ௌ (ߜ) = ߜ) ߜ2√ ∈ (0,1/2]). 

We deduce from Proposition (5.2.20) that also arbitrary (ܭ)ܥ spaces have the maximum moduli 
and for this we have to deal with the concept of ܯ-ideal. Given a subspace ܬ of a Banach space 
ܺ, ܺ ,summand on ܺ∗ (use [291] for background). In this case-ܮ is an ୄܬ ideal if-ܯ is called ܬ ∗ =
ୄܬ ⊕ଵ ♯ܬ where ♯ܬ = ൛ݔ∗ ∈ ܺ∗: ∥∗ݔ∥ = ௃∥∥ൟ|∗ݔ∥∥ ≡  ,ܬ ideal-ܯ Now, if ܺ contain a non-trivial .∗ܬ
one has ܺ∗ = ୄܬ ⊕ଵ ,∗ܺ)ߪ to be not ♯ܬ and to apply Proposition (5.2.20) we need that ♯ܬ ܺ)-
dense. Actually, ܬ♯ is not dense in ܺ∗ if and only if there is ݔ଴ ∈ ܺ ∖ {0} such that ∥∥ݔ଴ + ∥∥ݕ =
max{∥∥ݔ଴∥∥, ∥ ݕ ∥} for every ݕ ∈  Let .(this is easy to verify and a proof can be found in [284]) ܬ
us enunciate what we have shown. 
Corollary (5.2.23)[281]: Let ܺ be a Banach space. Suppose that there is a non-trivial ܯ-ideal ܬ 
of ܺ and a point ݔ଴ ∈ ܺ ∖ {0} such that ∥∥ݔ଴ + ∥∥ݕ = max{∥∥ݔ଴∥∥, ∥ ݕ ∥} for every ݕ ∈  ,Then .ܬ
Φ௑(ߜ) = Φ௑

ௌ (ߜ) = ߜ for every ߜ2√ ∈ (0,1/2]. With the above corollary we are able to prove 
that the moduli of any non-trivial ܥ଴(ܮ) space are maximum. 
Example (5.2.24)[281]: Let ܮ be a locally compact Hausdorff topological space with at least 
two points and let ܧ be any non-zero Banach space. Then Φ஼బ(௅,ா)(ߜ) = Φ஼బ(௅,ா)

ௌ (ߜ) =  for ߜ2√
every ߜ ∈ (0,1/2]. 

Indeed, we may find a non-empty non-dense open subset ܷ  of ܮ and consider the subspace 
ܬ = {݂ ∈ ,ܮ)଴ܥ :(ܧ ݂|௎ = 0}, 

which is an ܯ-ideal of ܥ଴(ܮ,  by [291] (use the simpler [291] for the scalar-valued case) and (ܧ
it is non-zero since ܮ ∖ ܷ has non-empty interior. As ܷ is open and non-empty, we may find a 
non-null function ݔ଴ ∈ ,ܮ)଴ܥ ଴ݔ∥∥ whose support is contained in ܷ. It follows that (ܧ + ∥∥ݕ =
max{∥∥ݔ଴∥∥, ∥ ݕ ∥} for every ݕ ∈  .by disjointness of the supports ܬ

A sufficient condition to be in the hypotheses of Corollary (5.2.23) is that a Banach space 
ܺ contains two non-trivial ܯ-ideals ܬଵ and ܬଶ such that ܬଵ ∩ ଶܬ = {0}. In this case, ܬଵ and ܬଶ are 
complementary ܯ-summands in ܬଵ +  ଶ [291]. Let us comment that this is actually what happensܬ
in (ܭ)ܥ when ܭ has more than one point. 
Corollary (5.2.25)[281]: Let ܺ be a Banach space. Suppose there are two non-trivial M-ideals 
ଵܬ ଶ such thatܬ ଵ andܬ ∩ ଶܬ = {0}. Then Φ௑(ߜ) = Φ௑

ௌ (ߜ) = ߜ for every ߜ2√ ∈ (0,1/2] 
A sufficient condition for a Banach space to have two non-intersecting ܯ-ideals is that its 
centralizer is non-trivial (i.e. has dimension at least two). We are not going into details, but 
roughly speaking, the centralizer ܼ(ܺ) of a Banach space ܺ is a closed subalgebra of ܮ(ܺ) 
isometrically isomorphic to ܥ(ܭ௑) where ܭ௑ is a Hausdorff topological space, and it is possible 
to see ܺ as a ܥ(ܭ௑)-submodule of ∏௞∈௄೉  ܺ௞ for suitable ܺ௞ 's. We refer to [283] and [291] for 
details. It happens that every ܯ-ideal of ܥ(ܭ௑) produces an ܯ-ideal of ܺ in a suitable way (see 
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[283]) and if ܼ(ܺ) contains more than one point, then two non-intersecting ܯ-ideals appear in 
ܺ, so our corollary above applies. 
Corollary (5.2.26)[281]: Let ܺ a Banach space. If ܼ(ܺ) has dimension greater than one, then 
Φ௑(ߜ) = Φ௑

ௌ (ߜ) = ߜ for every ߜ2√ ∈ (0,2]. 
To give some new examples coming from this corollary, we recall that the centralizer of 

a unital (complex) ܥ∗-algebra identifies with its center (see [291] or [283]). 
Example (5.2.27)[281]: Let ܣ be a unital ܥ∗-algebra with non-trivial center. Then, Φ஺(ߜ) =
Φ஺

ௌ(ߜ) = ߜ for every ߜ2√ ∈ (0,1/2]. 
It would be interesting to see whether the algebra (ܪ)ܮ for a finite- or infinite-dimensional 

Hilbert space ܪ has the maximum Bishop-Phelps-Bollobás moduli. None of the results of this 
section applies to it since its center is trivial and, despite it containing (ܪ)ܭ as an ܯ-ideal, there 
is no element ݔ଴ ∈  satisfying the requirements of Corollary (5.2.23) (see [3, p. 538]). Let (ܪ)ܮ
us also comment that the bidual of (ܪ)ܮ is a ܥ∗-algebra with non-trivial centralizer, so 
Φ௅(ு)∗(ߜ) = Φ௅(ு)∗∗

ௌ (ߜ) = ߜ for every ߜ2√ ∈ (0,1/2]. If there is ߜ ∈ (0,1/2] such that 
Φ௅(ு)(ߜ) <  then this would be an example when the inequality in Proposition (5.2.12) is ,ߜ2√
strict. 

We finish with two pictures: one with the Bishop-Phelps-Bollobás moduli of ℝ, ℂ and 
ℓஶ

(ଶ), and another one with the corresponding values of the spherical Bishop-Phelps-Bollobás 
moduli. (See Figs. 2 and 3.) 

We show that Banach spaces with the greatest possible moduli contain almost isometric 
copies of the real ℓஶ

ଶ . Let us first recall the following definition. 
Definition (5.2.28)[281]: Let ܺ , ܺ .be Banach spaces ܧ  is said to contain almost isometric copies 
of ܧ if, for every ߝ > 0 there is a subspace ܧఌ ⊂ ܺ and there is a bijective linear operator ܶ: ܧ →
∥ ఌ withܧ ܶ ∥< 1 + ∥∥and ∥∥ܶିଵ ߝ < 1 +  .ߝ

The next result is well-known and has a straightforward proof. 
Lemma (5.2.29)[281]: A real Banach space E contains an isometric copy of ℓஶ

(ଶ) if and only if 
there are elements ݑ, ݒ ∈ ܵா such that ∥ ݑ − ݒ ∥= ∥ ݑ + ݒ ∥= 2. E contains almost isometric 
copies of ℓஶ

(ଶ) if and only if there are elements ݑ௡ , ௡ݒ ∈ ܵா , ݊ ∈ ℕ such that ∥∥ݑ௡ − ∥∥௡ݒ → 2 and 
௡ݑ∥∥ + ∥∥௡ݒ → 2 as ݊ → ∞ 

The class of spaces ܺ that do not contain almost isometric copies of ℓஶ
(ଶ) was deeply 

studied by James [292] (see also the exposition in Van Dulst [290]), who gave to such spaces 
the name "uniformly non-square". He proved in particular, that 
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Fig. 2[281]: The value of ઴(ࢾ)ࢄ for ℝ (green), ℂ (red), रஶ

(૛) (blue). (For interpretation of 
the references to color in this figure legend, see [281]). 

 
Fig. 3[281]: The value of ઴ࢄ

for ℝ (green), ℂ (red), रஶ (ࢾ)ࡿ
(૛) (blue). (For interpretation of 

the references to color in this figure legend, see [281].) 
every uniformly non-square space must be reflexive, that this property is stable under passing 
to subspaces, quotient spaces and duals. In fact, a general result is true [293]: for every 2-
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dimensional space ܧ if a real Banach space ܺ does not contain almost isometric copies of ܧ then 
ܺ is reflexive. 

We prove that if a real Banach space ܺ satisfies that its Bishop-Phelps-Bollobás modulus 
is √2ߜ in at least one point ߜ ∈ (0,1/2), then ܺ (and, equivalently, the dual space) contains 
almost isometric copies of ℓஶ

(ଶ). Actually, as shown , Φ௑(ߜ) = if and only if Φ௑ ߜ2√
ௌ (ߜ) =  .ߜ2√

Therefore, we may use the formally stronger hypothesis of Φ௑
ௌ (ߜ) =  .ߜ2√

We will use some lemmas and ideas of Bishop and Phelps [285], see corresponding 
lemmas in Diestel [289]. 

From now on, ܺ will denote a real Banach space. For ݐ > 1 and ݔ∗ ∈ ܵ௑∗, we denote 
,ݐ)ܭ :(∗ݔ = ݔ} ∈ ܺ: ∥ ݔ ∥⩽  .{(ݔ)∗ݔݐ

Observe that ݐ)ܭ,   .is a convex cone with non-empty interior (∗ݔ
Lemma (5.2.30)[281]: (Particular case of [289], Chapter 1, Lemma 1). For every ݖ ∈  ௑, everyܤ
∗ݔ ∈ ܵ௑∗ and every ݐ > 1, there is ݔ଴ ∈ ܵ௑ such that ݔ଴ − ݖ ∈ ,ݐ)ܭ ,ݐ)ܭ] and (∗ݔ (∗ݔ + [଴ݔ ∩
௑ܤ =  {଴ݔ}
Lemma (5.2.31)[281]: (See [289], Chapter 1, Lemma 2, with a little modification that follows 
from the proof there.) Let ݔ∗, ∗ݕ ∈ ܵ௑∗ and suppose that ݔ∗(ker ݕ∗ ∩ ܵ௑) ⊂ (−∞,  Then .[2/ߝ

dist (ݔ∗, Lin ݕ∗) ⩽ and m  2/ߝ ∗ݔ∥∥}  − ,∥∥∗ݕ ∗ݔ∥∥ + {∥∥∗ݕ ⩽  ߝ
Lemma (5.2.32)[281]: Let ݖ ∈ ௑ܤ , ∗ݔ ∈ ܵ௑∗ , ݐ > 1, and let ݔ଴ ∈ ܵ௑ be from Lemma (5.2.30). 
Denote ݕ∗ ∈ ܵ௑∗ a functional that separates ݔ଴ ,ݐ)ܭ + (଴ݔ)∗ݕ ௑, soܤ from (∗ݔ = 1 and 
,ݐ)ܭ൫∗ݕ ൯(∗ݔ ⊂ [0, ∞). Then ݔ∗(ker ݕ∗ ∩ ܵ௑) ⊂ (−∞, (∗ݕ Lin ,∗ݔ) and so, dist [ݐ/1 ⩽  and ݐ/1
min{∥∥ݔ∗ − ,∥∥∗ݕ ∗ݔ∥∥ + {∥∥∗ݕ ⩽  ݐ/2
Proof. This also can be extracted from [289], but it is better to give a proof. For every ݓ ∈
ker ݕ∗ ∩ ܵ௑ we have that ݓ does not belong to the interior of ݐ)ܭ, so 1 ,(∗ݔ =∥ ݓ ∥⩾  ,(ݓ)∗ݔݐ
i.e. ݔ∗(ker ݕ∗ ∩ ܵ௑) ⊂ (−∞,  .An application of Lemma (5.2.31) completes the proof .[ݐ/1

Now we are passing to our results. At first, for the sake of simplicity, we consider the 
easier finite-dimensional case. 
Lemma (5.2.33)[281]: Let ܺ be a finite-dimensional real space. Fix ߝ ∈ (0,1). Suppose that 
,ݔ) (∗ݔ ∈ ܵ௑ × ܵ௑∗ satisfies that (ݔ)∗ݔ = 1 − ఌమ

ଶ
 and that 

m  {∥ ݕ − ݔ ∥, ∗ݕ∥∥ − {∥∥∗ݔ ⩾  ߝ
for every pair (ݕ, (∗ݕ ∈ Π(ܺ). Then for ݐ = ଶ

ఌ
, there exists ݕ଴ ∈ ݔ] + ,ݐ)ܭ [(∗ݔ ∩ ܵ௑ such that 

(଴ݕ)∗ݔ = 1. 
Proof. Consider a sequence ݐ௡ > ,ݐ ݊ ∈ ℕ, with lim௡ ௡ݐ  =  Using Lemma (5.2.30), we get .ݐ
௡ݕ ∈ ܵ௑ such that 

௡ݕ − ݔ ∈ ,௡ݐ)ܭ ௡ݐ)ܭ) and (∗ݔ , (∗ݔ + (௡ݕ ∩ ௑ܤ =  (144)                      .{௡ݕ}
Let ݕ௡

∗ ∈ ܺ∗ be a functional that separates ݐ)ܭ௡, (∗ݔ + ௡ݕ .௑, i.eܤ ௡ fromݕ
(௡ݕ)∗ = 1 and 

௡ݕ
∗൫ݐ)ܭ௡, ൯(∗ݔ ⊂ [0, ∞). Then, according to Lemma (5.2.32), 

min{∥∥ݔ∗ − ௡ݕ
∗∥∥, ∗ݔ∥∥ + ௡ݕ

∗∥∥} ⩽
2
௡ݐ

<  (145)                                        .ߝ

But 
∗ݔ∥∥ + ௡ݕ

∗∥∥ ⩾ ∗ݔ) + ௡ݕ
(௡ݕ)(∗ = 1 + (௡ݕ)∗ݔ = 1 + (ݔ)∗ݔ + ௡ݕ)∗ݔ −  (ݔ
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                    = 2 −
ଶߝ

2
+ ௡ݕ)∗ݔ −  .(ݔ

Since (ݕ௡ − (ݔ ∈ ,௡ݐ)ܭ ௡ݕ)∗ݔ we have ,(∗ݔ − (ݔ ⩾ ௡ݕ)∥∥ − ௡ݐ/∥∥(ݔ ⩾ 0 so 

∗ݔ∥∥ + ௡ݕ
∗∥∥ ⩾ 2 −

ଶߝ

2
>  ߝ

(we have used here that 0 < ߝ < 1 ). Comparing with (145), we get ∥∥ݔ∗ − ௡ݕ
∗∥∥ <  so the ,ߝ

condition of our lemma says that ∥∥ݔ − ∥∥௡ݕ ⩾  Without loss of generality (passing to a .ߝ
subsequence if necessary) we can assume that ݕ௡ tend to some ݕ଴. Then 

ߝ ⩽ lim
௡

௡ݕ∥∥  − ∥∥ݔ ⩽ lim
௡

௡ݕ)∗ݔ௡ݐ  − (ݔ = (଴ݕ)∗ݔ)ݐ − ((ݔ)∗ݔ ⩽
2
ߝ

ቆݔ∗(ݕ଴) − 1 +
ଶߝ

2
ቇ 

⩽
2
ߝ

ቆ1 − 1 +
ଶߝ

2
ቇ =                                                .ߝ

This means that all the inequalities in the above chain are in fact equalities. In particular, 
(଴ݕ)∗ݔ = 1 and 

଴ݕ∥∥ − ∥∥ݔ = lim
௡

௡ݕ∥∥  − ∥∥ݔ = (଴ݕ)∗ݔ)ݐ −  ,((ݔ)∗ݔ
i.e. ݕ଴ ∈ ݔ] + ,ݐ)ܭ [(∗ݔ ∩ ܵ௑. 
Lemma (5.2.34)[281]: Under the conditions of Lemma (5.2.33), there are ݕ∗ ∈ ܵ௑∗ and ߙ ⩾
1 − ఌ

ଶ
 with 

∗ݔ∥∥ − ∥∥∗ݕߙ ⩽
ߝ
2

 and ∥∥ݔ∗ − ∥∥∗ݕ ⩾  (146)                                     ,ߝ
and there is ݒ ∈ ܵ௑ such that 

(ݒ)∗ݔ = (ݒ)∗ݕ = 1.                                                   (147) 
Proof. Let ݕ଴ be from Lemma (5.2.33). Fix a strictly increasing sequence of ݐ௡ > 1 with 
lim௡ ௡ݐ  = and let us consider two cases. Case 1: Suppose there exists ݉଴ ݐ ∈ ℕ with int 
௠బݐ൫ܭൣ , ൯∗ݔ + ൧ݔ ∩ ௑ܤ ≠ ∅. Then, using the fact that for every closed convex set with non-
empty interior, the closure of the interior is the whole set, we get 

଴ݕ ∈ ݔ] + ,ݐ)ܭ [(∗ݔ ∩ ௑ܤ = ınt [ݔ + ,ݐ)ܭ [(∗ݔ ∩ ௑ܤ
തതതതതതതതതതതതതതതതതതതതതതതതതതതത = ቁራ  i n t [ݔ + ,௡ݐ)ܭ [(∗ݔ ∩  .௑ܤ

So, we can pick 
௡ݖ ∈ ݔ] + ,௡ݐ)ܭ [(∗ݔ ∩ ௑ܤ                                               (148) 

such that ݖ௡ → (௡ݖ)∗ݔ ,଴. In particularݕ → 1. Let us apply Lemma (5.2.30): there are ݒ௡ ∈ ܵ௑ 
such that 

௡ݒ − ௡ݖ ∈ ௡ݐ)ܭ , ,௡ݐ)ܭ] and (∗ݔ (∗ݔ + [௡ݒ ∩ ௑ܤ =  (149)                        .{௡ݒ}
Then ݒ)∗ݔ௡ − (௡ݖ ⩾ 0, i.e. 1 ⩾ (௡ݒ)∗ݔ ⩾ (௡ݖ)∗ݔ → 1, so ݔ∗(ݒ௡) → 1. Condition (148) implies 
that ݖ௡ − ݔ ∈ ,௡ݐ)ܭ ௡ݒ which, together with (149), mean that (∗ݔ − ݔ ∈ ,௡ݐ)ܭ  .(∗ݔ
Consequently, 

௡ݒ∥∥ − ∥∥ݔ ⩽ ௡ݒ)∗ݔ௡ݐ − (ݔ ⩽ ௡ݐ
ଶߝ

2
<  .ߝ

If we denote ݕ௡
∗ ∈ ܵ௑∗ to the functional that separates ݒ௡ + ,௡ݐ)ܭ ,௡ݒ) ௑, thenܤ from (∗ݔ ௡ݕ

∗) ∈
Π(ܺ). Since we are working under the conditions of Lemma (5.2.33), it follows that 

௡ݕ∥∥
∗ − ∥∥∗ݔ ⩾  .ߝ

Also, by Lemma (5.2.32), dist (ݔ∗, Lin ݕ௡
∗) ⩽ ௡ߙ ௡, so there areݐ/1 ∈ ℝ such that 
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∗ݔ∥∥ − ௡ݕ௡ߙ
∗∥∥ ⩽  .௡ݐ/1

Again, without loss of generality, we may assume that the sequences (ߙ௡), ௡ݕ) and (௡ݒ)
∗) have 

limits. Let us denote α: = lim௡ ,௡ߙ  :∗ݕ = lim௡ ௡ݕ 
∗, and ݒ: = lim௡ ∥ ௡. Thenݒ  ݒ ∥= 1, ∥∥∗ݕ∥∥ =

1, (ݒ)∗ݔ = lim௡ (௡ݒ)∗ݔ  = 1, and (ݒ)∗ݕ = lim௡ ௡ݕ 
(௡ݒ)∗ = 1. This proves (147). Also, 

∗ݔ∥∥ − ∥∥∗ݕߙ = lim
௡

∗ݔ∥∥  − ௡ݕ௡ߙ
∗∥∥ ⩽

1
ݐ

=
ߝ
2

. 
Consequently, 

ߝ
2

⩾ ∗ݔ∥∥ − ∥∥∗ݕߙ ⩾ ∗ݔ) − (ݒ)(∗ݕߙ = 1 −  (150)                             ,ߙ

so, ߙ ⩾ 1 − ఌ
ଶ
. 

Case 2: Assume that for every ݊ ∈ ℕ we have int [ݐ)ܭ௡, (∗ݔ + [ݔ ∩ ௑ܤ = ∅. Let us 
separate ݔ + int ൫ݐ)ܭ௡ , ௡ݕ ௑ by a norm-one functionalܤ ൯ from(∗ݔ

∗, that is, 
௡ݕ

ݔ)∗ + int [ݐ)ܭ௡, ([(∗ݔ > 1, 
so, in particular, ݕ௡

(ݔ)∗ ⩾ 1. 
Again, passing to a subsequence, we can assume that there exists ݕ∗ = lim௡ ௡ݕ 

∗ which 
satisfies ∥∥ݕ∗∥∥ = 1,1 ⩾ (ݔ)∗ݕ ⩾ lim௡ ௡ݕ 

(ݔ)∗ ⩾ 1. So, (ݔ)∗ݕ = 1, i.e. (ݔ, (∗ݕ ∈ Π(ܺ). By the 
conditions of our lemma, this implies that 

∗ݕ∥∥ − ∥∥∗ݔ = max{∥ ݔ − ݔ ∥, ∗ݕ∥∥ − {∥∥∗ݔ ⩾  .ߝ
Since 

଴ݕ ∈ ݔ + ,ݐ)ܭ (∗ݔ = ራ  
௡∈ℕ

 ınt [ݔ + ,௡ݐ)ܭ [(∗ݔ
തതതതതതതതതതതതതതതതതതതതതതതതതതതത

,  

we can select ݖ௡ ∈ int [ݔ + ௡ݐ)ܭ , ௡ݖ in such a way that [(∗ݔ →  ଴. Thenݕ
(଴ݕ)∗ݕ = lim

௡
௡ݕ 

(௡ݖ)∗ ⩾ 1, 
hence, ݕ∗(ݕ଴) = 1. This means that condition (147) works for ݒ: =  ଴. The remainingݕ
conditions can be deduced from Lemma (5.2.32) the same way as in Case 1. We state and prove 
the main result in the finite-dimensional case. 
Theorem (5.2.35)[281]: Let ܺ be a finite-dimensional real Banach space. Suppose that there is 
a ߜ ∈ (0,1/2) such that Φ௑(ߜ) = or, equivalently, Φ௑ )ߜ2√

ௌ (ߜ) =  Then ܺ∗ contains an .( ߜ2√
isometric copy of ℓஶ

(ଶ) (hence, ܺ also contains an isometric copy of ℓஶ
(ଶ) ). 

Proof. Denote ߝ: = ߜ2√ ∈ (0,1). There is a sequence of pairs (ݔ௡ , ௡ݔ
∗ ) ∈ ܵ௑ × ܵ௑∗ such that 

௡ݔ
∗ (௡ݔ) > 1 − ߜ = 1 − ఌమ

ଶ
 and 

max{∥∥ݕ − ,∥∥௡ݔ ∗ݕ∥∥ − ௡ݔ
∗ ∥∥} ⩾ ߝ −

1
݊

 
for every pair (ݕ, (∗ݕ ∈ Π(ܺ). Since the space is finite-dimensional, we can find a subsequence 
of (ݔ௡ , ௡ݔ

∗ ) that converges to a pair (ݔ, (∗ݔ ∈ ܵ௑ × ܵ௑∗. This pair satisfies that (ݔ)∗ݔ ⩾ 1 −  ߜ
and for every (ݕ, (∗ݕ ∈ Π(ܺ), 

max{∥ ݕ − ݔ ∥, ∗ݕ∥∥ − {∥∥∗ݔ ⩾ max{∥∥ݕ − ,∥∥௡ݔ ∗ݕ∥∥ − ௡ݔ
∗ ∥∥} − max{∥∥ݔ − ,∥∥௡ݔ ∗ݔ∥∥ − ௡ݔ

∗ ∥∥}

⩾ ߝ −
1
݊

− max{∥∥ݔ − ,∥∥௡ݔ ∗ݔ∥∥ − ௡ݔ
∗ ∥∥} → ߝ

 

Since by Theorem (5.2.4), (ݔ)∗ݔ cannot be strictly smaller than 1 − (ݔ)∗ݔ we have ,ߜ = 1 −  .ߜ
Therefore, we may apply Lemma (5.2.34) to find ݕ∗ ∈ ܵ௑∗ and ߙ ⩾ 1 − ఌ

ଶ
 for which conditions 



172 

(146) and (147) are fulfilled. Now we claim that in fact there is only one number ߛ ∈ ℝ for 
which 

∗ݔ∥∥ − ∥∥∗ݕߛ ⩽
ߝ
2

                                                        (151) 

and this ߛ equals 1 − ఌ
ଶ
. So ߙ = 1 − ఌ

ଶ
 and, we also claim that 

∗ݔ∥∥ − ∥∥∗ݕߙ =
ߝ
2

  and  ∥∥ݔ∗ − ∥∥∗ݕ =  (152)                                  .ߝ
Indeed, when we were proving Eq. (150), we proved that every ߛ ∈ ℝ that fulfill (151) satisfies 
ߛ ⩾ 1 − ఌ

ଶ
. On the other hand, the function ߛ ↦ ∗ݔ∥∥ − ߛ of those ܩ is convex, so the set ∥∥∗ݕߛ ∈

ℝ satisfying (151) is also convex; but 1 ∉ ߛ so ,ܩ < 1. Finally, according to (146), 
ߝ
2

⩾ 1 − ߛ = ∗ݕ∥∥ − ∥∥∗ݕߛ ⩾ ∗ݔ∥∥ − ∥∥∗ݕ − ∗ݔ∥∥ − ∥∥∗ݕߛ ⩾
ߝ
2

. 

This means that all the inequalities above are equalities, so ߛ ⩽ 1 − ఌ
ଶ
, and also (152) is true. 

The claim is proved. Now, let us define 

:∗ݑ =
∗ݔ − ∗ݕߙ

∗ݔ∥∥ − ∥∥∗ݕߙ
=

2
ߝ

ቀݔ∗ − ቀ1 −
ߝ
2

ቁ  ቁ∗ݕ

and let us show that functionals ݑ∗ and ݕ∗ span a subspace of ܺ∗ isometric to ℓஶ
(ଶ). According 

to Lemma (5.2.29), it is sufficient to show that ∥∥ݑ∗ − ∥∥∗ݕ = ∗ݑ∥∥ + ∥∥∗ݕ = 2. At first, 

∗ݑ∥∥ − ∥∥∗ݕ = ∥∥
∥2

ߝ
ቀݔ∗ − ቀ1 −

ߝ
2

ቁ ቁ∗ݕ − ∗ݕ
∥∥
∥ =

2
ߝ ∗ݔ∥∥ − ∥∥∗ݕ = 2. 

At second, 

2 ⩾ ∗ݑ∥∥ + ∥∥∗ݕ = ∥∥
∥2

ߝ
ቀݔ∗ − ቀ1 −

ߝ
2

ቁ ቁ∗ݕ + ∗ݕ
∥∥
∥ =

2
ߝ ∗ݔ∥∥ − ∗ݕ +  ∥∥∗ݕߝ

⩾
2
ߝ

∗ݔ) − ∗ݕ + (ݒ)(∗ݕߝ = 2.               
Let us comment that for complex Banach spaces, we cannot expect that Theorem (5.2.35) 
provides a complex copy of ℓஶ

(ଶ) in the dual of the space. Namely, the two-dimensional complex 
space ܺ = ℓଵ

(ଶ) satisfies Φ௑(ߜ) = ߜ for ߜ2√ ∈ (0,1/2) but it does not contain the complex 
space ℓஶ

(ଶ) (of course, it contains the real space ℓஶ
(ଶ) as a subspace since ℓଵ

(ଶ) and ℓஶ
(ଶ) are isometric 

in the real case). We do not know whether it is true a result saying that if a complex space ܺ 
satisfies Φ௑(ߜ) = ߜ for some ߜ2√ ∈ (0,1/2), then ܺ contains a copy of the complex space ℓଵ

(ଶ) 
or a copy of the complex space ℓஶ

(ଶ). 
We extend the result of Theorem (5.2.35) to the infinite-dimensional case. We proceed as 

in the proof of such theorem, but instead of selecting convergent subsequences, we select 
subsequences such that their numerical characteristics (like norms of elements, pairwise 
distances, or values of some important functionals) have limits. 
Theorem (5.2.36)[281]: Let ܺ be an infinite-dimensional Banach space. Suppose that there is 
ߜ ∈ (0,1/2) such that Φ௑(ߜ) = or, equivalently, Φ௑ )ߜ2√

ௌ (ߜ) =  Then ܺ∗ (and hence .( ߜ2√
also ܺ) contains almost isometric copies of ℓஶ

(ଶ).  
Proof. Denote ߝ: = ௡ݔ) There is a sequence of pairs .ߜ2√ , ௡ݔ

∗ ) ∈ ܵ௑ × ܵ௑∗ such that ݔ௡
∗ (௡ݔ) >

1 − ߜ = 1 − ఌమ

ଶ
 and 
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max{∥∥ݕ − ,∥∥௡ݔ ∗ݕ∥∥ − ௡ݔ
∗ ∥∥} ⩾ ߝ −

1
݊

                                  (153) 

for every pair (ݕ, (∗ݕ ∈ Π(ܺ). Since we have ݔ௡
∗ (௡ݔ) ⩽ 1 − ቀߝ − ଵ

௡
ቁ

ଶ
/2 by Theorem (5.2.4), 

we deduce that lim௡ ௡ݔ 
∗ (௡ݔ) = 1 − ݐ Denote .ߜ = ଶ

ఌ
. As in the proof of Lemma (5.2.33), we find 

a sequence (ݕ௡) of elements in ܵ௑ such that 
lim

௡
௡ݕ∥∥  − ∥∥௡ݔ ⩽ limݐ

௡
௡ݔ 

∗ ௡ݕ) − ௡)  and  limݔ
௡

௡ݔ 
∗ (௡ݕ) = 1.                      (154) 

Pick a sequence (ݐ௡) with ݐ௡ > ,ݐ ݊ ∈ ℕ and lim௡ ௡ݐ  = ݊ Using Lemma (5.2.30), for every .ݐ ∈
ℕ we get ݕ௡ ∈ ܵ௑ such that 

௡ݕ − ௡ݔ ∈ ,௡ݐ)ܭ ௡ݔ
∗ ) and (ݐ)ܭ௡, ௡ݔ

∗ ) + (௡ݕ ∩ ௑ܤ =  (155)                   .{௡ݕ}
For given ݊ ∈ ℕ, let ݑ௡

∗ ∈ ܵ௑∗ be a functional that separates ݐ)ܭ௡, ௡ݔ
∗ ) +  ,௑, that isܤ ௡ fromݕ

satisfying ݑ௡
∗ (௡ݕ) = 1 and ݑ௡

∗ ൫ݐ)ܭ௡ , ௡ݔ
∗ )൯ ⊂ [0, ∞). Then, according to Lemma (5.2.32), we 

have 
min{∥∥ݔ௡

∗ − ௡ݑ
∗ ∥∥, ௡ݔ∥∥

∗ + ௡ݑ
∗ ∥∥} ⩽ ௡ݐ/2 <  .ߝ

As we have 
௡ݔ∥∥

∗ + ௡ݑ
∗ ∥∥ ⩾ ௡ݔ)

∗ + ௡ݑ
∗ (௡ݕ)( = 1 + ௡ݔ

∗ (௡ݕ) = 1 + ௡ݔ
∗ (௡ݔ) + ௡ݔ

∗ ௡ݕ) −  (௡ݔ

⩾ 2 −
ଶߝ

2
>   ,ߝ

we get ∥∥ݔ௡
∗ − ௡ݑ

∗ ∥∥ < ௡ݔ∥∥ so (153) says that ,ߝ − ∥∥௡ݕ ⩾ ߝ − ଵ
௡

. Without loss of generality, passing 
to a subsequence if necessary, we can assume that the following limits exist: lim௡ ௡ݔ∥∥  −
,∥∥௡ݕ lim௡ ௡ݔ 

∗ ௡ݕ) − ௡) and lim௡ݔ ௡ݔ 
∗  Then .(௡ݕ)

ߝ ⩽ lim
௡

௡ݕ∥∥  − ∥∥௡ݔ ⩽ lim
௡

௡ݔ௡ݐ 
∗ ௡ݕ) − (௡ݔ = limݐ

௡
௡ݔ 

∗ ௡ݕ) − (௡ݔ ⩽
2
ߝ

ቆlim
௡

௡ݔ 
∗ (௡ݕ) − 1 +

ଶߝ

2
ቇ

⩽
2
ߝ

ቆ1 − 1 +
ଶߝ

2
ቇ =  .ߝ

This means that all the inequalities in the above chain are in fact equalities. In particular, 
lim௡ ௡ݔ 

∗ (௡ݕ) = 1, and 
ߝ = lim

௡
௡ݕ∥∥  − ∥∥௡ݔ = limݐ

௡
௡ݔ 

∗ ௡ݕ) −  ௡),                                (156)ݔ
so the analogue of Lemma (5.2.33) is proved. 

Now, we proceed with analogue of Lemma (5.2.34): we need to show that there are ݕ௡
∗ ∈

ܵ௑∗ and ߙ௡ ⩾ 0, ௡ߙ → 1 − ఌ
ଶ
 with 

௡ݔ∥∥
∗ − ௡ݕ௡ߙ

∗∥∥ ⩽
ߝ
2

 and ∥∥ݔ௡
∗ − ௡ݕ

∗∥∥ ⩾  (157)                                ,ߝ
and there is a sequence of ݒ௡ ∈ ܵ௑ such that 

lim
௡

௡ݔ 
∗ (௡ݒ) = lim

௡
௡ݕ 

(௡ݒ)∗ = 1.                                      (158) 
Case 1: Assume that there exist ݎ > 0 and ݊ ∈ ℕ such that, for all ݉ > ݊, 

ݐ)ܭ]) − ,ݎ ௠ݔ
∗ ) + [௠ݔ ∩ (௑ܤ ∖ ௠ݔ) + (௑ܤݎ ≠ ∅. 

This means that for all ݉ > ݊ there is ݖ௠ such that 
௠ݖ∥∥ − ∥∥௠ݔ > ,ݎ ∥∥௠ݖ∥∥  ⩽ 1  and  ∥∥ݖ௠ − ∥∥௠ݔ ⩽ ݐ) − ௠ݔ(ݎ

∗ ௠ݖ) −   .(௠ݔ
For ߣ ∈ (0,1) denote ݕ௠,ఒ: = ௠ݖߣ + (1 − ௠,ఒݕ ,௠. Clearlyݕ(ߣ ∈  ௑. Denote alsoܤ
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௠ߣ = i  ൛ߣ: ௠,ఒݕ ∈ ௠ݔ + ,ݐ)ܭ ௠ݔ
∗ )ൟ, 

and let us show that 
lim

௠
௠ߣ  = 0.                                                            (159) 

Observe first that ߣ௠ is smaller than every value of ߣ for which 
௠,ఒݕ∥∥ − ∥∥௠ݔ ⩽ ௠,ఒݕ൫∗ݔݐ −  .௠൯ݔ

On the one hand, if ∥∥ݕ௠ − ∥∥௠ݔ − ௠ݔݐ
∗ ௠ݕ) − (௠ݔ ⩽ 0, then ߣ = 0 belongs to the set in question, 

and the job is done. On the other hand, if ∥∥ݕ௠ − ∥∥௠ݔ − ௠ݔݐ
∗ ௠ݕ) − (௠ݔ ⩾ 0, then there is ߣ for 

which 
௠ݖ∥∥ߣ − ∥∥௠ݔ + (1 − ௠ݕ∥∥(ߣ − ∥∥௠ݔ = ௠ݔߣݐ

∗ ௠ݖ) − (௠ݔ + 1)ݐ − ௠ݔ(ߣ
∗ ௠ݕ) −  (௠ݔ

is positive and belongs to the set in question. This means that 

௠ߣ ⩽
௠ݕ∥∥ − ∥∥௠ݔ − ௠ݔݐ

∗ ௠ݕ) − (௠ݔ
௠ݕ∥∥ − ∥∥௠ݔ − ௠ݔݐ

∗ ௠ݕ) − (௠ݔ + ௠ݔݐ
∗ ௠ݖ) − (௠ݔ − ௠ݖ∥∥ − ∥∥௠ݔ

, 

but the limit of the right-hand side equals 0 thanks to (156). So condition (159) is proved. This 
means that ݕ௠, ௠ߣ ∈ ௠ݔ ,ݐ)ܭ + ௠ݔ

∗ ) and ∥∥ݕ௠,ఒ೘ − ∥∥௠ݕ ⩽ ௠ߣ2 → 0. Let us pick a little bit 
bigger ̃ߣ௠ > ∥ ௠ in such a way that we still haveߣ ௠,ఒ̃೘ݕ

௠ݕ − ∥→ 0, but for some ̃ݐ௡ <  with ݐ
௡ݐ̃ →  we have ,ݐ

௠,ఒ̃೘ݕ∥∥
− ∥∥௠ݔ ⩽ ௠ݔ௡ݐ̃

∗ ൫ݕ௠,ఒ̃೘
−  ௠൯.                                 (160)ݔ

Then, in particular, lim௡ ௡ݔ 
∗ ൫ݕ௡,ఒ̃೙

൯ = lim௡ ௡ݔ 
∗ (௡ݕ) = 1. Let us apply Lemma (5.2.30). There are 

௡ݒ ∈ ܵ௑ such that 
௡ݒ − ௡,ఒ̃೙ݕ

∈ ,௡ݐ̃)ܭ ௡ݔ
∗ ) and [ݐ̃)ܭ௡, ௡ݔ

∗ ) + [௡ݒ ∩ ௑ܤ =  (161)                 .{௡ݒ}
Then ݔ௡

∗ ൫ݒ௡ − ௡,ఒ̃೙ݕ
൯ ⩾ 0, i.e. 1 ⩾ ௡ݔ

∗ (௡ݒ) ⩾ ௡ݔ
∗ ൫ݕ௡,ఒ̃೙

൯ → 1, so ݔ௡
∗ (௡ݒ) → 1. This proves the 

first part of (158). Condition (160) implies that ݕ௡,ఒ̃೙
− ௡ݔ ∈ ,௡ݐ̃)ܭ ௡ݔ

∗ ) which, together with 
(161), mean that ݒ௡ − ௡ݔ ∈ ,௡ݐ̃)ܭ ௡ݔ

∗ ). Consequently, 

௡ݒ∥∥ − ∥∥௡ݔ ⩽ ௡ݔ௡ݐ̃
∗ ௡ݒ) − (௡ݔ ⩽ ௡ݐ̃

ଶߝ

2
<  .ߝ

If we denote by ݕ௡
∗ ∈ ܵ௑∗ the functional that separates ݒ௡ + ,௡ݐ̃)ܭ ,௡ݒ) ௑, thenܤ from (∗ݔ ௡ݕ

∗) ∈
Π(ܺ)( this proves the second part of (158) even in a stronger form) so, thanks to (153), 

௡ݕ∥∥
∗ − ௡ݔ

∗ ∥∥ ⩾ ߝ −
1
݊

. 
Also, by Lemma (5.2.32), dist (ݔ௡

∗ , Lin ݕ௡
∗) ⩽ ௡ߙ ௡, so there areݐ̃/1 ∈ ℝ such that 

∗ݔ∥∥ − ௡ݕ௡ߙ
∗∥∥ ⩽  .௡ݐ̃/1

Again, without loss of generality, we may assume that the sequences (ߙ௡) and ∥∥ݔ௡
∗ − ௡ݕ௡ߙ

∗∥∥ 
converge. Then, 

lim
௡

௡ݔ∥∥ 
∗ − ௡ݕ௡ߙ

∗∥∥ ⩽
1
ݐ

=
ߝ
2

. 
Consequently, 

ߝ
2

⩾ lim
௡

௡ݔ∥∥ 
∗ − ௡ݕ௡ߙ

∗∥∥ ⩾ lim
௡

௡ݔ) 
∗ − ௡ݕ௡ߙ

(ݒ)(∗ = 1 − lim
௡

 ,௡ߙ 

so lim௡ ௡ߙ  ⩾ 1 − ఌ
ଶ
. Starting at this point, (157) can be deduced in the same way as it was done 

for (152). 
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Case 2: Assume that there is a sequence of ݎ௡ > 0, ௡ݎ → 0 and that there is a subsequence of 
௠ݔ) , ௠ݔ

∗ ) (that we will again denote (ݔ௠ , ௠ݔ
∗ )൯ such that 

ݐ)ܭ]) − ,௠ݎ ௠ݔ
∗ ) + [௠ݔ ∩ (௑ܤ ∖ ௠ݔ) + (௑ܤ௠ݎ = ∅  (for all ݉ ∈ ℕ൯. 

Then also 
ݐ)ܭ] − ,௠ݎ ௠ݔ

∗ ) + [௠ݔ ∩ (1 − ௑ܤ(௠ݎ = ∅  (for all ݉ ∈ ℕ൯. 
Let us separate 

1
1 − ௠ݎ

ݐ)ܭ] − ,௠ݎ ௠ݔ
∗ ) +  [௠ݔ

from ܤ௑ by a norm-one functional ݕ௡
∗, that is, 

௡ݕ
ݐ)ܭ)∗ − ,௠ݎ ௠ݔ

∗ ) + (௠ݔ > 1 −  ௠                                    (162)ݎ
so, in particular, ݕ௠

∗ (௠ݔ) ⩾ 1 − ௠ and lim௠ݎ ௠ݕ 
∗ (௠ݔ) = 1. By the Bishop-Phelps-Bollobás 

theorem, there is a sequence (̃ݔ௡ , ௡ݕ̃
∗) ∈ Π(ܺ), such that 

max{∥∥̃ݔ௡ − ,∥∥௡ݔ ௡ݕ̃∥∥
∗ − ௡ݕ

∗∥∥} → 0  as ݊ → ∞. 
Again, passing to a subsequence, we can assume that all the numerical characteristics that appear 
here have the corresponding limits. According to (153), for ݊ big enough, we have 

௡ݕ̃∥∥
∗ − ௡ݔ

∗ ∥∥ = max{∥∥̃ݔ௡ − ,∥∥௡ݔ ௡ݕ̃∥∥
∗ − ௡ݔ

∗ ∥∥} ⩾ ߝ −
1
݊

, 
so lim௡ ௡ݕ∥∥ 

∗ − ௡ݔ
∗ ∥∥ ⩾ ௡ݖ We can select .ߝ ∈ ௡ݔ + ݐ)ܭ − ௡ݎ , ௡ݔ

∗ ) in such a way that ∥∥ݖ௡ − ∥∥௡ݕ →
0. Then 

1 ⩾ lim
௡

௡ݕ 
(௡ݕ)∗ = lim

௡
௡ݕ 

(௡ݖ)∗ ⩾ lim
௡

 (1 − (௡ݎ = 1. 
This means that condition (158) works for ݒ௡: =  .௡ݕ

Now consider an arbitrary ݓ ∈ ker ݕ௡
∗ ∩ ܵ௑. Taking a convex combination with an 

element ℎ of the unit sphere where ݕ௡
∗(ℎ) almost equals −1, we can construct an element ̃ݓ ∈

∥ ௑ such thatܤ ݓ̃ − ݓ ∥⩽ ௡ݕ ௡ andݎ2
(ݓ̃)∗ = ݓ̃ ,௡. Then, by (162)ݎ− ∉ int ൫ݐ)ܭ − ,௡ݎ ௡ݔ

∗ )൯, so ∥
ݓ̃ ∥⩾ ݐ) − ௡ݔ(௡ݎ

∗  ,Consequently .(ݓ̃)

௡ݔ
∗ (ݓ) ⩽ ௡ݔ

∗ (ݓ̃) + ௡ݎ2 ⩽
1

ݐ − ௡ݎ
+  .௡ݎ2

Observe that we have shown that the values of the functional ݔ௡
∗  on ker ݕ௡

∗ ∩ ܵ௑ do not exceed 
ଵ

௧ି௥೙
+  ,௡. Therefore, by Lemma (5.2.31)ݎ2

dist (ݔ௡
∗ , Lin ݕ௡

∗) ⩽
1

ݐ − ௡ݎ
+ ௡ݎ2 →

1
ݐ
 

and so there are ߙ௡ ∈ ℝ such that 

lim
௡

௡ݔ∥∥ 
∗ − ௡ݕ௡ߙ

∗∥∥ ⩽
1
ݐ

. 
The remaining conditions in (157) and (158) can be deduced from the same way as in 

Case 1. 
Finally, (157) and (158) imply that lim௡ ௡ݔ∥∥ 

∗ − ௡ݕ
∗∥∥ = lim௡ ௡ݔ∥∥ 

∗ − ௡ݕ
∗∥∥ = 2 : the proof does 

not differ much from the corresponding part of Theorem (5.2.35) demonstration. 
Corollary (5.2.37)[281]: Let ܺ be a uniformly non-square Banach space. Then, Φ௑

ௌ (ߜ) ⩽
Φ௑(ߜ) < ߜ for every ߜ2√ ∈ (0,1/2). Consequently, every superreflexive Banach space can be 
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equivalently renormed in such a way that, in the new norm, Φ௑
ௌ (ߜ) ⩽ Φ௑(ߜ) < ߜ for all ߜ2√ ∈

(0,1/2) 
It would be interesting to obtain a quantitative version of the above corollary. 
For every ߜ ∈ (0,1/2) we denote ߝ = so 0 ,ߜ2√ < ߝ < 1. We denote ܤఌ

ଷ ⊂ ℝଷ the 
absolute convex hull of the following 11 points ܣ௞ , ݇ = 1, … ,11 (or, what is the same, the 
convex hull of 22 points ±ܣ௞ , ݇ = 1, … ,11) 

ଵܣ = ൬0,0,
3
4

൰ ,

ଶܣ = ቀ1 − ,ߝ 1,
ߝ
2

ቁ , ଷܣ  = ቀ1 − ,ߝ −1,
ߝ
2

ቁ , ସܣ  = ቀߝ − 1,1,
ߝ
2

ቁ , ହܣ  = ቀߝ − 1, −1,
ߝ
2

ቁ ,

଺ܣ = ቀ1,1 − ,ߝ
ߝ
2

ቁ , ଻ܣ  = ቀ−1,1 − ,ߝ
ߝ
2

ቁ , ଼ܣ  = ቀ1, ߝ − 1,
ߝ
2

ቁ , ଽܣ  = ቀ−1, ߝ − 1,
ߝ
2

ቁ ,

ଵ଴ܣ = (1,1,0), ଵଵܣ  = (1, −1,0).

 

Denote ܦఌ ("D" from "Diamond") the normed space (ℝଷ, ∥⋅∥), for which ܤఌ
ଷ is its unit ball. Then 

ఌܦ
∗ can be viewed as ℝଷ with the polar of ܤఌ

ଷ as the unit ball, and the action of ݔ∗ ∈ ఌܦ
∗ on ݔ ∈

 ఌܦ ఌ is just the standard inner product in ℝଷ. Let us list, without proof, some properties ofܦ
whose verification is straightforward: 

 The subspace of ܦఌ formed by vectors of the form (ݔଵ, ,ଶݔ 0) is canonically isometric to 
ℓஶ

(ଶ). 
 There are no other isometric copies of ℓஶ

(ଶ) in ܦఌ. 
 The subspace of ܦఌ

∗ formed by vectors of the form (ݔଵ, ,ଶݔ 0) is canonically isometric to 
ℓଵ

(ଶ) (and so, is isometric to ℓஶ
(ଶ). 

 There are no other isometric copies of ℓஶ
(ଶ) in ܦఌ

∗. 
 The following operators act as isometries both on ܦఌ and ܦఌ

∗: ,ଵݔ) ,ଶݔ (ଷݔ ↦
,ଶݔ) ,ଵݔ ,(ଷݔ ,ଵݔ) ,ଶݔ (ଷݔ ↦ ,ଵݔ) ,ଶݔ−  ଷ). In other words, changing the sign of oneݔ
coordinate or rearranging the first two coordinates do not change the norm of an element. 

The following theorem shows that the existence of an ℓஶ
(ଶ)-subspace does not imply that 

Φ௑(ߜ) =   .even in dimension 3 ,ߜ2√
Theorem (5.2.38)[281]: Let ߜ ∈ (0,1/2), ߝ = ܺ and ,ߜ2√ = (ߜ)ఌ. Then Φ௑ܦ <  .ߜ2√
Proof. Assume contrary that Φ௑(ߜ) =  Like in the proof of Theorem (5.2.35), this implies .ߜ2√
the existence of a pair ( ݔ, (∗ݔ ∈ ܵ௑ × ܵ௑∗ with the following properties: (ݔ)∗ݔ = 1 −  and ߜ

max{∥ ݖ − ݔ ∥, ∗ݖ∥ − {∥∗ݔ ⩾ ,ݖ) for every pair ߝ (∗ݖ ∈ Π(ܺ).              (163) 
Also, repeating the proof of Theorem (5.2.35) for this ݔ∗ ∈ ܵ௑∗, we can find ݑ∗, ∗ݕ ∈ ܵ௑∗ such 
that the pair ( ݑ∗, is 1-equivalent to the canonical basis of ℓଵ ( ∗ݕ

(ଶ) and 

∗ݑ =
2
ߝ

ቀݔ∗ − ቀ1 −
ߝ
2

ቁ  .ቁ∗ݕ

This means that ݔ∗ = ఌ
ଶ

∗ݑ + ቀ1 − ఌ
ଶ
ቁ ,∗ݑ) What can be this .∗ݕ  if we take into account that (∗ݕ

there is only one isometric copy of ℓଵ
(ଶ) in ܺ∗ ? It can be either ݑ∗ = (1,0,0), ∗ݕ = (0,1,0), or a 

pair of vectors that can be obtained from this one by application of isometries, i.e. just 8 
possibilities. Consequently, ݔ∗ either equals to the vector (2,1/ߝ −  or to a vector that ,(2,0/ߝ
can be obtained from this one by application of isometries, again just 8 possibilities. 
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By duality argument, there are ݑ, ݕ ∈ ܵ௑ such that the pair (ݑ,  is 1-equivalent to the (ݕ
canonical basis of ℓଵ

(ଶ) and 

ݔ =
ߝ
2

ݑ + ቀ1 −
ߝ
2

ቁ  .ݕ
Since the only (up to isometries) pair ݑ, ݕ ∈ ܵ௑ of this kind is ݑ = (1,1,0), ݕ = (1, −1,0), we 
get ݔ = (1,1 − ,ߝ 0), or can be obtained from this one by application of isometries. So there are 
8 × 8 = 64 possibilities for the pair (ݔ, (ݔ)∗ݔ Taking into account that .(∗ݔ = 1 −  we reduce ߜ
this number to 8 possibilities: ݔ = (1 − ,ߝ 1,0), ∗ݔ = 2,1/ߝ) −  and images of this pair (2,0/ߝ
under remaining 7 reflections and rotations of the underlying ℝଶ. If we show that this choice of 
,ݔ)  do not satisfy condition (163) then, by symmetry, the remaining choices would not (∗ݔ
satisfy (163) neither, and this would give us the desired contradiction. 

Indeed, the pair (ݖ, (∗ݖ ∈ Π(ܺ) that do not satisfy (163) for ݔ = (1 − ,ߝ 1,0), ∗ݔ =
2,1/ߝ) − ݖ :is the following one (2,0/ߝ = (1 − ,ߝ 1, ,(2/ߝ ∗ݖ = 2,1/ߝ) − ,2/ߝ  Let us check .(ߝ
the required properties. At first, ݖ = ଶܣ ∈ ܵ௑. Then, (ݖ)∗ݖ = 1. The last property means, that 
∥∗ݖ∥ ⩾ 1, so in order to check that ∥ݖ∗∥ = 1 it remains to show that |ݖ∗(ܣ௞)| ⩽ 1 for all ݇. This 
is true for ߝ < 1. Finally, ∥ ݖ − ݔ ∥=∥ (0,0, (2/ߝ ∥= ఌ

ଶ ∥∥
ସ
ଷ

∥∥ଵܣ = ଶ
ଷ

ߝ < ∗ݖ∥ and ,ߝ − ∥∗ݔ =∥

(0,0, (ߝ ∥= ⟨(0,0, ,(ߝ ⟨ଵܣ = ଷ
ସ

ߝ <  .ߝ
Section (5.3): Numerical Radius of Operators on ࡸ૚(ࣆ): 

We provide a version of Bishop-Phelps-Bollobás theorem for numerical radius for 
operators. For a Banach space ܺ,  ,ܺ ௑ and ܵ௑ will be the closed unit ball and the unit sphere ofܤ
respectively. We will denote by ܺ∗ the topological dual of ܺ and by ℒ(ܺ) the space of bounded 
linear operators on ܺ endowed with the operator norm. The symbols ℱ(ܺ), ࣥ(ܺ) and ࣱࣝ(ܺ) 
denote the spaces of finite-rank operators, compact operators and weakly compact operators on 
ܺ, respectively. It is well known that ℱ(ܺ) ⊂ ࣥ(ܺ) ⊂ ࣱࣝ(ܺ). The normed spaces will be 
either real or complex. 

Bishop-Phelps-Bollobás theorem states that for any Banach space ܺ, given 0 < ߝ < 1, 
and (ݔ, (∗ݔ ∈ ௑ܤ × ܵ௑∗ such that |(ݔ)∗ݔ − 1| < ఌమ

ଶ
, there is a pair (ݕ, (∗ݕ ∈ ܵ௑ × ܵ௑∗ satisfying 

∥ ݕ − ݔ ∥< ,ߝ ∗ݕ∥∥ − ∥∥∗ݔ < (ݕ)∗ݕ  and  ߝ = 1 
(see [300],[301] or [302]). 

After some interesting about denseness of the set of norm attaining operators, in 2008 it 
was initiated the study of versions of Bishop-Phelps-Bollobás Theorem for operators [297]. It 
was considered the problem of obtaining versions of such results for numerical radius of 
operators (see [307]). We just mention that the numerical radius of an operator is a continuous 
semi-norm in the space ℒ(ܺ) for every Banach space ܺ. 

Guirao and Kozhushkina proved that the spaces ܿ଴ and ℓଵ satisfy the Bishop-
PhelpsBollobás property for numerical radius (BPBp-ݒ) in the real case as well as in the complex 
case [307]. Falcó showed the same result for ܮଵ(ℝ) in the real case [306]. Choi, Kim, Lee and 
Martín extended the previous result to ܮଵ(ߤ) for any positive measure [304] ߤ. Avilés, Guirao 
and Rodríguez provided sufficient conditions on a compact Hausdorff space ܭ in order that 
 satisfies the ܭ in the real case [299]. For instance, a metrizable space ߥ-has the BPBp (ܭ)ܥ
previous condition [299]. It is an open problem whether or not such result is satisfied for any 
compact Hausdorff space ܭ in the real case. In the complex case there are no results until now 
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for (ܭ)ܥ spaces. Motivated by Definition 1.2 of [307], we introduce the notion of the BPBp-ߥ 
for subspaces of the space of bounded linear operators. A Banach space ܺ satisfies the BPBp-ߥ, 
introduced in [307], if and only if the space ℳ = ℒ(ܺ) satisfies the BPBp-ߥ (Definition (5.3.1)). 
Then, we give some sufficient conditions on a subspace ℳ of ℒ(ܮଵ(ߤ)) to satisfy the BPBp- ߥ, 
for any finite measure ߤ. We show that ℳ has the BPBp- ߥ if ℳ contains the space of finite-
rank operators on ܮଵ(ߤ), is contained in the class of representable operators on ܮଵ(ߤ) (see 
Definition (5.3.5)) and ∣ܶ஺ ∈ ℳ for every ܶ ∈ ℳ and any measurable set ܣ, where ∣ܶ஺ is the 
operator on ܮଵ(ߤ) given by ∣ܶ஺(݂) = ܶ(݂߯஺) for all ݂ ∈  As a consequence of the main .(ߤ)ଵܮ
result we obtain that for any ߪ-finite measure ߤ, the spaces of finite-rank operators, compact 
operators and weakly compact operators on ܮଵ(ߤ) have the BPBp- ߥ. The results are valid in the 
real as well as in the complex case. 

If ܺ is a Banach space and ܶ ∈ ℒ(ܺ), we recall that the numerical radius of ܶ,  is ,(ܶ)ߥ
defined by 

(ܶ)ߥ = sup :|((ݔ)ܶ)∗ݔ|}  ݔ ∈ ܵ௑, ∗ݔ ∈ ܵ௑∗ , (ݔ)∗ݔ = 1}. 
In general the numerical radius is a semi-norm on ℒ(ܺ) satisfying ߥ(ܶ) ≤∥ ܶ ∥ for each ܶ ∈
ℒ(ܺ). The numerical index of ܺ, ݊(ܺ) is defined by 

݊(ܺ) = inf  ൛ߥ(ܶ): ܶ ∈ ܵℒ(௑)ൟ. 
Hence, ݊(ܺ) is the greatest constant ݐ such that ݐ ∥ ܶ ∥≤ ܶ for each (ܶ)ߥ ∈ ℒ(ܺ). It is 

always satisfied that 0 ≤ ݊(ܺ) ≤ 1 and, in case that ݊(ܺ) = 1, it is said that ܺ has numerical 
index equal to 1. In such case it is satisfied that ߥ(ܶ) =∥ ܶ ∥ for each ܶ ∈ ℒ(ܺ). It is well known 
that the spaces ܮଵ(ߤ) and (ܭ)ܥ have numerical index equal to 1 for any measure ߤ and any 
compact Hausdorff space [303] ܭ. 

Guirao and Kozhushkina [307] introduced the definition of the BPBp- ߥ. We will use a 
little different concept by admitting subclasses of the space of bounded linear operators on a 
Banach space ܺ. 
Definition (5.3.1)[296]: Let ܺ be a Banach space and ℳ a subspace of ℒ(ܺ). We will say that 
ℳ has the Bishop-Phelps-Bollobás property for numerical radius (BPBp- ߥ) if for every 0 <
ߝ < 1, there is (ߝ)ߟ > 0 such that whenever ܵ ∈ ℳ, (ܵ)ߥ = 1, ଴ݔ ∈ ܵ௑ and ݔ଴

∗ ∈ ܵ௑∗ are such 
that ݔ଴

(଴ݔ)∗ = 1 and หݔ଴
∗൫ܵ(ݔ଴)൯ห > 1 − ܶ there are ,(ߝ)ߟ ∈ ℳ, ଵݔ ∈ ܵ௑ and ݔଵ

∗ ∈ ܵ௑∗ such that 
i) ݔଵ

(ଵݔ)∗ = 1, 
ii) หݔଵ

∗൫ܶ(ݔଵ)൯ห = (ܶ)ߥ = 1, 
iii) ߥ(ܶ − ܵ) < ,ߝ ଵݔ∥∥ − ∥∥଴ݔ < ଵݔ∥∥ and ߝ

∗ − ଴ݔ
∗∥∥ <  .ߝ

We notice that for spaces with numerical index equal to one, Definition (5.3.1) can be 
reformulated by using the usual norm of the space ℒ(ܺ) instead of the numerical radius. The 
following simple technical lemmas will be useful. Next lemma is a straightforward consequence 
of [297]. 
Lemma (5.3.2)[296]: Assume that {ݖ௞: ݇ ∈ ℕ} ⊂ ݖ} ∈ ℂ: |ݖ| ≤ 1} and {ߚ௞: ݇ ∈ ℕ} ⊂ ℂ 
satisfies that ∑௞ୀଵ

ஶ |௞ߚ|  = 1. If 0 < ߝ < 1 and Re (∑௞ୀଵ
ஶ (௞ݖ௞ߚ  > 1 −  ଶ, thenߝ

෍  
௞∈஻

|௞ߚ| > 1 −  ,ߝ

where ܤ = {݇ ∈ ℕ: Re (ߚ௞ݖ௞) > (1 −  .{|௞ߚ|(ߝ
Next result is a generalization of Lemma (5.3.2) to ܮଵ(ߤ). Also it extends [307] where the 

state the analogous result for the sequence space ℓଵ. 
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Lemma (5.3.3)[296]: Let (Ω, Σ, be a measure space. Assume that 0 (ߤ < ߝ < 1, ݂ ∈  ௅భ(ఓ) andܤ
݃ ∈  ௅ಮ(ఓ) are such thatܤ

1 − ଶߝ < Re න  
ஐ

 .ߤ݂݀݃

Then the set ܥ given by 
ܥ = ݐ} ∈ Ω: Re ݂ (ݐ)݃(ݐ) > (1 −  ,{|(ݐ)݂|(ߝ

satisfies that 

Re න 
஼

ߤ݂݀݃ > 1 −  .ߝ

Proof. It is clear that the set ܥ is measurable. By assumption we have 

1 − ଶߝ < Re න  
ஐ

ߤ݂݀݃  ≤ Re න 
஼

ߤ݂݀݃  + (1 − (ߝ න  
ஐ∖஼

   ߤ݀|݂|

≤ ߝ Re න 
஼

ߤ݂݀݃  + (1 − (ߝ ቆන 
஼

  ߤ݀|݂| + න  
ஐ∖஼

  ቇߤ݀|݂| ≤ ߝ Re න 
஼

ߤ݂݀݃  + 1 −  .ߝ

Hence, 

Re න 
஼

ߤ݂݀݃ > 1 −  .ߝ

Lemma (5.3.4)[296]: Let ݖ be a complex number, 0 < ߝ < 1 and assume that 
Re ݖ > (1 −  .|ݖ|(ߝ

Then 
ݖ| − ||ݖ| <  .|ݖ|ߝ2√

Proof. We write ݖ = ݔ + ,ݔ where ,ݕ݅ ݕ ∈ ℝ. Since ݔଶ + ଶݕ = = ଶ and|ݖ| Re ݖ > (1 −  ,|ݖ|(ߝ
we have ݕଶ ≤ ଶ|ݖ| − (1 − ଶ|ݖ|ଶ(ߝ = ߝ2) −  ଶ. It follows that|ݖ|(ଶߝ

ݖ| − ଶ|ݖ| = |ݖ|) − ଶ(ݔ + ଶݕ < ଶ(|ݖ|ߝ) + ߝ2) − ଶ|ݖ|(ଶߝ =  .ଶ|ݖ|ߝ2
We recall the following notion (see for instance [305], Definition III.3). 
Definition (5.3.5)[296]: Let (Ω, Σ,  be a finite measure space and ܻ a Banach space. An (ߤ
operator ܶ ∈ ℒ(ܮଵ(ߤ), ܻ) is called Riesz representable (or simply representable) if there is ℎ ∈
,ߤ)ஶܮ ܻ) such that ܶ(݂) = ∫ஐ  ℎ݂݀ߤ for all ݂ ∈  We say that the function ℎ is a .(ߤ)ଵܮ
representation of ܶ. 

We will use the following identification. 
Proposition (5.3.6)[296]: ([305], Lemma III.4, p. 62) Let (Ω, Σ,  be a finite measure space (ߤ
and ܻ be a Banach space. There is a linear isometry Φ from the space ℛ of representable 
operators in ℒ(ܮଵ(ߤ), ܻ) into ܮஶ(ߤ, ܻ) such that if ܶ ∈ ℛ and Φ(ܶ) = ℎ, then it is satisfied that 

ܶ(݂) = න  
ஐ

ℎ݂݀ߤ,   for all  ݂ ∈  .(ߤ)ଵܮ

It is known that ࣱࣝ(ܮଵ(ߤ)) is a subset of the representable operators into ܮଵ(ߤ) whenever ߤ is 
any finite measure (see for instance [305], Theorem III.12, p. 75). We will write ℛ(ܮଵ(ߤ)) for 
the space of representable operators into ܮଵ(ߤ). Given ܶ ∈ ℒ(ܮଵ(ߤ)) and a measurable subset 
(݂)given by ∣ܶ஺ (ߤ)ଵܮ of Ω, we will denote by ∣ܶ஺ the operator on ܣ = ܶ(݂߯஺) for all ݂ ∈  .(ߤ)ଵܮ

In [298] it was proved that a subspace of ℒ(ܮଵ(ߤ), ܻ) that contains the subspace of finite-
rank operators and is contained in the space of representable operators and that satisfies also an 
additional assumption has the Bishop-Phelps-Bollobás property for operators whenever ܻ has 
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the so called AHSp, a property satisfied by ܮଵ(ߤ). Now we will prove a parallel result for 
numerical radius for subspaces of ℒ(ܮଵ(ߤ)). Such proof is more involved since we have to 
approximate one pair of elements (ݔ, in the product of ܵ௅భ(ఓ) (∗ݔ × (ܵ௅భ(ఓ))∗ instead of one 
element in the unit sphere of ܮଵ(ߤ). 

In the proof of the next result we will write ݃(݂) instead of ∫ஐ  for each ߤ݀(ݐ)݂(ݐ)݃ 
element ݂ ∈ ݃ and (ߤ)ଵܮ ∈  .(ߤ)ஶܮ
Theorem (5.3.7)[296]: Let (Ω, ࣛ,  be a finite measure space and let ℳ be a subspace of (ߤ
ℒ(ܮଵ(ߤ)) such that ℱ(ܮଵ(ߤ)) ⊆ ℳ ⊆ ℛ(ܮଵ(ߤ)). Assume also that for each measurable subset 
ܶ of Ω and each ܣ ∈ ℳ it is satisfied ∣ܶ஺ ∈ ℳ. Then ℳ has the ߥ - ݌ܤܲܤ, and the function ߟ 
satisfying Definition (5.3.1) is independent from the measure space and also from ℳ. 
Proof. Let us fix 0 < ߝ < 1. We take ߟ(= ((ߝ)ߟ = ఌఴ

ଶయయ. Assume that ଴ܶ ∈ ܵℳ, ଴݂ ∈ ܵ௅భ(ఓ) and 
݃଴ ∈ ܵ௅ಮ(ఓ) satisfy ݃଴( ଴݂) = 1 and ห݃଴൫ ଴ܶ( ଴݂)൯ห > 1 − |଴ߣ| ଴ be a scalar withߣ Let .ߟ = 1 and 
such that ห݃଴൫ ଴ܶ( ଴݂)൯ห = Re ߣ଴݃଴൫ ଴ܶ( ଴݂)൯. By changing ଴ܶ by ߣ଴ ଴ܶ we may assume that 
Re ݃ ଴൫ ଴ܶ( ଴݂)൯ = ห݃଴൫ ଴ܶ( ଴݂)൯ห. In view of Proposition (5.3.6) there is a function ℎ଴ ∈
ܵ௅ಮ(ఓ,௅భ(ఓ)) associated to the operator ଴ܶ. Since the proof is long we divided it into five steps. 
Step 1. In this step we will approximate the pair of functions ( ଴݂, ݃଴) by a new pair ( ଵ݂, ݃ଵ) such 
that ଵ݂ and ݃ଵ take a countable set of values and also there are subsets where ଵ݂, ݃ଵ are constant 
and ℎ଴ has small oscillation on these subsets. 

More concretely, we will show that there are functions ଵ݂ ∈ ܵ௅భ(ఓ) and ݃ଵ ∈ ܵ௅ಮ(ఓ) and a 
countable family {ܦ௞: ݇ ∈ {ܬ ⊂ Ω of pairwise disjoint measurable sets such that ߤ(ܦ௞) > 0 for 
all ݇ ∈ ,ܬ ൫Ωߤ ∖ ⋃௞∈௃ ௞൯ܦ  = 0 and such that the following conditions are satisfied 

∥∥ ଵ݂ − ଴݂∥∥ଵ <
ߝ
4

,  ∥∥݃ଵ − ݃଴∥∥ஶ <
ߝ
4

,                                      (164) 

Re ݃ ଵ( ଵ݂) > 1 − ,ߟ  Re ݃ ଵ൫ ଴ܶ( ଵ݂)൯ > 1 −  (165)                        ,ߟ
for each ݇ ∈ ,ܬ ଵ݂ and ݃ଵ are constant on ܦ௞                           (166) 
sup  ൛∥∥ℎ଴(ݏ) − ℎ଴(ݐ)∥∥ଵ: ,ݏ ݐ ∈ ௞ൟܦ ≤ ,ߟ  ∀݇ ∈  (167)                  ,ܬ

and 
1 = ∥∥ℎ଴∥∥ஶ = sup  ൛∥∥ℎ଴(ݐ)∥∥ଵ: ݐ ∈∪௞∈௃  ௞ൟ.                          (168)ܦ

Since the set of simple functions is dense in both ܮଵ(ߤ) and ܮஶ(ߤ), there are simple functions 
ଵ݂ ∈ ܵ௅భ(ఓ) and ݃ଵ ∈ ܵ௅ಮ(ఓ) satisfying (164) and (165). 

On the other hand, by [305] there is a measurable subset ܧଵ of Ω such that ߤ(ܧଵ) = 0 and 
ℎ଴(Ω ∖ :௜ݕ} Suppose that the set .(ߤ)ଵܮ ଵ) is a separable subset ofܧ ݅ ∈ ℕ} is dense in 
ℎ଴(Ω ∖ ) ଵ). Since ଵ݂ and ݃ଵ are simple functions, we can assume that Imܧ ଵ݂) =
{ܽ௥: ݎ = 1, … , ݊} and Im (݃ଵ) = { ௟ܾ: ݈ = 1, … , ݉}. Now, for ݅ ∈ ℕ, ݎ ∈ {1, … , ݊} = ܰ and ݈ ∈
{1, … , ݉} =  we consider the following subsets of Ω ܯ

(ଵ,௥,௟)ܣ = ℎ଴
ିଵ ቆܤఎ

ଶ
ቇ(ଵݕ) ∩ (Ω ∖ (ଵܧ ∩ ଵ݂

ିଵ(ܽ௥) ∩ ݃ଵ
ିଵ( ௟ܾ) 

and 

(௜,௥,௟)ܣ = ൭ℎ଴
ିଵ ቆܤఎ

ଶ
ቇ(௜ݕ) ∖∪௘ୀଵ

௜ିଵ ℎ଴
ିଵ ቆܤఎ

ଶ
ቇ൱(௘ݕ) ∩ (Ω ∖ (ଵܧ ∩ ଵ݂

ିଵ(ܽ௥) ∩ ݃ଵ
ିଵ( ௟ܾ),  ∀݅ ≥ 2. 
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It is clear that the elements of the family ൛ܣ(௜,௥,௟): (݅, ,ݎ ݈) ∈ ℕ × ܰ ×  ൟ are measurable subsetsܯ
of Ω and pairwise disjoint. Now, let ܹ = ൛(݅, ,ݎ ݈) ∈ ℕ × ܰ × :ܯ ൯(௜,௥,௟)ܣ൫ߤ = 0ൟ and ܧଶ =
⋃(௜,௥,௟)∈ௐ (ଶܧ)ߤ ଶ is measurable andܧ By the definition of ܹ it is trivially satisfied that .(௜,௥,௟)ܣ  =
0. On the other hand there exists a measurable subset ܧଷ of Ω ∖ ଵܧ) ∪ (ଷܧ)ߤ ଶ) such thatܧ = 0 
and ∥ ℎ ∥ஶ= sup{∥ ℎ(ݐ) ∥ଵ: ݐ ∈ Ω ∖ :௞ܦ} ଷ}. Assume thatܧ ݇ ∈  is the family of pairwise {ܬ
disjoint measurable subsets obtained by indexing the set ൛ܣ(௜,௥,௟) ∖ :ଷܧ (݅, ,ݎ ݈) ∈ (ℕ × ܰ × (ܯ ∖
ܹൟ. Then, we have that ߤ(ܦ௞) > 0 for all ݇ ∈ ,ܬ ൫Ωߤ ∖ ⋃௞∈௃ ௞൯ܦ  = 0 and also the family 
:௞ܦ} ݇ ∈  satisfies the conditions (166), (167) and (168). Therefore, by (166) there are sets of {ܬ
scalars {ߙ௞: ݇ ∈ :௞ߛ} and {ܬ ݇ ∈  such that {ܬ

ଵ݂ = ෍  
௞∈௃

௞ߙ
߯஽ೖ

(௞ܦ)ߤ ,  ෍  
௞∈௃

|௞ߙ| = 1,  ݃ଵ = ෍  
௞∈௃

௞߯஽ೖߛ , |௞ߛ|  ≤ 1,  ∀݇ ∈  (169)       .ܬ

Step 2. In this step we will define another simple function ݂ ଶ ∈ ܵ௅భ(ఓ) which is an approximation 
of ଵ݂, and can be expressed as a finite sum instead of the countable sum appearing in the 
expression of ଵ݂ given in (169). 

By (169) and (165) there is a finite subset ܨ of ܬ such that 

෍  
௞∈ி

|௞ߙ| > 1 − ߟ > 0,  Re ݃ଵ ൭෍  
௞∈ி

௞ߙ 
߯஽ೖ

൱(௞ܦ)ߤ > 1 −  (170)                .ߟ

and also 

Re ݃ଵ ቌ ଴ܶ ൭෍  
௞∈ி

௞ߙ 
߯஽ೖ

൱ቍ(௞ܦ)ߤ > 1 −  (171)                               .ߟ

For each ݇ ∈ ௞ߚ we put ܨ = ఈೖ

∑ೖ∈ಷ  |ఈೖ| and define ଶ݂ = ∑௞∈ிᇲ ௞ߚ 
ఞವೖ

ఓ(஽ೖ)
. In view of (170) and (171) 

we have that 

Re ݃ ଵ( ଶ݂) = Re ݃ ଵ ൭෍  
௞∈ி

௞ߚ 
߯஽ೖ

൱(௞ܦ)ߤ > 1 −  (172)                        ߟ

and 

Re ݃ ଵ൫ ଴ܶ( ଶ݂)൯ = Re ݃ ଵ ቌ ଴ܶ ൭෍  
௞∈ி

௞ߚ 
߯஽ೖ

൱ቍ(௞ܦ)ߤ > 1 −  (173)              .ߟ

Clearly ଶ݂ ∈ ܵ௅భ(ఓ) and by (169), (170) we have that 

∥∥ ଶ݂ − ଵ݂∥∥ଵ =
∥∥
∥∥
∥

෍  
௞∈ி

௞ߚ 
߯஽ೖ

(௞ܦ)ߤ − ෍  
௞∈௃

௞ߙ 
߯஽ೖ

∥∥(௞ܦ)ߤ
∥∥
∥

ଵ

 

                                                    =
∥∥
∥∥
∥

෍  
௞∈ி

௞ߚ 
߯஽ೖ

(௞ܦ)ߤ − ෍  
௞∈ி

௞ߙ 
߯஽ೖ

(௞ܦ)ߤ − ෍  
௞∈௃∖ி

  ௞ߙ
߯஽ೖ

∥∥(௞ܦ)ߤ
∥∥
∥

ଵ

 

≤ ෍  
௞∈ி

  ௞ߚ| − |௞ߙ + ෍  
௞∈௃∖ி

  |௞ߙ| = 1 − ෍  
௞∈ி

  |௞ߙ| + ෍  
௞∈௃∖ி

   |௞ߙ|
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= 2 ൭1 − ෍  
௞∈ி

  ௞|൱ߙ| < ߟ2 <
ߝ
4

.                                     (174) 

Step 3. Now, we approximate the function ℎ଴ by a new one ℎଶ such that for each ݇ ∈  the new ܨ
function is constant on each ܦ௞. So we also approximate the operator ଴ܶ by a new one. 

For this aim we choose an element ݐ௞ in ܦ௞, for any ݇ ∈ put ߰௞ ,ܨ = ℎ଴(ݐ௞) ∈  and (ߤ)ଵܮ
define ℎଵ ∈ ,ߤ)ஶܮ  by ((ߤ)ଵܮ

ℎଵ = ℎ଴߯ஐ∖(⋃  ೖ∈ಷ  ஽ೖ) + ෍  
௞∈ி

߰௞߯஽ೖ . 

By (168) we have that ∥∥ℎଵ∥∥ஶ ≤ 1. If ଵܶ ∈ ℒ(ܮଵ(ߤ)) is the operator associated to ℎଵ, then ଵܶ is 
the sum of ଴ܶ∣ஐ∖∖∪ೖ∈ಷ஽ೖ) and a finite-rank operator, so ܶ ଵ ∈ ℳܤ . By using (167), we clearly have 

∥∥ ଵܶ − ଴ܶ∥∥  = ∥∥ℎଵ − ℎ଴∥∥ஶ ≤ sup  ൛∥∥߰௞ − ℎ଴(ݐ)∥∥ଵ: ݐ ∈ ௞ܦ , ݇ ∈ ൟܨ
 = sup  ൛∥∥ℎ଴(ݐ௞) − ℎ଴(ݐ)∥∥ଵ: ݐ ∈ ,௞ܦ ݇ ∈ ൟܨ ≤ .ߟ

        (175) 

Since ∥∥ ଴ܶ∥∥ = 1 we get that 0 < 1 − ߟ ≤ ∥∥ ଵܶ∥∥ ≤ 1. Now we define ଶܶ = భ்

∥∥ భ்∥∥
 and so we have 

that 
∥∥ ଶܶ − ଵܶ∥∥ = 1 − ∥∥ ଵܶ∥∥ ≤  .ߟ

In view of the previous inequality and (175) we obtain that 
∥∥ ଶܶ − ଴ܶ∥∥ ≤ ∥∥ ଶܶ − ଵܶ∥∥ + ∥∥ ଵܶ − ଴ܶ∥∥ ≤ ߟ2 <

ߝ
4

.                     (176) 
From (173) and (176) we get that 

Re ݃ ଵ൫ ଶܶ( ଶ݂)൯ ≥ Re ݃ ଵ൫ ଴ܶ( ଶ݂)൯ − ∥∥ ଶܶ − ଴ܶ∥∥ > 1 −  (177)                .ߟ3
On the other hand, it is clear that 

ଵܶ( ଶ݂) = න  
ஐ

ℎଵ ଶ݂݀ߤ = න  
ஐ∖∪ೖ∈ಷ஽ೖ

ℎଵ ଶ݂݀ߤ + ෍  
௞∈ி

න  
஽ೖ

ℎଵ ଶ݂݀ߤ = ෍  
௞∈ி

௞߰௞ߚ . 

For simplicity, for each ݇ ∈ put ߶௞ ,ܨ = టೖ

∥∥ భ்∥∥
. So we have that 

ଶܶ( ଶ݂) = ෍  
௞∈ி

 .௞߶௞ߚ

It is clear that ߶௞ ∈ ݇ ௅భ(ఓ) for everyܤ ∈  From (172) and (177) we obtain that .ܨ

Re ݃ ଵ ቌ෍  
௞∈ி

 
௞ߚ

2
൬

߯஽ೖ

(௞ܦ)ߤ + ߶௞൰ቍ = Re ݃ ଵ ቆ ଶ݂ + ଶܶ( ଶ݂)
2

ቇ > 1 −   .ߟ2

Step 4. In this step we will obtain approximations ଷ݂, ଷܶ of ଶ݂ and ଶܶ, respectively. We will 
check in the final step that ଷܶ attains its norm at ଷ݂, a necessary condition for our purpose. In 
fact ଷ݂ and ଷܶ are the final approximations to ଴݂ and ଴ܶ. 
Define the set ܩ as follows 

ܩ = ൝݇ ∈ :ܨ Re ݃ ଵ ൭
௞ߚ

2
൬

߯஽ೖ

(௞ܦ)ߤ + ߶௞൰൱ > (1 − ඥ2ߚ|(ߟ௞|ൡ. 

In view of Lemma (5.3.2) we have that 
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෍  
௞∈ீ

|௞ߚ| > 1 − ඥ2ߟ = 1 −
ସߝ

2ଵ଺ .                                       (178) 

It is immediate that 

Re ߚ௞݃ଵ ൬
߯஽ೖ

൰(௞ܦ)ߤ > (1 − 2ඥ2ߚ|(ߟ௞| = ቆ1 −
ସߝ

2ଵହቇ ,|௞ߚ|  ∀݇ ∈  .ܩ

So, for each ݇ ∈  we have ܩ

Re ߚ௞ߛ௞ = Re ߚ௞݃ଵ ൬
߯஽ೖ

൰(௞ܦ)ߤ > ቆ1 −
ସߝ

2ଵହቇ |௞ߚ| ≥ ቆ1 −
ସߝ

2ଵହቇ  .|௞ߛ௞ߚ|

Hence, we obtain that ߚ௞ ≠ 0 for ݇ ∈  and also that ܩ

|௞ߛ| > 1 −
ସߝ

2ଵହ > 0,  ∀݇ ∈  (179)                                        .ܩ
By using also Lemma (5.3.4) we get 

௞ߛ௞ߚ| ||௞ߛ௞ߚ|− <
ଶߝ

2଻  .|௞ߛ௞ߚ|
Hence, 

ቤߚ௞ −
|௞ߛ௞ߚ|

௞ߛ
ቤ <

ଶߝ

2଻ ௞ߛ௞| and ቤߚ| −
|௞ߛ௞ߚ|

௞ߚ
ቤ <

ଶߝ

2଻ ,|௞ߛ|  ∀݇ ∈  (180)          ,ܩ

so 

ቤ
௞ߛ

|௞ߛ| −
|௞ߚ|
௞ߚ

ቤ <
ଶߝ

2଻ ,  ∀݇ ∈  (181)                                      .ܩ

The element ଷ݂ given by 

ଷ݂ =
1

∑  ௞∈ீ   |௞ߚ| ෍  
௞∈ீ

|௞ߛ௞ߚ|
௞ߛ

߯஽ೖ

 (௞ܦ)ߤ

belongs to the unit sphere of ܮଵ(ߤ). Now, by using (178) and (180) we get that 

∥∥ ଷ݂ − ଶ݂∥∥ଵ  =
∥∥
∥∥ 1

∑  ௞∈ீ   |௞ߚ| ෍  
௞∈ீ

 
|௞ߛ௞ߚ|

௞ߛ

߯஽ೖ

(௞ܦ)ߤ − ෍  
௞∈ி

௞ߚ 
߯஽ೖ

∥∥(௞ܦ)ߤ
∥∥

ଵ

 =
∥∥
∥∥
∥ 1

∑  ௞∈ீ   |௞ߚ| ෍  
௞∈ீ

 
|௞ߛ௞ߚ|

௞ߛ

߯஽ೖ

(௞ܦ)ߤ − ෍  
௞∈ீ

௞ߚ 
߯஽ೖ

(௞ܦ)ߤ − ෍  
௞∈ி∖ீ

௞ߚ 
߯஽ೖ

∥∥(௞ܦ)ߤ
∥∥
∥

ଵ

 ≤ ෍  
௞∈ீ

  ቤ
1

∑  ௞∈ீ   |௞ߚ|
|௞ߛ௞ߚ|

௞ߛ
− ௞ቤߚ + ෍  

௞∈ி∖ீ

  ௞|                                   (182)ߚ|

 

 ≤ ෍  
௞∈ீ

  ቤ
1

∑  ௞∈ீ   |௞ߚ|
|௞ߛ௞ߚ|

௞ߛ
−

|௞ߛ௞ߚ|
௞ߛ

ቤ + ෍  
௞∈ீ

  ቤ
|௞ߛ௞ߚ|

௞ߛ
− ௞ቤߚ + ෍  

௞∈ி∖ீ

  |௞ߚ|

 ≤ 1 − ෍  
௞∈ீ

  |௞ߚ| + ෍  
௞∈ீ

 
ଶߝ

2଻ |௞ߚ| + ෍  
௞∈ி∖ீ

  |௞ߚ|

≤ 2 ൭1 − ෍  
௞∈ீ

  ௞|൱ߚ| +
ଶߝ

2଻ ≤
ߝ
8

.
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In view of (164),(174) and (182), we obtain that 
∥∥ ଷ݂ − ଴݂∥∥ଵ ≤ ∥∥ ଷ݂ − ଶ݂∥∥ଵ + ∥∥ ଶ݂ − ଵ݂∥∥ଵ + ∥∥ ଵ݂ − ଴݂∥∥ଵ <

ߝ
8

+
ߝ
4

+
ߝ
4

<  (183)     .ߝ
Now notice obviously that 

Re ߚ௞݃ଵ(߶௞) > (1 − 2ඥ2ߚ|(ߟ௞| > ቆ1 −
ସߝ

2ଵସቇ ,|௞ߚ|  ∀݇ ∈  .ܩ

For each ݇ ∈  define ௞ܲ as follows ,ܩ

௞ܲ = ቊݐ ∈ Ω: Re ߚ௞݃ଵ(ݐ)߶௞(ݐ) > ቆ1 −
ଶߝ

2଻ቇ  .ቋ|(ݐ)௞߶௞ߚ|

Clearly ௞ܲ is a measurable set. According to Lemma (5.3.3), for each ݇ ∈  we have ܩ

Re න  
௉ೖ

ߤ௞݃ଵ߶௞݀ߚ > ቆ1 −
ଶߝ

2଻ቇ  ,|௞ߚ|

so 

න  
௉ೖ

|߶௞|݀ߤ > 1 −
ଶߝ

2଻ > 0.                                                     (184) 

Let us fix ݇ ∈ ݐ and ܩ ∈ ௞ܲ. Notice that ߚ௞݃ଵ(ݐ) ≠ 0. By Lemma (5.3.4) it follows 
(ݐ)௞߶(ݐ)௞݃ଵߚ| ||(ݐ)௞߶(ݐ)௞݃ଵߚ|− <

ߝ
2ଷ  ,|(ݐ)௞߶(ݐ)௞݃ଵߚ|

So 

ቤ߶௞(ݐ) −
|(ݐ)௞߶(ݐ)௞݃ଵߚ|

(ݐ)௞݃ଵߚ
ቤ <

ߝ
2ଷ |߶௞(ݐ)|,  ∀݇ ∈ ,ܩ ݐ ∈ ௞ܲ.                        (185) 

For each ݇ ∈  by (ߤ)ଵܮ we can define the element ߮௞ in ܩ

߮௞ =
௞ߛ

|௞ߛ|
|߶௞|

∫  ௉ೖ
  |߶௞|݀ߤ

|݃ଵ|
݃ଵ

߯௉ೖ . 

It is immediate that ߮௞ ∈ ܵ௅భ(ఓ). From (184) and (185), for each ݇ ∈  we have ܩ
         ∥∥߮௞ − ߶௞∥∥ଵ 
                          ≤ ∥∥߮௞ − ߶௞߯௉ೖ∥∥ଵ

+ ∥∥߶௞߯ஐ∖௉ೖ∥∥ଵ
 

                          < ∥∥߮௞ − ߶௞߯௉ೖ∥∥ଵ
+

ଶߝ

2଻ 

≤ ∥∥
∥߮௞ −

௞ߛ

|௞ߛ|
|߶௞|

|݃ଵ|
݃ଵ

߯௉ೖ∥∥
∥

ଵ
+ ∥∥

∥ ௞ߛ

|௞ߛ|
|߶௞|

|݃ଵ|
݃ଵ

߯௉ೖ −
|௞ߚ|
௞ߚ

|߶௞|
|݃ଵ|
݃ଵ

߯௉ೖ∥∥
∥

ଵ
            

                                  + ∥∥
|௞ߚ|∥

௞ߚ
|߶௞|

|݃ଵ|
݃ଵ

߯௉ೖ − ߶௞߯௉ೖ∥∥
∥

ଵ
+

ଶߝ

2଻ 

                          ≤ ∥∥
∥߮௞ −

௞ߛ

|௞ߛ|
|߶௞|

|݃ଵ|
݃ଵ

߯௉ೖ∥∥
∥

ଵ
+ ቤ

௞ߛ

|௞ߛ| −
|௞ߚ|
௞ߚ

ቤ +
ߝ

2ଷ +
ଶߝ

2଻ 

                          ≤ ∥∥
∥߮௞ −

௞ߛ

|௞ߛ|
|߶௞|

|݃ଵ|
݃ଵ

߯௉ೖ∥∥
∥

ଵ
+

ߝ
4

     (by(181)) 

                          =
∥∥
∥∥ ௞ߛ

|௞ߛ|
|߶௞|

∫௉ೖ
 |߶௞|݀ߤ

|݃ଵ|
݃ଵ

߯௉ೖ −
௞ߛ

|௞ߛ|
|߶௞|

|݃ଵ|
݃ଵ

߯௉ೖ∥∥
∥∥

ଵ

+
ߝ
4
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= 1 − න  
௉ೖ

  |߶௞|݀ߤ +
ߝ
4

<
ଶߝ

2଻ +
ߝ
4

<
ߝ
2

.                                                               (186) 

Let the function ℎଷ be defined as follows 

ℎଷ =
ℎଵ

∥∥ℎଵ∥∥ஶ
߯ஐ∖⋃  ೖ∈ಸ  ஽ೖ + ෍  

௞∈ீ

߮௞߯஽ೖ . 

It is easy to see that ℎଷ belongs to the unit sphere of ܮஶ(ߤ, Let ଷܶ .((ߤ)ଵܮ ∈ ܵℒ(௅భ(ఓ)) be the 
operator associated to the function ℎଷ in view of Proposition (5.3.6). Since ܩ is a finite set, 
ℱ(ܮଵ(ߤ)) ⊂ ℳ and ଵܶ ∈ ℳ, by using the assumptions on ℳ we know that ଷܶ ∈ ܵℳ . 

We also have that 

              ‖ ଷܶ − ଶܶ‖ = ฯℎଷ −
ℎଵ

‖ℎଵ‖ஶ
ฯ

ஶ
 

= ะℎଷ߯ஐ\(∪ೖ∈ಸ஽ೖ) + ෍  
௞∈ீ

ℎଷ߯஽ೖ −
ℎଵ

‖ℎଵ‖ஶ
߯ஐ\(∪ೖ∈ಸ஽ೖ) − ෍  

௞∈ீ

ℎଵ

‖ℎଵ‖ஶ
߯஽ೖ ะ

ஶ

  

= ะ
ℎଵ

‖ℎଵ‖ஶ
߯ஐ\(∪ೖ∈ಸ஽ೖ) + ෍  

௞∈ீ

߮௞߯஽ೖ −
ℎଵ

‖ℎଵ‖ஶ
߯ஐ\(∪ೖ∈ಸ஽ೖ) − ෍  

௞∈ீ

߶௞߯஽ೖะ
ஶ

 

                = ะ෍  
௞∈ீ

(߮௞ − ߶௞)߯஽ೖ ะ
ஶ

= sup
௞∈ீ

 ‖߮௞ − ߶௞‖ଵ ≤
ߝ
2

                             

By the previous inequality and (176) we obtain 
∥∥ ଷܶ − ଴ܶ∥∥ ≤ ∥∥ ଷܶ − ଶܶ∥∥ + ∥∥ ଶܶ − ଴ܶ∥∥ <  (187)                                       .ߝ

Step 5. Finally, we are going to find an approximation of ݃ଵ and complete our proof. 
We put ܣ = ቄݐ ∈ Ω: |݃ଵ(ݐ)| ≥ 1 − ఌమ

ଶళቅ and let the function ݃ଶ be defined by ݃ଶ = ௚భ
|௚భ| ߯஺ +

݃ଵ߯ஐ∖஺. Since ݃ଵ ∈ ܵ௅ಮ(ఓ), we have that ݃ଶ ∈ ܵ௅ಮ(ఓ). It is also clear that 

∥∥݃ଶ − ݃ଵ∥∥ஶ ≤
ଶߝ

2଻ .                                                          (188) 
By using (164) and (188) we also have that 

∥∥݃ଶ − ݃଴∥∥ஶ ≤ ∥∥݃ଶ − ݃ଵ∥∥ஶ + ∥∥݃ଵ − ݃଴∥∥ஶ ≤
ଶߝ

2଻ +
ߝ
4

<  (189)                        .ߝ

By (179) we know that |ߛ௞| > 1 − ఌర

ଶభఱ for each ݇ ∈ ܩ Since .ܩ ⊂  in view of (169), the ,ܬ
restriction of ݃ଵ to ܦ௞ coincides with ߛ௞  and so ܦ௞ ⊂ ݇ for all ܣ ∈  ,Hence .ܩ

݃ଶ∣஽ೖ =
௞ߛ

|௞ߛ| ,  ∀݇ ∈  .ܩ

Therefore, we deduce that 

݃ଶ( ଷ݂) = ݃ଶ ൭
1

∑  ௞∈ீ   |௞ߚ| ෍  
௞∈ீ

 
|௞ߛ௞ߚ|

௞ߛ

߯஽ೖ

 ൱(௞ܦ)ߤ

                  =
1

∑  ௞∈ீ   |௞ߚ| ෍  
௞∈ீ

 
|௞ߛ௞ߚ|

௞ߛ

1
(௞ܦ)ߤ ݃ଶ൫߯஽ೖ൯ 
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=
1

∑  ௞∈ீ   |௞ߚ| ෍  
௞∈ீ

 
|௞ߛ௞ߚ|

௞ߛ

௞ߛ

|௞ߛ| = 1.                                       (190) 

For each ݇ ∈ we deduce that ௞ܲ ,ܣ from the definition of ௞ܲ and ,ܩ ⊂  so ,ܣ

݃ଶ(߮௞) = න  
௉ೖ

௞ߛ

|௞ߛ|
|߶௞|

∫  ௉ೖ
  |߶௞|݀ߤ

ߤ݀ =
௞ߛ

|௞ߛ| .                                   (191) 

Since 

ଷܶ( ଷ݂) = න  
ஐ

ℎଷ ଷ݂݀ߤ =
1

∑  ௞∈ீ   |௞ߚ| ෍  
௞∈ீ

|௞ߛ௞ߚ|
௞ߛ

߮௞ , 

by using (191) we have that 

݃ଶ൫ ଷܶ( ଷ݂)൯  =
1

∑  ௞∈ீ   |௞ߚ| ෍  
௞∈ீ

 
|௞ߛ௞ߚ|

௞ߛ
݃ଶ(߮௞)

 =
1

∑  ௞∈ீ   |௞ߚ| ෍  
௞∈ீ

 
|௞ߛ௞ߚ|

௞ߛ

௞ߛ

|௞ߛ| = 1.                           (192)
 

We have shown that there are elements ଷܶ ∈ ܵℳ , ଷ݂ ∈ ܵ௅భ(ఓ) and ݃ଶ ∈ ܵ௅ಮ(ఓ) that in view of 
(183),(187),(189),(190) and (192) satisfy 

∥∥ ଷܶ − ଴ܶ∥∥ < ,ߝ  ∥∥ ଷ݂ − ଴݂∥∥ଵ < ,ߝ  ∥∥݃ଶ − ݃଴∥∥ஶ <  ߝ
and also 

݃ଶ( ଷ݂) = ݃ଶ൫ ଷܶ( ଷ݂)൯ = 1. 
So we showed that ℳ has the BPBp- ߥ with the function ߟ given by (ߝ)ߟ = ఌఴ

ଶయయ. 
In case that ߤ is a ߪ-finite measure, there is a finite measure ߞ and a linear isometry Φ 

from ܮଵ(ߤ) onto ܮଵ(ߞ). From this fact we deduce the following result which generalizes 
Theorem (5.3.7) for some well-known classes of operators. 
Corollary (5.3.8)[296]: Let (Ω, Σ,  finite measure space. The following subspaces of-ߪ be a (ߤ
ℒ(ܮଵ(ߤ)) have the ߥ-݌ܤܲܤ and the function ߟ satisfying Definition (5.3.1) is independent from 
the measure space. 

(a) The subspace of all finite-rank operators on ܮଵ(ߤ). 
(b) The subspace of all compact operators on ܮଵ(ߤ). 
(c) The subspace of all weakly compact operators on ܮଵ(ߤ). 

In case that ߤ is finite, then the subspace of all representable operators on ܮଵ(ߤ) also has 
the ݌ܤܲܤ −  .ߥ
Proof. Assume first that ߤ is a finite measure. It is known that ℱ(ܮଵ(ߤ)) ⊂ ⊃ ((ߤ)ଵܮ)ࣥ
((ߤ)ଵܮ)ࣱࣝ ⊂ ℛ(ܮଵ(ߤ)) and ∣ܶ஺൫ܤ௅భ(ఓ)൯ ⊂ ܶ൫ܤ௅భ(ఓ)൯ for each ܶ ∈ ℒ(ܮଵ(ߤ)) and every 
measurable subset ܣ of Ω. Also, it is clear that ∣ܶ஺ ∈ ℛ(ܮଵ(ߤ)) for any ܶ ∈ ℛ(ܮଵ(ߤ)) and every 
measurable subset ܣ of Ω. Therefore, the spaces ℱ(ܮଵ(ߤ)), ,((ߤ)ଵܮ)ࣥ  and ((ߤ)ଵܮ)ࣱࣝ
ℛ(ܮଵ(ߤ)) satisfy the assumptions of Theorem (5.3.7), and so the above statements hold in case 
that ߤ is finite. 

Now, let ߤ be a ߪ-finite measure. We will show that the space ℱ(ܮଵ(ߤ)) satisfies the 
BPBp- ߥ. There is a finite measure ߞ and a surjective linear isometry Φ from ܮଵ(ߤ) into ܮଵ(ߞ). 
The mapping Φ induces a surjective linear isometry from ℱ(ܮଵ(ߤ))൯ into ℱ(ܮଵ(ߞ))൯ given by 
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ܶ ↦ Φ ∘ ܶ ∘ Φିଵ. Since Φ is an isometry, it follows that ߥ(ܶ) = Φ)ߥ ∘ ܶ ∘ Φିଵ) for every ܶ ∈
ℱ(ܮଵ(ߤ)). On the other hand, it is satisfied that (݂, ݃) ∈ Π(ܮଵ(ߤ)) if and only if 
(Φ(݂), (Φିଵ)௧(݃)) ∈ Π(ܮଵ(ߞ)). Also (Φିଵ)௧(݃)(Φ ∘ ܶ ∘ Φିଵ(Φ(݂))) = ݃(ܶ(݂)) for every 
ܶ ∈ ℱ(ܮଵ(ߤ))൯. Since ℱ(ܮଵ(ߞ)) has the BPBp- ߥ we deduce the same property for ℱ(ܮଵ(ߤ)). 

The proofs of the statements b) and c) are analogous. 
Corollary (5.3.9)[365]: Let (Ω, Σ, be a measure space. Assume that 0 (ߤ < ߝ < 1, ݂௝ ∈  ௅భ(ఓ)ܤ
and ݃௝ ∈  ௅ಮ(ఓ) are such thatܤ

1 − ଶߝ < Re න  
ஐ

෍ ݂௝݃௝݀ߤ. 

Then the set ܥ given by 
ܥ = ݐ} ∈ Ω: Re ෍ ݂௝(ݐ)݃௝(ݐ) > (1 − (ߝ ෍ |݂௝(ݐ)|}, 

satisfies that 

Re න 
஼

෍ ݂௝݃௝݀ߤ > 1 −  .ߝ

Proof. It is clear that the set ܥ is measurable. By assumption we have 

1 − ଶߝ < Re න  
ஐ

 ෍ ݂௝݃௝݀ߤ ≤ Re න  
஼

 ෍ ݂௝݃௝݀ߤ + (1 − (ߝ න  
ஐ∖஼

 ෍ |݂௝|݀ߤ 
 

     ≤ ߝ Re න 
஼

 ෍ ݂௝݃௝݀ߤ + (1 − (ߝ ෍ ቆන 
஼

  ห݂௝ห݀ߤ + න  
ஐ∖஼

  ห݂௝ห݀ߤቇ 

≤ ߝ Re න 
஼

 ෍ ݂௝݃௝݀ߤ + 1 −                                                          .ߝ

Hence, 

Re න  
஼

෍ ݂௝݃௝݀ߤ > 1 −  .ߝ

Corollary (5.3.10)[365]: Let ݖ௝ be a complex number, 0 < ߝ < 1 and assume that 

Re ෍ ௝ݖ > (1 − (ߝ ෍หݖ௝ห. 
Then 

෍ ௝ݖ| − ||௝ݖ| < ߝ2√ ෍หݖ௝ห. 

Proof. We write ݖ௝ = ௝ݔ + ௝ݔ ௝, whereݕ݅ , ௝ݕ ∈ ℝ. Since ݔ௝
ଶ + ௝ݕ

ଶ = ∑ ௝|ଶ andݖ| ௝ݔ = Re ∑ ௝ݖ > 
(1 − (ߝ ∑ ∑ ௝|, we haveݖ| ௝ݕ

ଶ ≤ | ∑ ௝|ଶݖ − (1 − ଶ(ߝ ∑ ௝|ଶݖ| = ߝ2) − (ଶߝ ∑  ௝|ଶ. It follows thatݖ|

෍|ݖ௝ − ௝หݖ|
ଶ

= ෍(|ݖ௝| − ௝)ଶݔ + ෍ ௝ݕ
ଶ < ෍(ݖ|ߝ௝|)ଶ + ߝ2) − (ଶߝ ෍ ௝|ଶݖ| = ߝ2 ෍      .௝|ଶݖ|

Corollary (5.3.13)[365]: Let (Ω, ࣛ,  be a finite measure space and let ℳ be a subspace of (ߤ
ℒ(ܮଵ(ߤ)) such that ℱ(ܮଵ(ߤ)) ⊆ ℳ ⊆ ℛ(ܮଵ(ߤ)). Assume also that for each measurable subset 
of Ω and each ܶ௝ ܣ ∈ ℳ it is satisfied ∣ܶ஺

௝ ∈ ℳ. Then ℳ has the ߥ- ݌ܤܲܤ, and the function ߟ 
satisfying Definition (5.3.1) is independent from the measure space and also from ℳ. 
Proof. Let us fix 0 < ߝ < 1. We take ߟ(= ((ߝ)ߟ = ఌఴ

ଶయయ. Assume that ൫ܶ௝൯଴ ∈ ܵℳ
௝ , ൫݂௝൯଴ ∈

ܵ௅భ(ఓ) and ൫݃௝൯଴ ∈ ܵ௅ಮ(ఓ) satisfy ∑൫݃௝൯଴ ቀ൫݂௝൯଴ቁ = 1 and ∑ ቚ൫݃௝൯଴ ൬൫ܶ௝൯଴ ቀ൫݂௝൯଴ቁ൰ቚ > 1 −
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∑ ௝൯଴ be a scalar withߣLet ൫ .ߟ ቚ൫ߣ௝൯଴ቚ = 1 and such that ∑ ቚ൫݃௝൯଴ ൬൫ܶ௝൯଴ ቀ൫݂௝൯଴ቁ൰ቚ =

Re ∑൫ߣ௝൯଴൫݃௝൯଴ ൬൫ܶ௝൯଴ ቀ൫݂௝൯଴ቁ൰. By changing ൫ܶ௝൯଴ by ൫ߣ௝൯଴൫ܶ௝൯଴ we may assume that 

Re ∑൫݃௝൯଴ ൬൫ܶ௝൯଴ ቀ൫݂௝൯଴ቁ൰ = ∑ ቚ൫݃௝൯଴ ൬൫ܶ௝൯଴ ቀ൫݂௝൯଴ቁ൰ቚ. In view of Proposition (5.3.6) there 

is a function ൫ℎ௝൯଴ ∈ ܵ௅ಮ(ఓ,௅భ(ఓ)) associated to the operator ൫ܶ௝൯଴. Since the proof is long we 
divided it into five steps. 
Step 1. In this step we will approximate the pair of functions ቀ൫݂௝൯଴, ൫݃௝൯଴ቁ by a new pair 

ቀ൫݂௝൯ଵ, ൫݃௝൯ଵቁ such that ൫݂௝൯ଵ and ൫݃௝൯ଵ take a countable set of values and also there are 
subsets where ൫݂௝൯ଵ, ൫݃௝൯ଵ are constant and ൫ℎ௝൯଴ has small oscillation on these subsets. 

More concretely, we will show that there are functions ൫݂௝൯ଵ ∈ ܵ௅భ(ఓ) and ൫݃௝൯ଵ ∈ ܵ௅ಮ(ఓ) 
and a countable family {ܦ௞: ݇ ∈ {ܬ ⊂ Ω of pairwise disjoint measurable sets such that ߤ(ܦ௞) >
0 for all ݇ ∈ ,ܬ ൫Ωߤ ∖ ⋃௞∈௃ ௞൯ܦ  = 0 and such that the following conditions are satisfied 

෍ ∥∥൫݂௝൯ଵ − ൫݂௝൯଴∥∥ଵ
<

ߝ
4

,  ෍ ∥∥൫݃௝൯ଵ − ൫݃௝൯଴∥∥ஶ
<

ߝ
4

, 

Re ෍ ൫݃௝൯ଵ ቀ൫݂௝൯ଵቁ > 1 − ,ߟ  Re ෍൫݃௝൯ଵ ൬൫ܶ௝൯଴ ቀ൫݂௝൯ଵቁ൰ > 1 −  ,ߟ

for each ݇ ∈ ,ܬ ൫݂௝൯ଵ and ൫݃௝൯ଵ are constant on ܦ௞ 

sup  ෍ ቄ∥∥൫ℎ௝൯଴(ݏ) − ൫ℎ௝൯଴(ݐ)∥∥ଵ
: ,ݏ ݐ ∈ ௞ቅܦ ≤ ,ߟ  ∀݇ ∈  ,ܬ

and 
1 = ෍ ∥∥൫ℎ௝൯଴∥∥ஶ

= sup  ෍ ቄ∥∥൫ℎ௝൯଴
ଵ∥∥(ݐ)

: ݐ ∈∪௞∈௃  .௞ቅܦ
Since the set of simple functions is dense in both ܮଵ(ߤ) and ܮஶ(ߤ), there are simple functions 
൫݂௝൯ଵ ∈ ܵ௅భ(ఓ) and ൫݃௝൯ଵ ∈ ܵ௅ಮ(ఓ) satisfying (164) and (165). 

On the other hand, by [305, Theorem II.2, p. 42] there is a measurable subset ܧଵ of Ω such 
that ߤ(ܧଵ) = 0 and ൫ℎ௝൯଴

(Ω ∖ ௜ݕ} Suppose that the set .(ߤ)ଵܮ ଵ) is a separable subset ofܧ : ݅ ∈ ℕ} 
is dense in ൫ℎ௝൯଴

(Ω ∖  ଵ). Since ൫݂௝൯ଵ and ൫݃௝൯ଵ are simple functions, we can assume thatܧ

Im ቀ൫݂௝൯ଵቁ = ൛ܽ௥
௝ : ݎ = 1, … , ݊ൟ and Im ቀ൫݃௝൯ଵቁ = ൛ ௟ܾ

௝: ݈ = 1, … , ݉ൟ. Now, for ݅ ∈ ℕ, ݎ ∈
{1, … , ݊} = ܰ and ݈ ∈ {1, … , ݉} =  we consider the following subsets of Ω ܯ

(ଵ,௥,௟)ܣ = ℎ଴
ି௝ ቆܤఎ

ଶ
ቀ൫ݕ௝൯

ଵ
ቁቇ ∩ (Ω ∖ (ଵܧ ∩ ଵ݂

ି௝൫ܽ௥
௝൯ ∩ ݃ଵ

ି௝൫ ௟ܾ
௝൯ 

and 

(௜,௥,௟)ܣ = ൭ℎ଴
ି௝ ቆܤఎ

ଶ
ቀ൫ݕ௝൯

௜
ቁቇ ∖∪௘ୀଵ

௜ିଵ ℎ଴
ି௝ ቆܤఎ

ଶ
ቀ൫ݕ௝൯

௘
ቁቇ൱ ∩ (Ω ∖ (ଵܧ ∩ ଵ݂

ି௝൫ܽ௥
௝൯ ∩ ݃ଵ

ି௝൫ ௟ܾ
௝൯,   

∀݅ ≥ 2. 
It is clear that the elements of the family ൛ܣ(௜,௥,௟): (݅, ,ݎ ݈) ∈ ℕ × ܰ ×  ൟ are measurable subsetsܯ
of Ω and pairwise disjoint. Now, let ܹ = ൛(݅, ,ݎ ݈) ∈ ℕ × ܰ × :ܯ ൯(௜,௥,௟)ܣ൫ߤ = 0ൟ and ܧଶ =
⋃(௜,௥,௟)∈ௐ (ଶܧ)ߤ ଶ is measurable andܧ By the definition of ܹ it is trivially satisfied that .(௜,௥,௟)ܣ  =
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0. On the other hand there exists a measurable subset ܧଷ of Ω ∖ ଵܧ) ∪ (ଷܧ)ߤ ଶ) such thatܧ = 0 
and ฮℎ௝ฮஶ = sup ∑൛∥ ℎ௝(ݐ) ∥ଵ: ݐ ∈ Ω ∖ :௞ܦ} ଷൟ. Assume thatܧ ݇ ∈  is the family of pairwise {ܬ
disjoint measurable subsets obtained by indexing the set ൛ܣ(௜,௥,௟) ∖ :ଷܧ (݅, ,ݎ ݈) ∈ (ℕ × ܰ × (ܯ ∖
ܹൟ. Then, we have that ߤ(ܦ௞) > 0 for all ݇ ∈ ,ܬ ൫Ωߤ ∖ ⋃௞∈௃ ௞൯ܦ  = 0 and also the family 
:௞ܦ} ݇ ∈  satisfies the conditions (166), (167) and (168). Therefore, by (166) there are sets of {ܬ
scalars ൛ߙ௞

௝ : ݇ ∈ ௞ߛൟ and ൛ܬ
௝: ݇ ∈  ൟ such thatܬ

൫݂௝൯ଵ = ෍ ෍ ௞ߙ
௝ ߯஽ೖ

(௞ܦ)ߤ
௞∈௃

,  ෍ ෍หߙ௞
௝ห

௞∈௃

= 1,   

       ൫݃௝൯ଵ = ෍  
௞∈௃

෍ ௞ߛ
௝߯஽ೖ ,  ෍หߛ௞

௝ห ≤ 1,       ∀݇ ∈  .ܬ

Step 2. In this step we will define another simple function ൫݂௝൯ଶ ∈ ܵ௅భ(ఓ) which is an 
approximation of ൫݂௝൯ଵ, and can be expressed as a finite sum instead of the countable sum 
appearing in the expression of ൫݂௝൯ଵ given in (169). 

By (169) and (165) there is a finite subset ܨ of ܬ such that 

෍  
௞∈ி

෍หߙ௞
௝ห > 1 − ߟ > 0,  Re ෍൫݃௝൯ଵ ൭෍  

௞∈ி

௞ߙ 
௝ ߯஽ೖ

൱(௞ܦ)ߤ > 1 −  .ߟ

and also 

Re ෍൫݃௝൯ଵ ቌ൫ܶ௝൯଴ ൭෍  
௞∈ி

௞ߙ 
௝ ߯஽ೖ

൱ቍ(௞ܦ)ߤ > 1 −  .ߟ

For each ݇ ∈ ௞ߚ we put ܨ
௝ = ∑ ఈೖ

ೕ

∑ೖ∈ಷ  ቚఈೖ
ೕ ቚ

 and define ൫݂௝൯ଶ = ∑௞∈ிᇲ  ∑ ௞ߚ
௝ ఞವೖ

ఓ(஽ೖ)
. In view of 

(170) and (171) we have that 

Re ෍൫݃௝൯ଵ ቀ൫݂௝൯ଶቁ = Re ෍൫݃௝൯ଵ ൭෍  
௞∈ி

௞ߚ 
௝ ߯஽ೖ

൱(௞ܦ)ߤ > 1 −  ߟ

and 

Re ෍ ൫݃௝൯ଵ ൬൫ܶ௝൯଴ ቀ൫݂௝൯ଶቁ൰ = Re ෍൫݃௝൯ଵ ቌ൫ܶ௝൯଴ ൭෍  
௞∈ி

௞ߚ 
௝ ߯஽ೖ

൱ቍ(௞ܦ)ߤ > 1 −   .ߟ

Clearly ൫݂௝൯ଶ ∈ ܵ௅భ(ఓ) and by (169), (170) we have that 

෍ ∥∥൫݂௝൯ଶ − ൫݂௝൯ଵ∥∥ଵ
=

∥∥
∥∥
∥∥

෎ ෍ ௞ߚ
௝ ߯஽ೖ

(௞ܦ)ߤ
௞∈ி

  − ෎ ෍ ௞ߙ
௝ ߯஽ೖ

(௞ܦ)ߤ
௞∈௃

 
∥∥
∥∥
∥∥

ଵ

 

                                  =
∥∥
∥∥
∥∥

෎ ෍ ௞ߚ
௝ ߯஽ೖ

(௞ܦ)ߤ
௞∈ி

 − ෎ ෍ ௞ߙ
௝ ߯஽ೖ

(௞ܦ)ߤ
௞∈ி

  − ෎ ෍ ௞ߙ
௝ ߯஽ೖ

(௞ܦ)ߤ
௞∈௃∖ி

 
∥∥
∥∥
∥∥

ଵ
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 ≤ ෍ ෍หߚ௞

௝ − ௞ߙ
௝ห

௞∈ி

 + ෍ ෍หߙ௞
௝ห

௞∈௃∖ி

  = 1 − ෍ ෍หߙ௞
௝ห

௞∈ி

  + ෍ ෍  หߙ௞
௝ห

௞∈௃∖ி

 = 2 ൭1 − ෍  
௞∈ி

 ෍หߙ௞
௝ห൱ < ߟ2 <

ߝ
4

.

 

Step 3. Now, we approximate the function ൫ℎ௝൯଴ by a new one ൫ℎ௝൯ଶ such that for each ݇ ∈  ܨ
the new function is constant on each ܦ௞. So we also approximate the operator ൫ܶ௝൯଴ by a new 
one. 

For this aim we choose an element ݐ௞ in ܦ௞, for any ݇ ∈ put ߰௞ ,ܨ
௝ = ൫ℎ௝൯଴

(௞ݐ) ∈  (ߤ)ଵܮ
and define ൫ℎ௝൯ଵ ∈ ,ߤ)ஶܮ  by ((ߤ)ଵܮ

൫ℎ௝൯ଵ = ෍൫ℎ௝൯଴߯ஐ∖(⋃  ೖ∈ಷ  ஽ೖ) + ෍  
௞∈ி

෍ ߰௞
௝߯஽ೖ . 

By (168) we have that ∥∥∑൫ℎ௝൯ଵ∥∥ஶ
≤ 1. If ൫ܶ௝൯ଵ ∈ ℒ(ܮଵ(ߤ)) is the operator associated to ൫ℎ௝൯ଵ, 

then ൫ܶ௝൯ଵ is the sum of ൫ܶ௝൯଴∣ஐ∖∖∪ೖ∈ಷ஽ೖ) and a finite-rank operator, so ൫ܶ௝൯ଵ ∈ ℳܤ
௝ . By using 

(167), we clearly have 
       ෍ ∥∥൫ܶ௝൯ଵ − ൫ܶ௝൯଴∥∥ 

 = ෍ ∥∥൫ℎ௝൯ଵ − ൫ℎ௝൯଴∥∥ஶ
≤ sup  ෍ ቄ∥∥߰௞

௝ − ൫ℎ௝൯଴
ଵ∥∥(ݐ)

: ݐ ∈ ௞ܦ , ݇ ∈ ቅܨ

 = sup  ෍ ቄ∥∥൫ℎ௝൯଴
(௞ݐ) − ൫ℎ௝൯଴

ଵ∥∥(ݐ)
: ݐ ∈ ௞ܦ , ݇ ∈ ቅܨ ≤ .ߟ

 

Since ∑ ∥∥൫ܶ௝൯଴∥∥ = 1 we get that 0 < 1 − ߟ ≤ ∥∥∑൫ܶ௝൯ଵ∥∥ ≤ 1. Now we define ൫ܶ௝൯ଶ = ∑
൫்ೕ൯భ

∥∥൫்ೕ൯భ∥∥
 

and so we have that 
෍ ∥∥൫ܶ௝൯ଶ − ൫ܶ௝൯ଵ∥∥ = 1 − ෍ ∥∥൫ܶ௝൯ଵ∥∥ ≤  .ߟ

In view of the previous inequality and (175) we obtain that 
෍ ∥∥൫ܶ௝൯ଶ − ൫ܶ௝൯଴∥∥ ≤ ෍ ∥∥൫ܶ௝൯ଶ − ൫ܶ௝൯ଵ∥∥ + ෍ ∥∥൫ܶ௝൯ଵ − ൫ܶ௝൯଴∥∥ ≤ ߟ2 <

ߝ
4

. 
From (173) and (176) we get that 

    Re ෍൫݃௝൯ଵ ൬൫ܶ௝൯ଶ ቀ൫݂௝൯ଶቁ൰ 

≥ Re ෍൫݃௝൯ଵ ൬൫ܶ௝൯଴ ቀ൫݂௝൯ଶቁ൰ − ෍ ∥∥൫ܶ௝൯ଶ − ൫ܶ௝൯଴∥∥ > 1 −  .ߟ3
On the other hand, it is clear that 

    ൫ܶ௝൯ଵ ቀ൫݂௝൯ଶቁ = න  
ஐ

෍൫ℎ௝൯ଵ൫݂௝൯ଶ݀ߤ 

= න  
ஐ∖∪ೖ∈ಷ஽ೖ

෍൫ℎ௝൯ଵ൫݂௝൯ଶ݀ߤ + ෍  
௞∈ி

න  
஽ೖ

෍൫ℎ௝൯ଵ൫݂௝൯ଶ݀ߤ = ෍  
௞∈ி

෍ ௞ߚ
௝߰௞

௝ . 
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For simplicity, for each ݇ ∈ put ߶௞ ,ܨ
௝ = ∑ టೖ

ೕ

∥∥ భ்
ೕ
∥∥
. So we have that 

൫ܶ௝൯ଶ ቀ൫݂௝൯ଶቁ = ෍  
௞∈ி

෍ ௞ߚ
௝߶௞

௝ . 

It is clear that ߶௞
௝ ∈ ݇ ௅భ(ఓ) for everyܤ ∈  From (172) and (177) we obtain that .ܨ

Re ෍൫݃௝൯ଵ ቌ෍  
௞∈ி

 
௞ߚ

௝

2
൬

߯஽ೖ

(௞ܦ)ߤ + ߶௞
௝൰ቍ = Re ෍൫݃௝൯ଵ ቌ

൫݂௝൯ଶ + ൫ܶ௝൯ଶ ቀ൫݂௝൯ଶቁ
2

ቍ > 1 −   .ߟ2

Step 4. In this step we will obtain approximations ൫݂௝൯ଷ, ൫ܶ௝൯ଷ of ൫݂௝൯ଶ and ൫ܶ௝൯ଶ, respectively. 
We will check in the final step that ൫ܶ௝൯ଷ attains its norm at ൫݂௝൯ଷ, a necessary condition for 
our purpose. In fact ൫݂௝൯ଷ and ൫ܶ௝൯ଷ are the final approximations to ൫݂௝൯଴ and ൫ܶ௝൯଴. 

Define the set ܩ as follows 

ܩ = ቐ݇ ∈ :ܨ Re ෍൫݃௝൯ଵ ቌ
௞ߚ

௝

2
൬

߯஽ೖ

(௞ܦ)ߤ + ߶௞
௝൰ቍ > ෍(1 − ඥ2ߟ)หߚ௞

௝หቑ. 

In view of Lemma (5.3.2) we have that 

෍  
௞∈ீ

෍หߚ௞
௝ห > 1 − ඥ2ߟ = 1 −

ସߝ

2ଵ଺. 

It is immediate that 

Re ෍ ௞ߚ
௝൫݃௝൯ଵ ൬

߯஽ೖ

൰(௞ܦ)ߤ > (1 − 2ඥ2ߟ) ෍หߚ௞
௝ห = ቆ1 −

ସߝ

2ଵହቇ ෍หߚ௞
௝ห ,                ∀݇ ∈  .ܩ

So, for each ݇ ∈  we have ܩ

Re ෍ ௞ߚ
௝ߛ௞

௝ = Re ෍ ௞ߚ
௝൫݃௝൯ଵ ൬

߯஽ೖ

൰(௞ܦ)ߤ > ቆ1 −
ସߝ

2ଵହቇ ෍หߚ௞
௝ห 

≥ ቆ1 −
ସߝ

2ଵହቇ ෍หߚ௞
௝ߛ௞

௝ห.                       

Hence, we obtain that ߚ௞
௝ ≠ 0 for ݇ ∈  and also that ܩ

෍หߛ௞
௝ห > 1 −

ସߝ

2ଵହ > 0,  ∀݇ ∈  .ܩ
By using also Lemma (5.3.4) we get 

෍หߚ௞
௝ߛ௞

௝ −หߚ௞
௝ߛ௞

௝|| <
ଶߝ

2଻ ෍หߚ௞
௝ߛ௞

௝ห. 
Hence, 

෍ อߚ௞
௝ −

หߚ௞
௝ߛ௞

௝ห
௞ߛ

௝ อ <
ଶߝ

2଻ ෍หߚ௞
௝ห  and ෍  อߛ௞

௝ −
หߚ௞

௝ߛ௞
௝ห

௞ߚ
௝ อ 

       <
ଶߝ

2଻ ෍หߛ௞
௝ห ,  ∀݇ ∈  ,ܩ

so 
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෍ อ
௞ߛ

௝

หߛ௞
௝ห

−
หߚ௞

௝ห
௞ߚ

௝ อ <
ଶߝ

2଻ ,      ∀݇ ∈  .ܩ

The element ൫݂௝൯ଷ given by 

൫݂௝൯ଷ = ෍
1

∑  ௞∈ீ   หߚ௞
௝ห

෍  
௞∈ீ

෍
หߚ௞

௝ߛ௞
௝ห

௞ߛ
௝

߯஽ೖ

 (௞ܦ)ߤ

belongs to the unit sphere of ܮଵ(ߤ). Now, by using (178) and (180) we get that 
෍ ∥∥൫݂௝൯ଷ − ൫݂௝൯ଶ∥∥ଵ

 

 = ෍
∥∥
∥∥ 1

∑  ௞∈ீ   หߚ௞
௝ห

෍  
௞∈ீ

 
หߚ௞

௝ߛ௞
௝ห

௞ߛ
௝

߯஽ೖ

(௞ܦ)ߤ − ෍  
௞∈ி

௞ߚ 
௝ ߯஽ೖ

∥∥(௞ܦ)ߤ
∥∥

ଵ

 = ෍
∥∥
∥∥
∥ 1

∑  ௞∈ீ   หߚ௞
௝ห

෍  
௞∈ீ

 
หߚ௞

௝ߛ௞
௝ห

௞ߛ
௝

߯஽ೖ

(௞ܦ)ߤ − ෍  
௞∈ீ

௞ߚ 
௝ ߯஽ೖ

(௞ܦ)ߤ − ෍  
௞∈ி∖ீ

௞ߚ 
௝ ߯஽ೖ

∥∥(௞ܦ)ߤ
∥∥
∥

ଵ

 ≤ ෍  
௞∈ீ

 ෍ อ
1

∑  ௞∈ீ   หߚ௞
௝ห

หߚ௞
௝ߛ௞

௝ห
௞ߛ

௝ − ௞ߚ
௝อ + ෍  

௞∈ி∖ீ

 ෍หߚ௞
௝ห

            

 ≤ ෍ ෍ อ
1

∑  ௞∈ீ   หߚ௞
௝ห

หߚ௞
௝ߛ௞

௝ห
௞ߛ

௝ −
หߚ௞

௝ߛ௞
௝ห

௞ߛ
௝ อ

௞∈ீ

  + ෍ ෍ อ
หߚ௞

௝ߛ௞
௝ห

௞ߛ
௝ − ௞ߚ

௝อ
௞∈ீ

 + ෍ ෍หߚ௞
௝ห

௞∈ி∖ீ

 

 ≤ 1 − ෍  
௞∈ீ

 ෍หߚ௞
௝ห + ෍  

௞∈ீ

 ෍
ଶߝ

2଻ หߚ௞
௝ห + ෍  

௞∈ி∖ீ

 ෍หߚ௞
௝ห

 ≤ 2 ൭1 − ෍  
௞∈ீ

 ෍หߚ௞
௝ห൱ +

ଶߝ

2଻ ≤
ߝ
8

.

 

In view of (164),(174) and (182), we obtain that 
   ෍  ∥∥൫݂௝൯ଷ − ൫݂௝൯଴∥∥ଵ

 

≤ ෍ ∥∥൫݂௝൯ଷ − ൫݂௝൯ଶ∥∥ଵ
+ ෍ ∥∥൫݂௝൯ଶ − ൫݂௝൯ଵ∥∥ଵ

+ ෍ ∥∥൫݂௝൯ଵ − ൫݂௝൯଴∥∥ଵ
 

<
ߝ
8

+
ߝ
4

+
ߝ
4

<                                                                  .ߝ
Now notice obviously that 

Re ෍ ௞ߚ
௝൫݃௝൯ଵ൫߶௞

௝൯ > (1 − 2ඥ2ߟ) ෍หߚ௞
௝ห > ቆ1 −

ସߝ

2ଵସቇ ෍หߚ௞
௝ห ,  ∀݇ ∈  .ܩ

For each ݇ ∈  define ௞ܲ as follows ,ܩ

௞ܲ = ෍ ቊݐ ∈ Ω: Re ߚ௞
௝൫݃௝൯ଵ(ݐ)߶௞

௝(ݐ) > ቆ1 −
ଶߝ

2଻ቇ หߚ௞
௝߶௞

௝(ݐ)หቋ. 

Clearly ௞ܲ is a measurable set. According to Lemma (5.3.3), for each ݇ ∈  we have ܩ

Re න  
௉ೖ

෍ ௞ߚ
௝൫݃௝൯ଵ߶௞

௝݀ߤ > ቆ1 −
ଶߝ

2଻ቇ ෍หߚ௞
௝ห, 



193 

so 

න  
௉ೖ

෍ห߶௞
௝ห݀ߤ > 1 −

ଶߝ

2଻ > 0. 

Let us fix ݇ ∈ ݐ and ܩ ∈ ௞ܲ. Notice that ∑ ௞ߚ
௝൫݃௝൯ଵ (ݐ) ≠ 0. By Lemma (5.3.4) it follows 

෍ ቚߚ௞
௝൫݃௝൯ଵ(ݐ)߶௞

௝(ݐ) −ቚ ௞ߚ
௝൫݃௝൯ଵ(ݐ)߶௞

௝(ݐ)|| <
ߝ

2ଷ ෍ ቚߚ௞
௝൫݃௝൯ଵ(ݐ)߶௞

௝(ݐ)ቚ, 
So 

෍ ቮ߶௞
௝(ݐ) −

ቚߚ௞
௝൫݃௝൯ଵ(ݐ)߶௞

௝(ݐ)ቚ

௞ߚ
௝(݃௝)ଵ(ݐ)

ቮ <
ߝ

2ଷ ෍ห߶௞
௝(ݐ)ห ,  ∀݇ ∈ ,ܩ ݐ ∈ ௞ܲ . 

For each ݇ ∈ we can define the element ߮௞ ܩ
௝ in ܮଵ(ߤ) by 

߮௞
௝ = ෍

௞ߛ
௝

หߛ௞
௝ห

ห߶௞
௝ห

∫  ௉ೖ
  ห߶௞

௝ห݀ߤ

ቚ൫݃௝൯ଵቚ
(݃௝)ଵ

߯௉ೖ . 

It is immediate that ߮௞
௝ ∈ ܵ௅భ(ఓ). From (184) and (185), for each ݇ ∈  we have ܩ

෍∥∥߮௞
௝ − ߶௞

௝
∥∥ଵ ≤ ෍∥∥߮௞

௝ − ߶௞
௝߯௉ೖ∥∥ଵ

+ ෍∥∥߶௞
௝߯ஐ∖௉ೖ∥∥ଵ

 

< ෍∥∥߮௞
௝ − ߶௞

௝߯௉ೖ∥∥ଵ
+

ଶߝ

2଻                                           

 ≤ ෍
∥∥
∥∥
∥

߮௞
௝ −

௞ߛ
௝

หߛ௞
௝ห

ห߶௞
௝ห

ቚ൫݃௝൯ଵቚ
(݃௝)ଵ

߯௉ೖ
∥∥
∥∥
∥

ଵ

                           

+ ෍
∥∥
∥∥
∥ ௞ߛ

௝

หߛ௞
௝ห

ห߶௞
௝ห

ቚ൫݃௝൯ଵቚ
(݃௝)ଵ

߯௉ೖ −
หߚ௞

௝ห
௞ߚ

௝ ห߶௞
௝ห

ቚ൫݃௝൯ଵቚ
(݃௝)ଵ

߯௉ೖ
∥∥
∥∥
∥

ଵ

                        

+ ෍
∥∥
∥∥
∥หߚ௞

௝ห
௞ߚ

௝ ห߶௞
௝ห

ቚ൫݃௝൯ଵቚ
(݃௝)ଵ

߯௉ೖ − ߶௞
௝߯௉ೖ

∥∥
∥∥
∥

ଵ

+
ଶߝ

2଻                                        

≤ ෍
∥∥
∥∥
∥

߮௞
௝ −

௞ߛ
௝

หߛ௞
௝ห

ห߶௞
௝ห

ቚ൫݃௝൯ଵቚ
(݃௝)ଵ

߯௉ೖ
∥∥
∥∥
∥

ଵ

+ ෍ อ
௞ߛ

௝

หߛ௞
௝ห

−
หߚ௞

௝ห
௞ߚ

௝ อ +
ߝ

2ଷ +
ଶߝ

2଻            

   ≤ ෍
∥∥
∥∥
∥

߮௞
௝ −

௞ߛ
௝

หߛ௞
௝ห

ห߶௞
௝ห

ቚ൫݃௝൯ଵቚ
(݃௝)ଵ

߯௉ೖ
∥∥
∥∥
∥

ଵ

+
ߝ
4

(by (181)) 

= ෍
∥∥
∥∥
∥ ௞ߛ

௝

หߛ௞
௝ห

ห߶௞
௝ห

∫௉ೖ
 ห߶௞

௝ห݀ߤ

ቚ൫݃௝൯ଵቚ
(݃௝)ଵ

߯௉ೖ −
௞ߛ

௝

หߛ௞
௝ห

ห߶௞
௝ห

ቚ൫݃௝൯ଵቚ
(݃௝)ଵ

߯௉ೖ
∥∥
∥∥
∥

ଵ

+
ߝ
4

               

= 1 − න  
௉ೖ

 ෍ห߶௞
௝ห݀ߤ +

ߝ
4

<
ଶߝ

2଻ +
ߝ
4

<
ߝ
2

.                  

Let the function ൫ℎ௝൯ଷ be defined as follows 
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൫ℎ௝൯ଷ = ෍
൫ℎ௝൯ଵ

∥∥(ℎ௝)ଵ∥∥ஶ
߯ஐ∖⋃  ೖ∈ಸ  ஽ೖ + ෍  

௞∈ீ

෍ ߮௞
௝߯஽ೖ . 

It is easy to see that ൫ℎ௝൯ଷ belongs to the unit sphere of ܮஶ(ߤ, Let ൫ܶ௝൯ଷ .((ߤ)ଵܮ ∈ ܵℒ(௅భ(ఓ)) be 
the operator associated to the function ℎଷ

௝  in view of Proposition (5.3.6). Since ܩ is a finite set, 
ℱ(ܮଵ(ߤ)) ⊂ ℳ and ൫ܶ௝൯ଵ ∈ ℳ, by using the assumptions on ℳ we know that ൫ܶ௝൯ଷ ∈ ܵℳ

௝ . 
We also have that 

෍ ቛ൫ܶ௝൯ଷ − ൫ܶ௝൯ଶቛ = ෍ ะ൫ℎ௝൯ଷ −
൫ℎ௝൯ଵ

‖(ℎ௝)ଵ‖ஶ
ะ

ஶ

 

= ෍ ะ൫ℎ௝൯ଷ߯ஐ\(∪ೖ∈ಸ஽ೖ) + ෍  
௞∈ீ

൫ℎ௝൯ଷ߯஽ೖ −
൫ℎ௝൯ଵ

‖(ℎ௝)ଵ‖ஶ
߯ஐ\(∪ೖ∈ಸ஽ೖ) − ෍  

௞∈ீ

൫ℎ௝൯ଵ
‖(ℎ௝)ଵ‖ஶ

߯஽ೖะ
ஶ

 

= ෍ ะ
൫ℎ௝൯ଵ

‖(ℎ௝)ଵ‖ஶ
߯ஐ\(∪ೖ∈ಸ஽ೖ) + ෍  

௞∈ீ

߮௞
௝߯஽ೖ −

൫ℎ௝൯ଵ
‖(ℎ௝)ଵ‖ஶ

߯ஐ\(∪ೖ∈ಸ஽ೖ) − ෍  
௞∈ீ

߶௞
௝߯஽ೖะ

ஶ

        

    = ะ෍ ෍൫߮௞
௝ − ߶௞

௝൯߯஽ೖ
௞∈ீ

ะ
ஶ

= sup
௞∈ீ

 ෍ฮ߮௞
௝ − ߶௞

௝ฮଵ ≤
ߝ
2

      

By the previous inequality and (176) we obtain 
       ෍ ∥∥൫ܶ௝൯ଷ − ൫ܶ௝൯଴∥∥ ≤ ෍ ∥∥൫ܶ௝൯ଷ − ൫ܶ௝൯ଶ∥∥ + ෍ ∥∥൫ܶ௝൯ଶ − ൫ܶ௝൯଴∥∥ <  .ߝ

Step 5. Finally, we are going to find an approximation of ൫݃௝൯ଵ and complete our proof. 

We put ܣ = ቄݐ ∈ Ω: ∑ ቚ൫݃௝൯ଵ(ݐ)ቚ ≥ 1 − ఌమ

ଶళቅ and let the function ൫݃௝൯ଶ be defined by 

൫݃௝൯ଶ = ∑
൫௚ೕ൯భ

ቚ൫௚ೕ൯భቚ
߯஺ + ∑൫݃௝൯ଵ߯ஐ∖஺. Since ൫݃௝൯ଵ ∈ ܵ௅ಮ(ఓ), we have that ൫݃௝൯ଶ ∈ ܵ௅ಮ(ఓ). It is 

also clear that 

෍ ∥∥൫݃௝൯ଶ − ൫݃௝൯ଵ∥∥ஶ
≤

ଶߝ

2଻. 
By using (164) and (188) we also have that 

  ෍ ∥∥൫݃௝൯ଶ − ൫݃௝൯଴∥∥ஶ
≤ ෍ ∥∥൫݃௝൯ଶ − ൫݃௝൯ଵ∥∥ஶ

+ ෍ ∥∥൫݃௝൯ଵ − ൫݃௝൯଴∥∥ஶ
≤

ଶߝ

2଻ +
ߝ
4

<  .ߝ

By (179) we know that ∑หߛ௞
௝ห > 1 − ఌర

ଶభఱ for each ݇ ∈ ܩ Since .ܩ ⊂  in view of (169), the ,ܬ

restriction of ൫݃௝൯ଵ to ܦ௞ coincides with ߛ௞
௝ and so ܦ௞ ⊂ ݇ for all ܣ ∈  ,Hence .ܩ

൫݃௝൯ଶ∣஽ೖ
= ෍

௞ߛ
௝

หߛ௞
௝ห

,  ∀݇ ∈  .ܩ

Therefore, we deduce that 

     ൫݃௝൯ଶ ቀ൫݂௝൯ଷቁ = ෍൫݃௝൯ଶ ൭
1

∑  ௞∈ீ   หߚ௞
௝ห

෍  
௞∈ீ

 
หߚ௞

௝ߛ௞
௝ห

௞ߛ
௝

߯஽ೖ

 ൱(௞ܦ)ߤ
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 = ෍
1

∑  ௞∈ீ   หߚ௞
௝ห

෍  
௞∈ீ

 
หߚ௞

௝ߛ௞
௝ห

௞ߛ
௝

1
(௞ܦ)ߤ ൫݃௝൯ଶ൫߯஽ೖ ൯

 = ෍
1

∑  ௞∈ீ   หߚ௞
௝ห

෍  
௞∈ீ

 
หߚ௞

௝ߛ௞
௝ห

௞ߛ
௝

௞ߛ
௝

หߛ௞
௝ห

= 1.
                      

For each ݇ ∈ we deduce that ௞ܲ ,ܣ from the definition of ௞ܲ and ,ܩ ⊂  so ,ܣ

൫݃௝൯ଶ൫߮௞
௝൯ = න  

௉ೖ

෍
௞ߛ

௝

หߛ௞
௝ห

ห߶௞
௝ห

∫  ௉ೖ
  ห߶௞

௝ห݀ߤ
ߤ݀ = ෍

௞ߛ
௝

หߛ௞
௝ห

. 

Since 

൫ܶ௝൯ଷ ቀ൫݂௝൯ଷቁ = න  
ஐ

෍൫ℎ௝൯ଷ൫݂௝൯ଷ݀ߤ = ෍
1

∑  ௞∈ீ   หߚ௞
௝ห

෎
หߚ௞

௝ߛ௞
௝ห

௞ߛ
௝ ߮௞

௝

௞∈ீ

, 

by using (191) we have that 

    ൫݃௝൯ଶ ൬൫ܶ௝൯ଷ ቀ൫݂௝൯ଷቁ൰ = ෍
1

∑  ௞∈ீ   หߚ௞
௝ห

෍  
௞∈ீ

 
หߚ௞

௝ߛ௞
௝ห

௞ߛ
௝ ൫݃௝൯ଶ൫߮௞

௝൯ 

 = ෍
1

∑  ௞∈ீ   หߚ௞
௝ห

෍  
௞∈ீ

 
หߚ௞

௝ߛ௞
௝ห

௞ߛ
௝

௞ߛ
௝

หߛ௞
௝ห

= 1.                              

We have shown that there are elements ൫ܶ௝൯ଷ ∈ ܵℳ
௝ , ൫݂௝൯ଷ ∈ ܵ௅భ(ఓ) and ൫݃௝൯ଶ ∈ ܵ௅ಮ(ఓ) 

that in view of (183),(187),(189),(190) and (192) satisfy 
෍ ∥∥൫ܶ௝൯ଷ − ൫ܶ௝൯଴∥∥ < ,ߝ  ෍ ∥∥൫݂௝൯ଷ − ൫݂௝൯଴∥∥ଵ

< ,ߝ   

෍ ∥∥൫݃௝൯ଶ − ൫݃௝൯଴∥∥ஶ
<  ߝ

and also 

෍൫݃௝൯ଶ ቀ൫݂௝൯ଷቁ = ෍൫݃௝൯ଶ ൬൫ܶ௝൯ଷ ቀ൫݂௝൯ଷቁ൰ = 1. 

So we showed that ℳ has the BPBp- ߥ with the function ߟ given by (ߝ)ߟ = ఌఴ

ଶయయ. 
Corollary (5.3.12)[365]: Let (Ω, Σ,  finite measure space. The following subspaces of-ߪ be a (ߤ
ℒ(ܮଵ(ߤ)) have the ߥ-݌ܤܲܤ and the function ߟ satisfying Definition (5.3.5) is independent from 
the measure space. 

(a) The subspace of all sequence of finite-rank operators on ܮଵ(ߤ). 
(b) The subspace of all sequence of compact operators on ܮଵ(ߤ). 
(c) The subspace of all sequence of weakly compact operators on ܮଵ(ߤ). 

In case that ߤ is finite, then the subspace of all representable operators on ܮଵ(ߤ) also has the 
݌ܤܲܤ −  .ߥ
Proof. Assume first that ߤ is a finite measure. It is known that ℱ(ܮଵ(ߤ)) ⊂ ((ߤ)ଵܮ)ࣥ ⊂
((ߤ)ଵܮ)ࣱࣝ ⊂ ℛ(ܮଵ(ߤ)) and ∣ܶ஺

௝ ൫ܤ௅భ(ఓ)൯ ⊂ ܶ௝൫ܤ௅భ(ఓ)൯ for each ܶ௝ ∈ ℒ(ܮଵ(ߤ)) and every 
measurable subset ܣ of Ω. Also, it is clear that ∣ܶ஺

௝ ∈ ℛ(ܮଵ(ߤ)) for any ܶ௝ ∈ ℛ(ܮଵ(ߤ)) and every 
measurable subset ܣ of Ω. Therefore, the spaces ℱ(ܮଵ(ߤ)), ,((ߤ)ଵܮ)ࣥ  and ((ߤ)ଵܮ)ࣱࣝ
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ℛ(ܮଵ(ߤ)) satisfy the assumptions of Theorem (5.3.7), and so the above statements hold in case 
that ߤ is finite. 

Now, let ߤ be a ߪ-finite measure. We will show that the space ℱ(ܮଵ(ߤ)) satisfies the 
BPBp- ߥ. There is a finite measure ߞ and a surjective linear isometry Φ௝ from ܮଵ(ߤ) into ܮଵ(ߞ). 
The mapping Φ௝ induces a surjective linear isometry from ℱ(ܮଵ(ߤ))൯ into ℱ(ܮଵ(ߞ))൯ given by 
ܶ௝ ↦ Φ௝ ∘ ܶ௝ ∘ Φି௝. Since Φ௝ is an isometry, it follows that ߥ(ܶ௝) = ∑ ൫Φ௝ߥ ∘ ܶ௝ ∘ Φି௝൯ for 
every ܶ௝ ∈ ℱ(ܮଵ(ߤ)). On the other hand, it is satisfied that (݂௝ , ݃௝) ∈ Π(ܮଵ(ߤ)) if and only if 
∑(Φ௝(݂௝), (Φି௝)௧(݃௝)) ∈ Π(ܮଵ(ߞ)). Also ∑൫Φ−݆൯

௧
(݃௝) ൬Φ݆ ∘ ܶ௝ ∘ Φ−݆ ቀΦ݆൫݂௝൯ቁ൰ = ݃௝(ܶ௝(݂௝)) for 

every ܶ௝ ∈ ℱ(ܮଵ(ߤ))ቁ. Since ℱ(ܮଵ(ߞ)) has the BPBp- ߥ we deduce the same property for 
ℱ(ܮଵ(ߤ)). 
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Chapter 6 
Bishop-Phelps-Bollobás Version and Theorem 

 

We study Banach spaces ܻ such that (ܺ, ܻ) has the Bishop-Phelps-Bollobás property for 
every Banach space ܺ. In this case, we show that there is a universal function (ߝ)ܻߟ such that 
for every ܺ, the pair (ܺ, ܻ) has the BPBP with this function. This implies that this property of 
ܻ is strictly stronger than Lindenstrauss property B. We get these results is the study of the 
Bishop-Phelps-Bollobás property for ܿ଴ష , ℓଵ- and ℓஶ- sums of Banach spaces. The Bishop-
Phelps-Bollobás theorem holds when the range space is finite-dimensional, an ܮଵ(ߤ)-space for 
a ߪ-finite measure ߤ, a (ܭ)ܥ-space for a compact Hausdorff space ܭ, or a uniformly convex 
Banach space. This result implies that Bishop-Phelps-Bollobás theorem holds for operators from 
ℓଵ into such direct sums of Banach spaces. We also show that the direct sum of two spaces with 
the approximate hyperplane series property has such property whenever the norm of the direct 
sum is absolute. 
Section (6.1): Lindenstrauss Properties ࡭ and ࡮: 

In 1963, J. Lindenstrauss [327] examined the extension of the Bishop-Phelps theorem, on 
denseness of the family of norm-attaining scalar-valued functionals on a Banach space, to 
vector-valued linear operators. He introduced two universal properties, ܣ and ܤ, that a Banach 
space might have. Seven years later, B. Bollobás observed that there is a numerical version of 
the Bishop-Phelps theorem, and his contribution is known as the Bishop-Phelps-Bollobás 
theorem. Vector-valued versions of this result have been studied (see, e.g., [310]). We introduce 
and study analogues of properties ܣ and ܤ of vector-valued versions of the Bishop-Phelps-
Bollobás theorem. 

This time giving the necessary background material to help make entirely accessible. The 
Bishop-Phelps-Bollobás property was introduced in 2008 [310] as an extension of the Bishop-
Phelps-Bollobás theorem to the vector-valued case. It can be regarded as a "quantitative version" 
of the study of norm-attaining operators initiated by J. Lindenstrauss in 1963. Let ܺ and ܻ be 
Banach spaces over the field ॶ = ℝ or ℂ. We will use the common notation ܵ௑, ,௑ܤ ܺ∗ for the 
unit sphere, the closed unit ball and the dual space of ܺ respectively, ܮ(ܺ, ܻ) for the Banach 
space of all bounded linear operators from ܺ into ܻ, and ܰܣ(ܺ, ܻ) for the subset of all norm-
attaining operators. (We say that an operator ܶ ∈ ,ܺ)ܮ ܻ) attains its norm if ∥ ܶ ∥=∥ ݔܶ ∥ for 
some ݔ ∈ ܵ௑ . ) We will abbreviate ܮ(ܺ, ܺ), resp. ܰܣ(ܺ, ܺ), by ܮ(ܺ), resp. ܰܣ(ܺ). 
Definition (6.1.1)[308]: ([310], Definition 1.1). A pair of Banach spaces (ܺ, ܻ) is said to have 
the Bishop-Phelps-Bollobás property (݌ܤܲܤ for short) if for every ߝ ∈ (0,1) there is (ߝ)ߟ > 0 
such that for every ଴ܶ ∈ ,ܺ)ܮ ܻ) with ∥∥ ଴ܶ∥∥ = 1 and every ݔ଴ ∈ ܵ௑ satisfying 

∥∥ ଴ܶ(ݔ଴)∥∥ > 1 −  ,(ߝ)ߟ
there exist ܵ ∈ ,ܺ)ܮ ܻ) and ݔ ∈ ܵ௑ such that 

1 =∥ ܵ ∥=∥ ݔܵ ∥, ଴ݔ∥∥  − ∥∥ݔ < ∥∥  and  ߝ ଴ܶ − ܶ∥∥ <  .ߝ
In this case, we will say that (ܺ, ܻ) has the BPBp with function ߝ ⟼  .(ߝ)ߟ

The study of the "denseness of norm-attaining things" goes back to the celebrated Bishop-
Phelps theorem [315] which appeared in 1961. This theorem simply states that ܰܣ(ܺ, ॶ) is 
dense in ܺ∗ for every Banach space ܺ. The problem of the denseness of ܰܣ(ܺ, ܻ) in ܮ(ܺ, ܻ) 
was given, and in 1963J. Lindenstrauss [327] provided a simple example to show that it is not 
true in general. On the other hand, motivated by some problems in numerical range theory, in 
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1970 B. Bollobás [316] gave a "quantitative version" of the Bishop-Phelps theorem which, in 
the above language, states that the pair (ܺ, ॶ) has the BPBp for every Banach space ܺ. 
Nowadays, this result is known as the Bishop-Phelps-Bollobás theorem. See the expository 
[309] for a detailed account on norm-attaining operators; any result not explicitly referred to 
below can be found there. 

As the problem of the denseness of norm attaining operators is so general, J. Lindenstrauss 
[327] introduced and studied the following two properties. A Banach space ܺ is said to have 
Lindenstrauss property ܣ if ܰܣ(ܺ, ܼ)തതതതതതതതതതതത = ,ܺ)ܮ ܼ) for every Banach space ܼ. A Banach space ܻ 
is said to have Lindenstrauss property ܤ if ܰܣ(ܼ, ܻ)തതതതതതതതതതതത = ,ܼ)ܮ ܻ) for every Banach space ܼ. We 
remark that both properties ܣ and B are isometric in nature (that is, they depend upon the 
particular norm). 

Lindenstrauss property A is trivially satisfied by finite-dimensional spaces by 
compactness of the closed unit ball, and it is also satisfied by reflexive spaces [327]. J. Bourgain 
[317] proved in 1977 that the Radon-Nikodým property characterizes Lindenstrauss property A 
isomorphically: a Banach space has the Radon-Nikodým property if and only if it has 
Lindenstrauss property A in every equivalent norm. From the isometric viewpoint, W. 
Schachermayer [330] introduced property ߙ, which implies Lindenstrauss property A. It is 
satisfied, for instance, by ℓଵ, and it is also satisfied in many Banach spaces, including all 
separable spaces, after an equivalent renorming. There is a weakening of property ߙ, called 
property quasi-ߙ introduced by Y. S. Choi and H. G. Song [321] which still implies 
Lindenstrauss property A. On the other hand, examples of Banach spaces failing Lindenstrauss 
property A are ܿ଴, non-atomic ܮଵ(ߤ) spaces, (ܭ)ܥ spaces for infinite and metrizable ܭ, and the 
canonical predual of any Lorentz sequence space ݀ ,ݓ) 1) with ݓ ∈ ℓଶ ∖ ℓଵ. Finally, we mention 
that Lindenstrauss property A is stable under arbitrary ℓଵ-sums [321]. 

Less is known about Lindenstrauss property B. The base field ॶ clearly has it, since this 
is just the Bishop-Phelps theorem. However, it is unknown whether every finite-dimensional 
space has Lindenstrauss property B, even for two-dimensional Euclidean space. J. Lindenstrauss 
gave an isometric sufficient condition for property B, called property ߚ, which is satisfied by 
polyhedral finite-dimensional spaces, and by any space between ܿ଴ and ℓஶ inclusive. It was 
proved later by J. Partington [329] that every Banach space can be equivalently renormed to 
have property ߚ and, therefore, to have Lindenstrauss property ܤ. There is a weakening of 
property ߚ, called property quasi- ߚ and introduced by M. Acosta, F. Aguirre and R. Payá [313], 
which provides new examples of spaces with Lindenstrauss property B, such as some non-
polyhedral finite-dimensional spaces and the canonical predual of any Lorentz sequence space 
,ݓ)݀ 1) with ݓ ∈ ܿ଴ ∖ ℓଵ. Among spaces without Lindenstrauss property ܤ we find infinite-
dimensional ܮଵ(ߤ) spaces, [0,1]ܥ, ,ݓ)݀ 1) with ݓ ∈ ℓଶ ∖ ℓଵ and every infinite-dimensional 
strictly convex space (or ℂ-rotund space in the complex case); in particular ℓ௣ for 1 < ݌ < ∞ 
all fail Lindenstrauss property B. We finish by mentioning that Lindenstrauss property B is 
stable under arbitrary ܿ଴-Sums [313]. 

Since its introduction in 2008, quite a few papers regarding the Bishop-Phelps-Bollobás 
property have been published (see, e.g., [312],[314],[318], [322], [326]). Among others, the 
following pairs have been shown to have the BPBp: (ܮଵ(ߤ),  finite measure-ߪ ஶ[0,1]) for everyܮ
,ߤ (ܺ, ,ܮ for every Asplund space ܺ and every Hausdorff locally compact space ((ܮ)଴ܥ (ܺ, ܻ) 
when ܺ is uniformly convex or ܻ has property ߚ, or if both ܺ and ܻ are finite-dimensional. 
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We will deal with the following definitions, which are exactly the BPB versions of 
Lindenstrauss properties ܣ and ܤ. 
Definition (6.1.2)[308]: Let ܺ and ܻ be Banach spaces. We say that ܺ is a universal ܤܲܤ 
domain space if for every Banach space ܼ, the pair (ܺ, ܼ) has the BPBp. We say that ܻ is a 
universal ܤܲܤ range space if for every Banach space ܼ, the pair (ܼ, ܻ) has the BPBp. 
The following assertions are clearly true: 

(a) a universal BPB domain space has Lindenstrauss property A, 
(b) a universal BPB range space has Lindenstrauss property ܤ. 

The converse of (a) is known to be false: the space ℓଵ has Lindenstrauss property A but 
fails to be a universal BPB domain space [310]. Even more, every finite-dimensional Banach 
space clearly has Lindenstrauss property A, but ℓଵ

ଶ fails to be a universal BPB domain space. 
(We will prove this later in Corollary (6.1.15), but it can be found by "surfing" into the details 
of the proofs in [310].) Also, a twodimensional real space is a universal BPB domain space if 
and only if it is uniformly convex [326] (see Corollary (6.1.17) below). 

The validity of the converse of (b) has been pending from the beginning of the study of 
the BPBp, since the basic examples of spaces with Lindenstrauss property ܤ, i.e. those having 
property ߚ, are actually universal BPB range spaces [310]. We will provide an example of a 
Banach space having Lindenstrauss property B but failing to be a universal BPB range space. 

We compare the function (ߝ)ߟ appearing in the definition of the BPBp for different pairs 
of spaces.  
Notation (6.1.3)[308]: Fix a pair (ܺ, ܻ) of Banach spaces and write 

Π(ܺ, ܻ) = ,ݔ)} ܶ) ∈ ܺ × ,ܺ)ܮ ܻ): ∥ ܶ ∥=∥ ݔ ∥=∥ ݔܶ ∥= 1}. 
For every ߩ ∈ (0,1), let 

࣭(ܺ, :(ߩ)(ܻ = {(ܵ, (ݔ ∈ ,ܺ)ܮ ܻ) × ܺ: ∥ ܵ ∥=∥ ݔ ∥= 1, ∥ ݔܵ ∥> 1 −  .{ߩ
Also, for every ߝ ∈ (0,1) we define ߟ(ܺ,  to be the supremum of the set consisting of 0 (ߝ)(ܻ
and those ߩ > 0 such that for all pairs ( ଴ܶ, (଴ݔ ∈ ࣭(ܺ, ,ܶ) there exists a pair ,(ߩ)(ܻ (ݔ ∈ Π(ܺ, ܻ) 
such that ∥∥ݔ଴ − ∥∥ݔ < ∥∥ and ߝ ଴ܶ − ܶ∥∥ <  ,Equivalently .ߝ

,ܺ)ߟ (ߝ)(ܻ = inf{1−∥ ݔܶ ∥: ݔ ∈ ܵ௑, ܶ ∈  (ܺ)ܮ
∥ ܶ ∥= 1, dist ((ݔ, ܶ), Π(ܺ, ܻ)) ⩾  {ߝ

where dist ((ݔ, ܶ), Π(ܺ, ܻ)) = inf{max{∥ ݔ − ݕ ∥, ∥ ܶ − ܵ ∥}: ,ݕ) ܵ) ∈ Π(ܺ, ܻ)}. 
It is clear that the pair (ܺ, ܻ) has the BPBp if and only if ߟ(ܺ, (ߝ)(ܻ > 0 for every ߝ ∈ (0,1). 
By construction, if a function ߝ ⟼ ,ܺ) is valid in the definition of the BPBp for the pair (ߝ)ߟ ܻ), 
then (ߝ)ߟ ⩽ ,ܺ)ߟ ,ܺ)ߟ ,That is .(ߝ)(ܻ  is the best function (i.e. the largest) we can find to (ߝ)(ܻ
ensure that (ܺ, ܻ) has the BPBp. It is also immediate that ߟ(ܺ,  is increasing with respect (ߝ)(ܻ
to ߝ. 

We first study the behavior of the BPBp with respect to direct sums of Banach spaces. 
Specifically, we prove that given two families { ௜ܺ : ݅ ∈ and ൛ {ܫ ௝ܻ: ݆ ∈  ܺ ൟ of Banach spaces, ifܬ
is the ܿ଴ష, ℓଵ

ିor ℓஶ-sum of { ௜ܺ} and ܻ is the ܿ଴ష , ℓଵషor ℓஶ-sum of ൛ ௝ܻൟ, then 
,ܺ)ߟ (ߝ)(ܻ ⩽ ൫ߟ ௜ܺ , ௝ܻ൯(ߝ) (݅ ∈ ,ܫ ݆ ∈  (ܬ

Therefore, if the pair (ܺ, ܻ) has the BPBp, then every pair ൫ ௜ܺ , ௝ܻ൯ does with a non-worse 
function ߟ. The main consequence of this result is that every universal BPB space has a 
"universal" function ߟ. That is, if ܺ is a universal BPBp domain space, then 

inf{ߟ(ܺ, :(ߝ)(ܼ ܼ Banach space } > ߝ) 0 ∈ (0,1)) 



200 

if ܻ is a universal BPBp range space, then 
inf{ߟ(ܼ, :(ߝ)(ܻ ܼ Banach space } > ߝ) 0 ∈ (0,1)). 

With this fact in mind, we see from [326] (where the existence of a universal function was 
hypothesized) some necessary conditions for a Banach space to be a universal BPB domain 
space. In particular, a real, two-dimensional universal BPB domain space must be uniformly 
convex. Another related result is that for Banach spaces ܺ and ܻ and a compact Hausdorff space 
,ܺ) if the pair ,ܭ ,ܭ)ܥ ܻ)) has the BPBp, then so does (ܺ, ܻ). We also provide a new result on 
the stability of density of norm-attaining operators from which we can deduce that ܰܣ(ܺ) is not 
dense in ܮ(ܺ) for the space ܺ = [0,1]ܥ ⊕ଵ  ଵ[0,1]. With respect to domain spaces, we obtainܮ
the following result: If a Banach space contains a non-trivial ܮ-summand, then it is not a 
universal BPB domain space. Hence every Banach space of dimension greater than one can be 
equivalently renormed so as not to be a universal BPB domain space. 

With respect to range spaces, we provide an example of a Banach space ࣳ which is the 
ܿ଴-sum of a family of polyhedral spaces of dimension two such that (ℓଵ

ଶ, ࣳ) does not have the 
BPBp. This is the announced result of a Banach space having Lindenstrauss property B (in fact, 
even having property quasi- ߚ of [313]) and yet failing to be a universal BPB range space. It 
also follows that being a universal BPB range space is not stable under infinite ܿ଴ - or ℓஶ-sums. 

Contains the results on direct sums which will be the main tools for the rest. We give the 
results related to domain spaces, while our results related to range spaces are discussed. 

We study the relationship between the BPBp and certain direct sums of Banach spaces. 
We will use these results later to get the main theorems. 

Our principal deals with ܿ଴ష , ℓଵష, and ℓஶ-sums of Banach spaces. Given a family 
{ ఒܺ: ߣ ∈ Λ} of Banach spaces, we denote by [⨁ఒ∈ஃ   ఒܺ]௖బ  (resp. [⨁ఒ∈ஃ   ఒܺ]ℓభ , [⨁ఒ∈ஃ   ఒܺ]ℓబ  ) the 
ܿ଴-sum (resp. ℓଵ-sum, ℓஶ-sum) of the family. In case Λ has just two elements, we use the simpler 
notation ܺ ⊕ ∞ ܻ and ܺ ⊕ 1. 
Theorem (6.1.4)[308]: Let { ௜ܺ : ݅ ∈ and ൛ {ܫ ௝ܻ: ݆ ∈  ൟ be families of Banach spaces, let ܺ be theܬ
ܿ଴ష , ℓଵି, or ℓஶ − sum of { ௜ܺ} and let ܻ be the ܿ଴ି, ℓଵ −, or ℓஶ sum of ൛ ௝ܻൟ. If the pair (ܺ, ܻ) 
has the BPBp with (ߝ)ߟ, then the pair ൫ ௜ܺ , ௝ܻ൯ also has the ݌ܤܲܤ with (ߝ)ߟ for every ݅ ∈ ,ܫ ݆ ∈
 ,In other words .ܬ

,ܺ)ߟ ܻ) ⩽ ൫ߟ ௜ܺ , ௝ܻ൯ (݅ ∈ ,ܫ ݆ ∈  (ܬ
This theorem will be obtained by simply combining Proposition (6.1.5), Proposition (6.1.8), and 
Proposition (6.1.9) below. In some cases, we are able to provide partial converses. 

Before providing these propositions, and therefore the proof of Theorem (6.1.4), we 
present its main consequence: universal BPB spaces have "universal" functions ߟ. We will 
frequently appeal to the following result. 
Corollary (6.1.4)[308]: Let ܺ and ܻ be Banach spaces. 

(a) If ܺ is a universal ܤܲܤ domain space, then there is a function ߟ௑ : (0,1) ⟶ ℝାsuch that 
for every Banach space ܻ, (ܺ, ܻ) has the ݌ܤܲܤ with ߟ௑. In other words, for every 
ܻ, ,ܺ)ߟ ܻ) ⩾  .௑ߟ

(b) If ܻ is a universal ܤܲܤ range space, then there is a function ߟ௒: (0,1) ⟶ ℝାsuch that for 
every Banach space ܺ, (ܺ, ܻ) has the BPBp with ߟ௒. In other words, for every 
ܺ, ,ܺ)ߟ ܻ) ⩾  .௒ߟ
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Proof. (a) Assume that (ܺ, ܻ) has the BPBp for every Banach space ܻ, but no such universal 
function ߟ௑ exists. Then, for some ߝ > 0, there exists a sequence of Banach spaces { ௡ܻ} such 
that (ܺ, ௡ܻ) has the BPBp and ߟ(ܺ, ௡ܻ)(ߝ) ⟶ 0 when ݊ → ∞. But if we consider the space ܻ =
ൣ⨁௡∈ℕ   ௝ܻ൧

௖బ
, then (ܺ, ܻ) has the BPBp by the BPB universality of ܺ, and Theorem (6.1.4) 

(actually Proposition (6.1.5) below) gives ߟ(ܺ, ௡ܻ)(ߝ) ⩾ ,ܺ)ߟ (ߝ)(ܻ > 0, a contradiction. 
(b) The same idea as in (a) works, with ℓଵ-sums of domain spaces substituting ܿ଴ − sums 

of range spaces. 
We are now ready to provide the following three propositions which will give Theorem 

(6.1.4). The first is the most natural case: ℓଵ-sums of domain spaces and ܿ଴ష or ℓஶ-sums of 
range spaces. 

We observe that this result appeared in [320], but not interested in controlling the function 
 .which will be of relevance to us ,(ߝ)ߟ
Proposition (6.1.5)[308]: Let { ௜ܺ: ݅ ∈ and ൛ {ܫ ௝ܻ: ݆ ∈ ܺ ,ൟ be families of Banach spacesܬ =
[⨁௜∈ூ   ௜ܺ]ℓభ  and ܻ = ൣ⨁௝∈௃   ௝ܻ൧

ℓಮ
 or ܻ = ൣ⨁௝∈௃   ௝ܻ൧

௖బ
. If the pair (ܺ, ܻ) has the ݌ܤܲܤ with (ߝ)ߟ, 

then ൫ ௜ܺ , ௝ܻ൯ also has the ݌ܤܲܤ with (ߝ)ߟ for every ݅ ∈ ݆ ,ܫ ∈  ,In other words .ܬ
,ܺ)ߟ (ߝ)(ܻ ⩽ ൫ߟ ௜ܺ , ௝ܻ൯(ߝ)    (݅ ∈ ,ܫ ݆ ∈  .(ܬ

Proof. Let ܧ௜ and ܨ௝ denote the natural isometric embeddings of ௜ܺ  and ௝ܻ into ܺ and ܻ, 
respectively, and let ௜ܲ and ܳ௝ denote the natural normone projections from ܺ and ܻ onto ௜ܺ  and 

௝ܻ, respectively. For ܶ ∈ ,ܺ)ܮ ܻ), we can easily see that 
∥ ܶ ∥= sup൛∥∥ܳ௝ܶ∥∥: ݆ ∈ ൟܬ = sup{∥∥ܶܧ௜∥∥: ݅ ∈  {ܫ

(A proof of this fact can be found in [328], for instance.) Hence 
∥ ܶ ∥= sup൛∥∥ܳ௝ܶܧ௜∥∥: ݅ ∈ ,ܫ ݆ ∈  .ൟܬ

Fix ℎ ∈ ݇ and ܫ ∈ To show that the pair (ܺ௛ .ܬ , ௞ܻ) satisfies the BPBp with function (ߝ)ߟ, 
suppose that ∥∥ܶ(ݔ௛)∥∥ > 1 − ܶ for (ߝ)ߟ ∈ ܵ௅(௑೓ ,௒ೖ) and ݔ௛ ∈ ܵ௑೓ . Consider the linear operator 
෨ܶ = ௞ܶܨ ௛ܲ ∈ ,ܺ)ܮ ܻ). Note that ܳ௝ ෨ܶ = 0 for ݆ ≠ ݇ and ܳ௞ ෨ܶܧ௜ = 0 for ݅ ≠ ℎ, while ܳ௞ ෨ܶܧ௛ =
ܶ, ∥ ෨ܶ ∥=∥ ܶ ∥= 1 and ∥∥ ෨ܶ(ܧ௛ݔ௛)∥∥ > 1 −  .(ߝ)ߟ

Since the pair (ܺ, ܻ) has the BPBp, there exists ൫ݔ଴, ሚܵ൯ ∈ Π(ܺ, ܻ) such that 
∥ ෨ܶ − ሚܵ ∥< ଴ݔ∥∥  and  ߝ − ∥∥(௛ݔ)௛ܧ <  .ߝ

Let ܵ = ܳ௞ ሚܵܧ௛ ∈ ௛ܺ)ܮ , ௞ܻ). Clearly ∥ ܵ ∥⩽ 1 and ∥ ܵ − ܶ ∥⩽∥ ሚܵ − ෨ܶ ∥<  Now we .ߝ
want to show that ܵ attains its norm at ௛ܲ(ݔ଴) and that ∥∥ ௛ܲ(ݔ଴)∥∥ = 1. Indeed, for ݆ ∈ ,ܬ ݆ ≠ ݇ 
one has 

∥∥ܳ௝ ሚܵݔ଴∥∥ = ∥∥ܳ௝ ሚܵݔ଴ − ܳ௝ ෨ܶݔ଴∥∥ ⩽∥ ሚܵ − ෨ܶ ∥< ߝ < 1 
Hence ∥∥ ሚܵݔ଴∥∥ = 1 = ∥∥ܳ௞ ሚܵݔ଴∥∥, which shows that ∥∥ܳ௞ ሚܵ∥∥ = 1 and ܳ௞ ሚܵ attains its norm at ݔ଴. 
Similarly, for ݅ ∈ ,ܫ ݅ ≠ ℎ we have 

∥∥ܳ௞ ሚܵܧ௜∥∥ = ∥∥ܳ௞ ሚܵܧ௜ − ܳ௞ ෨ܶܧ௜∥∥ ⩽∥ ሚܵ − ෨ܶ ∥< ߝ < 1 
and so ∥∥ܳ௞ ሚܵ∥∥ = 1 = ∥∥ܳ௞ ሚܵܧ௛∥∥ =∥ ܵ ∥. Since 

1  = ∥∥ܳ௞ ሚܵݔ଴∥∥ ⩽ ෍  
௜∈ூ

  ∥∥ܳ௞ ሚܵܧ௜ ௜ܲݔ଴∥∥ = ∥∥ܵ ௛ܲݔ଴∥∥ + ෍  
௜∈ூ,௜ஷ௛

  ∥∥ܳ௞ ሚܵܧ௜ ௜ܲݔ଴∥∥

 ⩽ ∥∥ ௛ܲݔ଴∥∥ + ߝ ෍  
௜∈ூ,௜ஷ௛

  ∥∥ ௜ܲݔ଴∥∥ ⩽ ∥∥ ௛ܲݔ଴∥∥ + ෍  
௜∈ூ,௜ஷ௛

  ∥∥ ௜ܲݔ଴∥∥ = 1
 



202 

we have ∥∥ ௜ܲݔ଴∥∥ = 0 for ݅ ≠ ℎ and ∥∥ܵ( ௛ܲݔ଴)∥∥ = ∥∥ ௛ܲݔ଴∥∥ = 1. Further, 
∥∥ ௛ܲݔ଴ − ∥∥௛ݔ = ∥∥ ௛ܲ൫ݔ଴ − ∥∥൯(௛ݔ)௛ܧ ⩽ ଴ݔ∥∥ − ∥∥(௛ݔ)௛ܧ <  .ߝ

The next proposition gives when the converse result is possible, but only for range spaces. 
Proposition (6.1.6)[308]: Let ܺ be a Banach space and let ൛ ௝ܻ: ݆ ∈  ൟ be a family of Banachܬ
spaces. Then, for both ܻ = ൣ⨁௝∈௃   ௝ܻ൧

௖బ
 and ܻ = ൣ⨁௝∈௃   ௝ܻ൧

ℓಮ
, one has 

,ܺ)ߟ ܻ) = inf
௝∈௃

,൫ܺߟ  ௝ܻ൯. 

Consequently, the following four conditions are equivalent: 
(i) inf௝∈௃ ,൫ܺߟ  ௝ܻ൯(ߝ) > 0 for all ߝ ∈ (0,1), 
(ii) every pair ൫ܺ, ௝ܻ൯ has the ݌ܤܲܤ with a common function (ߝ)ߟ > 0, 
(iii) the pair ቀܺ, ൣ⨁௝∈௃   ௝ܻ൧

ℓಮ
ቁ has the ݌ܤܲܤ, 

(iv) the pair ቀܺ, ൣ⨁௝∈௃   ௝ܻ൧
௖బ

ቁ has the ݌ܤܲܤ. 
Proof. The inequality ⩽ follows from Proposition (6.1.5). So let us prove the converse 
inequality. To do this, we fix ߝ ∈ (0,1). Write (ߝ)ߟ = inf௝∈௃ ,൫ܺߟ  ௝ܻ൯ and suppose (ߝ)ߟ > 0 
(otherwise there is nothing to prove), so ߟ൫ܺ, ௝ܻ൯ ⩾ (ߝ)ߟ > 0. Let ܨ௝ and ܳ௝ be as in the proof 
of Proposition (6.1.5). Suppose that ܶ ∈ ܵ௅(௑,௒) and ݔ଴ ∈ ܵ௑ satisfy 

∥∥଴ݔܶ∥∥ > 1 −  .(ߝ)ߟ
Then there is ݆଴ ∈ ∥∥଴ݔsuch that ∥∥ܳ௝బܶ ܫ > 1 −  there are an ,ߝ By the assumption on .(ߝ)ߟ
operator ௝ܵబ: ܺ ⟶ ௝ܻబ  and a vector ݑ ∈ ܵ௑ such that 

∥∥ ௝ܵబ∥∥ = ∥∥ ௝ܵబݑ∥∥ = 1,  ∥∥ ௝ܵబ − ܳ௝బܶ∥∥ < ,ߝ   and  ∥∥ݔ଴ − ∥∥ݑ <  .ߝ
Define ܵ: ܺ ⟶ ܻ by 

ܵ = ෍  
௝ஷ௝బ

௝ܳ௝ܶܨ + ௝బܨ ௝ܵబ  

Clearly ∥ ܵ ∥⩽ 1 and ∥ ݑܵ ∥⩾ ∥∥ ௝ܵబݑ∥∥ = 1, so (ݑ, ܵ) ∈ Π(ܺ, ܻ). On the other hand, 
∥ ܶ − ܵ ∥= sup

௝∈௃
 ∥∥ܳ௝(ܶ − ܵ)∥∥ = ∥∥ܳ௝బܶ − ௝ܵబ∥∥ <  .ߝ

We have proved that (ܺ, ܻ) has the BPBp with the function (ߝ)ߟ. In other words, ߟ(ܺ, (ߝ)(ܻ ⩾
 (ߝ)ߟ

One particular case of Proposition (6.1.6) is that the BPBp is stable for finite ℓஶష sums 
of range spaces. 
Corollary (6.1.7)[308]: Let ܺ, ଵܻ, … , ௠ܻ be Banach spaces and write ܻ = ଵܻ ⊕ஶ ⋯ ⊕ஶ ௠ܻ. 
Then, (ܺ, ܻ) has the ݌ܤܲܤ if and only if ൫ܺ, ௝ܻ൯ has the ݌ܤܲܤ for every ݆ = 1, … , ݉. As a 
consequence, ଵܻ, … , ௠ܻ are universal ܤܲܤ range spaces if and only if ܻ is. 

Note that since ℓଵ is not a universal BPB domain space, we cannot expect an analogue of 
Proposition (6.1.6) for ℓଵ-sums of domain spaces. Indeed, even Corollary (6.1.7) has no 
counterpart for finite ℓଵ-sums of domain spaces. This follows from the fact that ℓଵ

ଶ fails to be a 
universal BPB domain space (Corollary (6.1.15) below or [326], Corollary 9). 

The second result deals with ܿ଴షor ℓஶ − Sums of domain spaces.  
Proposition (6.1.8)[308]: Let { ௜ܺ: ݅ ∈ ܺ ,be a family of Banach spaces {ܫ = [⨁௜∈ூ   ௜ܺ]௖బ  or ܺ =
[⨁௜∈ூ   ௜ܺ]ℓಮ , and let ܻ be a Banach space. If the pair (ܺ, ܻ) has the BPBp with (ߝ)ߟ, then the 
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pair ( ௜ܺ , ܻ) also has the ݌ܤܲܤ with (ߝ)ߟ for every ݅ ∈ ,ܺ)ߟ ,In other words .ܫ ܻ) ⩽ )ߟ ௜ܺ , ܻ) for 
every ݅ ∈  .ܫ
Proof. For every ݅ ∈ ܺ we may write ܫ = ௜ܺ ⊕ஶ ܼ for a suitable Banach space ܼ . Thus, without 
loss of generality, we may assume that ܺ = ଵܺ ⊕ஶ ܺଶ. 

For fixed ߝ ∈ (0,1), suppose that ∥∥ܶ(ݔ଴)∥∥ > 1 − ܶ for some (ߝ)ߟ ∈ )ܮ ଵܺ, ܻ) with ∥ ܶ ∥
= 1 and some ݔ଴ ∈ ܵ௑భ. Define a linear operator ෨ܶ ∈ ,ܺ)ܮ ܻ) by 

෨ܶ(ݔଵ, (ଶݔ = ,ଵݔ)ଵ ൫ݔܶ (ଶݔ ∈ ܺ൯. 
Observe that ∥ ෨ܶ ∥= 1 and ∥∥ ෨ܶ(ݔ଴, 0)∥∥ > 1 − ,ܺ) Since the pair .(ߝ)ߟ ܻ) has the BPBp, there 
exist ሚܵ ∈ ,ܺ)ܮ ܻ) with ∥ ሚܵ ∥= 1 and (ݔଵ

ᇱ , ଶݔ
ᇱ ) ∈ ܵ௑ such that 

∥ ሚܵ ∥= ∥∥ ሚܵ(ݔଵ
ᇱ , ଶݔ

ᇱ )∥∥ = 1,  ∥ ෨ܶ − ሚܵ ∥< ଵݔ)∥∥  and  ߝ
ᇱ , ଶݔ

ᇱ ) − ,଴ݔ) 0)∥∥ <   .ߝ
From the last inequality, we see that 

ଵݔ∥∥
ᇱ − ∥∥଴ݔ < ,ߝ ଶݔ∥∥ 

ᇱ ∥∥ < ߝ < 1  and  ∥∥ݔଵ
ᇱ ∥∥ = 1.                               (1) 

If we define ܵ ∈ )ܮ ଵܺ, ܻ) by ܵ(ݔଵ) = ሚܵ(ݔଵ, 0), then ∥ ܵ ∥⩽∥ ሚܵ ∥= 1 and ∥ ܵ − ܶ ∥⩽ ∥ ෨ܶ − ሚܵ ∥
< ଵݔ)ܵ∥∥ So, by (1), it suffices to show that .ߝ

ᇱ )∥∥ = 1. Indeed, using (1) again, we have that 
ଶݔଵିߝ∥∥

ᇱ ∥∥ ⩽ 1, so (ݔଵ
ᇱ , ଶݔଵିߝ

ᇱ ) ∈  ௑. We can writeܤ
ሚܵ(ݔଵ

ᇱ , ଶݔ
ᇱ ) = (1 − (ߝ ሚܵ(ݔଵ

ᇱ , 0) + ߝ ሚܵ(ݔଵ
ᇱ , ଶݔଵିߝ

ᇱ ) 
and, since ∥∥ ሚܵ(ݔଵ

ᇱ , ଶݔ
ᇱ )∥∥ = 1, we get ∥∥ ሚܵ(ݔଵ

ᇱ , 0)∥∥ = 1. This is exactly ∥∥ܵ(ݔଵ
ᇱ )∥∥ = 1, as desired. 

Considered as a real Banach space, ℓஶ
ଶ  is not a universal BPB domain space (it is isometric 

to ℓଵ
ଶ. As a consequence, we cannot expect the converse of Proposition (6.1.8) to be true, even 

for finite sums. 
The third proposition deals with the remaining case of ℓଵ-sums of range spaces. 

Proposition (6.1.9)[308]: Let ൛ ௝ܻ: ݆ ∈ ܻ ,ൟ be a family of Banach spacesܬ = ൣ⨁௝∈௃   ௝ܻ൧
ℓభ

, and let 

ܺ be a Banach space. If the pair (ܺ, ܻ) has the BPBp with (ߝ)ߟ, then the pair ൫ܺ, ௝ܻ൯ also has 
the ݌ܤܲܤ with (ߝ)ߟ for every ݆ ∈ ,ܺ)ߟ ,In other words .ܬ ܻ) ⩽ ,൫ܺߟ ௝ܻ൯ for every ݆ ∈  .ܬ
Proof. Arguing as in the previous proof, we may assume that ܻ = ଵܻ ⊕ଵ ଶܻ. 

For ߝ ∈ (0,1) fixed, suppose that ∥∥ܶ(ݔଵ)∥∥ > 1 − ܶ for some (ߝ)ߟ ∈ ,ܺ)ܮ ଵܻ) with ∥ ܶ ∥
= 1 and some ݔଵ ∈ ܵ௑. Define a linear operator ෨ܶ ∈ ,ܺ)ܮ ܻ) by 

෨ܶ(ݔ) = ,ݔܶ) ݔ) (0 ∈ ܺ). 
Observe that ∥ ෨ܶ ∥= 1 and ∥∥ ෨ܶ(ݔଵ)∥∥ > 1 − ,ܺ) Since the pair .(ߝ)ߟ ܻ) has the BPBp, there exist 
ሚܵ ∈ ,ܺ)ܮ ܻ) with ∥ ሚܵ ∥= 1 and ݔ଴ ∈ ܵ௑ such that 

∥ ሚܵ ∥= ∥∥ ሚܵ(ݔ଴)∥∥ = 1,  ∥ ෨ܶ − ሚܵ ∥< ଵݔ∥∥  and  ߝ − ∥∥଴ݔ <   .ߝ
Write ሚܵ(ݔ) = ( ଵܵ(ݔ), ܵଶ(ݔ)) for every ݔ ∈ ܺ, where ௝ܵ ∈ ,൫ܺܮ ௝ܻ൯ for ݆ = 1,2, and observe that 

∥ ሚܵݔ − ෨ܶݔ ∥= ∥∥ ଵܵݔ − ∥∥ݔܶ + ∥∥ܵଶݔ∥∥ < ݔ)        ߝ ∈  ௑).                     (2)ܤ
In particular, 

∥∥ ଵܵ − ܶ∥∥ < ∥∥and  ∥∥ܵଶ  ߝ <  .ߝ
Now, consider ݕ∗ = ଵݕ)

∗, ଶݕ
∗) ∈ ܻ∗ ≡ ଵܻ

∗ ⊕ஶ ଶܻ
∗ with ∥∥ݕ∗∥∥ = 1 such that Re ݕ∗ ቀ ሚܵ(ݔ଴)ቁ = 1. 

We have that 
1 = Re ݕ∗ ቀ ሚܵ(ݔ଴)ቁ = Re ݕଵ

∗( ଵܵݔ଴) + Re ݕଶ
∗(ܵଶݔ଴) ⩽ ∥∥ ଵܵݔ଴∥∥ + ∥∥ܵଶݔ଴∥∥ = ∥∥ ሚܵ(ݔ଴)∥∥ = 1 

Therefore, we get that 
Re ݕଵ

∗( ଵܵݔ଴) = ∥∥ ଵܵݔ଴∥∥  and   Re ݕଶ
∗(ܵଶݔ଴) = ∥∥ܵଶݔ଴∥∥ 
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Finally, we define ܵ ∈ ,ܺ)ܮ ଵܻ) by 

ݔܵ = ଵܵݔ + ଶݕ
∗(ܵଶݔ) ଵܵݔ଴

∥∥ ଵܵݔ଴∥∥
ݔ)  ∈ ܺ) 

(Observe that ∥∥ ଵܵݔ଴∥∥ = 1 − ∥∥ܵଶݔ଴∥∥ ⩾ 1 − ∥∥ܵଶ∥∥ > 1 − ߝ > 0.) Then, for ݔ ∈  ௑ we haveܤ
∥ ݔܵ ∥⩽ ∥∥ ଵܵݔ∥∥ + ଶݕ|

∗(ܵଶݔ)| ⩽ ∥∥ ଵܵݔ∥∥ + ∥∥ܵଶݔ∥∥ =∥ ሚܵ(ݔ) ∥⩽ 1, 
so ∥ ܵ ∥⩽ 1. Furthermore, 

∥∥଴ݔܵ∥∥  = ∥∥
∥

ଵܵݔ଴ + ଶݕ
∗(ܵଶݔ଴) ଵܵݔ଴

∥∥ ଵܵݔ଴∥∥∥∥
∥ ⩾ Re ݕଵ

∗ ൬ ଵܵݔ଴ + ଶݕ
∗(ܵଶݔ଴) ଵܵݔ଴

∥∥ ଵܵݔ଴∥∥
൰

 = Re ݕଵ
∗( ଵܵݔ଴) + Re ݕଶ

∗(ܵଶݔ଴) = 1
 

Hence ܵ attains its norm at ݔ଴. As ∥∥ݔ଴ − ∥∥ଵݔ < ∥ it remains to prove that ,ߝ ܵ − ܶ ∥<  ,Indeed .ߝ
for ݔ ∈  ௑, we haveܤ

∥ ݔܵ − ݔܶ ∥⩽ ∥∥ ଵܵݔ − ∥∥ݔܶ + ଶݕ|
∗(ܵଶݔ)| ⩽ ∥∥ ଵܵݔ − ∥∥ݔܶ + ∥∥ܵଶݔ∥∥ 

so ∥ ܵ − ܶ ∥<  by (2) ߝ
As ℓଵ does not have Lindenstrauss property B, we cannot expect that a converse of 

Proposition (6.1.9) can be true in general. In fact, we don't even know whether such a converse 
is true for finite sums, that is, whether (ܺ, ଵܻ ⊕ଵ ଶܻ) has the BPBp whenever ൫ܺ, ௝ܻ൯ does for 
݆ = 1,2. 

Another result in the same direction is the following generalization of [319] where it is 
proved for ܺ = ℓଵ. 
Proposition (6.1.10)[308]: Let ܺ and ܻ be Banach spaces and let ܭ be a compact Hausdorff 
space. If (ܺ, ,ܭ)ܥ ܻ)) has the ݌ܤܲܤ with a function (ߝ)ߟ, then (ܺ, ܻ) has the ݌ܤܲܤ with the 
same function (ߝ)ߟ. In other words, ߟ(ܺ, ܻ) ⩾ ,ܺ)ߟ ,ܭ)ܥ ܻ)). 
Proof. Given ߝ > 0, consider ܶ ∈ ܵ௅(௑,௒) and ݔ଴ ∈ ܵ௑ satisfying 

∥∥଴ݔܶ∥∥ > 1 −   .(ߝ)ߟ
The bounded linear operator ෨ܶ : ܺ ⟶ ,ܭ)ܥ ܻ), defined by [ ෨ܶ(ݔ)](ݐ) = ݔ for all (ݔ)ܶ ∈ ܺ and 
ݐ ∈ ∥∥ satisfies ,ܭ ෨ܶݔ଴∥∥ = ∥∥଴ݔܶ∥∥ > 1 − ଵݔ By the assumption, there exist .(ߝ)ߟ ∈ ܵ௑ and ሚܵ ∈
,ܺ)ܮ ,ܭ)ܥ ܻ)) such that 

∥ ሚܵ ∥= ∥∥ ሚܵ(ݔଵ)∥∥ = 1,  ∥ ෨ܶ − ሚܵ ∥< ,ߝ ଴ݔ∥∥  − ∥∥ଵݔ <  ߝ
Moreover, there is ݐଵ ∈ such that 1 ܭ = ∥∥ ሚܵ(ݔଵ)∥∥ = ∥∥ൣ ሚܵ(ݔଵ)൧(ݐଵ)∥∥. We can now see that the 
bounded linear operator ܵ: ܺ ⟶ ܻ defined by ܵ(ݔ) = [ ሚܵ(ݔ)](ݐଵ) for all ݔ ∈ ܺ satisfies that 

∥ ܵ ∥= sup
௫∈஻೉

 ∥∥[ ሚܵ(ݔ)](ݐଵ)∥∥ = ∥∥ൣ ሚܵ(ݔଵ)൧(ݐଵ)∥∥ = ∥∥(ଵݔ)ܵ∥∥ = 1 

and 
∥ ܵ − ܶ ∥  = sup

௫∈஻೉

  ∥ (ݔ)ܵ − (ݔ)ܶ ∥= sup
௫∈஻೉

 ∥∥[ ሚܵ(ݔ)](ݐଵ) − [ ෨ܶ(ݔ)](ݐଵ)∥∥

 ⩽ sup
௫∈஻೉

  ∥ ሚܵ(ݔ) − ෨ܶ(ݔ) ∥=∥ ሚܵ − ෨ܶ ∥< ߝ
 

As we have already known that ∥∥ݔଵ − ∥∥଴ݔ < ,ܺ) we obtain that ,ߝ ܻ) has the BPBp with the 
function (ߝ)ߟ. 

We observe that the converse implication in the above proposition is false, as ܻ = ॶ is a 
universal BPBp range space by the Bishop-Phelps-Bollobás theorem but [0,1]ܥ does not have 
even Lindenstrauss property [331] ܤ. 
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A more general way of stating Proposition (6.1.10) is that if ൫ܺ, (ܭ)ܥ ⊗̂ఢ ܻ൯ has the 
BPBp with ߟ(߳), then so does (ܺ, ܻ). We do not know what other spaces, besides (ܭ)ܥ, have 
this property. In an analogous way, noting that ܮଵ(ߤ, ܺ) = (ߤ)ଵܮ ⊗̂గ ܺ, we remark that we do 
not know if a result similar to Proposition (6.1.10) can be obtained for vector-valued ܮଵ-spaces 
in the domain; that is, we do not know if the fact that (ܮଵ(ߤ, ܺ), ܻ) has the BPBp implies that 
(ܺ, ܻ) does as well (where ܺ and ܻ are Banach spaces and ߤ is a positive measure). 

We finish with a discussion on some analogues to Propositions (6.1.5), (6.1.8), and (6.1.9) 
for norm-attaining operators. Let ܺ, ܻ, ଵܺ , ܺଶ , ଵܻ, and ଶܻ be Banach spaces. It has been proved 
in [328] that Proposition (6.1.5) has a counterpart for norm-attaining operators; that is, if 
)ܣܰ ଵܺ ⊕ 1ܺଶ , ଵܻ ⊕ஶ ଶܻ) is dense in ܮ( ଵܺ ⊕ 1ܺଶ, ଵܻ ⊕ஶ ଶܻ), then ܰܣ൫ ௜ܺ , ௝ܻ൯ is dense in 
൫ܣܰ ௜ܺ , ௝ܻ൯ for ݅, ݆ ∈ {1,2}. If we consider ℓଵ-sums in the range space, it is possible to adapt the 
proof of Proposition (6.1.9) to this case, obtaining that if ܰܣ(ܺ, ଵܻ ⊕ଵ ଶܻ) is dense in 
,ܺ)ܮ ଵܻ ⊕ଵ ଶܻ), then ܰܣ൫ܺ, ௝ܻ൯ is dense in ܮ൫ܺ, ௝ܻ൯ for ݆ = 1,2. As far as we know, this result 
is new. On the other hand, if we consider ℓஶ-sums of domain spaces, we do not know how to 
adapt the proof of Proposition (6.1.8) to the case of norm-attaining operators. We do not know 
if the result is true or not; that is, we do not know whether the fact that ܰܣ( ଵܺ ⊕ஶ ܺଶ, ܻ) is 
dense in ܮ( ଵܺ ⊕ஶ ܺଶ , ܻ) forces ܰܣ( ௜ܺ , ܻ) to be dense in ܮ( ௜ܺ , ܻ), ݅ = 1,2. 

Let us summarize this new result here (actually, we state a formally more general result) 
and deduce from it what we believe is an interesting consequence. 
Proposition (6.1.11)[308]: Let ൛ ௝ܻ: ݆ ∈ ܻ ,ൟ be a family of Banach spacesܬ = ൣ⨁௝∈௃   ௝ܻ൧

ℓభ
, and 

let ܺ be a Banach space. If ܰܣ(ܺ, ܻ) is dense in ܮ(ܺ, ܻ), then ܰܣ൫ܺ, ௝ܻ൯ is dense in ܮ൫ܺ, ௝ܻ൯ for 
every ݆ ∈  .ܬ
Example (6.1.12)[308]: Consider the Banach space ܺ = [0,1]ܥ ⊕ଵ ,ܺ)ܣܰ ,ଵ[0,1]. Thenܮ ܺ) is 
not dense in ܮ(ܺ, ܺ). Indeed, if ܰܣ(ܺ, ܺ) were dense in ܮ(ܺ, ܺ), then ܰܮ)ܣଵ[0,1], ܺ) would be 
dense in ܮ)ܮଵ[0,1], ܺ) by [328]. But the above proposition would imply that 
,ଵ[0,1]ܮ)ܣܰ ,ଵ[0,1]ܮ)ܮ is dense in ([0,1]ܥ  .a result which was proved to be false by W ,([0,1]ܥ
Schachermayer [331]. 

We have two objectives. First, we will show that every Banach space of dimension greater 
than one can be renormed to not be a universal BPBp domain space. One should compare this 
result with the result by J. Bourgain [317] asserting that a Banach space has Lindenstrauss 
property A in every equivalent norm if and only if the space has the Radon-Nikodým property. 
We will study conditions which ensure that a Banach space is a universal BPB domain space. 
Lemma (6.1.13)[308]: Let ܺ be a Banach space containing a non-trivial L-summand (i.e. ܺ =

ଵܺ ⊕ଵ ܺଶ for some non-trivial subspaces ܺ ଵ and ܺ ଶ) and let ܻ  be a strictly convex Banach space. 
If the pair (ܺ, ܻ) has the BPBp, then ܻ is uniformly convex. 
Proof. For ݆ = 1,2, we pick ௝݁ ∈ ܵ௑ೕ and ௝݁

∗ ∈ ܵ௑∗ such that ௝݁
∗൫ ௝݁൯ = 1 and ݁ଵ

∗(ܺଶ) = 0 and 
݁ଶ

∗( ଵܺ) = 0 (just identify ௝ܺ
∗ with a subspace of ܺ∗ and extend the functional to be zero on the 

other subspace). 
Fix ߝ ∈ (0,1/2) and recall that ߟ(ܺ, (ߝ)(ܻ > 0 by the BPBp. Consider ݕଵ, ଶݕ ∈ ܵ௒ such 

that 
ଵݕ∥∥ + ∥∥ଶݕ > 2 − ,ܺ)ߟ2  (ߝ)(ܻ

We define an operator ܶ ∈ ,ܺ)ܮ ܻ) by 
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,ଵݔ)ܶ (ଶݔ = ݁ଵ
ଵݕ(ଵݔ)∗ + ݁ଶ

,ଵݔ)ଶ ൫ݕ(ଶݔ)∗ (ଶݔ ∈ ܺ൯, 
which satisfies ∥ ܶ ∥= 1. As 

∥∥
∥ܶ ൬

1
2

݁ଵ,
1
2

݁ଶ൰∥∥
∥ =

1
2 ଵݕ∥∥ + ∥∥ଶݕ > 1 − ,ܺ)ߟ  ,(ߝ)(ܻ

there are (ݔଵ, (ଶݔ ∈ ܵ௑ and ܵ ∈ ,ܺ)ܮ ܻ) such that 

∥ ܵ ∥= ,ଵݔ)ܵ∥∥ ∥∥(ଶݔ = 1,  ∥∥
∥1

2
݁ଵ − ∥∥ଵݔ

∥ + ∥∥
∥1

2
݁ଶ − ∥∥ଶݔ

∥ < ∥  and  ߝ ܶ − ܵ ∥<  .ߝ

We deduce that ቚଵ
ଶ

− ௝∥∥ቚݔ∥∥ < ߝ < 1/2, so 0 < ∥∥௝ݔ∥∥ < 1 and 

∥∥
∥∥ ௝݁ −

௝ݔ

∥∥∥∥௝ݔ∥∥
∥∥ ⩽ 2 ∥∥

∥1
2 ௝݁ − ∥∥௝ݔ

∥ +
∥∥
௝ݔ2∥∥ −

௝ݔ

∥∥∥∥௝ݔ∥∥
∥∥ ⩽ ߝ2 + ห1 − ௝∥∥หݔ∥∥2 <  ߝ4

for ݆ = 1,2. If we write 

ଵݖ = ܵ ൬
ଵݔ

∥∥ଵݔ∥∥
, 0൰ ∈ ଶݖ  ௒  andܤ = ܵ ൬0,

ଶݔ

∥∥ଶݔ∥∥
൰ ∈  ௒ܤ

we have that 
1 = ,ଵݔ)ܵ∥∥ ∥∥(ଶݔ =∥∥ ଵݖ∥∥ଵݔ ∥∥ଵݔ∥∥  ଶ∥∥  andݖ∥∥ଶݔ∥∥+ + ∥∥ଶݔ∥∥ = 1. 

As ܻ is strictly convex, it follows that ݖଵ =  ,ଶ. Nowݖ
ଵݕ∥∥ − ∥∥ଶݕ  = ∥∥ܶ(݁ଵ, 0) − ܶ(0, ݁ଶ)∥∥

 ⩽ ∥∥ܶ(݁ଵ, 0) − ܵ(݁ଵ, 0)∥∥ + ∥∥ܶ(0, ݁ଶ) − ܵ(0, ݁ଶ)∥∥
 +∥∥ܵ(݁ଵ, 0) − ∥∥ଵݖ + ∥∥ܵ(0, ݁ଶ) − ∥∥ଶݖ

 < 2 ∥ ܶ − ܵ ∥ + ∥∥
∥ܵ(݁ଵ, 0) − ܵ ൬

ଵݔ

∥∥ଵݔ∥∥
, 0൰∥∥

∥ + ∥∥
∥ܵ(0, ݁ଶ) − ܵ ൬0,

ଶݔ

∥∥ଶݔ∥∥
൰∥∥

∥

 ⩽ ∥+ߝ2 ܵ ∥ ൬∥∥
∥݁ଵ −

ଵݔ

∥∥∥∥ଵݔ∥∥
∥ + ∥∥

∥݁ଶ −
ଶݔ

∥∥∥∥ଶݔ∥∥
∥൰ < .ߝ10

 

This implies that ܻ is uniformly convex, as desired.  
Theorem (6.1.14)[308]: The base field ॶ = ℝ or ℂ is the unique Banach space which is a 
universal ݌ܤܲܤ domain space in any equivalent renorming. 
Proof. If dim (ܺ) > 1, we consider any one-codimensional subspace ܼ of ܺ and observe that 
ܺ ≃ ෨ܺ: = ॶ ⊕ଵ ܼ. Now, consider any strictly convex Banach space ܻ which is not uniformly 
convex, and the above lemma gives that ( ෨ܺ, ܻ) does not have the BPBp. 

We next give the following particular case of Lemma (6.1.13), which can be deduced 
from arguments given in [310]. 
Corollary (6.1.15)[308]: Let ܻ be a strictly convex Banach space. If (ℓଵ

ଶ, ܻ) has the ݌ܤܲܤ, then 
ܻ is uniformly convex. 

A nice consequence of the above corollary is the following example. 
Example (6.1.16)[308]: There exists a reflexive Banach space ܺ such that the pair (ܺ, ܺ) fails 
the ݌ܤܲܤ. Indeed, let ܻ be a reflexive strictly convex space which is not uniformly convex and 
consider the reflexive space ܺ = ℓଵ

ଶ ⊕ଵ ܻ. If the pair (ܺ, ܺ) had the BPBp, then so would 
(ℓଵ

ଶ, ܻ) by Theorem (6.1.4), a contradiction with Corollary (6.1.15). 
We give some necessary conditions for a Banach space to be a universal BPB domain 

space. Let us recall that if a Banach space ܺ has Lindenstrauss property A, then the following 
hold [327]: (a) if ܺ is isomorphic to a strictly convex space, then ܵ௑ is the closed convex hull of 
its extreme points, and (b) if ܺ is isomorphic to a locally uniformly convex space, then ܵ௑ is the 
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closed convex hull of its strongly exposed points. These results have been strengthened to the 
case of universal BPBp domain spaces in [326] but with the additional hypothesis that there is 
a common function ߟ giving the BPBp for all range spaces. Thanks to Corollary (6.1.4), this 
hypothesis is unnecessary. 
Corollary (6.1.17)[308]: Let ܺ be a universal BPB domain space. Then, 

(a) in the real case, there is no face of ܵ௑ which contains a non-empty relatively open subset 
of ܵ௑ 

(b) if ܺ is isomorphic to a strictly convex Banach space, then the set of all extreme points of 
 ;௑ is dense in ܵ௑ܤ

(c) if ܺ is superreflexive, then the set of all strongly exposed points of ܤ௑ is dense in ܵ௑. 
In particular, if ܺ is a real 2-dimensional Banach space which is a universal BPB domain 

space, then ܺ is uniformly convex. 
We don't know if a universal BPB domain space has to be uniformly convex. We can 

improve Corollary (6.1.17)(c) to get a slightly stronger result. To do this, we follow 
Lindenstrauss [327] to say that a family {ݔఈ}ఈ ⊂ ܵ௑ is uniformly strongly exposed (with respect 
to a family { ఈ݂}ఈ ⊂ ܵ௑∗ ) if there is a function ߝ ∈ (0,1) ⟼ (ߝ)ߜ > 0 having the following 
properties: 

(i) ఈ݂(ݔఈ) = 1 for every ߙ, and 
(ii) for any ݔ ∈ (ݔ)௑, Re ఈ݂ܤ > 1 − ݔ∥∥ implies (ߝ)ߜ − ∥∥ఈݔ <  .ߝ

In a uniformly convex Banach space, the unit sphere is a uniformly strongly exposed 
family (actually, this property characterizes uniform convexity).  
Corollary (6.1.18)[308]: Let ܺ be a superreflexive universal BPB domain space. Then for every 
଴ߝ ∈ (0,1) there exists an ߝ଴-dense uniformly strongly exposed family. In particular, the set of 
all strongly exposed points of ܤ௑ is dense in ܵ௑.  
Proof. We write ∥⋅∥ for the given norm of ܺ and consider an equivalent norm ||⋅∥∣ on ܺ for 
which the Banach space (ܺ, ∥ | ⋅ | ∥) is uniformly convex. We may assume that ||ݔ ∥⩽∥ ݔ ∥ for 
all ݔ ∈ ܺ (see [323], for instance). For each ݉ ∈ ℕ, we define an equivalent norm on ܺ by 

∥ ݔ ∥௠: = ൬∥ ݔ ∥ଶ+
1
݉

∥∥ ݔ ∥∥ଶ൰
ଵ/ଶ

ݔ)  ∈ ܺ). 
We observe that ܺ௠ = (ܺ, ∥⋅∥௠) is uniformly convex, so we may consider the function ߝ ⟼
ܺ from the uniform convexity of) (ߝ)௠ߜ ௠), which gives that ܵ ௑೘ is a uniformly strongly exposed 
family (with respect to ܵ௑೘

∗ ). That is, for every ݕ ∈ ܵ௑೘ there is ݕ∗ ∈ ܵ௑೘
∗  such that (ݕ)∗ݕ = 1 

and 
if ݖ ∈ (ݖ)∗ݕ ௑೘ is such that Reܤ > 1 − ∥ then ,(ߝ)௠ߜ ݖ − ݕ ∥௠<  (3)          .ߝ

Let ܫ௠: (ܺ, ∥⋅∥) ⟶ (ܺ௠ , ∥⋅∥௠) be the formal identity operator and write 

௠ܶ =
௠ܫ

∥∥௠ܫ∥∥
  and  ܽ௠ =

√݉ + 1
√݉

 

for every ݉ ∈ ℕ. Since 
1 ⩽ ∥∥௠ܫ∥∥ ⩽ ܽ௠  and  ܽ௠

ିଵ ⩽ ௠ܫ∥∥
ିଵ∥∥ ⩽ 1, 

it follows that 
ܽ௠

ିଵ ⩽ ∥∥ ௠ܶ
ିଵ∥∥ ⩽ ܽ௠. 
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Therefore, if ܵ ∈ ,ܺ)ܮ ܺ௠) satisfies ∥∥ ௠ܶ − ܵ∥∥ < ܽ௠
ିଵ ⩽ ∥∥ ௠ܶ

ିଵ∥∥ିଵ, then ܵ  is invertible (see [324], 
Corollary 18.12) and 

∥∥ ௠ܶ
ିଵ − ܵିଵ∥∥ ⩽

∥∥ ௠ܶ
ିଵ∥∥ଶ∥∥ ௠ܶ − ܵ∥∥

1 − ∥∥ ௠ܶ
ିଵ∥∥∥∥ ௠ܶ − ܵ∥∥

⩽
ܽ௠

ଶ ∥∥ ௠ܶ − ܵ∥∥
1 − ܽ௠∥∥ ௠ܶ − ܵ∥∥

 

(see [309] where it is done for the case ܺ௠ = ܺ, but the general case easily follows). Then 

∥∥ܵିଵ∥∥ ⩽ ∥∥ ௠ܶ
ିଵ∥∥ + ∥∥ ௠ܶ

ିଵ − ܵିଵ∥∥ ⩽ ܽ௠ +
ܽ௠

ଶ ∥∥ ௠ܶ − ܵ∥∥
1 − ܽ௠∥∥ ௠ܶ − ܵ∥∥

=
ܽ௠

1 − ܽ௠∥∥ ௠ܶ − ܵ∥∥
.  (4) 

Finally, let ߝ ⟼ (ߝ)௑ߟ > 0 be the universal BPBp function for ܺ given by Corollary (6.1.4). 
We need to show that for every fixed ߝ଴ ∈ (0,1), there exists a function ߝ (ߝ)ఌబߜ ⟼ > 0 

satisfying the following conditions: For each ݔ଴ ∈ ܵ௑ there exist ݔଵ ∈ ܵ௑ and ݔଵ
∗ ∈ ܵ௑∗ such that 

(i) ∥∥ݔଵ − ∥∥଴ݔ <  ଴ߝ
(ii) ݔଵ

(ଵݔ)∗ = 1, and 
(iii) for every ߝ > 0, if ݔ ∈ ଵݔ ௑ satisfies Reܤ

(ݔ)∗ > 1 − ଵݔ∥∥ then ,(ߝ)ఌబߜ − ∥∥ݔ <  ,Indeed .ߝ
fix ߝ଴ ∈ (0,1) and choose ݉ ∈ ℕ satisfying 

ܽ௠
ିଵ =

√݉
√1 + ݉

> 1 − and  ܽ௠  (଴ߝ)௑ߟ
ିଵ >  .଴ߝ

Consider ߜఌబ(ߝ) = ௠ߜ ቀଵି௔೘ఌబ

௔೘
ቁߝ ߝ) > 0) for this ݉. Observe that the operator ௠ܶ ∈ ,ܺ)ܮ ܺ௠) 

satisfies ∥∥ ௠ܶ∥∥ = 1 and 

∥∥ ௠ܶݔ଴∥∥௠ =
଴∥∥௠ݔ∥∥
∥∥௠ܫ∥∥

⩾ ଴∥∥ܽ௠ݔ∥∥
ିଵ > 1 −  (଴ߝ)௑ߟ

Hence, by the BPB property of (ܺ, ܺ௠), there exist both an operator ܵ ∈ ,ܺ)ܮ ܺ௠) with ∥ ܵ ∥=
1 and ݔଵ ∈ ܵ௑ such that 

଴ݔ∥∥ − ∥∥ଵݔ < ,଴ߝ ௠∥∥(ଵݔ)ܵ∥∥  = 1,   and  ∥∥ ௠ܶ − ܵ∥∥ < ଴ߝ . 
Now, for ݕ = ଵݔܵ ∈ ܵ௑೘, let ݕ∗ ∈ ܵ௑೘

∗  be the functional satisfying (3) (i.e. ݕ∗ strongly exposed 
(ଵݔܵ)∗ݕ ௠(⋅)). Soߜ ଵ with the functionݔܵ = 1, and for ݔ ∈ ᇱߝ ௑ andܤ > 0 

Re (ݔܵ)∗ݕ > 1 − ݔܵ∥∥  implies  (ᇱߝ)௠ߜ − ∥∥ଵݔܵ <   .ᇱߝ
Consider ݔଵ ∈ ܵ௑ (which satisfies ∥∥ݔଵ − ∥∥଴ݔ < ଵݔ ଴ ) andߝ

∗ = (∗ݕ)∗ܵ ∈ ܺ∗ (which satisfies 
ଵݔ

(ଵݔ)∗ = 1 and ∥∥ݔଵ
∗∥∥ = 1). Suppose that for some ߝ > 0, ݔ ∈ ଵݔ ௑ satisfies Reܤ

(ݔ)∗ > 1 −
 Then .(ߝ)ఌబߜ

Re (ݔܵ)∗ݕ = Re ݔଵ
(ݔ)∗ > 1 − (ߝ)ఌబߜ = 1 − ௠ߜ ൬

1 − ܽ௠ߝ଴

ܽ௠
 ൰ߝ

so ∥∥ܵݔ − ∥∥ଵݔܵ < ଵି௔೘ఌబ

௔೘
∥∥ On the other hand, as .ߝ ௠ܶ − ܵ∥∥ < ଴ߝ < ܽ௠

ିଵ ⩽ ∥∥ ௠ܶ
ିଵ∥∥ିଵ, it follows 

that ܵ is invertible and we get from (4) that ∥∥ܵିଵ∥∥ ⩽ ௔೘

ଵି௔೘∥∥ ೘்ିௌ∥∥ᇲ. Therefore 

ݔ∥∥ − ∥∥ଵݔ  ⩽ ∥∥ܵିଵ∥∥∥∥ܵݔ − ∥∥ଵݔܵ < ∥∥ܵିଵ∥∥
1 − ܽ௠ߝ଴

ܽ௠
ߝ

 ⩽
ܽ௠

1 − ܽ௠∥∥ ௠ܶ − ܵ∥∥
1 − ܽ௠ߝ଴

ܽ௠
ߝ < ߝ

 

One can ask whether it is actually possible to deduce uniform convexity from the above 
corollary. This is not the case, even in the finite-dimensional case. To see this, just consider a 
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three-dimensional space ܺ in which the set ܯ of strongly exposed points is dense but not all of 
ܵ௑. (For instance, we may modify the Euclidean sphere in such a way that there are two 
diametrically opposite small line segments and the rest of the points are still strongly exposed.) 
Now, for every ߝ଴ > 0, consider the set of those points in ܵ௑ whose distance to ܵ௑ ∖  is greater ܯ
than or equal to ߝ଴/2 (which is contained in ܯ ). Then this set is a closed subset of ܵ௑ consisting 
of strongly exposed points, and so it is uniformly strongly exposed by compactness. On the other 
hand, it is clearly ߝ଴-dense. 

We give an example of a Banach space having Lindenstrauss property ܤ which is not a 
universal BPB range space. We recall that, as a particular case of [310], finite-dimensional real 
polyhedral spaces are universal BPB range spaces since they have property ߚ (we will not 
introduce the definition of property ߚ here since we are not going to work with it). 

We are now able to present the main example. 
Example (6.1.19)[308]: For ݇ ∈ ℕ, consider ௞ܻ = ℝଶ endowed with the norm 

∥ ,ݔ) (ݕ ∥= m  ൜|ݔ|, |ݕ| +
1
݇

ൠ|ݔ| ,ݔ)  ݕ ∈ ℝ). 

Observe that ܤ௒ೖ  is the absolutely convex hull of the set ቄ(0,1), ቀ1,1 − ଵ
௞

ቁ, ቀ−1,1 − ଵ
௞

ቁቅ, so ௞ܻ 
is polyhedral and, therefore, it is a universal BPB range space by [2, Theorem 2.2]. Then, we 
have that 

inf
௞∈ℕ

ℓଵ)ߟ 
ଶ, ௞ܻ)(ߝ) = 0 

for every ߝ ∈ (0,1/2). Therefore, if we consider 

ࣳ = ൥ໄ  
ஶ

௜ୀଵ

  ௞ܻ൩
௖బ

,  ࣴ = ൥ໄ  
ஶ

௜ୀଵ

  ௞ܻ൩
ℓభ

  and  ࣱ = ൥ໄ  
ஶ

௜ୀଵ

  ௞ܻ൩
ℓಮ

 

then none of the pairs (ℓଵ
ଶ, ࣳ), (ℓଵ

ଶ, ࣴ) and (ℓଵ
ଶ, ࣱ) has the BPBp. 

Proof. Define ௞ܶ ∈ ℓଵ)ܮ
ଶ, ௞ܻ) by 

௞ܶ(݁ଵ) = ൬−1,1 −
1
݇

൰   and  ௞ܶ(݁ଶ) = ൬1,1 −
1
݇

൰ .  

Clearly ∥∥ ௞ܶ∥∥ = 1 and ௞ܶ ቀଵ
ଶ

݁ଵ + ଵ
ଶ

݁ଶቁ = ቀ0,1 − ଵ
௞

ቁ. Hence, ∥∥ ௞ܶ ቀଵ
ଶ

݁ଵ + ଵ
ଶ

݁ଶቁ∥∥ = 1 − ଵ
௞
. 

Assume that for some 1/2 > ߝ > 0 we have 
inf
௞∈ℕ

ℓଵ)ߟ 
ଶ, ௞ܻ)(ߝ) > 0 

and take (ߝ)ߟ such that inf௞∈ℕ ℓଵ)ߟ 
ଶ, ௞ܻ)(ߝ) > (ߝ)ߟ > 0. Then, for every ݇ ∈ ℕ such that 1 −

ଵ
௞

> 1 − we can find ܵ௞ ,(ߝ)ߟ ∈ ℓଵ)ܮ
ଶ, ௞ܻ) with ∥∥ܵ௞∥∥ = 1 and ݑ௞ ∈ ܵℓభ

మ  such that 

∥∥ܵ௞ݑ௞∥∥ = 1,  ∥∥ ௞ܶ − ܵ௞∥∥ < ∥∥  and ߝ
௞ݑ∥ − ൬

1
2

݁ଵ +
1
2

݁ଶ൰∥∥
∥ <   .ߝ

Now, as ∥∥ݑ௞ − ቀଵ
ଶ

݁ଵ + ଵ
ଶ

݁ଶቁ∥∥ < 1/2, we have that ݑ௞ lies in the interior of the interval 
[݁ଵ, ݁ଶ] ⊂ ܵℓభ

మ and that ∥∥ܵ௞(ݑ௞)∥∥ = 1. It follows that the entire interval [ܵ௞(݁ଵ), ܵ௞(݁ଶ)] lies in 
the unit sphere of ௞ܻ, and so ∥∥ܵ௞(݁ଵ) − ܵ௞(݁ଶ)∥∥ ⩽ 1. Since ∥∥ ௞ܶ − ܵ௞∥∥ <  we get that ,ߝ

∥∥ ௞ܶ(݁ଵ) − ܵ௞(݁ଶ)∥∥ ⩽ ∥∥ ௞ܶ(݁ଵ) − ܵ௞(݁ଵ)∥∥ + ∥∥ܵ௞(݁ଵ) − ܵ௞(݁ଶ)∥∥ < ߝ + 1 < 3/2. 
On the other hand, since ∥∥ ௞ܶ(݁ଵ) − ௞ܶ(݁ଶ)∥∥ = 2, 

∥∥ ௞ܶ(݁ଵ) − ܵ௞(݁ଶ)∥∥ ⩾ ∥∥ ௞ܶ(݁ଵ) − ௞ܶ(݁ଶ)∥∥ − ∥∥ ௞ܶ(݁ଶ) − ܵ௞(݁ଶ)∥∥ > 2 − ߝ > 3/2 
a contradiction. 



210 

The last assertion is a direct consequence of Proposition (6.1.5) (for the ܿ଴ష and ℓஶ-sums) 
and Proposition (6.1.9) (for the ℓଵ-sum). 

Here is the main consequence of the example above. 
Theorem (6.1.20)[308]: Lindenstrauss property ܤ does not imply being a universal ܤܲܤ range 
space. 
Proof. Just consider ࣳ in the above example. Then ࣳ has Lindenstrauss property ܤ as a sum of 

௞ܻ 's, each of which has it, and this property is stable under ܿ଴-sums (see [313]). However, ࣳ is 
not a universal BPB range space since (ℓଵ

ଶ, ࣳ) does not have BPBp. 
In [313], a property called quasi- ߚ was introduced as a weakening of property ߚ which 

still implies property ܤ. The above argument shows that property quasi- ߚ does not imply being 
a universal BPB range space: 
Corollary (6.1.21)[308]: Property quasi- ߚ does not imply being a universal BPB range space. 
Proof. As in the theorem above, consider the space ࣳ  of Example (6.1.19). Then, ࣳ has property 
quasi- ߚ since it is a ܿ଴-sum of spaces with property ߚ, and we may use [313]. 

We now list more consequences of Example (6.1.19), showing first that there is no infinite 
counterpart to Corollary (6.1.7).  
Corollary (6.1.22)[308]: The ݌ܤܲܤ is not stable under infinite ܿ଴ − or ݈ஶ-sums of the range 
space. Even more, being a universal BPB range space is not stable under infinite ܿ଴ − or ℓஶ − 
sums. 

It is shown in [325] that if ܻ is a real strictly convex Banach space which is not uniformly 
convex, then (ܿ଴, ܻ) fails to have the BPBp. We are now able to show the same for some non-
strictly convex spaces. 
Corollary (6.1.23)[308]: Let ࣳ, ࣴ and ࣱ be the spaces of Example (6.1.19). Then none of ࣳ, 
ࣴ and ࣱ is strictly convex and, in the real case, none of the pairs (ܿ଴, ࣳ), (ܿ଴, ࣴ), (ܿ଴, ࣱ) has 
the ݌ܤܲܤ 
Proof. Notice that ܿ଴ and ℓଵ

ଶ ⊕ஶ ܿ଴ are isometric, so we consider ℓଵ
ଶ ⊕ஶ ܿ଴. If (ℓଵ

ଶ ⊕ஶ ܿ଴, ࣳ) 
has the BPBp, then from Proposition (6.1.8), (ℓଵ

ଶ, ࣳ) has the BPB, contradicting Example 
(6.1.19). The same argument works for (ܿ଴, ࣴ). 

Finally, we have the following negative results on the stability of the so-called AHSP. 
Recall that a Banach space ܻ has the Approximate Hyperplane Series Property (ܲܵܪܣ) [310] 
if it satisfies a geometrical condition which is equivalent to the fact that (ℓଵ, ܻ) has the BPBp. 
Corollary (6.1.24)[308]: The AHSP is not stable under infinite ܿ଴−, ℓଵ − or ℓஶ −  .ݏ݉ݑݏ
Proof. Let ࣳ = [⨁௜ୀଵ

ஶ   ௞ܻ]௖బ  be the space given in Example (6.1.19). As ℓଵ ≡ ℓଵ
ଶ ⊕ଵ ℓଵ, it 

follows from Proposition (6.1.6) that (ℓଵ, ࣳ) does not have the BPBp, from which we deduce 
that ࣳ does not have the AHSP [310]. On the other hand, all the ௞ܻ have the AHSP since they 
are finite-dimensional [310]. For the ℓଵ-sum and the ℓஶ-sum, the argument is the same 
considering ࣴ = [⨁௜ୀଵ

ஶ   ௞ܻ]ℓభ  and ࣱ = [⨁௜ୀଵ
ஶ   ௞ܻ]ℓಮ. 

Section (6.2): Theorem for Operators: 
The celebrated Bishop-Phelps theorem states that the set of norm attaining functionals on 

a Banach space is norm dense in the dual space. The study of when a theorem of this type holds 
in the vector valued case has produced a theory with deep and elegant results. Lindenstrauss in 
[337] proved that for certain Banach spaces ܺ and ܻ, the subset of norm attaining operators from 
ܺ into ܻ is not norm dense in the space of all continuous and linear operators ܮ(ܺ, ܻ). There are 
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also remarkable situations in which a Bishop-Phelps theorem for operators does hold, such as 
when the domain space is reflexive [337] or, more generally, when it has the Radon-Nikodým 
property [335]. 

Given a Banach space ܺ, we denote the unit sphere of ܺ by ܵ௑ and the closed unit ball by 
ܺ .௑ܤ ∗ will be the topological dual of ܺ. Bollobás in [334], [333] proved a "quantitative version" 
of the Bishop-Phelps theorem [332] (known as the Bishop-Phelps-Bollobás theorem) that can 
be stated as follows. 

Let ߝ > 0 be arbitrary. If ݔ ∈ ∗ݔ ௑ andܤ ∈ ܵ௑∗ are such that |1 − |(ݔ)∗ݔ < ఌమ

ସ
, then there 

are elements ݕ ∈ ܵ௑ and ݕ∗ ∈ ܵ௑∗ such that (ݕ)∗ݕ = 1, ∥ ݕ − ݔ ∥< ∗ݕ∥∥ and ߝ − ∥∥∗ݔ <  .ߝ
Bollobás proved this result in order to be able to apply it to the study of the numerical 

range of an operator. 
For a Banach space ܺ, we let Π(ܺ) denote the subset of ܺ × ܺ∗ given by Π(ܺ): = 

,ݔ)} :(∗ݔ ݔ ∈ ܵ௑, ∗ݔ ∈ ܵ௑∗ , (ݔ)∗ݔ = 1}. Given a bounded function Φ: ܵ௑ → ܺ, its numerical 
range is ܸ(Φ): = :((ݔ)Φ)∗ݔ} ,ݔ) (∗ݔ ∈ Π(ܺ)}. The properties of the set Π(ܺ) play a crucial role 
in the study of numerical range. What Bollobás proved was that the ordered pairs of ܺ × ܺ∗ that 
"almost belong" to Π(ܺ) can be approximated, in the product norm, by elements of Π(ܺ). The 
numerical range of an operator allows the recovery of some properties of the operator. Thanks, 
among other things, to the Bishop-Phelps-Bollobás theorem, the theory of numerical range is 
far richer that one might expect at first glance (see [334]). Since this theory studies operators 
from a Banach space into itself it may be of interest to consider possible extensions of the 
Bishop-Phelps-Bollobás theorem to operators between two Banach spaces. 

Since it is false in general that for every pair of Banach spaces ܺ and ܻ, the subset of 
norm attaining operators from ܺ into ܻ is norm dense in the space ܮ(ܺ, ܻ), we cannot expect a 
version of the Bishop-Phelps-Bollobás theorem for operators to hold in full generality. That is 
why we introduce the following property. 
Definition (6.2.1)[331]: Let ܺ and ܻ be real or complex Banach spaces. We say that the couple 
(ܺ, ܻ) satisfies the Bishop-Phelps-Bollobás property for operators (or that the Bishop-Phelps-
Bollobás theorem holds for all bounded operators from ܺ into ܻ ) if given ߝ > 0, there are (ߝ)ߟ >
0 and (ߝ)ߚ > 0 with lim௧→଴ (ݐ)ߚ  = 0 such that for all ܶ ∈ ܵ௅(௑,௒), if ݔ଴ ∈ ܵ௑ is such that 
∥∥଴ݔܶ∥∥ > 1 − ଴ݑ then there exist a point ,(ߝ)ߟ ∈ ܵ௑ and an operator ܵ ∈ ܵ௅(௑,௒) that satisfy the 
following conditions: 

∥∥଴ݑܵ∥∥ = 1, ଴ݑ∥∥  − ∥∥଴ݔ < ,(ߝ)ߚ   and  ∥ ܵ − ܶ ∥<  ߝ
Note that an independent concept, the Bishop-Phelps-Bollobás property for a pair (ܺ, ܻ), 

has been studied for closed subspaces ܺ ⊂ ܻ by M. Martín, J. Merí, and R. Payá in [338] in their 
work on intrinsic and spatial numerical range. 

In the study of the Bishop-Phelps theorem for operators between Banach spaces two kind 
of questions are usually considered: 
(a) For which ܺ is it true that for every Banach space ܻ, the norm attaining operators are dense 
in ܮ(ܺ, ܻ)? (b) For which ܻ is it true that for every Banach space ܺ , the norm attaining operators 
are dense in ܮ(ܺ, ܻ)? 

Schachermayer in [340] introduced property ߙ as a sufficient condition on a Banach space 
ܺ to fulfill (a). A sufficient condition for (b) was given by Lindenstrauss [337] introducing 
property ߚ. These two properties generalize in some sense the geometric situations of the 
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classical Banach spaces ℓଵ and ܿ଴, respectively. We study whether these properties still work 
not just for the Bishop-Phelps theorem for operators but for the Bishop-Phelps-Bollobás theorem 
for operators. 

We prove that the pair (ܺ, ܻ) has the Bishop-Phelps-Bollobás property for operators for 
every Banach space ܺ whenever ܻ has property ߚ. This implies a general positive result about 
the Bishop-Phelps-Bollobás theorem for operators between Banach spaces whenever the range 
space is fixed. Looking at the dual case, we concentrate on ℓଵ, since it is the typical example of 
space having property ߙ. We characterize when the Bishop-Phelps-Bollobás theorem holds for 
operators from ℓଵ into ܻ. In order to do this, we introduce property AHSP and show that there 
are many spaces having this property, including finite-dimensional normed spaces, ܮଵ(ߤ) for 
every ߪ-finite measure ߤ,  and every uniformly convex ,ܭ for any compact Hausdorff space (ܭ)ܥ
Banach space. A consequence of our study is that property ߙ of Schachermayer is no longer a 
sufficient condition for a Banach space ܺ to satisfy that the pair (ܺ, ܻ) has the Bishop-Phelps-
Bollobás property for operators for every Banach space ܻ . We show that a version of the Bishop-
Phelps-Bollobás theorem holds when ܺ = ℓஶ

௡  and ܻ is uniformly convex. Finally, following 
Lindenstrauss' fundamental paper [337], it seems reasonable to ask if there is a version of the 
Bishop-Phelps-Bollobás theorem that involves the second duals of ܺ and ܻ. We provide an 
example to show that no such result holds in general. 

We will provide a partial positive result concerning the Bishop-PhelpsBollobás theorem 
for operators under an additional assumption. The result will use an isometric condition on the 
range space ܻ, called property ߚ, that was introduced by Lindenstrauss [337]. 
Definition (6.2.2)[331]: A Banach space ܻ is said to have property ߚ (of Lindenstrauss) if there 
are two sets {ݕఈ: ߙ ∈ Λ} ⊂ ܵ௒ , ఈݕ}

∗: ߙ ∈ Λ} ⊂ ܵ௒∗ and 0 ⩽ ߩ < 1 such that the following 
conditions hold: 

(a) ݕఈ
(ఈݕ)∗ = 1. 

(b) หݕఈ
∗൫ݕఉ൯ห ⩽ ߩ < 1 if ߙ ≠  ߚ

(c) ∥ ݕ ∥= supఈ ఈݕ|} 
ݕ for all ,{|(ݕ)∗ ∈ ܻ. 

Clearly, ܿ଴(Λ) and ℓஶ(Λ) satisfy the above property for {ݕఈ: ߙ ∈ Λ} = {݁ఈ: ߙ ∈ Λ} and 
ఈݕ}

∗: ߙ ∈ Λ} the biorthogonal functionals, and ߩ = 0 in this case. 
Theorem (6.2.3)[331]: Let ܺ and ܻ be Banach spaces such that ܻ has property ߚ. Then the pair 
(ܺ, ܻ) has the Bishop-Phelps-Bollobás property for operators. Indeed, if ܶ ∈ ܵ௅(௑,௒), ߝ > 0 and 

଴ݔ ∈ ܵ௑ satisfy ∥∥ܶ(ݔ଴)∥∥ > 1 − ఌమ

ସ
, then for each real number ߟ such that ߟ > ఘ

ଵିఘ
ቀߝ + ఌమ

ସ
ቁ, there 

are ܵ ∈ ,ܺ)ܮ ܻ), ଴ݖ ∈ ܵ௑ such that: 

∥∥଴ݖܵ∥∥ =∥ ܵ ∥, ଴ݖ∥∥  − ∥∥଴ݔ < ,ߝ   ∥ ܵ − ܶ ∥< ߟ + ߝ +
ଶߝ

4
 

Proof. Since ܻ has property ߚ, there is ߙ଴ ∈ Λ such that หݕఈబ
∗ ൫ܶ(ݔ଴)൯ห > 1 − ఌమ

ସ
. By the Bishop-

Phelps-Bollobás theorem, there exist ݖ଴
∗ ∈ ܵ௑∗ and ݖ଴ ∈ ܵ௑ such that |ݖ଴

|(଴ݖ)∗ = 1, ଴ݖ∥∥ − ∥∥଴ݔ <

∥∥ and ߝ
଴ݖ∥

∗ −
்౪൫௬ഀబ

∗ ൯

∥∥்౪൫௬ഀబ
∗ ൯∥∥∥∥

∥ <  Hence we obtain that .(see [334] )ߝ

଴ݖ∥∥
∗ − ܶ୲൫ݕఈబ

∗ ൯∥∥ ⩽
∥∥
଴ݖ∥∥

∗ −
ܶ୲൫ݕఈబ

∗ ൯

∥∥ܶ୲൫ݕఈబ
∗ ൯∥∥∥∥

∥∥ +
∥∥
∥∥ ܶ୲൫ݕఈబ

∗ ൯

∥∥ܶ୲൫ݕఈబ
∗ ൯∥∥

− ܶ୲൫ݕఈబ
∗ ൯

∥∥
∥∥ 
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 < ߝ + ห∥∥ܶ୲൫ݕఈబ
∗ ൯∥∥ − 1ห ⩽ ߝ +

ଶߝ

4
 

For a real number ߟ satisfying ߟ > ఘ
ଵିఘ

ቀߝ + ఌమ

ସ
ቁ, we define the operator ܵ ∈ ,ܺ)ܮ ܻ) by 

(ݔ)ܵ = (ݔ)ܶ + ൣ(1 + ଴ݖ(ߟ
(ݔ)∗ − ܶ୲൫ݕఈబ

∗ ൯(ݔ)൧ݕఈబ ݔ)  ∈ ܺ) 
Note that ܵ is a rank one perturbation of ܶ, and so ܵ − ܶ is compact. Thus for all ݕ∗ ∈ ܻ∗, 

ܵ୲(ݕ∗) = ܶ୲(ݕ∗) + ఈబ൯ൣ(1ݕ൫∗ݕ + ଴ݖ(ߟ
∗ − ܶ୲൫ݕఈబ

∗ ൯൧ 
Since the set {ݕఈ

∗: ߙ ∈ Λ} is norming for ܻ it follows that ∥ ܵ ∥= supఈ  ∥∥ܵ୲(ݕఈ
∗)∥∥. Let us estimate 

the norm of ܵ. Clearly, 
ܵ୲൫ݕఈబ

∗ ൯ = (1 + ଴ݖ(ߟ
∗ 

and thus 
∥ ܵ ∥⩾ ∥∥ܵ୲൫ݕఈబ

∗ ൯∥∥ = (1 + ଴ݖ∥∥(ߟ
∗∥∥ = 1 +  .ߟ

On the other hand, for ߙ ≠  we obtain ,ߟ ଴, by the choice ofߙ
∥∥ܵ୲(ݕఈ

∗)∥∥  ⩽ 1 + ଴ݖ∥∥൫ߩ
∗ − ܶ୲൫ݕఈబ

∗ ൯∥∥ + ଴ݖ∥∥ߟ
∗∥∥൯

 < 1 + ߩ ቆߝ +
ଶߝ

4
+ ቇߟ < 1 + ߟ

 

Therefore, 
∥ ܵ ∥  = ∥∥ܵ୲൫ݕఈబ

∗ ൯∥∥ = (1 + ଴ݖ∥∥(ߟ
∗∥∥ = (1 + ଴ݖ|(ߟ

|(଴ݖ)∗
 = หݕఈబ

∗ ห(଴ݖܵ) ⩽ ∥∥଴ݖܵ∥∥ ⩽∥ ܵ ∥
 

so ܵ attains its norm at ݖ଴, and moreover we have that 

଴ݖ∥∥ − ∥∥଴ݔ < ∥  and  ߝ ܵ − ܶ ∥< ߟ + ߝ +
ଶߝ

4
 

Since property ߚ is not restrictive at all from an isomorphic point of view (see [339], we deduce 
the following consequence. 
Corollary (6.2.4)[331]: For every Banach space ܻ, there is a space ܼ isomorphic to ܻ such that 
the Bishop-Phelps-Bollobás theorem holds for the operators from any other Banach space ܺ to 
ܼ. In fact, the function that controls the distance between the original operator ܶ and its norm 
attaining approximation ܵ depends just on ܻ. 

Now, we are going to prove that for finite-dimensional spaces, the Bishop-Phelps-
Bollobás theorem holds for operators. The following result is true. 
Proposition (6.2.5)[331]: Let ܺ and ܻ be finite-dimensional Banach spaces. For every ߝ > 0, 
there exists ߜ > 0 such that whenever ܶ ∈ ܵ௅(௑,௒), there is a linear operator ܴ ∈ ܵ௅(௑,௒) such that 
the following conditions hold: 

(i) ∥ ܴ − ܶ ∥<  and ,ߝ
(ii) for all ݔ ∈ ܵ௑ satisfying ∥ (ݔ)ܶ ∥> 1 − ݔ̃ there is ,ߜ ∈ ܵ௑ such that ∥ (ݔ̃)ܴ ∥= 1 and 

such that ∥ ݔ − ݔ̃ ∥<  ߝ
In other words, we have a Bishop-Phelps-Bollobás theorem for finite-dimensional spaces 

ܺ and ܻ that is uniform in the following sense. Given ܺ, ܻ and ߝ, there is a ߜ such that for any 
ܶ: ܺ → ܻ there is ܴ: ܺ → ܻ, as above, with ∥ ܶ − ܴ ∥<  at ݔ and such that for any unit vector ߝ
which ܶ is within ߜ of attaining the norm, there is a unit vector ̃ݔ within ߝ of ݔ at which ܴ attains 
its norm. That is, the same ܴ "works" for all such ݔ. On the other hand, unlike the classical 
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Bishop-Phelps-Bollobás theorem, the constant ߜ depends not only on ߝ but also on ܺ and ܻ. 
This is true, even in the case when ܻ = ℝ or ℂ. 
Proof. The proof is by contradiction. If the result is false for some ߝ଴ then for every ݊, we can 
find ௡ܶ ∈ ܵ௅(௑,௒) such that for all ܴ ∈ ܵ௅(௑,௒) with ∥∥ ௡ܶ − ܴ∥∥ ⩽ ௡,ோݔ ଴, there isߝ ∈ ܵ௑ satisfying 

∥∥ ௡ܶ൫ݔ௡,ோ൯∥∥ > 1 − ଵ
௡
 and such that dist ൫ݔ௡,ோ, ൯(ܴ)ܣܰ ⩾ (ܴ)ܣܰ ଴ (whereߝ = ݖ} ∈ ܵ௑ : ∥ (ݖ)ܴ ∥

= 1}). By taking subsequences, we may assume that ( ௡ܶ) → ଴ܶ ∈ ܵ௅(௑,௒). Putting ݔ௡: ,௡ݔ = బ், 
we can also assume that (ݔ௡) → ଴ݔ ∈ ܵ௑. Now, ∥∥ ଴ܶ(ݔ଴)∥∥ = 1 although for all large ݊, ߝ଴ ⩽
dist ൫ݔ௡, )ܣܰ ଴ܶ)൯ ⩽ ௡ݔ∥∥ − ∥∥଴ݔ → 0, which is the desired contradiction. 

In order to give versions of Bishop-Phelps theorem for operators from a fixed Banach 
space ܺ, Schachermayer in [340] introduced the isometric property ߙ, which has a certain 
duality relationship with property ߚ. The most typical example of a space having property ߙ is 
ℓଵ. Our aim will be to characterize when the Bishop-Phelps-Bollobás theorem holds for 
operators from ℓଵ into an arbitrary Banach space ܻ. We introduce the awkwardly named 
property AHSP that we use to get such a characterization, and we show the richness of this 
property by proving that several classes of spaces enjoy it. 
Definition (6.2.6)[331]: A Banach space ܺ is said to have property AHSP if for every ߝ > 0 
there exists 0 < ߟ < (௞ݔ) such that for every sequence ߝ ⊂ ܵ௑ and every convex series ∑௞ୀଵ

ஶ  ௞ߙ 
with 

∥∥
∥∥෍  

ஶ

௞ୀଵ

௞ݔ௞ߙ 
∥∥
∥∥ > 1 −  ߟ

there exist a subset ܣ ⊂ ℕ and a subset {ݖ௞: ݇ ∈  satisfying {ܣ
(i) ∑௞∈஺ ௞ߙ  > 1 −  and ,ߟ
(ii) (a) ∥∥ݖ௞ − ∥∥௞ݔ < ݇ for all ߝ ∈  ,ܣ

         (b) ݔ∗(ݖ௞) = 1 for a certain ݔ∗ ∈ ܵ௑∗ and all ݇ ∈  .ܣ
It is immediate that the above property holds if it is satisfied just for finite convex 

combinations (instead of infinite convex series). In Definition (6.2.6) we can consider sequences 
௞ୀଵ(௞ݔ)

ஶ  of vectors in the unit ball of ܺ. A characterization of property AHSP is the following. 
Geometrically, ܺ has AHSP if whenever we have a convex series of vectors in ܤ௑ whose 

norm is very close to 1 , then a preponderance of these vectors are uniformly close to unit vectors 
that lie in the same hyperplane (ݔ∗)ିଵ(1) where ݔ∗ has norm 1. 

The following elementary lemma will be very useful to check that some Banach spaces 
have property AHSP.  
Lemma (6.2.7)[331]: Let {ܿ௡} be a sequence of complex numbers with |ܿ௡| ⩽ 1 for every ݊, 
and let ߟ > 0 be such that for a convex series ∑ߙ௡, Re ∑௡ୀଵ

ஶ ௡ܿ௡ߙ  > 1 − Then for every 0 .ߟ <
ݎ < 1, the set ܣ: = {݅ ∈ ℕ: Re ܿ ௜ >  satisfies the estimate ,{ݎ

෍  
௜∈஺

௜ߙ ⩾ 1 −
ߟ

1 − ݎ
 

Proof. By the assumption we have that 

1 − ߟ ⩽ Re ෍  
ஶ

௜ୀଵ

௜ܿ௜ߙ = ෍  
ஶ

௜ୀଵ

ܿ ௜Reߙ ௜ ⩽ ෍  
௜∈஺

௜ߙ + ݎ ෍  
௜∉஺

௜ߙ = (1 − (ݎ ෍  
௜∈஺

௜ߙ +  ݎ

Then we obtain that 
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෍  
௜∈஺

௜ߙ ⩾
1 − ߟ − ݎ

1 − ݎ
= 1 −

ߟ
1 − ݎ

 

The next result will be used to check that finite-dimensional spaces have AHSP. 
Lemma (6.2.8)[331]: Let ܺ be a finite-dimensional normed space. Then for every ߝ > 0, there 
is ߜ > 0 such that whenever ݔ∗ ∈ ܵ௑∗, there exists ݕ∗ ∈ ܵ௒∗  such that dist ൫ݔ, ൯(∗ݕ)ܦ <  for all ߝ
ݔ ݔ} ∋ ∈ ܵ௑: Re (ݔ)∗ݔ > 1 − :(∗ݕ)ܦ where ,{ߜ = ݕ} ∈ :௑ܤ (ݕ)∗ݕ = 1}. 
Proof. We argue by contradiction. Assume that there is some positive real number ߝ଴ not 
satisfying the above condition. Thus, for every positive ߜ > 0 there exists ݔఋ

∗ ∈ ܵ௑∗ such that 
for all ݕ∗ ∈ ܵ௑∗ , dist ൫ݔ, ൯(∗ݕ)ܦ ⩾ ݔ ଴ for someߝ ∈ ݕ} ∈ ܵ௑: Re ݔఋ

(ݕ)∗ > 1 −  Hence, we can .{ߜ
find sequences (ݎ௡) → 1, ௡ݔ)

∗ ) ⊂ ܵ௑∗ such that for all ݕ∗ ∈ ܵ௑∗ , ݔ} ∈ ܵ௑: ௡ݔ
∗ (ݔ) {௡ݎ < ∩

൛ݔ ∈ ܵ௑: dist ൫ݔ, ൯(∗ݕ)ܦ ⩾ ଴ൟߝ ≠ ∅. By compactness of the unit sphere, we may assume (ݔ௡
∗ ) →

∗ݔ for some ∗ݔ ∈ ܵ௑∗. By the previous condition there is a sequence (ݔ௡) ⊂ ܵ௑ so that ݎ௡ <
Re ݔ௡

∗ (௡ݔ) ⩽ 1 for every ݊ and such that for all ݊ ∈ ℕ, 
dist൫ݔ௡, ൯(∗ݔ)ܦ ⩾  ଴.                                                (5)ߝ

We may also assume that (ݔ௡) converges to some ݔ ∈ ܵ௑. Since ൫ݔ௡
∗ ൯(௡ݔ) → 1 and both 

sequences are convergent, it follows that (ݔ)∗ݔ = 1; that is ݔ ∈  We obtain that .(∗ݔ)ܦ
dist ൫ݔ௡, ൯(∗ݔ)ܦ ⩽ ௡ݔ∥∥ −  this inequality contradicts ,ݔ converges to (௡ݔ) for every ݊. Since ∥∥ݔ
(5). 

Lemma (6.2.8) should be compared with the Bishop-Phelps-Bollobás theorem that is 
valid in finite-dimensional spaces. Here, the functional ݕ∗ depends only on ݔ∗, whereas in the 
general case ݕ and ݕ∗ depend on the choice of ݔ and ݔ∗. Note that this strengthened version 
comes at the cost of having ߜ depend not only on ߝ but also on the particular space ܺ. The 
condition appearing in Lemma (6.2.8) is a strengthening of property AHSP, as we will check 
below. 
Proposition (6.2.9)[331]: Every finite-dimensional normed space has AHSP.  
Proof. If ܺ is a finite-dimensional normed space, then we have just seen that for each ߝ > 0, 
there is ߜ > 0 satisfying the condition in Lemma (6.2.8). We may assume that ߜ < ߝ < 1. Now 
assume that 

∥∥
∥∥෍  

ஶ

௞ୀଵ

௞ݕ௞ߙ 
∥∥
∥∥ > 1 −  ଶߜ

for some convex series ∑ߙ௞ݕ௞  of elements {ݕ௞} in ܤ௑. If Re ݔ∗(∑௞ୀଵ
ஶ (௞ݕ௞ߙ  > 1 −  ଶ for someߜ

∗ݔ ∈ ܵ௑∗, then the subset 
:ܩ = {݊ ∈ ℕ: Re ݔ∗(ݕ௡) > 1 −  {ߜ

is such that ∑௞∈ீ ௞ߙ  > 1 −  in view of Lemma (6.2.7). Hence the above lemma provides an ߜ
element ݕ∗ ∈ ܵ௑∗ and a subset {ݖ௞: ݇ ∈ {ܩ ⊂ ܵ௑ such that ݕ∗(ݖ௞) = 1 for all ݇ ∈  with ܩ
௞ݕ∥∥ − ∥∥௞ݖ <  .as we wanted to show ,ߝ

Now we will show that some classical Banach spaces have AHSP. 
Proposition (6.2.10)[331]: For every ߪ-finite measure ߤ, the real or complex space ܮଵ(ߤ) has 
AHSP. 
Proof. The following proof for the complex case works for real ܮଵ(ߤ) as well. Assume that 0 <
ߝ < 1 and take 
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:(ߝ)ݏ = ඨ
4

4 + ଶߝ , :(ߝ)ݎ  =
4 + (ߝ)ݏ)ߝ − 1)

4
  and  (ߝ)ߟ: = ൫1ߝ −  ൯.       (6)(ߝ)ݎ

Note that 0 < (ߝ)ݏ < (ߝ)ݎ < 1 and so (ߝ)ߟ > 0 
Assume that ( ௡݂) is a sequence in ܤ௅భ(ఓ) such that a certain convex series ∑௡ ௡ߙ  ௡݂ satisfies 

∥∥∑௡ ௡ߙ  ௡݂∥∥ଵ > 1 −  such (ߤ)ଵܮ in the unit sphere of the dual of ∗ݔ We choose a functional .(ߝ)ߟ
that Re ݔ∗(∑௡ ௡ߙ  ௡݂) > 1 −  is an extreme point of the unit ball of ∗ݔ We may assume that .(ߝ)ߟ
and we denote the corresponding function by ℎ ,∗((ߤ)ଵܮ) ∈  ,is an extreme point ∗ݔ Since .(ߤ)ஶܮ
we may assume that |ℎ| = 1. By using a convenient isometry we may also assume that the 
function ℎ ∈ is the constant function, ℎ ∗ݔ that represents the functional (ߤ)ஶܮ ≡ 1. 

Now we define 

:ܣ = {݊ ∈ ℕ: Re ݔ∗( ௡݂) > {(ߝ)ݎ = ቊ݊ ∈ ℕ: න  
ஐ

 Re ݂ ௡݀ߤ >  ቋ(ߝ)ݎ

By Lemma (6.2.7) we know that 

෍  
௜∈஺

௜ߙ > 1 −
(ߝ)ߟ

1 − (ߝ)ݎ
 

and so we take (ߝ)ߛ: = ఎ(ఌ)
ଵି௥(ఌ)

= :௡ܧ Letting .ߝ ݐ} = ∈ Ω: Re ݂ ௡(ݐ) > |(ߝ)ݏ ௡݂(ݐ)|} for each ݊ ∈
 we clearly have ,ܣ

(ߝ)ݎ  < න  
ஐ

 Re ݂ ௡݀ߤ = න  
ா೙

 Re ݂ ௡݀ߤ + න  
ஐ∖ா೙

 Re ݂ ௡݀ߤ

 ⩽ න  
ா೙

 Re ݂ ௡݀ߤ + න  
ஐ∖ா೙

|(ߝ)ݏ  ௡݂|݀ߤ

 ⩽ න  
ா೙

 Re ݂ ௡݀ߤ + (ߝ)ݏ ቆ1 − න 
௡

  | ௡݂|݀ߤቇ

 ⩽ න  
ா೙

 Re ݂ ௡݀ߤ + (ߝ)ݏ ቆ1 − න  
ா೙

 Re ݂ ௡݀ߤቇ

 = (1 − ((ߝ)ݏ න  
ா೙

 Re ݂ ௡݀ߤ + (ߝ)ݏ

 

Then we obtain 

න  
ா೙

Re ௡݂݀ߤ >
(ߝ)ݎ − (ߝ)ݏ

1 − (ߝ)ݏ .                                                    (7) 

Hence 

න  
ஐ∖ா೙

| ௡݂|݀ߤ ⩽ 1 − න  
ா೙

| ௡݂|݀ߤ ⩽ 1 − න  
ா೙

Re ௡݂݀ߤ < 1 −
(ߝ)ݎ − (ߝ)ݏ

1 − (ߝ)ݏ .                (8) 

If ݐ ∈ ݂ ௡ we have (Reܧ ௡(ݐ))ଶ > ݂ ଶ((Re(ߝ)ݏ ௡(ݐ))ଶ + (Im ݂ ௡(ݐ))ଶ) and so (ߝ)|Im ݂ ௡(ݐ)| ⩽ 
ඥ1 − ݂ ଶ|Re(ߝ)ݏ ௡(ݐ)|. Hence we obtain the following upper-estimate: 

න  
ா೙

|Im ݂ ௡|݀ߤ ⩽ ඨ
1 − ଶ(ߝ)ݏ

ଶ(ߝ)ݏ .                                                  (9) 
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For each ݊ ∈ we define ݃௡ ,ܣ ∈  by (ߤ)ଵܮ

݃௡: =
(Re ݂ ௡)߯ா೙

∥∥(Re ݂ ௡)߯ா೙∥∥ଵ
 (݊ ∈  (ܣ

It is clear that ∥∥݃௡∥∥ଵ = 1 and also ݔ∗(݃௡) = ∫ஐ  ݃௡݀ߤ = 1 for every ݊ ∈   .ܣ
To complete the proof, by finding an upper-estimate of ∥∥݃௡ − ௡݂∥∥ଵ. We have 

∥∥݃௡ − ௡݂∥∥ଵ  ⩽ ∥∥݃௡ − ௡݂߯ா೙∥∥ଵ
+ ∥∥ ௡݂߯Ω ∖ ௡∥∥ଵܧ

 ⩽ ∥∥݃௡ − (Re ݂ ௡)߯ܧ௡∥∥ଵ + ∥∥(Re ݂ ௡ − ௡݂)߯ா೙∥∥ଵ
+ ∥∥ ௡݂߯ஐ∖ா೙∥∥ଵ

 

Hence we have proved that ܮଵ(ߤ) has AHSP. 
Proposition (6.2.11)[331]: The real or complex spaces (ܭ)ܥ have AHSP for any compact 
Hausdorff space ܭ 
Proof. Once again, the proof will only deal with ℂ-valued functions on ܭ and it is valid in both 
cases. Fix 0 < ߝ < 1, and let ( ௞݂)௞ୀଵ

ஶ ⊂ ௞ୀଵ(௞ߙ) ஼(௄) and a convex seriesܤ
ஶ  satisfy 

∥∥
∥∥෍  

ஶ

௞ୀଵ

௞ߙ  ௞݂
∥∥
∥∥ > 1 − ቀ

ߝ
4

ቁ
ସ
 

Consider a point ݐ଴ ∈ ,ߣ and a scalar ܭ |ߣ| = 1, satisfying 

1 ⩾ Re ቌߣ ෍  
ஶ

௞ୀଵ

௞ߙ  ௞݂(ݐ଴)ቍ > 1 − ቀ
ߝ
4

ቁ
ସ
 

We take ܣ: = ൜݇ ∈ ℕ: Re ൫ߣ ௞݂(ݐ଴)൯ > 1 − ቀఌ
ସ
ቁ

ଶ
ൠ and ߜ =  ଶ/4ଶ. Thenߝ

1 − ቀ
ߝ
4

ቁ
ସ

 < Re ቌߣ ෍  
ஶ

௞ୀଵ

௞ߙ  ௞݂(ݐ଴)ቍ = ෍  
ஶ

௞ୀଵ

  ߣ௞Re ൫ߙ ௞݂(ݐ଴)൯

 ⩽ ෍  
௞∈஺

  ௞ߙ + ൬1 − ቀ
ߝ
4

ቁ
ଶ

൰ ෍  
௞∉஺

௞ߙ 

 

As ∑௞ୀଵ
ஶ ௞ߙ  = 1, we obtain 1 − ቀఌ

ସ
ቁ

ସ
< 1 − ቀఌ

ସ
ቁ

ଶ
∑௞∉஺ ௞. Hence ∑௞∉஺ߙ  ௞ߙ  < ቀఌ

ସ
ቁ

ଶ
 and so 

∑௞∈஺ ௞ߙ  > 1 − ቀఌ
ସ
ቁ

ଶ
. 

For each ݇ ∈ ௞ݑ we choose a function ,ܣ ∈  such that (ܭ)ܥ
supp ݑ௞ ⊂ | ௞݂|ିଵ((1 − ,ߜ 1]),  0 ⩽ ௞ݑ ⩽ 1, (଴ݐ)௞ݑ  = 1. 

If we define ݃௞  on ܭ by ݃௞: = ߣ ቆ ௞݂ + ௞ݑ ቀ− ௞݂ + ௙ೖ
|௙ೖ|ቁቇ on supp ݑ௞ and ݃௞ = ߣ ௞݂  on ܭ ∖

supp ݑ௞, then ݃௞  is continuous on ܭ. Also, ݃௞  is in the unit sphere of (ܭ)ܥ since ௞݂ is in the 
unit ball, 

       ฬ ௞݂ + ௞ݑ ൬− ௞݂ + ௞݂

| ௞݂|൰ฬ ⩽ | ௞݂| + |1 − | ௞݂|| = 1 

⩽ 1 − ∥∥Re ݂ ௡߯ா೙∥∥ଵ
+ ∥∥(Im ݂ ௡)߯ா೙∥∥ଵ

+ 1 −
(ߝ)ݎ − (ߝ)ݏ

1 − (ߝ)ݏ
  (by (8)) 
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 ⩽ 1 − ∥∥Re ݂ ௡߯ா೙∥∥ଵ
+ ඨ

1 − ଶ(ߝ)ݏ

ଶ(ߝ)ݏ + 1 −
(ߝ)ݎ − (ߝ)ݏ

1 − (ߝ)ݏ
  (by (9)) 

 ⩽ ඨ
1 − ଶ(ߝ)ݏ

ଶ(ߝ)ݏ + 2 ൬1 −
(ߝ)ݎ − (ߝ)ݏ

1 − (ߝ)ݏ
൰   (by (7) and (6)) 

 =  .ߝ

     

and |݃௞(ݐ଴)| = 1. In addition, ∥∥݃௞ − ߣ ௞݂∥∥ <  since this function is zero outside the set supp ߜ
ݐ ௞ and forݑ ∈ supp ݑ௞ we know that 

|݃௞(ݐ) − ߣ ௞݂(ݐ)| ⩽ ห1 − | ௞݂(ݐ)|ห <  (10)                                            .ߜ

Writing ܽ: = 2 ቀఌ
ସ
ቁ

ଶ
, we see that 

Re ݃ ௞(ݐ଴) > Re ߣ ௞݂(ݐ଴) − ߜ > 1 − ቀ
ߝ
4

ቁ
ଶ

− ߜ = 1 − ܽ 
and so 

|Im ݃ ௞(ݐ଴)| < √2ܽ 
Hence 

|݃௞(ݐ଴) − 1| < ඥܽଶ + 2ܽ.                                                     (11) 
Now for every ݇ ∈ :we set ℎ௞ ܣ = ௞ߤ ௞, where݃‾ߣ௞ߤ = ݃௞(ݐ଴)തതതതതതതത, so that ℎ௞ ∈ ܵ஼(௄). The element 
∗ݔ = ∗௧బ is an element of ܵ஼(௄)ߜߣ  and satisfies ݔ∗(ℎ௞) = 1 for all ݇ ∈  ,Indeed, in view of (11) .ܣ
(10) and the choice of ߜ, for every ݇ ∈  ,ܣ

∥∥ℎ௞ − ௞݂∥∥  = ௞݃‾ߣ௞ߤ∥∥ − ௞݂∥∥ = ௞݃௞ߤ∥∥ − ߣ ௞݂∥∥
 ⩽ ௞݃௞ߤ∥∥ − ݃௞∥∥ + ∥∥݃௞ − ߣ ௞݂∥∥
 ⩽ ௞ߤ| − 1| + ∥∥݃௞ − ߣ ௞݂∥∥

 ⩽ ඥܽଶ + 2ܽ + ߜ = ඨߝସ

4ଷ +
ଶߝ

4
+ ቀ

ߝ
4

ቁ
ଶ

< .ߝ

 

In the above proof we need only that every point ݐ଴ in ܭ has a basis of compact neighborhoods. 
Hence the same argument shows that ܥ଴(Ω), the Banach space of continuous functions on Ω 
that vanish at ∞, also has AHSP for any locally compact space Ω. 

We now show that many spaces that are completely different from (ܭ)ܥ and ܮଵ(ߤ) also 
have AHSP. To do so, we recall that a Banach space ܺ is uniformly convex if for every ߝ > 0 
there is 0 < ߜ < 1 such that 

 for all ݑ, ݒ ∈  ௑ such thatܤ
∥ ݑ + ݒ ∥

2
> 1 − ∥ we have ,ߜ ݑ − ݒ ∥<  ߝ

In such a case, the modulus of convexity is given by 

:(ߝ)ߜ = inf ൜1 −
∥ ݑ + ݒ ∥

2
: ,ݑ ݒ ∈ ௑ܤ , ∥ ݑ − ݒ ∥⩾  ൠߝ

Proposition (6.2.12)[331]: A uniformly convex Banach space has AHSP.  
Proof. Let ܺ be a uniformly convex Banach space, let ߝ > 0 be arbitrary, and let ߜ =  be (ߝ)ߜ
as in the definition of uniformly convex. 
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Let us fix 0 < ߝ < 1 and take (ߝ)ݎ = 1 − ,(ߝ)ߜ (ߝ)ߟ = ఌ(ଵି௥(ఌ))
ଶ

 and (ߝ)ߛ = ఌ
ଶ
. Assume 

that {ݔ௡: ݊ ∈ ℕ} ⊂ ௑ is a subset such that for some convex series ∑௡ୀଵܤ
ஶ ,௡ݔ௡ߙ  ∥∥∑௡ୀଵ

ஶ ∥∥௡ݔ௡ߙ  > 
1 − ∗ݔ We choose a functional .(ߝ)ߟ ∈ ܵ௑∗ such that Re ݔ∗(∑௡ୀଵ

ஶ (௡ݔ௡ߙ  > 1 − ܣ and let (ߝ)ߟ =
{݊ ∈ ℕ: Re ݔ∗(ݔ௡) > By Lemma (6.2.7) we know that ∑௡∈஺ .{(ߝ)ݎ ௡ߙ  > 1 − ఎ(ఌ)

ଵି௥(ఌ)
= 1 − ఌ

ଶ
. 

For ݊, ݉ ∈ ௡ݔ∥∥ we have that ܣ + ∥∥௠ݔ ⩾ ௡ݔ)∗ݔ| + |(௠ݔ > (ߝ)ݎ2 = 2 −  and, by using (ߝ)ߜ2
the uniform convexity of ܺ, we obtain ∥∥ݔ௡ − ∥∥௠ݔ < ܣ Since .ߝ ≠ ∅, we can choose ݊଴ ∈  and ܣ
define ݖ௡ = ݊ ௡బ for everyݔ ∈  Hence we have that .ܣ

௡ݖ∥∥ − ∥∥௡ݔ < ,ߝ   for all ݊ ∈ ,ܣ   and  ෍  
௡∈஺

௡ߙ > 1 −
ߝ
2

= 1 −  (ߝ)ߛ

Finally, if we choose a functional ݔ∗ ∈ ܵ௑∗ such that ݔ∗൫ݔ௡బ൯ = 1, we see that the three 
requirements for property AHSP have been met. 

The following proposition shows that every strictly convex Banach space which is not 
uniformly convex fails AHSP. In particular, the reflexive space ܺ = ⨁ଶ  ℓஶ

௡  does not satisfy 
AHSP (see [336], Theorems 9.18,9.14 and 8.17). 
Proposition (6.2.13)[311]: A strictly convex Banach space having AHSP is uniformly convex. 
Proof. Recall that a Banach space ܼ is said to be strictly convex if every point of its unit sphere 
is an extreme point of the unit ball. Assume that the Banach space ܺ  has AHSP. By assumption, 
for ߝ > 0 small enough such that (ߝ)ߛ < 1/2, we have the following. Whenever , ݕ ∈ ,௑ܤ ∥ ݔ + 
ݕ ∥> 2 − ,ݑ then there exist ,(ߝ)ߟ2 ݒ ∈ ܵ௑ such that ∥ ݑ − ݔ ∥< ,ߝ ∥ ݒ − ݕ ∥< ∥ and ,ߝ ݑ + ݒ ∥
= 2. If we use the strict convexity of ܺ, it follows that ݑ = ∥ so ݒ ݔ − ݕ ∥<  It follows that .ߝ2
ܺ is uniformly convex. 

We are going to characterize those Banach spaces ܻ having the property that the Bishop-
Phelps-Bollobás theorem holds for operators from ℓଵ into ܻ. To do so, we will use the property 
AHSP that was introduced. 
Theorem (6.2.14)[331]: A Banach space ܻ is such that the couple (ℓଵ, ܻ) has the Bishop-
Phelps-Bollobás property for operators if, and only if, ܻ satisfies ܲܵܪܣ. 
Proof. Our proof will be given for the case of complex Banach spaces. (In fact, the case of real 
Banach spaces is simpler and gives a better order of approximation.) 

Let ܻ be a Banach space with AHSP. Given ߝ > 0, we will use the functions (ߝ)ߛ and 
is small enough such that 0 ߝ satisfying the conditions. We can assume that (ߝ)ߟ (ߝ)ߛ > < 1. 
Given ܶ ∈ ܵ௅(ℓభ,௒), we take ݔ଴ = ௡ୀଵ((݊)଴ݔ)

ஶ ∈ ܵℓభ , such that ∥∥ܶݔ଴∥∥ > 1 −  By .(ߝ)ߟ
composing with an isometry, we may assume that ݔ଴(݊) = Re ݔ଴(݊) ⩾ 0 for every positive 
integer ݊ 

By the assumptions on ܶ and ݔ଴, we can apply AHSP to the convex series ∑ݔ଴(݊) and 
for the elements ݔ௡ = ܶ(݁௡), ݊ ∈ ℕ, where (݁௡) is the canonical basis of ℓଵ. Hence, there is a 
subset ܣ ⊂ ℕ and {ݕ௡: ݊ ∈ {ܣ ⊂ ܵ௒ such that 

෍  
௡∈஺

(݊)଴ݔ > 1 − ,(ߝ)ߛ ௡ݕ∥∥  − ∥∥௡ݔ < ,ߝ   for all ݊ ∈  (12)                           .ܣ

and 

∥∥
∥∥෍  

௡∈஺

௡ݕ(݊)଴ݔ 
∥∥
∥∥ = ෍  

௡∈஺

 ଴(݊).                                                (13)ݔ



220 

There is a linear bounded operator ܵ of norm 1 from ℓଵ to ܻ such that 

ܵ(݁௡) = ቊ
௡ݕ  if ݊ ∈ ܣ
ܶ(݁௡)  if ݊ ∉ ܣ

 

In view of (12) we obtain that 
∥ ܶ − ܵ ∥  = sup

௡
 ∥∥(ܵ − ܶ)(݁௡)∥∥

 = sup
௡∈஺

௡ݕ∥∥  − ∥∥௡ݔ ⩽  .ߝ

Since (ߝ)ߛ < 1, in view of (12), then ܣ ≠ ∅. If ஺ܲ(ݔ଴) = ∑௡∈஺ ଴ݖ ଴(݊)݁௡, then the elementݔ  =
௉ಲ(௫బ)

∥∥௉ಲ(௫బ)∥∥
∈ ܵℓభ is such that 

଴ݔ∥∥ − ∥∥଴ݖ  ⩽ ଴ݔ∥∥ − ஺ܲݔ଴∥∥ + ∥∥
∥

஺ܲݔ଴ − ஺ܲݔ଴

∥∥ ஺ܲݔ଴∥∥∥∥
∥

= ෍  
௡∉஺

(݊)଴ݔ  + |1 − ∥∥ ஺ܲݔ଴∥∥|  (by (12))

= 2 ෍  
௡∉஺

(݊)଴ݔ  < (ߝ)ߛ2

 

Also, by using (13), we know that 

∥∥଴ݖܵ∥∥ =
∥∥∑  ௡∈஺ ∥∥௡ݕ(݊)଴ݔ 

∥∥ ஺ܲݔ଴∥∥
=

∥∥∑  ௡∈஺ ∥∥௡ݕ(݊)଴ݔ 
∑  ௡∈஺ (݊)଴ݔ 

= 1 

Hence, by taking (ߝ)ߚ = ,we obtain that (ℓଵ ,(ߝ)ߛ2 ܻ) satisfies the Bishop-Phelps-Bollobás 
property for operators. 

Conversely, assume that ܻ is a complex Banach space such that (ℓଵ, ܻ) satisfies the 
BishopPhelps-Bollobás property for operators. Given 0 < ߩ < 1, we choose ݏ such that 0 <
ݏ < 1 and 0 < ඥ2(1 − (ݏ < ఘ

ଶ
 

Let (ߝ)ߟ and (ߝ)ߚ be the positive numbers that appear in the definition of the Bishop-
Phelps-Bollobás property for operators. Choose ߝ = such that 0 (ߩ)ߝ < ߝ < ఘ

ଶ
< 1 and ఉ(ఌ)

ଵି௦
<

ఘ
ଶ
. Let (ݕ௡) ⊂ ܵ௒ be a sequence and let ∑ߙ௡ be a convex series such that 

∥∥
∥∥෍  

ஶ

௡ୀଵ

௡ݕ௡ߙ 
∥∥
∥∥ > 1 −  (ߝ)ߟ

There is a bounded linear operator ܶ: ℓଵ → ܻ such that ܶ(݁௡) = ∥ ௡ for all ݊. We haveݕ ܶ ∥= 1 
and the element ݔ଴ = ∑௡ୀଵ

ஶ ௡݁௡ߙ  ∈ ܵℓభ satisfies that 

∥∥(଴ݔ)ܶ∥∥ =
∥∥
∥∥෍  

ஶ

௡ୀଵ

௡ݕ௡ߙ 
∥∥
∥∥ > 1 −  (14)                                        .(ߝ)ߟ

We apply the assumption that (ℓଵ, ܻ) satisfies the Bishop-Phelps-Bollobás property to obtain a 
norm one operator ܵ ∈ ,ℓଵ)ܮ ܻ) and an element ݑ଴ ∈ ܵℓభ  such that 

∥∥଴ݑܵ∥∥ = 1, ଴ݑ∥∥  − ∥∥଴ݔ < ,(ߝ)ߚ  ∥ ܵ − ܶ ∥<  .ߝ
It then follows that 
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෍  
ஶ

௡ୀଵ

௡ߙ) − Re ݑ଴(݊)) ⩽ ෍  
ஶ

௡ୀଵ

(݊)଴ݑ| − |௡ߙ = ଴ݑ∥∥ − ∥∥଴ݔ <  (15)                  ,(ߝ)ߚ

and so 

෍  
ஶ

௡ୀଵ

Re (݊)଴ݑ > 1 −  (16)                                                   .(ߝ)ߚ

Let us consider the set 
:ܣ = {݊ ∈ ℕ: Re ݑ଴(݊) >  {|(݊)଴ݑ|ݏ

By using (16) we obtain that 

1 − (ߝ)ߚ  < ෍  
ஶ

௡ୀଵ

 Re ݑ଴(݊)

 = ෍  
௡∈஺

 Re ݑ଴(݊) + ෍  
௡∉஺

 Re ݑ଴(݊)

 ⩽ ෍  
௡∈஺

 Re ݑ଴(݊) + ݏ ෍  
௡∉஺

  |(݊)଴ݑ|

 = ෍  
௡∈஺

 Re ݑ଴(݊) + ݏ ൭1 − ෍  
௡∈஺

  ଴(݊)|൱ݑ|

 ⩽ ෍  
௡∈஺

 Re ݑ଴(݊) + ݏ ൭1 − ෍  
௡∈஺

 Re ݑ଴(݊)൱

 

So 

෍  
௡∈஺

Re (݊)଴ݑ > 1 −
(ߝ)ߚ
1 − ݏ

.                                                  (17) 

Hence 
෍  
௡∈஺

௡ߙ   ⩾ ෍  
௡∈஺

 Re ݑ଴(݊) − ଴ݑ∥∥ − ∥∥଴ݔ

 > 1 −
(ߝ)ߚ
1 − ݏ

− ଴ݑ∥∥ − ∥∥଴ݔ

 > 1 −
(ߝ)ߚ
1 − ݏ

− (ߝ)ߚ

 

We take (ߩ)ߛ: = (ߝ)ߚ + ఉ(ఌ)
ଵି௦

< and so lim௧→଴ ߩ (ݐ)ߛ  = 0. Now, if ݖ ∈ ℂ satisfies |ݖ| = 1 and 
Re ݖ > ݐ > 0, then we know that 

|1 − ଶ|ݖ = 1 + ଶ|ݖ| − 2Re ݖ < 2(1 −  .(ݐ
Thus, for ݊ ∈  it follows that ,ݏ by the choice of ,ܣ

ฬ1 −
(݊)଴ݑ

଴(݊)|ฬݑ|
ଶ

< 2(1 − (ݏ <
ଶߩ

4
.                                            (19) 

If we write ݖ௡: = ܵ(݁௡), then 
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1 = ∥∥(଴ݑ)ܵ∥∥ =
∥∥
∥∥෍  

ஶ

௡ୀଵ

  ௡ݖ(݊)଴ݑ
∥∥
∥∥. 

Hence, there is an element ݕ∗ ∈ ܵ௒∗  such that 
(௡ݖ)∗ݕ(݊)଴ݑ =  ଴(݊)|                                                     (20)ݑ|

for all ݊ ∈ ℕ. Thus, for all ݊ ∈ ݊ ௡ belongs to ܵ௒. Also we know that forݖ ,ܣ ∈  we have ܣ

௡ݖ∥∥ − ∥∥௡ݕ = ∥∥ܵ(݁௡) − ܶ(݁௡)∥∥ < ߝ <
ߩ
2

, 
and so 

∥∥
∥ (݊)଴ݑ

|(݊)଴ݑ| ௡ݖ − ∥∥௡ݕ
∥  ⩽ ∥∥

∥ (݊)଴ݑ
|(݊)଴ݑ| ௡ݖ − ∥∥௡ݖ

∥ + ௡ݖ∥∥ − ∥∥௡ݕ

 ⩽ ฬ
(݊)଴ݑ

|(݊)଴ݑ| − 1ฬ + ௡ݖ∥∥ − ∥∥௡ݕ

 <
ߩ
2

+
ߩ
2

=  .(by (19))  ߩ

 

In view of (18), the previous inequality and (20), we have checked that 

෍  
௡∈஺

௡ߙ > 1 − ,(ߩ)ߛ  ∥∥
∥ (݊)଴ݑ

|(݊)଴ݑ| ௡ݖ − ∥∥௡ݕ
∥ < ,ߩ   and  ݕ∗ ൬

(݊)଴ݑ
|(݊)଴ݑ| ௡൰ݖ = 1,   for all ݊ ∈  ,ܣ

and so ܻ satisfies AHSP. 
We show that for every ݊ ∈ ܰ and for every uniformly convex space ܻ, the pair (ℓஶ

௡ , ܻ) 
satisfies the Bishop-Phelps-Bollobás property for operators. 

We begin with the following result for operators from ܿ଴ into a uniformly convex Banach 
space. In order to state it, let us recall that for ܣ ⊂ ℕ, ஺ܲ: ܿ଴ → ܿ଴ is defined by ஺ܲ(ݔ) =
∑௡∈஺  .௡݁(݊)ݔ 
Lemma (6.2.15)[331]: Let ܻ be a uniformly convex Banach space with modulus of convexity 
ߝ Let .(ߝ)ߜ > 0. If ܶ ∈ ܵ௅(௖బ,௒), and ܣ ⊂ ℕ has the property that ∥∥ܶ ஺ܲ∥∥ > 1 −  then we ,(ߝ)ߜ
have that ∥∥ܶ(ܫ − ஺ܲ)∥∥ ⩽  ߝ
Proof. Since ܻ is uniformly convex, for each ߝ > 0, there is 0 < (ߝ)ߜ < 1 such that whenever 
∥ ௑, satisfyingܤ are in ݒ and ݑ ݑ + ݒ ∥⩾ 2 − ∥ it follows that ,(ߝ)ߜ2 ݑ − ݒ ∥<  Assume that .ߝ
ܶ ∈ ,଴ܿ)ܮ ܻ) satisfies ∥ ܶ ∥= 1 and let ܣ ⊂ ℕ with ∥∥ܶ ஺ܲ∥∥ > 1 − ଴ݔ Choose .(ߝ)ߜ ∈ ஺ܲ(ܿ଴) ∩
ܵ௖బ  such that ∥∥ܶ ஺ܲ(ݔ଴)∥∥ > 1 −  .(ߝ)ߜ

Since 1 =∥ ܶ ∥⩾ ଴ݔ)ܶ∥∥ ± ݖ for every element ∥∥(ݖ ∈ ௖బܤ  whose support lies outside ܣ, 
we obtain that ∥∥ܶ(ݔ଴) ± ܫ)ܶ − ஺ܲ)(ݕ)∥∥ ⩽ 1 for any ݕ ∈ ௖బܤ . Also, we have that 

଴ݔ)ܶ∥∥ + ܫ) − ஺ܲ)(ݕ)) + ଴ݔ)ܶ − ܫ) − ஺ܲ)(ݕ))∥∥ 
             = ∥∥(଴ݔ)2ܶ∥∥ = ∥∥2ܶ ஺ܲ(ݔ଴)∥∥ > 2 −  .(ߝ)ߜ2

Thus, by using the uniform convexity of ܻ we obtain that 
ܫ)2ܶ∥∥ − ஺ܲ)(ݕ)∥∥ = ଴ݔܶ)∥∥ + ܫ)ܶ − ஺ܲ)(ݕ)) − ଴ݔܶ) − ܫ)ܶ − ஺ܲ)(ݕ))∥∥ <  .ߝ2

Since ݕ is an arbitrary element of the unit ball of ܿ଴, we finally get that ∥∥ܶ(ܫ − ஺ܲ)∥∥ ⩽  .ߝ
We prove the promised result that (ℓஶ

௡ , ܻ) satisfies the Bishop-Phelps-Bollobás property 
for operators for every ݊ whenever ܻ is a uniformly convex Banach space. Unfortunately, our 
method involves constants that depend on ݊, and we do not know whether the result can be 
extended to, say, (ܿ଴, ܻ) or (ℓஶ, ܻ) if ܻ is uniformly convex.  
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Theorem (6.2.16)[331]: Let ܻ be a uniformly convex Banach space with modulus of convexity 
݊ Let .(ߝ)ߜ ∈ ℕ, 0 < ߝ < 1,0 < ᇱߝ < ᇱߝ with ߝ + ఌᇲ

ఌభ/య < min ቄ(ߝ)ߜ, ଷ
ଶ

൫ߝ + ଴ݔ ଶ/ଷ൯ቅ. For anyߝ ∈
ℓಮܤ

೙  and ܶ ∈ ܵ௅(ℓಮ
೙ ,௒) such that ∥∥ܶݔ଴∥∥ > 1 − ଴ݖ ᇱ, there existߝ ∈ ℓಮܤ

೙  and ܸ ∈ ܵ௅(ℓಮ
೙ ,௒) such that 

∥∥଴ݖܸ∥∥ = 1, ଴ݖ∥∥  − ∥∥଴ݔ < ଵ/ସߝ + ,ଵ/ଷߝ  ∥ ܸ − ܶ ∥⩽ ߝ + 6݊൫√ߝ + ଵ/଺൯ߝ + ቆߝᇱ +
ᇱߝ

 ଵ/ଷቇߝ

Proof. Let ܶ ∈ ℓஶ)ܮ
௡ , ܻ) be a norm one operator and ݔ଴ ∈ ℓಮܤ

೙  satisfying ∥∥ܶݔ଴∥∥ > 1 −  ᇱ. Byߝ
composing with an isometry on ℓஶ

௡  if necessary, we may assume that ݔ଴(݅) ⩾ 0 for each ݅ ⩽ ݊. 
Let ݕ∗ ∈ ܵ௒∗ be such that ݕ∗ܶ(ݔ଴) = Re (ܶ୲ݕ∗)(ݔ଴) > 1 −  .ᇱߝ

Define 
ܧ ∶= ൛݅ ⩽ ݊: Re (ܶ୲ݕ∗)(݁௜)ݔ଴(݅) > ൫1 − ൟ|(௜݁)(∗ݕ୲ܶ)|ଵ/ଷ൯ߝ

 ⊂ ൛݅ ⩽ ݊: Re (ܶ୲ݕ∗)(݁௜) > 0, (݅)଴ݔ > 1 − ଵ/ଷൟߝ
 

Since ܶ୲ݕ∗ ∈ (ℓஶ
௡ )∗ ≡ ℓଵ

௡ and ∥∥ܶ୲ݕ∗∥∥ ⩽ ∥∥∗ݕ∥∥ = 1, 

෍  
௡

௞ୀଵ

|(ܶ୲ݕ∗)(݁௞)| ⩽ 1 

If ܣ: = ∑௜∉ா  |(ܶ୲ݕ∗)(݁௜)|, we will check that ܣ < ఌᇲ

ఌభ/య. Indeed, 

1 − ᇱߝ < Re (ܶ୲ݕ∗)(ݔ଴)  = ෍  
௡

௜ୀଵ

 Re (ܶ୲ݕ∗)(݁௜)ݔ଴(݅)

 ⩽ ෍  
௜∈ா

  |(ܶ୲ݕ∗)(݁௜)ݔ଴(݅)| + ෍  
௜∉ா

 Re (ܶ୲ݕ∗)(݁௜)ݔ଴(݅)

 ⩽ ෍  
௜∈ா

  |(ܶ୲ݕ∗)(݁௜)| + ൫1 − ଵ/ଷ൯ߝ ෍  
௜∉ா

  |(ܶ୲ݕ∗)(݁௜)|

 ⩽ 1 − ܣ + ൫1 − ܣଵ/ଷ൯ߝ = 1 − ܣଵ/ଷߝ

 

so 

ܣ <
ᇱߝ

ଵ/ଷߝ .                                                               (21) 
Thus, 

1 − ᇱߝ  < Re (ܶ୲ݕ∗)(ݔ଴) ⩽ ෍  
௜∈ா

 Re (ܶ୲ݕ∗)(݁௜)ݔ଴(݅) + ෍  
௜∉ா

  |(ܶ୲ݕ∗)(݁௜)ݔ଴(݅)|

 ⩽ ෍  
௜∈ா

 Re (ܶ୲ݕ∗)(݁௜) + ෍  
௜∉ா

  |(ܶ୲ݕ∗)(݁௜)| < ෍  
௜∈ா

 Re (ܶ୲ݕ∗)(݁௜) +
ᇱߝ

ଵ/ଷߝ ,
 

and sO 

෍  
௜∈ா

Re (ܶ୲ݕ∗)(݁௜) > 1 − ᇱߝ −
ᇱߝ

 ଵ/ଷߝ

By the choice of ߝᇱ we have 

∥∥ܶ ாܲ∥∥ ⩾
∥∥
∥∥ܶ ாܲ ൭෍  

௜∈ா

  ݁௜൱
∥∥
∥∥ ⩾ อ(ܶ୲ݕ∗) ൭෍  

௜∈ா

 ݁௜൱อ 
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 > 1 − ൭ߝᇱ +
ᇱߝ

ߝ
ଵ
ଷ

൱ > 1 −  (22)                                                   .(ߝ)ߜ

By Lemma (6.2.15) we obtain that 
ܫ)ܶ∥∥ − ாܲ)∥∥ ⩽  (23)                                                            .ߝ

Setting ݁଴ = ∑௜∈ா  ݁௜ in ܤ௉ಶ(ℓಮ
೙ ) and 

଴ݔ
∗ = ෍  

௜∈ா

1
|ܧ|

݁௜
∗ 

in (ℓஶ
௡ )∗, by the definition of ܧ, we have that 

∥∥ ாܲ(ݔ଴) − ݁଴∥∥ < ଴ݔ ଵ/ଷ andߝ
∗(݁଴) = 1.                                       (24) 

Define the operator ܵ: ℓஶ
௡ → ܻ by 

:(ݔ)ܵ = ܶ ாܲ(ݔ) + 3݊൫√ߝ + ଴ݔଵ/଺൯ߝ
∗( ாܲ(ݔ))

ܶ(݁଴)
∥∥ܶ(݁଴)∥∥

ݔ)  ∈ ℓஶ
௡ ) 

Let ߬ = √ఌ
ଶ|ா|

. We claim that ∥∥݁ − ݁଴∥∥ < ݁ ଵ/ସ for allߝ ∈ Ext ൫ܤ௉ಶ(ℓಮ
೙ )൯ satisfying |ݔ଴

∗(݁) − 1| <
߬. Indeed, if |ݔ଴

∗(݁) − 1| < ߬ then |∑௜∈ா  ݁(݅) ||ܧ|− < and so Re (1 ,|ܧ|߬ − ݁(݅)) <  for all |ܧ|߬
݅ ∈ (݅)݁| Hence .ܧ − 1| = ඥ2 − 2Re (݁(݅)) < ඥ2߬|ܧ| = ݅ ଵ/ସ for allߝ ∈  and the claim ,ܧ
follows. 

By (22) we obtain 

∥∥ܵ(݁଴)∥∥ = ∥∥ܶ ாܲ(݁଴)∥∥ + 3݊൫√ߝ + ଵ/଺൯ߝ ⩾ 1 − ൭ߝᇱ +
ᇱߝ

ߝ
ଵ
ଷ

൱ + 3݊ ൬√ߝ + ߝ
ଵ
଺൰           (25) 

and we also know that 

∥ ܵ(݁) ∥⩽ 1 + 3݊ ൬√ߝ + ߝ
ଵ
଺൰ (1 − ߬),                                                (26) 

for all ݁ ∈ Ext ൫ܤ௉ಶ(ℓಮ
೙ )൯ such that |ݔ଴

∗(݁)| ⩽ 1 − ߬. By the choice of ߝᇱ, the upper bound in (26) 
is less than the lower bound in (25), so the operator ܵ = ܵ ∘ ாܲ attains its norm at some point ݁ 
in Ext ൫ܤ௉ಶ(ℓಮ

೙ )൯ with 1 − ଴ݔ|
∗(݁)| < ߬. So, by the claim above, ܵ attains its norm at ݁ߣ for some 

number ߣ of modulus one such that ∥∥݁ߣ − ݁଴∥∥ < ଴ݖ ଵ/ସ. Hence ܵ also attains its norm atߝ =
݁ߣ + ܫ) − ாܲ)(ݔ଴) and by (24) we have 

଴ݖ∥∥ − ∥∥଴ݔ = ݁ߣ∥∥ − ாܲ(ݔ଴)∥∥ ⩽ ݁ߣ∥∥ − ݁଴∥∥ + ∥∥݁଴ − ாܲ(ݔ଴)∥∥ < ଵ/ସߝ +  .ଵ/ଷߝ
From the definition of ܵ and by (25) and (26) we have 

1 − ቆߝᇱ +
ᇱߝ

ଵ/ଷቇߝ + 3݊൫√ߝ + ଵ/଺൯ߝ ⩽∥ ܵ ∥⩽ 1 + 3݊൫√ߝ +  ଵ/଺൯ߝ

and putting ܸ: = ௌ
∥ௌ∥

 it follows that 
∥ ܶ − ܸ ∥⩽∥ ܶ − ܵ ∥ +∥ ܵ − ܸ ∥                       

                                ⩽ ܫ)ܶ∥∥ − ாܲ)∥∥ + ∥∥ܶ ாܲ − ܵ∥∥ + ∥∥
∥ܵ −

ܵ
∥ ܵ ∥∥∥

∥ 

                                       ⩽ ܫ)ܶ∥∥ − ாܲ)∥∥ + 3݊൫√ߝ + ଵ/଺൯ߝ + | ∥ ܵ ∥ −1| 
                   ⩽ ߝ + 3݊൫√ߝ + ଵ/଺൯ߝ + | ∥ ܵ ∥ −1| 
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⩽ ߝ + 3݊ ൬√ߝ + ߝ
ଵ
଺൰ + max ൝ߝᇱ +

ᇱߝ

ߝ
ଵ
ଷ

, 3݊ ൬√ߝ + ߝ
ଵ
଺൰ൡ              

                     ⩽ ߝ + 6݊൫√ߝ + ଵ/଺൯ߝ + ቆߝᇱ +
ᇱߝ

 ଵ/ଷቇߝ

and the proof is complete. 
On a general vector valued result of Bishop-Phelps type, Lindenstrauss [337] proved the 

denseness of the subset of operators between Banach spaces whose second adjoints attain their 
norms. Thus, instead of asking whether or not every pair of Banach spaces (ܺ, ܻ) has the Bishop-
Phelps-Bollobás property for operators, one could begin by asking the following question: 

Is there a function ߛ: ℝା → (0,1), lim௧→଴ (ݐ)ߛ  = 0, such that the following holds: for all 
ܶ ∈ ܵ௅(௑,௒) and ݔ଴ ∈ ܵ௑ with ∥∥ܶݔ଴∥∥ > 1 − ܵ there exist ,(ߝ)ߛ ∈ ܵ௅(௑,௒) and ݔ଴

∗∗ ∈ ܵ௑∗∗ 
satisfying, 

∥∥ܵ୲୲ݔ଴
∗∗∥∥ = 1,  ∥ ܵ − ܶ ∥< ,ߝ ଴ݔ∥∥ 

∗∗ − ∥∥଴ݔ <  ?ߝ
Unfortunately, even this question has a negative answer in general. We will use the original idea 
of Lindenstrauss to show that. 
Lemma (6.2.17)[331]: Let ܻ be a strictly convex Banach space. 

(a) Let ܶ: ℓஶ → ܻ be an operator such that ܶ(݁௡) ≠ 0 for all ݊. If ܶ attains its norm at a point 
ݖ ∈ |(݊)ݖ| ℓಮ, thenܤ = 1, for all ݊ ∈ ℕ. 

(b) If ܶ: ܿ଴ → ܻ is an operator attaining its norm, then ܶ is a finite rank operator.  
Proof. (a) Suppose that there exists a point ݖ ∈ ܵℓಮ  at which ܶ attains its norm. If we assume 
that there exists ݊ so that |ݖ(݊)| < 1, then ∥∥ݖ ± (1 − ∥∥௡݁(|(݊)ݖ| ⩽ 1 and so, by convexity, 

∥ ܶ ∥=∥ (ݖ)ܶ ∥= ݖ)ܶ∥∥ ± (1 −  ∥∥(௡݁(|(݊)ݖ|
Since ܻ is strictly convex we get that ܶ(݁௡) = 0. This is a contradiction. 

(b) Let ݖ ∈ ܵ௖బ  be such that ܶ attains its norm at ݖ. Since there exists an ݊଴ with |ݖ(݊)| <
1 for all ݊ ⩾ ݊଴, the above argument implies that ܶ(݁௡) = 0 for all ݊ ⩾ ݊଴. 

The argument of the proof of part (b) of the above lemma actually shows that if for some 
operator ܶ: ܿ଴ → ܻ the Bishop-Phelps-Bollobás theorem holds, then ܶ can be approximated by 
finite-rank operators and so it is compact. 

By taking second adjoints we obtain the following proposition. 
Proposition (6.2.18)[331]: Let ଴ܶ: ܿ଴ → ܻ be an isomorphism. Assume that ܻ∗∗ is strictly 
convex and ܶ ∈ ,଴ܿ)ܮ ܻ) is such that 

∥∥ܶ − ଴ܶ∥∥ < inf
௡

 {∥∥ ଴ܶ(݁௡)∥∥} 
Then 

൛ݕ ∈ :ℓಮܤ ∥∥ܶ୲୲(ݕ)∥∥ =∥ ܶ ∥ൟ ⊂ ൛ݕ ∈ :ℓಮܤ |(݊)ݕ| = 1, for all ݊ ∈ ℕൟ. 
Example (6.2.19)[331]: Applying the above proposition to ܺ = ܿ଴, ܻ any Banach space 
isomorphic to ܿ଴ such that ܻ∗∗ is strictly convex and ଴ܶ =  the identity mapping, gives a ,ܫ
negative answer to the above question. Indeed, given ܶ ∈ ,଴ܿ)ܮ ܻ) such that ∥ ܶ − ܫ ∥<
inf௡  {∥∥݁௡∥∥ܻ}, then |ݖ(݊)| = 1, for all ݊ ∈ ℕ and all ݖ ∈ ℓಮܤ  with ∥∥ܶ୲୲(ݖ)∥∥ =∥ ܶ ∥. So 
dist ൫ݖ, ௖బ൯ܤ = 1. 
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Section (6.3): Approximate Hyperplane Series Properties: 
The motivation comes from recent intensive study of the famous BishopPhelps Theorem 

[351], which states that every Banach space is subreflexive, i.e., the set of norm attaining 
(continuous and linear) functionals on a Banach space is dense in its topological dual. 

The first who initiated the study of the denseness of norm-attaining operators between 
two Banach spaces was Lindenstrauss [363]. Later a lot of attention was devoted to extend 
Bishop-Phelps result in the setting of operators on Banach spaces (see, e.g., [343],[354]). 

In 1970, Bollobás showed the following "quantitative version" which is now called 
Bishop-Phelps-Bollobás Theorem [352]. To state this result we mention that for a normed space 
ܺ, we denote by ܤ௑ and ܵ௑ the closed unit ball and the unit sphere of ܺ, respectively. As usual, 
ܺ∗ denotes the dual Banach space of ܺ. 

The mentioned above version of the Bishop-Phelps-Bollobás Theorem from [353] states 
that if ܺ is a Banach space and 0 < ߝ < 1, then given ݔ ∈ ∗ݔ ௑ andܤ ∈ ܵ௑∗  with |1 − |(ݔ)∗ݔ <
ݕ ଶ/4, there are elementsߝ ∈ ܵ௑ and ݕ∗ ∈ ܵ௑∗ such that (ݕ)∗ݕ = 1, ∥ ݕ − ݔ ∥<  and ߝ
∗ݕ∥∥ − ∥∥∗ݔ <  .ߝ

For a refinement of the above result see [356]. In 2008 Acosta, Aron, García and Maestre 
initiated the study of parallel versions of this result for operators [344]. For two normed spaces 
ܺ and ܻ over the scalar field ॶ(ℝ or ℂ), ℒ(ܺ, ܻ) denotes the space of (bounded and linear) 
operators from ܺ into ܻ, endowed with the usual operator norm. 

We recall the following definition from [344]. 
Definition (6.3.1)[341]: Let ܺ and ܻ be both either real or complex Banach spaces. It is said 
that the pair (ܺ, ܻ) has the Bishop-Phelps-Bollobás property for operators (݌ܤܲܤ), if for any 
ߝ > 0 there exists (ߝ)ߟ > 0 such that for any ܶ ∈ ܵℒ(௑,௒), if ݔ ∈ ܵ௑ is such that ∥ ݔܶ ∥> 1 −
 in ܵ௑ and an operator ܵ in ܵℒ(௑,௒) satisfying the following ݑ then there exist an element ,(ߝ)ߟ
conditions 

∥ ݑܵ ∥= 1,  ∥ ݑ − ݔ ∥< ∥  and  ߝ ܵ − ܶ ∥<  .ߝ
During the last years there are a number of interesting results where it is shown versions of 
Bishop-Phelps-Bollobás Theorem for operators (see [348],[355] and [361]). It is known that the 
pair (ܺ, ܻ) has the BPBp whenever ܺ and ܻ are finite dimensional spaces (see [344]). If a 
Banach space ܻ has the property ߚ of Lindenstrauss, then (ܺ, ܻ) has the BPBp for every Banach 
space ܺ (see [344]). In the case when ܺ = ℓଵ a characterization of the Banach spaces ܻ such 
that the pair (ℓଵ, ܻ) has the BPBp was given in [344]. 

It should be pointed out that very little is known about the stability under direct sums of 
the property that a pair of Banach spaces (ܺ, ܻ) has the Bishop-Phelps-Bollobás property for 
operators. In order to state some results of this kind we recall the following notion used in [345]. 
Given two Banach spaces ܺ and ܻ (both real or complex), we say that ܻ has property ௑࣪ if the 
pair (ܺ, ܻ) has the BPBp for operators. 

It was shown in [349] that the pairs ൫ܺ, (⊕ ∑௡ୀଵ
ஶ   ௡ܻ)௖బ൯ and ൫ܺ, (⊕ ∑௡ୀଵ

ஶ   ௡ܻ)ℓಮ൯ satisfy 
the Bishop-Phelps-Bollobás property for operators whenever all pairs (ܺ, ௡ܻ) have the Bishop-
Phelps-Bollobás property for operators "uniformly". In general the analogous stability result 
does not hold for every Banach sequence lattice ܧ instead of ܿ଴. For instance, the subset of norm 
attaining operators from any Banach space ܺ into ℓ௣(1 ݌ ≥ < ∞) is not dense in the space of 
operators from ܺ into ℓ௣ ([359],[342]) for every Banach space ܺ. Indeed it is a longstanding 
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open question if for every (real) Banach space ܺ, the subset of norm attaining operators from ܺ 
into the euclidean space ℝଶ is dense in the corresponding space of operators. However, it is also 
known that ℓ࣪భ is stable under finite ℓ௣-sums for 1 ≤ ݌ ≤ ∞ (see [345]). 

We provide two nontrivial extensions of the above stability results. On one hand we prove 
that the property ℓ࣪భ is stable under absolute summands (Theorem (6.3.9)). This extends the 
above mentioned result for finite ℓ௣-sums. We also prove under mild additional assumptions, 
that the property ℓ࣪భ is stable under ܧ-sums, being ܧ a uniformly monotone Banach sequence 
lattice (Theorem (6.3.13)). As a consequence we deduce, for instance, that if {ܺ௞: ݇ ∈ ℕ} is a 
sequence of spaces such that ܺ௞  is either some (ܭ)ܥ or ܮଵ(ߤ) or a Hilbert space, then the pair 
ቀℓଵ, (∑௞ୀଵ

ஶ  ܺ௞)ℓ೛ቁ has the BPBp for operators (Corollary (6.3.14)). 
On the other hand, in case that the range is a Hilbert space, we also prove some optimal 

stability result of BPBp under ℓଵ-sums on the domain (Proposition (6.3.6)). This result extends 
[362], where the above result for the ℓଵ-sum of copies of the same space. 

As we already mentioned there is a characterization of the Banach spaces ܻ such that the 
pair (ℓଵ, ܻ) has the Bishop-Phelps-Bollobás property for operators [344]. The property on ܻ 
equivalent to the previous fact was called the AHSp. 

We will need the following definition, where in what follows by a convex series we mean 
a series ∑ߙ௡, where 0 ≤ ௡ߙ ≤ 1 for each ݊ ∈ ℕ and ∑௡ୀଵ

ஶ ௡ߙ  = 1. 
Definition (6.3.2)[341]: A Banach space ܺ has the approximate hyperplane series property 
(AHSp) if and only if for every 0 < ߝ < 1 there exists 0 < ߟ <  such that for every sequence ߝ
 ௡ withߙ∑ in ܵ௑ and every convex series {௡ݔ}

∥∥
∥∥෍  

ஶ

௡ୀଵ

௡ݔ௡ߙ 
∥∥
∥∥ > 1 −  .ߟ

there exist a subset ܣ ⊂ ℕ and a subset {ݖ௞: ݇ ∈ {ܣ ⊂ ܵ௑ satisfying 
(a) ∑௞∈஺ ௞ߙ  > 1 −  ,ߝ
(b) ∥∥ݖ௞ − ∥∥௞ݔ < ݇ for all ߝ ∈  and ܣ
(c) there is ݔ∗ ∈ ܵ௑∗  such that ݔ∗(ݖ௞) = 1 for every ݇ ∈  .ܣ

We will use the following characterization of the AHSp (see [345], Proposition 1.2.) 
Proposition (6.3.3)[341]: Let ܺ be a Banach space. The following conditions are equivalent: 

(a) ܺ  has the AHSp. 
(b) For every 0 < ߝ < 1 there exist ߛ௑(ߝ) > 0 and ߟ௑(ߝ) > 0 with limఌ→଴ (ߝ)௑ߛ  = 0 such 

that for every sequence {ݔ௡} in ܤ௑ and every convex series ∑௡ ௡ with ∥∥∑௞ୀଵߙ 
ஶ ∥∥௞ݔ௞ߙ  >

1 − ܣ there are a subset ,(ߝ)௑ߟ ⊆ ℕ with ∑௞∈஺ ௞ߙ  > 1 − ∗ݔ an element ,(ߝ)௑ߛ ∈ ܵ௑∗, and 
:௞ݖ} ݇ ∈ {ܣ ⊆ ଵ(1)ି(∗ݔ) ∩ ௞ݖ∥∥ ௑ such thatܤ − ∥∥௞ݔ < ݇ for all ߝ ∈  .ܣ

(c) For every 0 < ߝ < 1 there exists 0 < ߟ <  ௑ andܤ in {௡ݔ} such that for any sequence ߝ
every convex series ∑௡ ௡ with ∥∥∑௞ୀଵߙ 

ஶ ∥∥௞ݔ௞ߙ  > 1 − ܣ there are a subset ,ߟ ⊂ ℕ with 
∑௞∈஺ ௞ߙ  > 1 − ∗ݔ an element ,ߝ ∈ ܵ௑∗ , and {ݖ௞: ݇ ∈ {ܣ ⊆ ଵ(1)ି(∗ݔ) ∩  ௑ such thatܤ
௞ݖ∥∥ − ∥∥௞ݔ < ݇ for all ߝ ∈  .ܣ

(d) The same statement holds as in (c) but for every sequence {ݔ௡} in ܵ௑. 
We study the Bishop-Phelps-Bollobás property for operators between special types of 

Banach spaces. In particular we are interested in stability of this property when the domain is an 
ℓଵ sum of Banach spaces. We consider either real or complex Banach spaces. 
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We will need the following lemma (see [344], Lemma 3.3). 
Lemma (6.3.4)[341]: Let {ܿ௡} be a sequence of complex numbers with |ܿ௡| ≤ 1 for each ݊ and 
let ߟ > 0 be such that there is some sequence {ߙ௡} of nonnegative real numbers satisfying 
∑௡ୀଵ

ஶ ௡ߙ  ≤ 1 and Re ∑௡ୀଵ
ஶ ௡ܿ௡ߙ  > 1 − Then for every 0 .ߟ < ݎ < 1, the set ܣ: = {݅ ∈

ℕ: Re ܿ ௜ >  satisfies the estimate ,{ݎ
෍  
௜∈஺

௜ߙ > 1 −
ߟ

1 − ݎ
. 

We also need the following technical lemma. For the sake of completeness we include a proof. 
Lemma (6.3.5)[341]: Let ܪ be a real or complex Hilbert space and assume that ݑ, ݒ ∈ ܵு . Then 
there is a surjective linear isometry Φ on ܪ such that Φ(ݑ) = ∥ and ݒ Φ − ܫ ∥=∥ ݑ − ݒ ∥. 
Proof. The result is obvious in the case dim ܪ = 1. Assume that dim ܪ ≥ 2. Thus there is an 
element ୄݒ ∈ ܵு orthogonal to ݒ and such that [ݑ, [ݒ ⊂ ,ݒ] ,ݔ] where ,[ୄݒ  is the linear span [ݕ
of the vectors ݔ and ݕ in ܪ. Let ݑଵ, ଶݑ ∈ ॶ such that ݑ = ݒଵݑ + ୄݑ and write ୄݒଶݑ = ݒଶതതതݑ− +
 It is clearly satisfied that .ୄݒଵതതതݑ

1 =∥ ݑ ∥ଶ= ଵ|ଶݑ| + ,ݑ⟩  ଶ|ଶ  andݑ| ⟨ୄݑ = 0. 
Let ܯ be a subspace of ܪ orthogonal to [ݒ, [ୄݒ = ,ݑ] ܪ and such that [ୄݑ = ,ݑ] [ୄݑ ⊕  .ܯ
Define the mapping Φ: ܪ ⟶  given by ܪ

Φ(ݑݖ + ୄݑݓ + ݉) = ݒݖ + ୄݒݓ + ݉, ,ݖ)∀  (ݓ ∈ ॶଶ, ݉ ∈  ,ܯ
which is a surjective linear isometry on ܪ. It clearly satisfies Φ(ݑ) = (ୄݑ)and Φ ݒ =  .ୄݒ

Clearly (Φ − (ݑ)(ܫ = ݒ − ,ݑ (Φ − (ୄݑ)(ܫ = ୄݒ − ∥ and ୄݑ ݑ − ݒ ∥= ୄݑ∥∥ −  Also .∥∥ୄݒ
we have that 

ݒ⟩ − ,ݑ ୄݒ − ⟨ୄݑ = ,ݒ⟩)− ⟨ୄݑ + ,ݑ⟩ (⟨ୄݒ = 0. 
Hence Φ − ,ݑ] restricted to ܫ  .is a multiple of a linear isometry from this subspace into itself [ୄݑ
As a consequence ∥ Φ − ܫ ∥=∥ ݑ − ݒ ∥. The next result uses the argument outlined in [362] in 
the case that the domain is the ℓଵ-sum of one space. 
Proposition (6.3.6)[341]: Assume that { ௜ܺ : ݅ ∈  is a Hilbert ܪ ,is a family of Banach spaces {ܫ
space such that the pair ( ௜ܺ , ݅ for operators for every ݌ܤܲܤ has the (ܪ ∈  and with the same ܫ
function ߟ. Then the pair ൫(⊕ ∑௜∈ூ   ௜ܺ)ℓభ ,  .൯ has the BPBpܪ
Proof. We write ܼ = (⊕ ∑௜∈ூ   ௜ܺ)ℓభ. Given 0 < ߝ < 1, we choose positive real numbers ݎ,  and ݏ
 such that ݐ

ݎ  <
ߝ
4

, ݏ  < min ൜
ߝ
4

,
(ݎ)ுߜ

3
ൠ   and  ݐ < min ቊ

ߝ
4

, ,(ݏ)ߟ
(ݎ)ுߜ

3
ቋ,                    (27) 

where ߜு  is the modulus of convexity of ܪ. 
Assume that ݖ଴ = {(݅)଴ݖ} ∈ ܵ௓ and ܶ ∈ ܵℒ(௓,ு) satisfies ∥∥ܶ(ݖ଴)∥∥ > 1 − ݅ ଶ. For everyݐ ∈

we denote by ௜ܶ the restriction of ܶ to ௜ܺ ,ܫ , that is embedded in ܼ in a natural way. 
Assume that ݕ∗ ∈ ܵு∗ satisfies that Re ݕ∗൫ܶ(ݖ଴)൯ = ∥∥(଴ݖ)ܶ∥∥ > 1 −  .ଶݐ

Denote by ܤ = ൛݅ ∈ :ܫ Re ݕ∗൫ ௜ܶ(ݖ଴(݅))൯ > (1 −  ଴(݅)∥∥ൟ. We clearly have thatݖ∥∥(ݐ

1 − ଶݐ < Re ൯(଴ݖ)൫ܶ∗ݕ = ෍  
௜∈ூ

 Re ∗ݕ ቀ ௜ܶ൫ݖ଴(݅)൯ቁ              

= ෍  
௜∈஻

 Re ݕ∗൫ ௜ܶ(ݖ଴(݅))൯ + ෍  
௜∈ூ∖஻

 Re ݕ∗൫ ௜ܶ(ݖ଴(݅))൯ 
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 ≤ ෍  
௜∈஻

  ∥∥(݅)଴ݖ∥∥ + ෍  
௜∈ூ∖஻

  (1 − ∥∥(݅)଴ݖ∥∥(ݐ

 = 1 − ݐ ෍  
௜∈ூ∖஻

  .∥∥(݅)଴ݖ∥∥
                        

Hence 
෍  

௜∈ூ∖஻

∥∥(݅)଴ݖ∥∥ ≤  (28)                                                       .ݐ

By assumption, for every ݅ ∈ there is an operator ௜ܵ ܤ ∈ ܵℒ(௑೔,ு) and an element ݔ௜ ∈ ܵ௑೔ such 
that 

∥∥
∥

௜ܵ − ௜ܶ

∥∥ ௜ܶ∥∥∥∥
∥ < ,ݏ  ∥∥

௜ݔ∥ −
(݅)଴ݖ

∥∥∥∥(݅)଴ݖ∥∥
∥ < ∥∥  and  ݏ ௜ܵ(ݔ௜)∥∥ = 1,  ∀݅ ∈  (29)                .ܤ

It follows by (29) that for every ݅, ݆ ∈  we have that ܤ

∥∥ ௜ܵ(ݔ௜) + ௝ܵ൫ݔ௝൯∥∥  ≥
∥
∥∥ ௜ܵ(ݖ଴(݅))

∥∥(݅)଴ݖ∥∥
+ ௝ܵ(ݖ଴(݆))

∥∥(݆)଴ݖ∥∥ ∥
∥∥ − ݏ2

 ≥
∥∥
∥∥ ௜ܶ(ݖ଴(݅))

∥∥ ௜ܶ∥∥∥∥ݖ଴(݅)∥∥
+ ௝ܶ(ݖ଴(݆))

∥∥ ௝ܶ∥∥∥∥ݖ଴(݆)∥∥∥∥
∥∥ − ݏ4

 ≥ 2(1 − (ݐ − ݏ4
 > 2(1 − .((ݎ)ுߜ

 

As a consequence ∥∥ ௜ܵ(ݔ௜) − ௝ܵ൫ݔ௝൯∥∥ ≤ ,݅ for each ݎ ݆ ∈  .ܤ
Since ܤ ≠ ∅, we choose some element ݅଴ ∈ ଴ݕ and define ܤ = ௜ܵబ൫ݔ௜బ൯. By Lemma 

(6.3.5), for every ݅ ∈ :there is a linear surjective isometry Φ௜ ,ܤ ܪ → such that Φ௜൫ ܪ ௜ܵ(ݔ௜)൯ =
଴ and ∥∥Φ௜ݕ − ∥∥ܫ = ∥∥ ௜ܵ(ݔ௜) − ∥∥଴ݕ ≤  .ݎ

We define an operator ܴ = {ܴ௜}௜∈ூ ∈ ℒ(ܼ,  by (ܪ
ܴ௜ = Φ௜ ∘ ௜ܵ,  ∀݅ ∈ and  ܴ௜  ܤ = ௜ܶ,  ∀݅ ∈ ܫ ∖  .ܤ

Clearly that ܴ is in the unit ball of ℒ(ܼ,  and it satisfies (ܪ
∥ ܴ − ܶ ∥  = sup  {∥∥ܴ௜ − ௜ܶ∥∥: ݅ ∈ {ܤ

 ≤ sup  {∥∥Φ௜ − :∥∥ܫ ݅ ∈ {ܤ + sup  {∥∥ ௜ܵ − ௜ܶ∥∥: ݅ ∈ {ܤ

 ≤ ݎ + sup  ൜∥∥
∥

௜ܵ − ௜ܶ

∥∥ ௜ܶ∥∥∥∥
∥ : ݅ ∈ ൠܤ + sup  ൜∥∥

∥ ௜ܶ

∥∥ ௜ܶ∥∥
− ௜ܶ∥∥

∥ : ݅ ∈ ൠܤ

 ≤ ݎ + ݏ + sup  {|1 − ∥∥ ௜ܶ∥∥|: ݅ ∈ {ܤ
 ≤ ݎ + ݏ + ݐ < .ߝ

 

Let ஻ܲ be the natural projection on the subspace of elements in ܼ whose support is 
contained in ܤ. 

Now observe that ݔ଴ given by 

(݅)଴ݔ = ቐ
௜ݔ∥∥(݅)଴ݖ∥∥

∥∥ ஻ܲ(ݖ଴)∥∥
,  if ݅ ∈ ܤ

0  if ݅ ∈ ܫ ∖ ܤ
 

belongs to ܵ௓ and also satisfies 
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଴ݔ∥∥ − ∥∥଴ݖ  ≤ ଴ݔ∥∥ −∥∥ ஻ܲ(ݖ଴)∥∥ݔ଴∥∥+∥∥ ஻ܲ(ݖ଴)∥∥ݔ଴ − ∥∥଴߯஻ݖ + ∥∥଴߯ூ∖஻ݖ∥∥

 ≤ |1 − ∥∥ ஻ܲ(ݖ଴)∥∥| + ෍  
௜∈஻

  ∥∥ ௜ݔ∥∥(݅)଴ݖ − ∥∥(݅)଴ݖ + ∥∥଴߯ூ∖஻ݖ∥∥

 ≤ ∥∥଴߯ூ∖஻ݖ∥∥2 + ݏ ෍  
௜∈஻

  ଴(݅)∥∥ (by (29))ݖ∥∥

 ≤ ݐ2 + (by (28) ) ݏ
 < .ߝ

 

It remains to check that ܴ attains its norm at ݔ଴. Indeed, 

∥∥(଴ݔ)ܴ∥∥  =
1

∥∥ ஻ܲ(ݖ଴)∥∥ ∥∥
∥∥෍  

௜∈஻

 
∥∥
∥∥ ∥∥(௜ݔ)଴(݅)∥∥ܴ௜ݖ

 =
1

∥∥ ஻ܲ(ݖ଴)∥∥ ∥∥
∥∥෍  

௜∈஻

 
∥∥
∥∥ ଴(݅)∥∥Φ௜൫ݖ ௜ܵ(ݔ௜)൯∥∥

 =
1

∥∥ ஻ܲ(ݖ଴)∥∥ ∥∥
∥∥෍  

௜∈஻

 
∥∥
∥∥ ∥∥଴ݕ∥∥(݅)଴ݖ = 1.

 

Hence ܴ ∈ ܵℒ(௓,ு) and ∥∥ܴ(ݔ଴)∥∥ = 1. This completes the proof that the pair (ܼ,  .has the BPBp (ܪ
It follows from [349] that ( ௜ܺ , ݅ has the BPBp for every (ܪ ∈  ߟ with the same function ܫ

provided that ൫(⊕ ∑௜∈ூ   ௜ܺ)ℓభ ,  ൯ has the BPBp. This shows that the assumption in Propositionܪ
(6.3.6) is a necessary condition. Now we prove stability results of the Bishop-Phelps-Bollobás 
property for operators when the domain is ℓଵ. 

As we already mentioned it was proved that the pair (ℓଵ, ܻ) has the BPBp for operators 
if, and only if, ܻ has the approximate hyperplane series property (see [344]). Since the AHSp is 
an isometric property, if a space is the (topological) direct sum of two subspaces with the AHSp, 
in general it does not have the AHSp. However, we will prove that this property is stable under 
sums involving an absolute (or monotone) norm. First we recall this notion. 
Definition (6.3.7)[341]: Let ܺ and ܻ be Banach spaces, and ܼ = ܺ ⊕ ܻ, a norm ∥⋅∥௙ in ܼ is 
said to be absolute if there is a function ݂: ℝ଴

ା × ℝ଴
ା ⟶ ℝ଴

ାsuch that 
∥ ݔ + ݕ ∥௙= ݂(∥ ݔ ∥, ∥ ݕ ∥), ݔ∀  ∈ ܺ, ݕ ∈ ܻ.                                      (30) 

The absolute norm is normalized if ݂(1,0) = 1 = ݂(0,1). 
It is immediate to check that in case that the equality (30) gives a norm in ܼ, the function 

݂ can be extended to a norm | ⋅ | on ℝଶ satisfying |(ݎ, |(ݏ = ,|ݎ|)݂  for every pair of real (|ݏ|
numbers (ݎ,  .(ݏ

We also recall that the norm | ⋅ |௙ is absolute on ℝଶ if, and only if, it satisfies 
|ݎ| ≤ ,|ݏ| |ݐ| ≤ |ݑ| ⇒ ,ݎ)݂ (ݐ ≤ ,ݏ)݂  (ݑ

(see [353]). 
Clearly the usual ℓ௣-norm of the sum of two Banach spaces is an absolute norm for every 

1 ≤ ݌ ≤ ∞. 
Next result is a far reaching extension of Proposition 2.1, Theorems 2.3 and 2.6 in [345], 

where the ℓ௣-norm on ℝଶ for 1 ≤ ݌ < ∞ is considered. Part of the essential idea of the argument 
we will use is contained there, however our proof is simpler. 
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The following technical lemma will be useful in the proof of the main result. 
Lemma (6.3.8)[341]: Let | ⋅ | be an absolute and normalized norm on ℝଶ. For every ߝ > 0 there 
is ߜ > 0 satisfying the following conditions: 

,ݎ) (ݏ ∈ ℝଶ, ,ݎ)|  |(ݏ = 1, ݏ > 1 − ߜ ⇒ ݐ∃ ∈ ℝ: ,ݐ)| 1)| = 1 and |ݐ − |ݎ <  ߝ
and 

,ݎ) (ݏ ∈ ℝଶ, ,ݎ| |ݏ = 1, ݎ > 1 − ߜ ⇒ ݐ∃ ∈ ℝ: |1, |ݐ = 1 and |ݐ − |ݏ <  .ߝ
Proof. Of course it suffices to check only the first assertion. Assume that it is not true. Hence 
there is some ߝ଴ > 0 such that 

ߜ∀ > ఋݎ)∃0 , (ఋݏ ∈ ܵ(ℝమ,|⋅|), ఋݏ > 1 − ݐ and ߜ ∈ ℝ with |(ݐ, 1)| = 1 ⇒ ݐ| − |ఋݎ ≥  .଴ߝ
We choose any sequence {ߜ௡} of positive real numbers converging to 0 . By assumption there 
is a sequence {(ݎ௡, ݊ ௡)} in ܵ(ℝమ,|⋅|) satisfying for eachݏ ∈ ℕ that 

௡ݏ > 1 − ݐ|  ௡  andߜ − |௡ݎ ≥ ݐ∀ ଴ߝ ∈ ℝ with |(ݐ, 1)| = 1.                   (31) 
By passing to a subsequence, we may assume that (ݎ௡, (௡ݏ → ,ݎ) |Since |(0,1) .(ݏ = 1 and the 
norm is absolute on ℝଶ it is satisfied 

ݏ = |(0, |(ݏ ≤ ,ݎ)| |(ݏ = 1. 
Since ݏ௡ > 1 − ݏ ௡ for each ݊ we also haveߜ ≥ 1. So ݏ = 1. So |(ݎ, 1)| = 1. We also know that 
௡ݎ → ,௡ݎ) hence ,ݎ (௡ݏ → ,ݎ) 1) and this contradicts condition (31). 
Theorem (6.3.9)[341]: Assume that | ⋅ | is an absolute and normalized norm on ℝଶ. Let ܺ be a 
(real or complex) Banach space that can be decomposed as ܺ = ܯ ⊕ ܰ for certain subspaces 
 and ܰ and such that ܯ

∥ (݉, ݊) ∥= |∥ ݉ ∥, ∥ ݊ ∥|,  ∀݉ ∈ ,ܯ ݊ ∈ ܰ. 
Then ܺ has the AHSp if, and only if, both ܯ and ܰ has the AHSp. In such case, both subspaces 
satisfy Definition (6.3.2) with the same function ߟ. 
Proof. We can clearly assume that both ܯ and ܰ are non-trivial. Let ܲ and ܳ be the natural 
projections from ܺ onto ܯ and ܰ, respectively. 

First we check the necessary condition. So assume that ܺ has the AHSp and we show that 
also has the AHSp. Let us fix 0 ܯ < ߝ < 1 and let ߟ଴ be the positive number satisfying 
Definition (6.3.2) for the space ܺ and 2/ߝ. 

Assume that ∑௞ୀଵ
ஶ :௞݉௞ is a convex series with {݉௞ߙ  ݇ ∈ {ܣ ⊂ ܵெ satisfying 

∥∥
∥∥෍  

ஶ

௞ୀଵ

௞݉௞ߙ 
∥∥
∥∥ > 1 −  .଴ߟ

By the assumption there are ܣ ⊂ ℕ and {ݔ௞: ݇ ∈ ℕ} ⊂ ܵ௑ such that 
෍  
௞∈஺

  ௞ߙ > 1 −
ߝ
2

> 0, ௞ݔ∥∥  − ݉௞∥∥ <
ߝ
2

,  ∀݇ ∈ :௞ݔ} and  co ܣ ݇ ∈ {ܣ ⊂ ܵ௑. 

So ܣ ≠ ∅. 
Since the norm | ⋅ | on ℝଶ is an absolute norm it is satisfied 

(௞ݔ)ܲ∥∥ − ݉௞∥∥ = ௞ݔ)ܲ∥∥ − ݉௞)∥∥ ≤ ௞ݔ∥∥ − ݉௞∥∥ <
ߝ
2

,                  (32) 
and 

∥∥(௞ݔ)ܳ∥∥ ≤ ௞ݔ∥∥ − ݉௞∥∥ <
ߝ
2

. 
Hence we have that 
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∥∥(௞ݔ)ܲ∥∥ > 1 −
ߝ
2

  and  ∥∥ܳ(ݔ௞)∥∥ <
ߝ
2

,  ∀݇ ∈  (33)                           .ܣ
On the other hand, since co {ݔ௞: ݇ ∈ {ܣ ⊂ ܵ௑ there is ݔ∗ ∈ ܵ௑∗ that can be decomposed as ݔ∗ =
݉∗ + ݊∗, for some ݉∗ ∈ ∗݊ and ∗ܯ ∈ ܰ∗ and such that for each ݇ ∈  it is satisfied ܣ

1  = Re ݔ∗(ݔ௞)
 = Re ݉ ∗൫ܲ(ݔ௞)൯ + Re ݊ ∗൫ܳ(ݔ௞)൯
 ≤ ∥∥(௞ݔ)ܲ∥∥∥∗݉∥ + ∥∥(௞ݔ)ܳ∥∥∥∗݊∥
 = (∥݉∗∥, ,∥∥(௞ݔ)ܲ∥∥)(∥∗݊∥ (∥∥(௞ݔ)ܳ∥∥
 ≤ ∥∥௞ݔ∥∥∥∗ݔ∥ = 1.

 

As a consequence, we obtain that 
݉∗൫ܲ(ݔ௞)൯ = ,∥∥(௞ݔ)ܲ∥∥∥∗݉∥  ∀݇ ∈  (35)                              .ܣ

Let us fix ݇ ∈ ∗݉ If .ܣ = 0, in view of (34) we obtain that ∥∥ܳ(ݔ௞)∥∥ = 1, which contradicts (33). 
By using again (33) we also know that ܲ(ݔ௞) ≠ 0, so we can write ݑ௞ = ௉(௫ೖ)

∥∥௉(௫ೖ)∥∥
. By (35) we 

obtain that 
݉∗

∥݉∗∥
(௞ݑ) = 1 ∀݇ ∈  ܣ

and clearly ௠∗

∥௠∗∥
∈ ܵெ∗ ⊂ ܵ௑∗. 

For ݇ ∈  we also have ܣ

௞ݑ∥∥ − ݉௞∥∥ ≤ ∥∥
∥ (௞ݔ)ܲ

∥∥(௞ݔ)ܲ∥∥
− (௞ݔ)ܲ

∥∥
∥ + (௞ݔ)ܲ∥∥ − ݉௞∥∥

≤ |1 − |∥∥(௞ݔ)ܲ∥∥ + (௞ݔ)ܲ∥∥ − ݉௞∥∥
 

<    .(by (33) and (32)) ߝ
We checked that ܯ has the AHSp. 

Conversely, assume that ܯ and ܰ have the AHSp. We will prove that ܺ also has the 
AHSp. Let ߝ be a real number with 0 < ߝ < 1. In view of Lemma (6.3.8) there is 0 < ߜ < 1 
satisfying the following conditions 

(ܽ, ܾ) ∈ ܵ(ℝమ,|⋅|),  ܾ > 1 − ߜ ⇒ ∃ܿ ∈ ℝ: |(ܿ, 1)| = 1 and |ܽ − ܿ| < ఌ
ହ

           (36) 
and 

(ܽ, ܾ) ∈ ܵ(ℝమ,|⋅|),  ܽ > 1 − ߜ ⇒ ∃ܿ ∈ ℝ: |(1, ܿ)| = 1 and |ܾ − ܿ| < ఌ
ହ

.          (37) 
Let us choose 0 < ଵߝ < ఌ

଼
. Assume that the pair (ߝଵ,  ଵ) satisfy condition (c) in Propositionߟ

(6.3.3) for both ܯ and ܰ. We also fix real numbers ݎ,  ଴ such thatߝ and ݏ
0 < ݏ < min ቄఋ

ଶ
, ఎభ

ଶ
ቅ ,  0 < ݎ < min ቄఋ

ଶ
, ଵቅߟଶݏ   and  0 < ଴ߝ < ௥ఌ

଼
.                (38) 

By [344] finite-dimensional spaces have the AHSp. So for every ߝ଴ > 0 there is 0 < ଴ߟ <  ଴ߝ
satisfying condition (d) in Proposition (6.3.3) for ℝଶ endowed with the norm | ⋅ |. 

Let {ݔ௞} be a sequence in ܵ௑ and ∑ߙ௞ be a convex series such that ∥∥∑௞ୀଵ
ஶ ∥∥௞ݔ௞ߙ  > 1 −

 ଴. Hence we haveߟ

1 − ଴ߟ <
∥∥
∥∥෍  

ஶ

௞ୀଵ

௞ݔ௞ߙ 
∥∥
∥∥ =

∥∥
∥∥෍  

ஶ

௞ୀଵ

(௞ݔ)௞൫ܲߙ  + ൯(௞ݔ)ܳ
∥∥
∥∥                                               
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 = อ൭
∥∥
∥∥෍  

ஶ

௞ୀଵ

  (௞ݔ)௞ܲߙ
∥∥
∥∥ ,

∥∥
∥∥෍  

ஶ

௞ୀଵ

(௞ݔ)௞ܳߙ 
∥∥
∥∥൱อ

 ≤ อ൭෍  
ஶ

௞ୀଵ

,∥∥(௞ݔ)ܲ∥∥௞ߙ  ෍  
ஶ

௞ୀଵ

൱อ∥∥(௞ݔ)ܳ∥∥௞ߙ 

 = อ෍  
ஶ

௞ୀଵ

,∥∥(௞ݔ)ܲ∥∥)௞ߙ  อ(∥∥(௞ݔ)ܳ∥∥ .

 

Since (ℝଶ, | ⋅ |) has the AHSp, it follows that for the convex series ∑௞ୀଵ
ஶ ,∥∥(௞ݔ)ܲ∥∥)௞ߙ   ,(∥∥(௞ݔ)ܳ∥∥

there are a subset ܣ ⊂ ℕ, ,௞ݎ)} :(௞ݏ ݇ ∈ {ܣ ⊂ ܵℝమ  and (ߙ, (ߚ ∈ ܵ(ℝమ)∗ satisfying 

෍  
௞∈஺

௞ߙ  > 1 − ,଴ߝ ,௞ݎ  ௞ݏ ≥ 0, ௞ݎߙ  + ௞ݏߚ = 1,  ∀݇ ∈  (39)                     ,ܣ

and 
∥∥(௞ݔ)ܲ∥∥| − |௞ݎ < ,଴ߝ ∥∥(௞ݔ)ܳ∥∥|  − |௞ݏ < ,଴ߝ  ∀݇ ∈  (40)                     .ܣ

It is clearly satisfied that 

∥∥
∥∥෍  

௞∈஺

௞ݔ௞ߙ 
∥∥
∥∥  ≥

∥∥
∥∥෍  

ஶ

௞ୀଵ

௞ݔ௞ߙ 
∥∥
∥∥ −

∥∥
∥∥
∥

෍  
௞∈ℕ∖஺

௞ݔ௞ߙ 
∥∥
∥∥
∥

 ≥
∥∥
∥∥෍  

ஶ

௞ୀଵ

௞ݔ௞ߙ 
∥∥
∥∥ − ෍  

௞∈ℕ∖஺

௞ߙ 

 > 1 − ଴ߟ − ଴ ቀby (2.13)ቁߝ
 > 1 − .଴ߝ2

                            (41) 

Now fix arbitrary elements ݉଴ ∈ ܵெ and ݊଴ ∈ ܵே and define the following elements: 

݉௞: = ቐ
(௞ݔ)௞ܲݎ
∥∥(௞ݔ)ܲ∥∥

 if ݇ ∈ (௞ݔ)ܲ and ܣ ≠ 0

௞݉଴ݎ  if ݇ ∈ (௞ݔ)ܲ and ܣ = 0
 

and 

݊௞: = ቐ
(௞ݔ)௞ܳݏ
∥∥(௞ݔ)ܳ∥∥

 if ݇ ∈ (௞ݔ)ܳ and ܣ ≠ 0

௞݊଴ݏ  if ݇ ∈ (௞ݔ)ܳ and ܣ = 0.
 

Next we write ݕ௞: = ݉௞ + ݊௞ for all ݇ ∈ ௞ݎ)| Since .ܣ , |(௞ݏ = 1 for every ݇ ∈  it is clear that ,ܣ
:௞ݕ} ݇ ∈ {ܣ ⊂ ܵ௑ and in view of (40) we obtain 

௞ݕ∥∥ − ∥∥௞ݔ ≤ ௞ݎ| − |∥∥(௞ݔ)ܲ∥∥ + ௞ݏ| − |∥∥(௞ݔ)ܳ∥∥ < ,଴ߝ2  ∀݇ ∈  (42)      .ܣ
By the previous inequality and bearing in mind (41) we have 

∥∥
∥∥෍  

௞∈஺

  ௞ݕ௞ߙ
∥∥
∥∥ >

∥∥
∥∥෍  

௞∈஺

  ௞ݔ௞ߙ
∥∥
∥∥ − ଴ߝ2 > 1 −  .଴ߝ4

In view of Hahn-Banach theorem there is a functional ݔ∗ ∈ ܵ௑∗  such that 
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Re ݔ∗ ൭෍  
௞∈஺

௞൱ݕ௞ߙ  =
∥∥
∥∥෍  

௞∈஺

௞ݕ௞ߙ 
∥∥
∥∥ > 1 −  .଴ߝ4

Now we define ܤ = {݇ ∈ :ܣ Re ݔ∗(ݕ௞) > 1 −  In view of Lemma (6.3.4) we have that .{ݎ

෍  
௞∈஻

௞ߙ > 1 −
଴ߝ4

ݎ
> 0.                                              (43) 

If we decompose ݔ∗ = ݉∗ + ݊∗, for each ݇ ∈  we have that ܤ
1 − ݎ  < Re (௞ݕ)∗ݔ = Re൫݉∗(݉௞) + ݊∗(݊௞)൯

 ≤ ∥݉∗∥∥∥݉௞∥∥ + Re ݊∗(݊௞)
 ≤ ∥݉∗∥∥∥݉௞∥∥ + ∥݊∗∥∥∥݊௞∥∥ ≤ 1.

                        (44) 

As a consequence of (44), for each ݇ ∈  we also have that ,ܤ
௞ݎ∥∗݉∥ = ∥݉∗∥∥∥݉௞∥∥ ≤ Re ݉ ∗(݉௞) +  (45)                             ݎ

and 
௞ݏ∥∗݊∥ = ∥݊∗∥∥∥݊௞∥∥ ≤ Re ݊∗(݊௞) +  (46)                                   .ݎ

In order to show the result we will consider three cases: 
Case 1) Assume that ∥݉∗∥ ≤  .ݏ

Since ∥݊∗∥ ≤ ∥∗ݔ∥ = 1, in view of (44) we know that 
௞ݏ ≥ ௞ݏ∥∗݊∥ ≥ 1 − ݎ − ݏ > 1 − ,ߜ  ∀݇ ∈  (47)                           .ܤ

By using also (46) we obtain that 
Re ݊∗(݊௞) ≥ 1 − ݎ2 − ݏ > 1 − ,ଵߟ  ∀݇ ∈  .ܤ

Since ܰ has the AHSp there are ܥ ⊂ ,ܤ :௞ݒ} ݇ ∈ {ܥ ⊂ ܵே and ݊ଵ
∗ ∈ ܵே∗ such that 

෍  
௞∈஼

௞ߙ  > (1 − (ଵߝ ෍  
௞∈஻

௞ߙ  , ݊ଵ
(௞ݒ)∗ = 1 and ∥∥ݒ௞ − ݊௞∥∥ < ,ଵߝ  ∀݇ ∈ .ܥ (48) 

By (47) we can use (36), and so for every ݇ ∈ there is ܽ௞ ܥ ∈ ℝ such that 
|(ܽ௞ , 1)| = 1,  |ܽ௞ − |௞ݎ <

ߝ
5

.                                             (49) 
So we define the subset {ݖ௞: ݇ ∈ {ܥ ⊂ ܺ by 

௞ݖ = ܽ௞
݉௞

∥∥݉௞∥∥
+ ௞ if  ݉௞ݒ ≠ 0, ௞ݖ  = ܽ௞݉଴ + ௞  if  ݉௞ݒ = 0,  ∀݇ ∈  .ܥ

Clearly we have that 
∥∥௞ݖ∥∥ = |(ܽ௞ , 1)| = 1,  ∀݇ ∈  .ܥ

By (42), (49) and (48) we obtain that 
௞ݖ∥∥ − ∥∥௞ݔ  ≤ ௞ݖ∥∥ − ∥∥௞ݕ + ௞ݕ∥∥ − ∥∥௞ݔ

 ≤ |ܽ௞ − |௞ݎ + ௞ݒ∥∥ − ݊௞∥∥ + ଴ߝ2

 ≤
ߝ
5

+ ଵߝ + ଴ߝ2

 < .ߝ

 

We also have that 
݊ଵ

(௞ݖ)∗ = ݊ଵ
(௞ݒ)∗ = 1,  ∀݇ ∈  .ܥ

Finally from (48) and (43) we also know that 

෍  
௞∈஼

௞ߙ > (1 − (ଵߝ ෍  
௞∈஻

௞ߙ > (1 − (ଵߝ ൬1 −
଴ߝ4

ݎ
൰ > 1 − ଵߝ −

଴ߝ4

ݎ
> 1 −  .ߝ

So the proof is finished in this case. 
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Case 2) Assume that ∥݊∗∥ ≤  .ݏ
We can proceed in the same way that in Case 1, but by using that ܯ has the AHSp. 

Case 3) Assume that ∥݉∗∥, ∥݊∗∥ >  .ݏ
We define the set ܤଵ given by 

ଵܤ = {݇ ∈ :ܤ ௞ݎ ≥  .{ݏ
For each element ݇ ∈  ଵ, in view of (45) we have thatܤ

Re ݉ ∗(݉௞)
௞ݎ∥∗݉∥

≥ 1 −
ݎ

௞ݎ∥∗݉∥
≥ 1 −

ݎ
ଶݏ > 1 −  .ଵߟ

Since ܯ has the AHSp there is a set ܦଵ ⊂ ,ଵܤ :௞ݑ} ݇ ∈ {ଵܦ ⊂ ܵெ and ݉ଵ
∗ ∈ ܵெ∗ such that 

෍  
௞∈஽భ

௞ߙ ≥ (1 − (ଵߝ ෍  
௞∈஻భ

௞ߙ ≥ ෍  
௞∈஻భ

௞ߙ −  ଵ                                      (50)ߝ

and 

∥∥
௞ݑ∥ −

݉௞

௞ݎ ∥∥
∥ < ,ଵߝ  ݉ଵ

(௞ݑ)∗ = 1,  ∀݇ ∈  ଵ.                                       (51)ܦ

In an analogous way, we can proceed by defining the set ܥଵ = {݇ ∈ :ܤ ௞ݏ ≥  and by using that {ݏ
ܰ has the AHSp we obtain that there is a set ܨଵ ⊂ ,ଵܥ :௞ݒ} ݇ ∈ {ଵܨ ⊂ ܵே and ݊ଵ

∗ ∈ ܵே∗ such that 
෍  
௞∈ிభ

௞ߙ ≥ (1 − (ଵߝ ෍  
௞∈஼భ

௞ߙ ≥ ෍  
௞∈஼భ

௞ߙ −  ଵ                                  (52)ߝ

and 

∥∥
௞ݒ∥ −

݊௞

௞ݏ ∥∥
∥ < ,ଵߝ  ݊ଵ

(௞ݒ)∗ = 1,  ∀݇ ∈  ଵ.                                       (53)ܨ

Let us notice that for ݇ ∈ ܤ ∖ ௞ݎ ଵ we have thatܤ ≤ and since 1 ݏ = ௞ݎ)| , |(௞ݏ ≤ ݏ + ௞ݏ < ଵ
ଶ

+

௞ݏ ௞ thenݏ > ଵ
ଶ

> ݇ Hence .ݏ ∈  ଵ. Hence we checked thatܥ
ܤ ∖ ଵܤ ⊂ ܤ  ଵ  and soܥ ∖ ଵܥ ⊂  ଵ.                                             (54)ܤ

Clearly we have that 
෍   

௞∈஻భ∩஼భ

௞ߙ   ≤ ෍  
௞∈஽భ∩ிభ

௞ߙ  + ෍  
௞∈஻భ∖஽భ

௞ߙ  + ෍  
௞∈஼భ∖ிభ

௞ߙ 

≤ ෍  
௞∈஽భ∩ிభ

  ௞ߙ + ଵ  (by (50) and (52))ߝ2
                         (55) 

We also obtain 
෍  

௞∈஻∖஻భ

௞ߙ  = ෍  
௞∈(஻∖஻భ)∩ிభ

௞ߙ  + ෍  
௞∈஻∖(஻భ∪ிభ)

௞ߙ 

≤ ෍  
௞∈(஻∖஻భ)∩ிభ

௞ߙ  + ෍  
௞∈஼భ∖ிభ

௞ ቀ by (2.28)ቁߙ 

         ≤ ෍  
௞∈(஻∖஻భ)∩ிభ

௞ߙ  + .ଵ  (by (52))ߝ

          (56) 

By arguing as above we get 
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෍  
௞∈஻∖஼భ

௞ߙ  ≤ ෍  
௞∈(஻∖஼భ)∩஽భ

௞ߙ  + ෍  
௞∈஻∖(஼భ∪஽భ)

  ௞ߙ

≤ ෍  
௞∈(஻∖஼భ)∩஽భ

௞ߙ  + ෍  
௞∈஻భ∖஽భ

௞  (by (54))ߙ 

≤ ෍  
௞∈(஻∖஼భ)∩஽భ

௞ߙ  + ଵ  (by (50))ߝ

                       (57) 

Now we take the set ܥ given by ܥ = ଵܦ) ∩ ܤ)ଵ)⋃൫ܨ ∖ (ଵܤ ∩ ଵ൯ܨ ∪ ൫(ܤ ∖ (ଵܥ ∩  ଵ൯. Let usܦ
notice that in view of (54) the three subsets whose union is ܥ are pairwise disjoint. 

We deduce that 
 

෍  
௞∈஼

௞ߙ   = ෍  
௞∈஽భ∩ிభ

௞ߙ  + ෍  
௞∈(஻∖஻భ)∩ிభ

௞ߙ  + ෍  
௞∈(஻∖஼భ)∩஽భ

௞ߙ 

 ≥ ෍  
௞∈஻భ∩஼భ

௞ߙ  + ෍  
௞∈஻∖஻భ

௞ߙ  + ෍  
௞∈஻∖஼భ

௞ߙ  − ,ଵ by (55)ߝ4 (56) and (57)) 

 = ෍  
୩∈୆

௞ߙ − ଵߝ4

 > 1 −
଴ߝ4

ݎ
− ଵ (by (43))ߝ4

 > 1 − .ߝ

 

If ܦଵ = ∅, then ܥ = ܤ) ∖ (ଵܤ ∩ ଴ݑ ଵ. In this case we choose any elementsܨ ∈ ܵெ and ݉ଵ
∗ ∈ ܵெ∗ 

with ݉ଵ
(଴ݑ)∗ = 1. Analogously, in case that ܨଵ = ∅, we have ܥ = ܤ) ∖ (ଵܥ ∩  ଵ and we chooseܦ

଴ݒ ∈ ܵே and ݊ଵ
∗ ∈ ܵே∗ such that ݊ଵ

(଴ݒ)∗ = 1. Otherwise ܦଵ ≠ ∅ and ܨଵ ≠ ∅ and so the elements 
݉ଵ

∗ and ݊ଵ
∗  satisfying (51) and (53) attain their norms; so in this case we can choose ݑ଴ ∈ ܵெ 

and ݒ଴ ∈ ܵே with ݉ଵ
(଴ݑ)∗ = 1 and ݊ଵ

(଴ݒ)∗ = 1. 
For each ݇ ∈  we define ܥ

௞ݖ = ቐ
௞ݑ௞ݎ + ௞ݒ௞ݏ  if ݇ ∈ ଵܦ ∩ ଵܨ

଴ݑ௞ݎ + ௞ݒ௞ݏ  if ݇ ∈ ܤ) ∖ (ଵܤ ∩ ଵܨ

௞ݑ௞ݎ + ଴ݒ௞ݏ  if ݇ ∈ ܤ) ∖ (ଵܥ ∩ .ଵܦ
 

We claim that ∥∥ݖ௞ − ∥∥௞ݔ < ݇ for each ߝ ∈ ݇ To see this observe that for .ܥ ∈ ଵܦ ∩  ଵ we haveܨ
௞ݖ∥∥ − ∥∥௞ݔ  ≤ ௞ݖ∥∥ − ∥∥௞ݕ + ௞ݕ∥∥ − ∥∥௞ݔ

 ≤ ฬ൬ݎ௞ ∥∥
௞ݑ∥ −

݉௞

௞ݎ ∥∥
∥ , ௞ݏ ∥∥

௞ݒ∥ −
݊௞

௞ݏ ∥∥
∥൰ฬ + ଴  (by (2.16) by (51) and (53))ߝ2

 ≤ ,ଵߝ௞ݎ)| |(ଵߝ௞ݏ +  ଴ߝ2
 ≤ ଵߝ + ଴ߝ2 < ߝ

 

For ݇ ∈ ܤ) ∖ (ଵܤ ∩  ଵ we have thatܨ

௞ݖ∥∥ − ∥∥௞ݔ ≤ ௞ݖ∥∥ − ∥∥௞ݕ + ௞ݕ∥∥ − ∥∥௞ݔ ≤ ௞ݎ2 + ௞ݏ ∥∥
௞ݒ∥ −

݊௞

௞ݏ ∥∥
∥ +  ଴ߝ2

≤ ݏ2 + ଵߝ +                                ଴ ቀby (53)ቁߝ2
<                                                                           .ߝ
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In case when ݇ ∈ ܤ) ∖ (ଵܥ ∩  ,ଵܦ
௞ݖ∥∥ − ∥∥௞ݔ  ≤ ௞ݖ∥∥ − ∥∥௞ݕ + ௞ݕ∥∥ − ∥∥௞ݔ

 ≤ ௞ݎ ∥∥
௞ݑ∥ −

݉௞

௞ݎ ∥∥
∥ + ௞ݏ2 + ଴ߝ2

 ≤ ଵߝ + ݏ2 +  ଴  (by (51))ߝ2
 < ߝ

 

and this proves the claim. 
Now we observe that ݉ߙଵ

∗ + ଵ݊ߚ
∗ ∈ ܺ∗ and ∥∥݉ߙଵ

∗ + ଵ݊ߚ
∗∥∥ = ,ߙ)| ∗|(ߚ = 1. In view of 

(51), (53) and the choice of ݑ଴ and ݒ଴, for each ݇ ∈  one clearly has ܥ
ଵ݉ߙ)

∗ + ଵ݊ߚ
(௞ݖ)(∗  = ଵ݉ߙ

∗൫ܲ(ݖ௞)൯ + ଵ݊ߚ
∗൫ܳ(ݖ௞)൯

 = ௞ݎߙ + ௞ݏߚ = 1.
 

Before we state and prove a stability result of AHSp for some infinite sums of Banach 
spaces that includes infinite ℓ௣-sums, we recall the following notion that was introduced in 
[357], [358]. 
Definition (6.3.10)[341]: A Banach space ܺ has the approximate hyperplane property (AHp) if 
there exists a function ߜ: (0,1) ⟶ (0,1) and a 1-norming subset ܥ of ܵ௑∗ satisfying the 
following property. 

Given ߝ > 0 there is a function Υ௑,ఌ: ܥ ⟶ ܵ௑∗  with the following condition 

∗ݔ ∈ ,ܥ ݔ ∈ ܵ௑, Re (ݔ)∗ݔ > 1 − (ߝ)ߜ ⇒ dist ൬ݔ, ܨ ቀΥ௑,ఌ(ݔ∗)ቁ൰ <  ,ߝ
where (∗ݕ)ܨ = ݕ} ∈ ܵ௑: Re (ݕ)∗ݕ = 1} for any ݕ∗ ∈ ܵ௑∗. 

A family of Banach spaces { ௜ܺ: ݅ ∈ uniformly if every space ௜ܺ ݌ܪܣ has {ܫ  has property 
 .ߜ with the same function ݌ܪܣ

Clearly we can assume that the 1-norming subset ܥ in the previous definition satisfies 
Tܥ ⊂  .where T is the unit sphere of the scalar field ,ܥ

Let us notice that a similar property to AHp was implicitly used to prove that several 
classes of spaces have AHSp (see [344]). 

It is known that property AHp implies AHSp (see [357]). Examples of spaces having AHp 
are finite-dimensional spaces, uniformly convex spaces, ܮଵ(ߤ) for every measure ߤ and also 
 see [344], Propositions 3.5,3.8,3.6 and) ܭ for every compact Hausdorff topological space (ܭ)ܥ
3.7 and also [357], Corollary 2.12). 

In what follows we will use the standard notation from the theory of Banach lattices as 
presented for example in [364]. We denote by ߱ the space of all real sequences. As usual, the 
order |ݔ|: = (|௡ݔ|) ≤ ݔ for |ݕ| = ,(௡ݔ) ݕ = (௡ݕ) ∈ ߱ means that |ݔ௡| ≤ ݊ ௡| for eachݕ| ∈ ℕ. 

A (real) Banach space ܧ ⊂ ߱ is solid whenever ݔ ∈ ,ݓ ݕ ∈ |ݔ| and ܧ ≤ ݔ then |ݕ| ∈  ܧ
and ∥ ݔ ∥ா≤∥ ݕ ∥ா . ܧ is said to be a Banach sequence lattice (or Banach sequence space) if ܧ ⊂
߱, ݑ is solid and there exists ܧ ∈ ݑ with ܧ > 0. A Banach sequence lattice ܧ is said to be order 
continuous if for every 0 ≤ ௡݂ ↓ 0, it follows that ∥∥ ௡݂∥∥ா → 0. If ܧ is an order-continuous Banach 
sequence lattice, then ܧ∗ can be identified in a natural way with the Köthe dual space (ܧᇱ, ∥⋅∥ாᇲ) 
of all ݔ = (௞ݔ) ∈ ߱ equipped with the norm 

∥ ݔ ∥ாᇲ: = sup
(௬ೖ)∈஻ಶ

  ෍  
ஶ

௞ୀଵ

 .|௞ݕ௞ݔ|
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Let ܧ be a Banach sequence lattice. For a given sequence ൫ܺ௞ , ∥⋅∥௑ೖ൯
௞ୀଵ
ஶ

 of Banach spaces the 
vector space of sequences ݔ = ௞ୀଵ(௞ݔ)

ஶ , with ݔ௞ ∈ ܺ௞  for each ݇ ∈ ℕ and with (∥∥ݔ௞∥∥) ∈  ,ܧ
becomes a Banach space when equipped with the norm 

∥∥(௞ݔ)∥∥ = ∥∥ቀ∥∥ݔ௞∥∥௑ೖ
ቁ∥∥ா

; 

this space will be denoted by (⊕ ∑௞ୀଵ
ஶ  ܺ௞)ா. 

Finally we recall that a Banach lattice ܧ is uniformly monotone (UM) if for every ߝ > 0 
there is ߜ > 0 such that whenever ݔ ∈ ܵா , ݕ ∈ ,ݔ and ܧ ݕ ≥ 0 the condition ∥ ݔ + ݕ ∥≤ 1 +  ߜ
implies that ∥ ݕ ∥≤  .It is known that every UM Banach lattice is order continuous (see [350]) .ߝ

We will use the following duality result which is well known in the case ܧ = ℓ௣ with 1 ≤
݌ < ∞ or ܧ = ܿ଴ (see, e.g., [347]). Since the proof of the general case is similar we omit it. 
Theorem (6.3.11)[341]: Let ܧ be an order continuous Banach sequence lattice and let (ܺ௡) be 
a sequence of Banach spaces. Then the mapping (⊕ ∑௡ୀଵ

ஶ  ܺ௡
∗)ாᇲ ∋ ∗ݔ = ௡ݔ)

∗ ) ↦ ߶௫∗ defined by 

߶௫∗(ݔ௡) = ෍  
ஶ

௡ୀଵ

௡ݔ
∗ ,(௡ݔ) (௡ݔ)  ∈ ൭⊕ ෍  

ஶ

௡ୀଵ

 ܺ௡൱
ா

. 

is an isometrical isomorphism from (⊕ ∑௡ୀଵ
ஶ  ܺ௡

∗)ாᇲ onto ((⊕ ∑௡ୀଵ
ஶ  ܺ௡)ா)∗. 

The following technical result will be useful. 
Lemma (6.3.12)[341]: Let ܧ be a Banach sequence lattice which is order continuous and {ܺ௞ : 
݇ ∈ ℕ} be a sequence of (nontrivial) Banach spaces. For each natural number ݇ assume that 
௞ܥ ⊂ ܵ௑ೖ

∗  is a 1-norming set for ܺ௞ . Then the set ܥ given by 
ܥ = {(݁௞

௞ݔ௞ߣ∗
∗): ݁∗ ∈ ܵாᇲ , ݁∗ ≥ 0, ௞ߣ ∈ ॶ, |௞ߣ| = 1, ௞ݔ

∗ ∈ ,௞ܥ ∀݇ ∈ ℕ} 
is a subset of ܵ௓∗, a 1-norming set for ܼ, where ॶ is the scalar field and ܼ = (⊕ ∑௞ୀଵ

ஶ  ܺ௞)ா. 
Proof. By Theorem (6.3.11) the set ܥ is contained in ܵ௓∗. Let ݖ = (௞ݖ) ∈ ܼ and ߝ > 0. By 
assumption we know that (∥∥ݖ௞∥∥) ∈  ᇱ, soܧ coincides with ∗ܧ ,In view of Theorem (6.3.11) .ܧ
there is a nonnegative element ݁∗ ∈ ܵாᇲ such that ݁ ∗൫(∥∥ݖ௞∥∥)൯ = ா∥∥(∥∥௞ݖ∥∥)∥∥ =∥ ݖ ∥. For each ݇ ∈
ℕ, ௞ is a 1-norming set for ܺ௞ܥ  and so there exists ݖ௞

∗ ∈ |௞ߣ| ௞ withߣ ௞ and a scalarܥ = 1 such 
that Re ߣ௞ݖ௞

(௞ݖ)∗ > ∥∥௞ݖ∥∥ − ఌ
൫௘ೖ

∗ାଵ൯ଶೖ. The element ݖ∗ = (݁௞
௞ݖ௞ߣ∗

∗) ∈  and ܥ

Re (ݖ)∗ݖ = ෍  
ஶ

୩ୀଵ

Re ݁ ௞
௞ݖ௞ߣ∗

(௞ݖ)∗ > ෍  
ஶ

୩ୀଵ

 ݁௞
∗ ቆ∥∥ݖ௞∥∥ −

ߝ
(݁௞

∗ + 1)2௞ቇ ≥∥ ݖ ∥  .ߝ−

We proved that ܥ is a 1-norming set for ܼ. 
Now we are ready to prove the stability of the AHSp. 

Theorem (6.3.13)[341]: Let ܧ be a Banach sequence lattice with the AHSp and such that it is 
uniformly monotone. Assume that {ܺ௞: ݇ ∈ ℕ} has property AHp uniformly. Then the space 
(⊕ ∑௞ୀଵ

ஶ  ܺ௞)ா has the AHSp. 
Proof. We take ܯ = {݇ ∈ ℕ: ܺ௞ ≠ 0}. If ܯ is infinite, there is no loss of generality in assuming 
that ܯ = ℕ. Otherwise the proof of the statement is essentially the same but easier. 

So we assume that ܺ௞ ≠ {0} for each ݇. We put ܼ: = (⊕ ∑௞ୀଵ
ஶ  ܺ௞)ா. 

Let us fix 0 < ߝ < 1. By assumption, {ܺ௞: ݇ ∈ ℕ} has AHp uniformly, so there is  : 
(0,1) ⟶ (0,1) satisfying Definition (6.3.10) for each ݇ ∈ ℕ. We choose 0 < ߟ <
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min ቄఌ
ସ

, ߜ ቀఌ
ସ
ቁቅ. Since ܧ is uniformly monotone, we can use condition ii) in [360], so there is 

0 < ߙ < 4/ߝ < 1 satisfying that 
݁ ∈ ܵா ,  ݁ ≥ 0, ܣ  ⊂ ℕ,  ∥∥݁߯஺∥∥ா >

ߝ
4

⇒ ∥∥݁߯ℕ∖஺∥∥ா
< 1 −  (58)                  .ߙ

For ݎ = (1 + ߟ2 − 1)/(ߟߙ + we choose 0 ,(ߟ2 < ᇱߝ < (1 −  ,Then by our assumption .3/ߝ(ݎ
it follows that there is 0 < ᇱߟ <  satisfies the statement (d) in Proposition (6.3.3) ܧ ᇱ such thatߝ
for (ߝᇱ,  .(ᇱߟ

In order to prove that ܼ satisfies the AHSp we will show that condition (d) in Proposition 
(6.3.3) is satisfied for (ߝ,  .(ᇱߟ

Assume that (ݖ௡) is a sequence in ܵ௓ and ∑ߙ௡ is a convex series such that ∥∥∑௡ୀଵ
ஶ ∥∥௡ݖ௡ߙ  >

1 −  .ᇱߟ
Then 

1 − ᇱߟ  <
∥∥
∥∥෍  

ஶ

௡ୀଵ

  ௡ݖ௡ߙ
∥∥
∥∥

 =
∥∥
∥∥
∥

൭
∥∥
∥∥෍  

ஶ

௡ୀଵ

(݇)௡ݖ௡ߙ 
∥∥
∥∥൱

௞∥∥
∥∥
∥

ா

 ≤∥ ൭෍  
ஶ

௡ୀଵ

௡(݇)∥∥௞ݖ∥∥௡ߙ  ∥ா

 =
∥∥
∥∥෍  

ஶ

௡ୀଵ

௞(∥∥(݇)௡ݖ∥∥)௡ߙ 
∥∥
∥∥

ா

.

                                     (59) 

Combining our hypothesis that ܧ has the AHSp with (∥∥ݖ௡(݇)∥∥)௞ ∈ ܵா for each positive integer 
݊, we conclude that there is a finite subset ܣ ⊂ ℕ and {ݎ௡: ݊ ∈ {ܣ ⊂ ܵா such that 

෍  
௡∈஺

௡ߙ > 1 −  ᇱ                                                               (60)ߝ

and also 
௡ݎ ≥ 0, ௡ݎ∥∥ − ௞∥∥ா(∥∥(݇)௡ݖ∥∥)                                 

< ∗ݎ ᇱ and there isߝ ∈ ܵாᇲ  with ݎ∗(ݎ௡) = 1, for all  ݊ ∈  (61)       .ܣ
Hence from (59) and (60) we obtain that 

1 − ᇱߟ − ᇱߝ <
∥∥
∥∥෍  

௡∈஺

௡ݖ௡ߙ 
∥∥
∥∥.                                                      (62) 

For each ݇ ∈ ℕ we choose an element ݔ௞ ∈ ܵ௑ೖ  and define for every ݊ ∈  ܼ ௡ inݑ the element ܣ
given by 

(݇)௡ݑ = ቐ
(݇)௡ݎ

(݇)௡ݖ
∥∥(݇)௡ݖ∥∥

 if ݖ௡(݇) ≠ 0

௞ݔ(݇)௡ݎ  otherwise .
 

By (61) it is clearly satisfied that 
௡ݑ∥∥ − ∥∥௡ݖ = ௡ݎ∥∥ − ௞∥∥ா(∥∥(݇)௡ݖ∥∥) < ,ᇱߝ  ∀݊ ∈  (63)                                 .ܣ

So in view of (62) we obtain that 
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1 − ᇱߟ − ᇱߝ2 <
∥∥
∥∥෍  

௡∈஺

௡ݑ௡ߙ 
∥∥
∥∥.                                              (64) 

By assumption, {ܺ௞: ݇ ∈ ℕ} has AHp uniformly. For each ݇ ∈ ℕ let ܩ௞ ⊂ ܵ௑ೖ
∗  be the 1-norming 

set for ܺ௞  satisfying Definition (6.3.10). We can also assume that ܩ௞ = :∗ݔߣ} ߣ ∈ ॶ, |ߣ| =
1, ∗ݔ ∈ ݇ ௞} for eachܩ ∈ ℕ. By Lemma (6.3.12) there is ݖ∗ ∈ ܵ௓∗  that can be written as ݖ∗ ≡
௞ݖ)

∗) = (݁௞
௞ݔ∗

∗) where ݁∗ ∈ ܵாᇲ , ݁∗ ≥ 0 and ݔ௞
∗ ∈ ݇ ௞ for eachܩ ∈ ℕ satisfying that 

1 − ᇱߟ − ᇱߝ2 < Re ∗ݖ ൭෍  
௡∈஺

 .௡൱ݑ௡ߙ 

Now we define the set ܥ by ܥ = {݊ ∈ :ܣ Re ݖ∗(ݑ௡) >  By Lemma (6.3.4) we obtain that .{ݎ

෍  
௡∈஼

௡ߙ > 1 −
ᇱߟ + ᇱߝ2

1 − ݎ
> 1 − ߝ > 0. 

For each element ݊ ∈  we have that ܥ

ݎ  < Re (௡ݑ)∗ݖ = ෍  
ஶ

௞ୀଵ

 Re ௞ݖ
∗൫ݑ௡(݇)൯

 ≤ ෍  
ஶ

௞ୀଵ

  หݖ௞
∗൫ݑ௡(݇)൯ห

 ≤ ෍  
ஶ

௞ୀଵ

  ௞ݖ∥∥
∥∥(݇)௡ݑ∥∥∥∥∗

 ≤ ௞ݖ∥∥)∥∥
∗∥∥)∥∥ாᇲ∥∥(∥∥ݑ௡(݇)∥∥)௞∥∥ா

 = 1.

                                    (66) 

For each ݊ ∈ ݇ and ܥ ∈ ℕ we put 
݀௡(݇) = ௞ݖ∥∥

∥∥(݇)௡ݑ∥∥∥∥∗ − Re ௞ݖ
∗൫ݑ௡(݇)൯. 

The chain of inequalities (66) implies that 

෍  
ஶ

௞ୀଵ

݀௡(݇) ≤ 1 − ,ݎ  ∀݊ ∈  (67)                                                      .ܥ

We now fix a positive integer ݇. If ݖ௞
∗ = 0, then ݀௡(݇) = 0 for every ݊ ∈ ݊ If .ܥ ∈  and ܥ

(݇)௡ݑ = 0 for some ݇ ∈ ℕ then ݀௡(݇) = 0. Otherwise it is satisfied that 

Re
௞ݖ

∗

௞ݖ∥∥
∗∥∥

ቆ
(݇)௡ݑ

∥∥(݇)௡ݑ∥∥
ቇ = 1 −

݀௡(݇)
௞ݖ∥∥

∥∥(݇)௡ݑ∥∥∥∥∗
.                                          (68) 

In what follows, for each ݊ ∈  we consider the following subset ,ܥ
௡ܤ = {݇ ∈ ℕ: ݀௡(݇) < ௞ݖ∥∥ߟ

 .{∥∥(݇)௡ݑ∥∥∥∥∗
By (66) we know that 

ݎ < ෍  
ஶ

௞ୀଵ

  ௞ݖ∥∥
                                             ∥∥(݇)௡ݑ∥∥∥∥∗

      = ෍  
௞∈஻೙

  ௞ݖ∥∥
∥∥(݇)௡ݑ∥∥∥∥∗ + ෍  

௞∈ℕ∖஻೙

  ௞ݖ∥∥
 ∥∥(݇)௡ݑ∥∥∥∥∗
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 ≤ ෍  
௞∈஻೙

  ௞ݖ∥∥
∥∥(݇)௡ݑ∥∥∥∥∗ +

1
ߟ

෍  
௞∈ℕ∖஻೙

  ݀௡(݇)

≤ ෍  
௞∈஻೙

  ௞ݖ∥∥
∥∥(݇)௡ݑ∥∥∥∥∗ +

1
ߟ

(1 − .(by (67))  (ݎ
 

As a consequence, 

෍  
௞∈஻೙

௞ݖ∥∥
∥∥(݇)௡ݑ∥∥∥∥∗ > ݎ −

1 − ݎ
ߟ

> 0                                            (69) 

and in view of (66) we deduce that 

෍  
௞∈ℕ∖஻೙

௞ݖ∥∥
∥∥(݇)௡ݑ∥∥∥∥∗ < 1 − ݎ +

1 − ݎ
ߟ

,  ∀݊ ∈  (70)                                 .ܥ

In view of (68), for every ݊ ∈ ݇ and ܥ ∈  ௡ it is satisfied thatܤ

Re ݔ௞
∗ ൬

(݇)௡ݑ
∥∥(݇)௡ݑ∥∥

൰ = Re 
௞ݖ

∗

௞ݖ∥∥
∗∥∥

൬
(݇)௡ݑ

∥∥(݇)௡ݑ∥∥
൰ = 1 −

݀௡(݇)
௞ݖ∥∥

∥∥(݇)௡ݑ∥∥∥∥∗
> 1 −  .ߟ

Now we will use that for each ݇ the space ܺ ௞  has the property AHp for the function ߟ ,ߜ < ߜ ቀఌ
ସ
ቁ 

and ݔ௞
∗ ∈ ݇ ௞. Hence for eachܩ ∈∪௟∈஼ ௟ܤ , there is ݕ௞

∗ ∈ ܵ௑ೖ
∗ such that if ݊ ∈ ݇ and ܥ ∈  ௡ thereܤ

is ݉௡(݇) ∈ ܵ௑ೖ  with 

∥∥
∥݉௡(݇) − ௨೙(௞)

∥∥௨೙(௞)∥∥∥∥
∥ < ఌ

ସ
,   and  Re ݕ௞

∗൫݉௡(݇)൯ = 1,  ∀݊ ∈ ,ܥ  ∀݇ ∈  ௡.              (71)ܤ
Let ܦ = ℕ ∖ ⋃௟∈஼ ݇ ௟. For eachܤ  ∈ ௞ݕ we choose any element ,ܦ

∗ ∈ ܵ௑ೖ
∗  such that ݕ௞

(௞ݔ)∗ = 1. 
For each ݊ ∈ ௡ܥ we write ,ܥ = ⋃௟∈஼ ௟ܤ  ∖ ௡ݒ ௡ and defineܤ ∈ ܼ by 

(݇)௡ݒ = ൞
(݇)௡(݇)݉௡ݎ  if ݇ ∈ ௡ܤ

(݇)௡(݇)݉௣(௞)ݎ  if ݇ ∈ ௡ܥ

௞ݔ(݇)௡ݎ  if ݇ ∈ ,ܦ
 

where ݌(݇) = min{ݏ ∈ :ܥ ݇ ∈ ݇ ௦} ifܤ ∈ ⋃௟∈஼ ௟ܤ  . It is clear that ∥∥ݒ௡∥∥ = ௡∥∥ாݎ∥∥ = 1 for each ݊ ∈
 .ܥ

We clearly have that 
௡߯஻೙∥∥ாݎ∥∥

= ∥∥௡߯஻೙ݑ∥∥ ≥ Re  ௡߯஻೙൯ݑ൫∗ݖ

       = Re ෍  
௞∈஻೙

  ௞ݖ
∗൫ݑ௡(݇)൯ 

= ෍  
ஶ

௞ୀଵ

 Re ௞ݖ
∗൫ݑ௡(݇)൯ − ෍  

௞∈ℕ∖஻೙

 Re ௞ݖ
∗൫ݑ௡(݇)൯                    

> ݎ − ෍  
௞∈ℕ∖஻೙

 Re ௞ݖ
∗൫ݑ௡(݇)൯ ቀ by (2.40)ቁ                          

≥ ݎ − ෍  
௞∈ℕ∖஻೙

  ௞ݖ∥∥
                               ௡(݇)∥∥   (by (70))ݑ∥∥∥∥∗

              > ݎ − ൬1 − ݎ +
1 − ݎ

ߟ
൰ 
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= ݎ2 − 1 −
1 − ݎ

ߟ
= 1 −  (72)                                         .ߙ

Since 0 ≤ ݊ ௡ for eachݎ ∈ :௡ݎ} and ܥ ݊ ∈ {ܥ ⊂ ܵா, from (72) and (58) it follows that 

௡߯ℕ∖஻೙∥∥ாݎ∥∥
≤

ߝ
4

.                                                          (73) 
For every ݊ ∈ ݇ and ܥ ∈  ௡, in view of (71) we have thatܤ

(݇)௡ݒ∥∥ − ∥∥(݇)௡ݑ  = (݇)௡(݇)݉௡ݎ∥∥ − ∥∥(݇)௡ݑ

 ≤
ߝ
4

.(݇)௡ݎ                                 (74) 

Hence from (74), for every ݊ ∈  we have that ܥ
௡ݒ∥∥ − ∥∥௡ݑ ≤ ௡ݒ)∥∥ − ∥∥௡)߯஻೙ݑ + ∥∥௡߯ℕ∖஻೙ݒ∥∥ + ∥∥௡߯ℕ∖஻೙ݑ∥∥

≤
ߝ
4 ௡∥∥ாݎ∥∥ + ௡߯ℕ∖஻೙∥∥ாݎ∥∥2

  (by (74))

≤
ߝ3
4

 ( by (73)).

 

Combining with (63), we conclude that for each ݊ ∈  ,ܥ
௡ݒ∥∥ − ∥∥௡ݖ  ≤ ௡ݒ∥∥ − ∥∥௡ݑ + ௡ݑ∥∥ − ∥∥௡ݖ

 ≤
ߝ3
4

+ ᇱߝ < .ߝ
 

Let ݒ∗ be the element in ܼ ∗ given by ݒ∗ = ௞ݎ}
௞ݕ∗

∗}. By Theorem (6.3.11) it is satisfied that ∥ݒ∗∥ =
ாᇲ∥∗ݎ∥ = 1. For each ݊ ∈  we clearly have that ܥ

(௡ݒ)∗ݒ  = ෍  
ஶ

௞ୀଵ

  ௞ݎ
௞ݕ∗

 ((݇)௡ݒ)∗

= ෍  
௞∈஻೙

  ௞ݎ
௞ݕ(݇)௡ݎ∗

∗൫݉௡(݇)൯ + ෍  
௞∈஼೙

  ௞ݎ
௞ݕ(݇)௡ݎ∗

∗ ቀ݉௣(௞)(݇)ቁ + ෍  
௞∈஽

  ௞ݎ
௞ݕ(݇)௡ݎ∗

           (௞ݔ)∗

              = ෍  
ஶ

௞ୀଵ

  ௞ݎ
 ௡(݇) (by (71))ݎ∗

              = (௡ݎ)∗ݎ = 1 (by (61)). 
From (65) we also know that ∑௡∈஼ ௡ߙ  > 1 −  .so the proof is finished ,ߝ

As we mentioned above uniformly convex spaces have AHp. Indeed in this case the 
modulus of convexity plays the role of the function ߜ satisfying Definition (6.3.10) and the 
identity function on the unit sphere of the dual plays the role of the function Υఋ  [346]. So a 
family { ௜ܺ: ݅ ∈  of uniformly convex Banach spaces has the AHp uniformly in case that {ܫ
inf{ߜ௜(ߝ): ݅ ∈ {ܫ > 0, for any ߝ > 0, being ߜ௜ the modulus of convexity of ௜ܺ . Also (ܭ)ܥ spaces 
and ܮଵ(ߤ) have AHp uniformly for any compact Hausdorff space ܭ and any measure [357] ߤ. 
As a consequence of Theorem (6.3.13) and [344] we deduce, for instance, the following result. 
Corollary (6.3.14)[341]: Let {ܺ௞: ݇ ∈ ℕ} be a sequence of (nontrivial) Banach spaces such that 
any of them is either a uniformly convex space or (ܭ)ܥ (some compact ܭ) or ܮଵ(ߤ) (some 
measure ߤ). Let ܣ = {݇ ∈ ℕ: ܺ௞  is a uniformly convex space } and assume that 
inf{ߜ௞(ߝ): ݇ ∈ {ܣ > 0 for every ߝ > 0, being ߜ௞  the modulus of convexity of ܺ௞. Then the pair 
ቀℓଵ, (⊕ ∑௞ୀଵ

ஶ  ܺ௞)ℓ೛ቁ satisfies the ݌ܤܲܤ for every 1 ≤ ݌ < ∞. 
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We remark that in general AHSp is not stable under infinite ℓଵ-sums (see [349]). So in 
order to have the stability result in Theorem (6.3.13) some additional restriction is needed. Now 
we show the following partial converse of Theorem (6.3.13) that extends to some infinite sums 
the necessary condition obtained in Theorem (6.3.9). 
Proposition (6.3.15)[341]: Let {ܺ௞: ݇ ∈ ℕ} be a sequence of (nontrivial) Banach spaces and ܧ 
be an order continuous Banach sequence lattice. Assume that the space ܼ = (⊕ ∑௞ୀଵ

ஶ  ܺ௞)ா has 
the approximate hyperplane series property. Then there is a function ̃ߟ: (0,1) → (0,1) such that 
ܺ௞  satisfies the approximate hyperplane series property with the function ̃ߟ for every ݇ ∈ ℕ. 
One can take the function given by ̃(ߝ)ߟ = ߟ ቀఌ

ଶ
ቁ, where ߟ is the function satisfying Definition 

(6.3.2) for ܼ. 
Proof. It suffices to prove that ଵܺ has the property AHSp for ̃ߟ. Consider the subspace ܼଵ of ܼ 
given by 

ܼଵ = ݖ} ∈ ܼ: (݇)ݖ = 0, ∀݇ ≥ 2}. 
Notice that the mapping from ܼଵ into ଵܺ given by ݖ ↦  ଵ∥∥ா is a linear isometry, where ݁ଵ݁∥∥(1)ݖ
is the sequence given by ݁ଵ(݇) = ଵߜ

௞ for each natural number ݇ . Since AHSp is clearly preserved 
by linear isometries (and the function ߟ satisfying AHSp also) then it suffices to prove that ܼଵ 
satisfies AHSp with the function ̃ߟ. 

So let us fix 0 < ߝ < 1. Assume that ߙ௡ ≥ 0, ௡ݑ ∈ ܵ௓భ for every ݊, ∑௡ୀଵ
ஶ ௡ߙ  = 1 and it is 

also satisfied that 

∥∥
∥∥෍  

ஶ

௡ୀଵ

௡ݑ௡ߙ 
∥∥
∥∥ > 1 − ߟ ቀ

ߝ
2

ቁ. 

By assumption ܼ has the AHSp, so there is a subset ܣ ⊂ ℕ such that ∑௡∈஺ ௡ߙ  > 1 − ఌ
ଶ

> 1 −
,ߝ ∗ݖ ∈ ܵ௓∗ and {ݖ௡: ݊ ∈ {ܣ ⊂ ܵ௓ such that 

௡ݖ∥∥ − ∥∥௡ݑ <
ߝ
2

  and  ݖ∗(ݖ௡) = 1,  ∀݊ ∈  (75)                       .ܣ
For every ݊ ∈ ௡ݕ we define the element ܣ ∈ ܼଵ given by 

௡(1)ݕ = ,௡(1)ݖ (݇)௡ݕ  = 0,  ∀݇ ≥ 2. 
Let us fix ݊ ∈  We clearly have that .ܣ

௡ݕ∥∥ − ∥∥௡ݑ = (݇)௡ݕ∥∥)∥∥ − ௡(݇)∥∥)∥∥ாݑ ≤ (݇)௡ݖ∥∥)∥∥ − ௡(݇)∥∥)∥∥ாݑ = ௡ݖ∥∥ − ∥∥௡ݑ <
ߝ
2

.  (76) 
Since we know that 

∥∥௡ݕ∥∥ ≤ ∥∥௡ݖ∥∥ = 1,  ∀݊ ∈  ,ܣ
in view of (76) we deduce that 

1 −
ߝ
2

≤ ∥∥௡ݕ∥∥ ≤ 1,  ∀݊ ∈  (77)                                                    .ܣ
As a consequence of Theorem (6.3.11) we know that ݖ∗ ∈ (⊕ ∑௞ୀଵ

ஶ  ܺ௞
∗)ாᇲ and we also have 

௡(1)൯ݕ൫(1)∗ݖ = ௡(1)൯ݖ൫(1)∗ݖ = ∥∥௡(1)ݖ∥∥∥(1)∗ݖ∥ = ,∥∥௡(1)ݕ∥∥∥(1)∗ݖ∥  ∀݊ ∈ .ܣ (78) 
On the other hand, it is satisfied that 
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ห(1)∗ݖ൫ݕ௡(1)൯ห  = |(௡ݕ)∗ݖ|
 ≥ |(௡ݖ)∗ݖ| − ௡ݕ)∗ݖ| − |(௡ݖ
 ≥ 1 − ௡ݖ∥∥ − ∥∥௡ݕ
 ≥ 1 − ௡ݖ∥∥ − ∥∥௡ݑ − ௡ݑ∥∥ − ∥∥௡ݕ
 ≥ 1 − ௡ݖ∥∥2 −  ௡∥∥  (by (76))ݑ
 > 1 − ߝ > 0  (by (75)) .

                        (79) 

We denote by ݓ∗ the element in ܼ∗ given by 
(1)∗ݓ = ,(1)∗ݖ (݇)∗ݓ  = 0,   if ݇ ≥ 2. 

Notice that ∥∥݁ଵ∥∥ாᇲ∥∥݁ଵ∥∥ா = 1. So it is clearly satisfied 
Re ݓ∗(ݕ௡)  = Re ݖ∗(ݕ௡)

 = ௡(1)∥∥ (by (78))ݕ∥∥∥∥(1)∗ݖ∥∥

 =
∥∗ݓ∥

∥∥݁ଵ∥∥ாᇲ

∥∥௡ݕ∥∥
∥∥݁ଵ∥∥ா

 = ,∥∥௡ݕ∥∥∥∗ݓ∥

 

and bearing in mind (79) we deduce that ݓ∗(ݕ௡) ≠ 0. 
Since for each ݊ ∈  we have also that ܣ

∥∥
௡ݑ∥ −

௡ݕ

∥∥∥∥௡ݕ∥∥
∥  ≤ ௡ݑ∥∥ − ∥∥௡ݕ + ∥∥

௡ݕ∥ −
௡ݕ

∥∥∥∥௡ݕ∥∥
∥

 <
ߝ
2

+ 1 − ∥∥௡ݕ∥∥ ≤ ,(by (76) and (77)) ߝ
 

we checked that ܼଵ has the AHSp for the function ̃ߟ as we wanted to show. 
Corollary (6.3.16)[365]: Let ܪ be a real or complex Hilbert space and assume that ݑ௝ , ௝ݒ ∈ ܵு

௝ . 
Then there is a surjective linear isometry Φ௝ on ܪ such that Φ௝(ݑ௝) = ௝ and ∑ฮΦ௝ݒ − ฮܫ =
∑ฮݑ௝ −  .௝ฮݒ
Proof. The result is obvious in the case dim ܪ = 1. Assume that dim ܪ ≥ 2. Thus there is an 
element ݒ௝

ୄ ∈ ܵு
௝  orthogonal to ݒ௝ and such that [ݑ௝ , [௝ݒ ⊂ ,௝ݒൣ ௝ݒ

ୄ൧, where [ݔ௝ ,  ୨] is the linearݕ
span of the vectors ݔ௝ and ݕ௝ in ܪ. Let (ݑ௝)ଵ, ଶ(௝ݑ) ∈ ॶ such that ݑ௝ = ௝ݒଵ(௝ݑ) + ௝ݒଶ(௝ݑ)

ୄ and 
write ݑ௝

ୄ = ௝ݒଶതതതതതതത(ఫݑ)− + ௝ݒଵതതതതതതത(ఫݑ)
ୄ. It is clearly satisfied that 

1 =∥ ௝ݑ ∥ଶ= ห(ݑ௝)ଵห
ଶ

+ ห(ݑ௝)ଶห
ଶ

  and  ൻݑ௝ , ௝ݑ
ୄൿ = 0. 

Let ܯ be a subspace of ܪ orthogonal to ൣݒ௝ , ௝ݒ
ୄ൧ = ௝ݑൣ , ௝ݑ

ୄ൧ and such that ܪ = ,௝ݑൣ ௝ݑ
ୄ൧ ⊕  .ܯ

Define the mapping Φ௝: ܪ ⟶  given by ܪ
Φ௝൫ݖ௝ݑ௝ + ௝ݑ௝ݓ

ୄ + ݉൯ = ௝ݒ௝ݖ + ௝ݒ௝ݓ
ୄ + ,௝ݖ)∀    ,݉ (௝ݓ ∈ ॶଶ , ݉ ∈  ,ܯ

which is a surjective linear isometry on ܪ. It clearly satisfies Φ௝(ݑ௝) = ௝ݑ௝ and Φ௝൫ݒ
ୄ൯ = ௝ݒ

ୄ. 
Clearly ∑(Φ௝ − (௝ݑ)(ܫ = ∑൫ݒ௝ − ௝൯ݑ , ∑(Φ௝ − ௝ݑ൫(ܫ

ୄ൯ = ∑൫ݒ௝
ୄ − ௝ݑ

ୄ൯ and ∑ ∥ ௝ݑ −
௝ݒ ∥ = ௝ݑ∥∥∑

ୄ − ௝ݒ
ୄ∥∥. Also we have that 

෍ൻݒ௝ − ௝ݑ , ௝ݒ
ୄ − ௝ݑ

ୄൿ = − ෍൫ൻݒ௝, ௝ݑ
ୄൿ + ൻݑ௝ , ௝ݒ

ୄൿ൯ = 0. 

Hence Φ௝ − ,௝ݑൣ restricted to ܫ ௝ݑ
ୄ൧ is a multiple of a linear isometry from this subspace into 

itself. As a consequence ∑ ∥ Φ௝ − ܫ ∥ = ∑ ∥ ௝ݑ − ௝ݒ ∥. 
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Corollary (6.3.17)[365]: Assume that { ௜ܺ: ݅ ∈  is a Hilbert ܪ ,is a family of Banach spaces {ܫ
space such that the pair ( ௜ܺ , ݅ for operators for every ݌ܤܲܤ has the (ܪ ∈  and with the same ܫ
function ߟ. Then the pair ൫(⊕ ∑௜∈ூ   ௜ܺ)ℓభ ,  .൯ has the BPBpܪ
Proof. We write ܼ = (⊕ ∑௜∈ூ   ௜ܺ)ℓభ. Given 0 < ߝ < 1, we choose positive real numbers ݎ,  and ݏ
 such that ݐ

ݎ  <
ߝ
4

, ݏ  < min ൜
ߝ
4

,
(ݎ)ுߜ

3
ൠ   and  ݐ < min ቊ

ߝ
4

, ,(ݏ)ߟ
(ݎ)ுߜ

3
ቋ,  

where ߜு  is the modulus of convexity of ܪ. 
Assume that ൫ݖ௝൯

଴
= ቄ൫ݖ௝൯

଴
(݅)ቅ ∈ ܵ௭ೕ

௝  and ܶ௝ ∈ ℒܵ൫௭ೕ,ு൯
௝  satisfies ∑ ∥∥ܶ௝ ቀ൫ݖ௝൯

଴
ቁ∥∥ > 1 −

݅ ଶ. For everyݐ ∈ we denote by ௜ܶ ,ܫ
௝ the restriction of ܶ௝ to ܺ ௜, that is embedded in ܼ in a natural 

way. 

Assume that ݕ௝
∗ ∈ ܵு∗

௝  satisfies that ∑ Re ݕ௝
∗ ൬ܶ௝ ቀ൫ݖ௝൯

଴
ቁ൰ = ∑ ∥∥ܶ௝ ቀ൫ݖ௝൯

଴
ቁ∥∥ > 1 −  .ଶݐ

Denote by ܤ = ቄ݅ ∈ :ܫ ∑ Re ݕ௝
∗ ൬ ௜ܶ

௝ ቀ൫ݖ௝൯
଴

(݅)ቁ൰ > (1 − (ݐ ∑ ∥∥൫ݖ௝൯
଴

(݅)∥∥ቅ. We clearly 
have that 

1 − ଶݐ  < ෍ Re ݕ௝
∗ ൬ܶ௝ ቀ൫ݖ௝൯

଴
ቁ൰ = ෍  

௜∈ூ

 ෍ Re ݕ௝
∗ ൬ ௜ܶ

௝ ቀ൫ݖ௝൯
଴

(݅)ቁ൰

 = ෍  
௜∈஻

 ෍ Re ݕ௝
∗ ൬ ௜ܶ

௝ ቀ൫ݖ௝൯
଴

(݅)ቁ൰ + ෍  
௜∈ூ∖஻

 ෍ Re ݕ௝
∗ ൬ ௜ܶ

௝ ቀ൫ݖ௝൯(݅)ቁ൰

 ≤ ෍  
௜∈஻

 ෍ ∥∥൫ݖ௝൯
଴

(݅)∥∥ + ෍  
௜∈ூ∖஻

 ෍(1 − (ݐ ∥∥൫ݖ௝൯
଴

(݅)∥∥

 = 1 − ݐ ෍  
௜∈ூ∖஻

 ෍ ∥∥൫ݖ௝൯
଴

(݅)∥∥ .

 

Hence 
෍  

௜∈ூ∖஻

෍ ∥∥൫ݖ௝൯
଴

(݅)∥∥ ≤  .ݐ

By assumption, for every ݅ ∈ there is an operator ௜ܵ ܤ
௝ ∈ ℒܵ(௑೔,ு)

௝  and an element ൫ݔ௝൯
௜

∈ ܵ௑೔

௝  
such that 

෍
∥∥
∥∥

௜ܵ
୨ − ௜ܶ

௝

∥∥ ௜ܶ
௝
∥∥∥∥

∥∥ < ,ݏ  ෍
∥∥
∥∥
∥

൫ݔ௝൯
௜

−
൫ݖ௝൯

଴
(݅)

∥∥൫ݖ௝൯
଴

(݅)∥∥∥∥
∥∥
∥

<    ݏ

and  ෍ ∥∥ ௜ܵ
௝ ቀ൫ݔ௝൯

௜
ቁ∥∥ = 1,  ∀݅ ∈  .ܤ

It follows by (29) that for every ݅, ݆଴ ∈  we have that ܤ

෍ ∥∥
∥

௜ܵ
௝ ቀ൫ݔ௝൯

௜
ቁ + ௝ܵ

௝ ቀ൫ݔ௝൯
௝బ

ቁ∥∥
∥ ≥ ෍

∥∥
∥∥
∥

௜ܵ
௝ ቀ൫ݖ௝൯

଴
(݅)ቁ

∥∥൫ݖ௝൯
଴

(݅)∥∥
+

௝ܵ
௝ ቀ൫ݖ௝൯

଴
(݆଴)ቁ

∥∥൫ݖ௝൯
଴

(݆଴)∥∥ ∥∥
∥∥
∥

−  ݏ2
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 ≥ ෍
∥∥
∥∥
∥

௜ܶ
௝ ቀ൫ݖ௝൯

଴
(݅)ቁ

∥∥ ௜ܶ
௝
∥∥ ∥∥൫ݖ௝൯

଴
(݅)∥∥

+
௝ܶబ

௝ ቀ൫ݖ௝൯
଴

(݆଴)ቁ

∥∥ ௝ܶబ

௝
∥∥ ∥∥൫ݖ௝൯

଴
(݆଴)∥∥∥∥

∥∥
∥

− ݏ4

 ≥ 2(1 − (ݐ − ݏ4
 > 2(1 − .((ݎ)ுߜ

        

As a consequence ∑ ∥∥
∥

௜ܵ
௝ ቀ൫ݔ௝൯

௜
ቁ − ௝ܵబ

௝ ቀ൫ݔ௝൯
௝బ

ቁ∥∥
∥ ≤ ,݅ for each ݎ ݆଴ ∈  .ܤ

Corollary (6.3.18)[365]: Let | ⋅ | be an absolute and normalized norm on ℝଶ. For every ߝ > 0 
there is ߜ > 0 satisfying the following conditions: 

,ݎ) (ݏ ∈ ℝଶ, ,ݎ)|  |(ݏ = 1, ݏ > 1 − ߜ ⇒ ݐ∃ ∈ ℝ: ,ݐ)| 1)| = 1 and |ݐ − |ݎ <  ߝ
and 

,ݎ) (ݏ ∈ ℝଶ, ,ݎ| |ݏ = 1, ݎ > 1 − ߜ ⇒ ݐ∃ ∈ ℝ: |1, |ݐ = 1 and |ݐ − |ݏ <  .ߝ
Proof. Of course it suffices to check only the first assertion. Assume that it is not true. Hence 
there is some ߝ଴ > 0 such that 

ߜ∀ > ఋݎ)∃0 , (ఋݏ ∈ (ܵℝమ,|⋅|)
௝ , ఋݏ > 1 −   ߜ

and ݐ ∈ ℝ with |(ݐ, 1)| = 1 ⇒ ݐ| − |ఋݎ ≥  .଴ߝ
We choose any sequence {ߜ௡} of positive real numbers converging to 0. By assumption there is 
a sequence {(ݎ௡, ௡)} in ܵ(ℝమ,|⋅|)ݏ

௝  satisfying for each ݊ ∈ ℕ that 
௡ݏ > 1 − ݐ|  ௡  andߜ − |௡ݎ ≥ ݐ∀ ଴ߝ ∈ ℝ with |(ݐ, 1)| = 1. 

By passing to a subsequence, we may assume that (ݎ௡, (௡ݏ → ,ݎ) |Since |(0,1) .(ݏ = 1 and the 
norm is absolute on ℝଶ it is satisfied 

ݏ = |(0, |(ݏ ≤ ,ݎ)| |(ݏ = 1. 
Corollary (6.3.19)[365]: Let ܧ be a Banach sequence lattice which is order continuous and 
{ܺ௞: ݇ ∈ ℕ} be a sequence of (nontrivial) Banach spaces. For each natural number ݇ assume 
that ܥ௞ ⊂ ܵ௑ೖ

∗
௝  is a 1-norming set for ܺ௞ . Then the set ܥ given by 

ܥ = ቄቀ݁௞
௞ߣ∗

௝ ൫ݔ௝
∗൯

௞
ቁ : ݁∗ ∈ ܵாᇲ

௝ , ݁∗ ≥ 0, ௞ߣ
௝ ∈ ॶ, หߣ௞

௝ ห = 1, ൫ݔ௝
∗൯

௞
∈ ௞ܥ , ∀݇ ∈ ℕቅ 

is a subset of ܵ௓∗
௝ , a 1-norming set for ܼ, where ॶ is the scalar field and ܼ = (⊕ ∑௞ୀଵ

ஶ  ܺ௞)ா. 
Proof. By Theorem (6.3.11) the set ܥ is contained in ܵ௓∗. Let ݖ௝ = ቀ൫ݖ௝൯

௞
ቁ ∈ ܼ and ߝ > 0. By 

assumption we know that ቀ∥∥൫ݖ௝൯
௞∥∥ቁ ∈  ᇱ, soܧ coincides with ∗ܧ ,In view of Theorem (6.3.11) .ܧ

there is a nonnegative element ݁∗ ∈ ܵாᇲ
௝  such that ∑ ݁∗ ൬ቀ∥∥൫ݖ௝൯

௞∥∥ቁ൰ = ∑ ∥∥ቀ∥∥൫ݖ௝൯
௞∥∥ቁ∥∥ா

=

∑ ∥ ௝ݖ ∥. For each ݇ ∈ ℕ, ܺ ௞ is a 1-norming set forܥ ௞  and so there exists ൫ݖ௝
∗൯

௞
∈  ௞ and a scalarܥ

௞ߣ
௝  with หߣ௞

௝ ห = 1 such that Re ߣ௞
௝ ൫ݖ௝

∗൯
௞

ቀ൫ݖ௝൯
௞

ቁ > ∥∥൫ݖ௝൯
௞∥∥ − ఌ

൫௘ೖ
∗ାଵ൯ଶೖ. The element ݖ௝

∗ =

ቀ݁௞
௞ߣ∗

௝ ൫ݖ௝
∗൯

௞
ቁ ∈  and ܥ

෍ Re ൫ݖ௝
∗൯

௞
(௝ݖ) = ෍ ෍ Re ݁ ௞

௞ߣ∗
௝ ൫ݖ௝

∗൯
௞

ቀ൫ݖ௝൯
௞

ቁ
ஶ

௞ୀଵ
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> ෍ ෍ ݁௞
∗ ቆ∥∥൫ݖ௝൯

௞∥∥ −
ߝ

(݁௞
∗ + 1)2௞ቇ

ஶ

௞ୀଵ

  ≥ ෍ฮݖ௝ฮ −  .ߝ

We proved that ܥ is a 1-norming set for ܼ. 
Corollary (6.3.20)[365]: Let {ܺ௞: ݇ ∈ ℕ} be a sequence of (nontrivial) Banach spaces and ܧ be 
an order continuous Banach sequence lattice. Assume that the space ܼ = (⊕ ∑௞ୀଵ

ஶ  ܺ௞)ா has the 
approximate hyperplane series property. Then there is a function ̃ߟ: (0,1) → (0,1) such that ܺ௞  
satisfies the approximate hyperplane series property with the function ̃ߟ for every ݇ ∈ ℕ. More 
precisely, one can take the function given by ̃(ߝ)ߟ = ߟ ቀఌ

ଶ
ቁ, where ߟ is the function satisfying 

Definition (6.3.2) for ܼ. 
Proof. It suffices to prove that ଵܺ has the property AHSp for ̃ߟ. Consider the subspace ܼଵ of ܼ 
given by 

ܼଵ = ௝ݖ} ∈ ܼ: (݇)௝ݖ = 0, ∀݇ ≥ 2}. 
Notice that the mapping from ܼଵ into ଵܺ given by ݖ௝ ↦  ௝(1)∥∥݁ଵ∥∥ா is a linear isometry, whereݖ
݁ଵ is the sequence given by ݁ଵ(݇) = ଵߜ

௞ for each natural number ݇. Since AHSp is clearly 
preserved by linear isometries (and the function ߟ satisfying AHSp also) then it suffices to prove 
that ܼଵ satisfies AHSp with the function ̃ߟ. 

So let us fix 0 < ߝ < 1. Assume that ∑ ௡ߙ
௝ ≥ 0, ൫ݑ௝൯

௡
∈ ܵ௓భ

௝  for every ݊, ∑௡ୀଵ
ஶ  ∑ ௡ߙ

௝ = 1 
and it is also satisfied that 

∥∥
∥∥෍  

ஶ

௡ୀଵ

 ෍ ௡ߙ
௝ ൫ݑ௝൯

௡∥∥
∥∥ > 1 − ߟ ቀ

ߝ
2

ቁ. 

By assumption ܼ has the AHSp, so there is a subset ܣ ⊂ ℕ such that ∑௡∈஺  ∑ ௡ߙ
௝ > 1 − ఌ

ଶ
> 1 −

,ߝ ௝ݖ
∗ ∈ ܵ௓∗

௝  and ቄ൫ݖ௝൯
௡

: ݊ ∈ ቅܣ ⊂ ܵ௓ such that 

෍ ∥∥൫ݖ௝൯
௡

− ൫ݑ௝൯
௡∥∥ <

ߝ
2

  and  ෍ ௝ݖ
∗ ቀ൫ݖ௝൯

௡
ቁ = 1,  ∀݊ ∈  .ܣ

For every ݊ ∈ ௝൯ݕwe define the element ൫ ܣ
௡

∈ ܼଵ given by 
൫ݕ௝൯

௡
(1) = ൫ݖ௝൯

௡
(1),  ൫ݕ௝൯

௡
(݇) = 0,  ∀݇ ≥ 2. 

Let us fix ݊ ∈  We clearly have that .ܣ
෍ ∥∥൫ݕ௝൯

௡
− ൫ݑ௝൯

௡∥∥ = ෍ ∥∥ቀ∥∥൫ݕ௝൯
௡

(݇) − ൫ݑ௝൯
௡

(݇)∥∥ቁ∥∥ா
                                     

≤ ෍ ∥∥ቀ∥∥൫ݖ௝൯
௡

(݇) − ൫ݑ௝൯
௡

(݇)∥∥ቁ∥∥ா
= ෍ ∥∥൫ݖ௝൯

௡
− ൫ݑ௝൯

௡∥∥ <
ߝ
2

. 
Since we know that 

෍ ∥∥൫ݕ௝൯
௡∥∥ ≤ ෍ ∥∥൫ݖ௝൯

௡∥∥ = 1,  ∀݊ ∈  ,ܣ
in view of (76) we deduce that 

1 −
ߝ
2

≤ ෍ ∥∥൫ݕ௝൯
௡∥∥ ≤ 1,        ∀݊ ∈  .ܣ

As a consequence of Theorem (6.3.11) we know that ݖ௝
∗ ∈ (⊕ ∑௞ୀଵ

ஶ  ܺ௞
∗)ாᇲ and we also have 

෍ ௝ݖ
∗(1) ൬൫ݕ௝൯

௡
(1)൰ = ෍ ௝ݖ

∗(1) ൬൫ݖ௝൯
௡

(1)൰ = ෍∥∥ݖ௝
∗(1)∥∥ ∥∥൫ݖ௝൯

௡
(1)∥∥ 
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       = ෍∥∥ݖ௝
∗(1)∥∥ ∥∥൫ݕ௝൯

௡
(1)∥∥ ,  ∀݊ ∈  .ܣ

On the other hand, it is satisfied that 

      ෍ ቚݖ௝
∗(1) ൬൫ݕ௝൯

௡
(1)൰ቚ = ෍ ቚݖ௝

∗ ቀ൫ݕ௝൯
௡

ቁቚ 

 ≥ ෍ ቚݖ௝
∗ ቀ൫ݖ௝൯

௡
ቁቚ − ෍ ቚݖ௝

∗ ቀ൫ݕ௝൯
௡

− ൫ݖ௝൯
௡

ቁቚ

 ≥ 1 − ෍ ∥∥൫ݖ௝൯
௡

− ൫ݕ௝൯
௡∥∥

 ≥ 1 − ෍ ∥∥൫ݖ௝൯
௡

− ൫ݑ௝൯
௡∥∥ − ෍ ∥∥൫ݑ௝൯

௡
− ൫ݕ௝൯

௡∥∥

 ≥ 1 − 2 ෍ ∥∥൫ݖ௝൯
௡

− ൫ݑ௝൯
௡∥∥   (by (76)) 

 > 1 − ߝ > 0  (by (75)) .

  

We denote by ݓ௝
∗ the element in ܼ∗ given by 

௝ݓ
∗(1) = ௝ݖ

∗(1), ௝ݓ 
∗(݇) = 0,   if ݇ ≥ 2. 

Notice that ∥∥݁ଵ∥∥ாᇲ∥∥݁ଵ∥∥ா = 1. So it is clearly satisfied 

෍ Re ݓ௝
∗ ቀ൫ݕ௝൯

௡
ቁ  = ෍ Re ݖ௝

∗ ቀ൫ݕ௝൯
௡

ቁ

 = ෍∥∥ݖ௝
∗(1)∥∥ ∥∥൫ݕ௝൯

௡
(1)∥∥  ( by (78))

 = ෍ ௝ݓ∥∥
∗∥∥

∥∥݁ଵ∥∥ாᇲ

∥∥൫ݕ௝൯
௡∥∥

∥∥݁ଵ∥∥ா

 = ෍∥∥ݓ௝
∗∥∥ ∥∥൫ݕ௝൯

௡∥∥ ,

 

and bearing in mind (79) we deduce that ∑ ௝ݓ
∗ ቀ൫ݕ௝൯

௡
ቁ ≠ 0. 
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List of Symbols 

Symbol Page 
co : convex 1 

WLD : Weakly Lindelöf 1 

diam : diameter 2 

sup : Supremum 2 

RN : Randon-Nikodym 6 

RNP : Randon-Nikodym Property 6 

min : minimum 7 

PRI : Projectional resolution of identity 11 

dens : dense 11 

LUR : Locally uniformly rotund 11 

ℓஶ : Banach space of sequences 12 

inf : Infimum 12 

dist : distance 15 

WLD : Weakly Lindelöf determined 17 

supp : support space 20 

 ௣ : Lebesgue space 21ܮ

 ௤ : Dual of Lebesgue Space 21ܮ

BPBP : Bishop-Phelps-Bollobás Property 22 

 ଵ : Lebesgue integral on the Real line 22ܮ

⊕ : Orthogonal Summand 28 

NRA : Numerical radius attaining 29 

arg : argument 30 

Re : Real 30 

Im : Imaginary 38 

AHSP : Approximate Hyperplane series property 41 

ess : essential 48 

ℓஶ
ଶ  : essential Hilbert space 48 

ℓ௣ : Banach space 55 

⨂ : Tensor product 55 
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max : Maximum 63 

card : cardinality 89 

ACK : Asplund and 90 (݇)ܥ 

ext : extreme 92 

aco : absolute conves hull 111 

int : interior 174 

UM : Uniformly monotone 175 
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