
     Sudan University of Science and Technology 

       College of Engineering 

    School of Electronics Engineering 

 

Behaviour of Routing Protocols in MANETs 

Investigated for Emergency and Rescue Situation 

in Sudan 

 

A Research Submitted in Partial fulfillment for the Requirements of the 

Degree of B.Sc. (Honors) in Electronics Engineering 

 

Prepared By: 

1. Ali Mohammed Ali Ahmed 
2. Haroun Elwaleed Haroun Ahmed Elamin 
3. Raghda Jamal Maamoun Awad  
4. Nuha Hassan Adam Senine 

 

Supervised By: 

 Dr. Abuagla Babiker Mohammed 

March 2022 



i 
 

 الاستهلال 

 

 

 

 

      قال تعالى: 
  

 

 ﴿ قَالُوا سُبْحَانَكَ لاَ عِلْمَ لنََا إِلاَّ مَا عَ لَّمْتـَنَا إِنَّكَ أَنتَ الْعَلِيمُ الحْكَِيمُ  ﴾
                                                                                                                                              البقرة ﴿٣٢﴾

 

 

    

 صدق الله العظيم 

 

  

 

 



ii 
 

Dedication:. 

 From the depths of our hearts we dedicate this thesis to: 

Our parents who are paved and still paving the way for us and treating us as 

winners. Thanks for being so supportive. 

All friends who we are so lucky to have, thanks for being the shoulders 

that we always depend on. 

All teachers who are shaping humanity’s future, we are so grateful to have 

had such awesome humans like you. Thank you for all wisdom you shared.  

All colleagues who are collaborated in this trip and make it wonderful 

moments.  

To the place that accommodate us, the place where we lose our fears, to 

Sudan University of Science and Technology, keep shining up, keep progressing up. 

To the court that always sentences to help its students not to punish them, 

To the School of Electronics Engineering.   

To all those workers, simple people but doing cruel jobs, we shan't say 

thank to them because thank isn't enough for them.   



iii 
 

 

ACKNOWLEDGEMENT 

 

 

In preparing this thesis, we are so grateful to our supervisor Dr. 

Abuagla Babiker Mohammed who worked with us from the initial steps 

until the completion of the research and for his staying side by side close to 

us, supporting us and becoming the most powerful source of encouragement. 

Without his continued support, guidance, advices and motivation this research 

wouldn't not have been the same as presented here. We thank all our 

colleagues for assisting us in this project by helping us with their contributions 

and giving suggestions and comments on the contents.



iv 
 

 

ABSTRACT 

 

 

Disaster Area Network (DAN) is very crucial in case of natural or 

man-made disasters. During state of emergency, a rapidly deployable 

network is the highest priority to conduct search and rescue operations. This 

research aims at investigating network architecture and routing models for 

disaster area networks. The main objective and goal of DAN is to ensure 

reliable, energy efficient communication which is susceptible to mobility 

and topology changes in the disaster area. The purpose is to improve delay, 

reduce overhead, minimize energy used, sustain movement and increase 

bandwidth for multimedia applications. Mobile Ad hoc network (MANET) 

addresses issues related to rapid and temporary setup and terminal 

probability and mobility in a disaster area until conventional infrastructure 

communication is established. We study the behavior of two common 

reactive routing protocols (AODV and DYMO) in disaster area in different 

scenarios using OMNET++ simulator to define the suitable protocol in the 

studied area, in order to insure reliable communication. At the end of the 

research we obtained that, DYMO is more reliable and stable than AODV, 

so we recommend to use it in our study case DAN (Marabee Al- shareef). 
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       المستخلص

  

حالة الكوارث الطبيعية  طقة الكوارث أمراً بالغ الأهمية فيتعد شبكة من   

التي من صنع الإنسان. أثناء حالة الطوارئ، تكون الشبكة سريعة الانتشار  أو

دف هذا البحث إلى يه الأولوية القصوى لإجراء عمليات البحث والإنقاذ.هي 

كات مناطق الكوارث. يتمثل لشبالتحقق من هيكلة الشبكات ونماذج التوجيه 

وقابل  ضمان موثوق وموفر للقدرة كوارث فيالهدف الرئيسي لشبكة منطقة ال

والغرض من ذلك هو ؛ كارثةمنطقة ال في للتغيرات الحركية والطوبولوجية

المستخدمة،  تقليل القدرةالتكاليف غير المباشرة،  ليلتق، الإرسال تأخيرتحسين 

. ترددي لتطبيقات الوسائط المتعددةالحفاظ على الحركة وزيادة عرض النطاق ال

بإنشاء القضايا المتعلقة  )مانيت( تعالج الشبكة المخصصة للأجهزة المحمولة

حتى يتم إنشاء  الكارثة منطقة في والاتصال قللتنشبكة مؤقتة لتمكن من ا

سلوك بروتوكولين  ليدية. في هذا البحث قمنا بدراسةاتصالات البنية التحتية التق

ومنيت أ يناريوهات مختلفة باستخدام محاكيس شائعين في منطقة الكوارث في

من أجل ضمان اتصال  وسة؛المنطقة المدر لتحديد البروتوكول المناسب في

الشبكة المخصصة   بروتوكولمن معرفة أن بنهاية البحث، تمكننا  موثوق.

تجه المسافة م بروتوكولمن  استقراراً موثوقية و أكثرالديناميكية حسب الطلب 

منطقة   كبروتوكول في شبكةبه للعمل  ولذلك قمنا بالتوصية؛  حسب الطلب

  ف).شريمرابيع ال الكارثة التي قمنا بدراستها (
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                              CHAPTER ONE 

                             INTRODUCTION 

 

1.1 Preface 

Mobile Ad-hoc network (MANET) [1] , also known as wireless ad 

hoc network or ad hoc wireless network is a continuously self-configuring, 

infrastructure-less network of mobile devices connected wirelessly. It is a 

type of wireless network that has many free or autonomous nodes such as 

mobile devices and other mobile pieces. It is also called a network without 

any central administration or fixed infrastructure. It consists of a number 

of mobile nodes that use to send data packets through a wireless medium. 

Each device in a MANET is free to move independently in any direction, 

and will, therefore, change its links to other devices frequently. Each must 

forward traffic unrelated to its own use, and therefore be a router. MANET 

can be defined with two main criteria; Firstly, MANETs are infrastructure-

less. All the nodes in the MANET environment connect wirelessly; which 

means the node/mobile nodes will operate themselves. It does not require 

any specialized hardware to make a connection between nodes. Secondly, 

the MANET environment distributed and change their position 

continuously without any central source. MANET is a dynamic network 

topology, which all nodes may traverse multiple links to reach their 

destination. The primary challenge in building a MANET is equipping 

each device to continuously maintain the information required to properly 

route traffic. Such networks may operate by themselves or may be 

connected to the larger internet. They may contain one or multiple and 

different transceivers between nodes. This results in a highly dynamic, 
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autonomous topology. Besides, MANET is a dynamic network topology, 

which means the topology will change rapidly and uncertainty. This kind 

of networks may be function and connected in a larger network, and 

because of the minimal configuration and a rapid implementation make of 

an ad-hoc network, therefore this network is applicable to be used in crisis 

situations such as natural or disaster area, in military clash, emergency 

situation and other situation that needs for employment of ad-hoc 

networks.  [2] 

There is always a need for a good routing protocol in order to establish the 

connection between mobile nodes since they have the property of dynamic 

changing topology. A central challenge in the design of ad hoc networks 

is the development of dynamic routing protocols that can efficiently find 

routes between two communicating nodes. The routing protocols must be 

able to cope up with the high degree of node mobility that often changes 

the network topology drastically and unpredictably. Hence, in order to 

find out the most adaptive and efficient routing protocol for the highly 

dynamic topology in ad hoc networks, the routing protocols behavior has 

to be analyzed using varying node mobility speed and network load.  

 

1.2 Problem Statement 

In disaster areas where disaster is frequently happens a proper 

MANET network should be designed using a random mobility model. The 

most challenging task in MANET construction is the selection of the best 

routing protocol that matches the characteristics of the target area, since 

every disaster area may have different requirements for MANET design 

parameters. 
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1.3 Objectives 

The main three objectives of this research are as follows:  

1. To study the routing issues in MANET. 

2. To simulate MANET with two common routing protocols 

(AODV & DYMO) according to varies values of the 

parameters.  

3. To evaluate the performance of routing protocols in MANET 

to adapt with the requirements of the disaster area.  

The outcomes of the above mentioned objectives are to study the 

behaviour of AODV and DYMO routing protocols and to identify the 

suitable and reliable routing protocol – from AODV and DYMO - in the 

disaster area. 

 

1.4  Proposed Solution 

Our proposed solution is to compare between two common routing 

protocols (AODV & DYMO) and accordingly choose the suitable routing 

protocol which achieve better performance than the other in different 

network scenarios with respect to the disaster situation (Marabee Al-

shareef as case study). 

 

1.5 Thesis Layout 

The rest of thesis includes the following; chapter 2 includes the 

theoretical background and the related work, chapter 3 explains in detail 
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the methodology, chapter 4 is about the results and analysis, and finally 

chapter 5 gives conclusion and shows the future directions. 
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     CHAPTER TWO 

LITERATURE REVIEW 

 

2.1     Introduction 

In Chapter 1, the motivations for necessity of selecting the suitable 

routing protocol in MANET were highlighted. A primary objective of this 

thesis is to compare between two common reactive routing protocols in 

order to choose the suitable protocol in disaster area for different 

scenarios. To achieve this objective, a general understanding of MANET 

and routing protocol is necessary. Therefore, this chapter aims to 

introduce MANET concepts, routing protocol, and simulation tools.  

In Section 2.2, the concepts of MANET are described, including the 

architecture of a typical MANET and infrastructure network, applications, 

challenges, routing and simulation tools. Section2.3 describes the 

literature review, finally section 2.4 summaries this chapter.    

 

2.2     Background 

In this part a theoretical background of MANET will be explored 

such as definition of MANET, it's characteristics, applications, challenges, 

and routing issues. 

2.2.1   Mobile Ad Hoc Networks (MANET) 

The expansion of wireless technology has brought data 

transmission via radio waves. Nodes in the network can communicate with 

each other without a fixed station access point. The structure can form and 
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reform in a network without relying on any network system. An ad hoc 

network is the latest generation of wireless communication system which 

is currently developed by many researchers. The Latin term “ad-hoc” 

justifies the distinguishable characteristics of such a network stating that 

is designed and dedicated to a specific purpose and cause. MANET has 

self-configurable nature and its arbitrary topology fulfills the requirements 

of such systems where they require a real-time data exchange and 

processing without being concerned with the geographical changes in the 

topology. MANET is very suitable for the communication in military 

operation or rescue mission in the disaster area. MANET has been gaining 

popularity since the production of smart computing devices   and   the 

development of wireless communications. The transmission of 

information from a source to a destination across an inter-network is called 

routing. To forward data packets from a source to a destination, the 

neighbor’s node (also known as a router, because it performs data packet 

forwarding) will send the data packet through multi-hop nodes until the 

data packet arrives at the destination. The topology of a MANET is 

unpredictable and can change rapidly. [3]. Figure 2.1 shows the Basic 

Service Set (BSS). 

Figure 2.1 Basic Service Set (BSS) 
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2.2.2   Characteristics of MANET 

Some of Characteristics of MANET network are as follows: 

i. Distributed Operation 

The control of the network is distributed among the nodes, as there 

is no background network for the central control unit of the operation. 

Therefore, the node that gets involved in MANET should associate with 

each other and communicate among them. Besides, when there is a need 

to implement specific functions such as routing and security, the node in 

the network must act as a relay to each other. [4] 

ii. Multi-hop Routing 

When a node had requested to send information to other nodes, 

which is out of its communication range, the packet needs to be forwarded 

via one or more intermediate nodes.    

iii. Dynamic Topology 

The node in MANET is free to move arbitrarily with different 

speeds. Therefore, the network topology in MANET may change 

randomly at an unpredictable time. When there is a request to forward the 

message to the destination, the nodes in MANET will dynamically 

establish routing among themselves. 

2.2.3   Applications of MANET 

With the increase of progress in wireless communication, Mobile 

Ad Hoc Networking is gaining more importance with the large number of 

widespread applications. Due to dynamic nature of the MANET it has 

main advantage of decentralization. MANETs has wide range of 

applications in several domains. Table 2.1 lists MANET applications and 

corresponding scenarios. [5, 6] 
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Table 2.1 : Applications of MANET 

       Application Area           Scenario and Potential services 

Military Communication 

and Operations  

 Keep the communication networks 

of soldiers, vehicles and military 

always in a good condition and 

ensure stay connected           

Disaster Scenario  Emergency rescue operation takes 

over the communication when 

existing communication 

infrastructure has damaged or cut 

off for a safety reason. Generally, 

it's usually be used in rescue 

operations to support medic teams 

such as earthquake, flood, disaster          

relief etc 

Commercial Sectors   Shopping malls 

 Airports 

 Sport stadiums 

 E-commerce 

 Vehicular Ad Hoc Network 

Home Networking   Indoor and Outdoor Internet 

Access 

 Personal Area Networks 
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Enterprise Networking   Indoor and Outdoor Internet 

Access 

 Conferences 

 Meeting Rooms 

Education  Virtual Classrooms 

 Ad Hoc Communication through 

meeting or lectures 

Sensor Networks   Smart home applications: smart 

sensors for home appliances 

 Geo-location tracking device for 

humans or animals 

 Multi-user games 

 Robotic Pets 

 

2.2.3.1 MANET in Disaster Area 

Disastrous events are one of the most challenging applications of 

multi-hop ad hoc networks due to possible damages of existing 

telecommunication infrastructure. The deployed cellular communication 

infrastructure might be partially or completely destroyed after a natural 

disaster. Multi-hop ad hoc communication is an interesting alternative to 

deal with the lack of communications in disaster scenarios.  

Communication in that situation require a special requirement; such as 

high speed, reliable communication, an ease connection to the desirable 
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destination. All this requirement and more can be achieved if we carefully 

select the suitable protocol in each network scenario. 

2.2.4   MANET Challenges 

Regardless of the attractive applications and different 

characteristics of MANET, we can introduce several challenges and issues 

that must be studied carefully. The most important challenges of MANET 

are mentioned bellow: 

i. Routing 

Since the topology of the network is constantly changing, the issue 

of routing packets between any pair of nodes becomes a challenging task. 

Most protocols should be based on reactive routing instead of proactive. 

Multi cast routing is another challenge because the multi cast tree is no 

longer static due to the random movement of nodes within the network. 

Routes between nodes may potentially contain multiple hops, which is 

more complex than the single hop communication. 

ii. Security and Reliability 

In addition to the common vulnerabilities of wireless connection, 

an ad hoc network has its particular security problems due to e.g. nasty 

neighbour relaying packets. The feature of distributed operation requires 

different schemes of authentication and key management. Further, 

wireless link characteristics introduce also reliability problems, because 

of the limited wireless transmission range, the broadcast nature of the 

wireless medium (e.g. hidden terminal problem), mobility-induced packet 

losses, and data transmission errors.  
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iii. Quality of Service 

Providing different quality of service levels in a constantly 

changing environment will be a challenge. The inherent stochastic feature 

of communications quality in a MANET makes it difficult to offer fixed 

guarantees on the services offered to a device. An adaptive QoS must be 

implemented over the traditional resource reservation to support the 

multimedia services.  

iv. Inter-networking 

In addition to the communication within an ad hoc network, inter-

networking between MANET and fixed networks (mainly IP based) is 

often expected in many cases. The coexistence of routing protocols in such 

a mobile device is a challenge for the harmonious mobility management.  

v. Power Consumption 

For most of the light-weight mobile terminals, the communication-

related functions should be optimized for lean power consumption. 

Conservation of power and power-aware routing must be taken into 

consideration. 

vi. Multicast 

Multi-cast is desirable to support multiparty wireless 

communications. Since the multicast tree is no longer static, the multicast 

routing protocol must be able to cope with mobility including multicast 

membership dynamics (leave and join).  

vii. Location-aided Routing 

Location-aided routing uses positioning information to define 

associated regions so that the routing is spatially oriented and limited.  



12 
 

This is analogous to associatively-oriented and restricted broadcast in 

ABR. [7] 

2.2.5   Routing in MANET 

All the type of communication system performs the communication 

process using mechanism called routing. Routing is a set of rules or 

algorithm to process and move data from one to other devices in network. 

This rule determines the appropriate path over which data is transmitted. 

MANET also uses specific routing protocol to maintain and establish the 

communication process. A routing protocol in MANET uses routing 

algorithms to determine optimal network data transfer and communication 

paths between network nodes. At the same time a routing protocols is 

responsible to maintain and repair any path if needed. Routing protocol in 

MANET can be classified based on routing philosophy and based on 

routing architecture. [8-11] 

2.2.5.1 Routing Protocol Based on Routing Philosophy 

Routing philosophy divides the protocol based on the underlying 

routing information update mechanism employed, and how the routing 

schemes. Based on this criterion, there are three type of routing protocol 

i.e. reactive protocol (on demand), proactive protocol (table driven) and 

hybrid protocol. [8-11] 

i. Proactive Routing 

   A proactive protocol is a table-driven protocol mostly focuses on 

the maintenance and refreshment of information through tables that 

manages the traffic and the correctness in path direction. Each node will 

keep network routing information and change routing information 

periodically. Routing information is maintained mostly on different tables 
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depending on the particular protocol algorithm. The main difference 

between the various proactive protocols is in the update scheme of these 

tables. This mechanism can flood the network with active request 

information to keep the information of table routing always updated.   

Proactive routing introduced and employed an initial good approach for 

routing but on the other side, it is surely a scheme that does not fulfill the 

Quality of Services (QoS) requirements defined by the MANET 

infrastructure and characteristics. Protocols in the proactive group 

facilitate a large amount of overhead in their update transmission 

messages. In large networks with numerous nodes results the latency and 

in some cases failure in routing. Complementary on the above, their 

update processes implementations consume a large amount of network 

bandwidth. 

Some examples of proactive routing protocols are Destination-Sequenced 

Distance Vector (DSDV) [12] , Wireless Routing Protocol (WRP) [13] 

and Optimized Link State Routing (OLSR). [14] 

ii. Reactive Routing 

  Reactive protocol is on demands protocols that discover the route 

once needed [11] and finds the route by flooding the network with route 

request packets [15]. When a route is needed, the source node initiates a 

route discovery process to the destination. Once established, the route 

must be maintained until it is no longer needed, or the destination node 

becomes inaccessible. Reactive protocols trade the routing update delay 

for less system overhead and less power consumption, which is critical to 

battery life in the MANET environment [10]. The reactive group is 

divided in to two main categories, both of them following the same 

principle of “on-demand” routing but with minor differences on the route 

discovery area. A protocol that belongs in the source routing category 
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enables the transferred data packets to carry the complete source to the 

destination and each intermediate node forwards them according to the 

information contained on the header of each packet [9]. This helps the 

local storage problem on each intermediate node and reduces the overhead 

in the update process mechanism.  

In addition, it also allows these nodes not to keep current updates for 

routes in their tables and neighbours information as well. In the hop by 

hop or point-to-point subgroup of reactive protocols, a data packet 

includes only the destination and the next hop address. Under this 

principle, each intermediate node is forced to keep updating its 

neighbouring nodes and its routing information related to the desired 

destination. An intermediate node forwards these packets according to the 

information they contain. This principle sets a robust architecture to 

confront the unpredictable topology in MANET and it improves 

adaptability in routing [9]. Some of routing protocols under this concept 

are DSR [16], TORA [8] and AODV. [15] 

iii. Hybrid Routing 

 A hybrid protocol is referred to as the protocol that is able to allow 

combination between proactive and reactive elements no matter their base 

root protocol. For example, a node communicates with its neighbours 

using a proactive routing protocol, and uses a reactive protocol to 

communicate with nodes farther away. In other words, the nodes will 

choose the best way when communicate with each other. Hybrid protocols 

are designed in a form to improve scalability and they enable the close 

nodes to work with each other and maintain proactively close (i.e. from 

their closest node) routes to the destination and in parallel determine 

routes to the far away nodes with the use of a route discovery strategy. 

[17].  Figure below shows routing schemes in MANETs. 
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                            Figure 2.2 Routing schemes in MANETs 

 

2.2.5.2 Routing Classification Based on Architecture 

  Routing algorithm also classified under two categories based on the 

topology i.e. clustered routing and flat routing. [10]  

i. Clustered Routing 

   In clustered algorithms, all routing decisions are made by a central 

controller. Most clustered routings have a form of node hierarchical 

structure where nodes are clustered in groups. Each group acts as a 

centralized structure. A central controller or a node leader maintains the 

connectivity of the group and frequently disseminate routing information 

to its member nodes.  
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Clustered approaches may pose many disadvantages [10]. A considerable 

quantity of information must be communicated from the network to the 

node leaders, necessitating the sending of data from all nodes in the group 

to the node leader. The delays are necessary to gather information about 

the network status and to broadcast the routing decisions that make them 

unfeasible. In terms of mobility, the rapid movement of nodes may cause 

additional complexity to the network algorithm. Nodes may frequently 

join or leave the group resulting in high overhead to maintain or form such 

centralized structure. In the case where all nodes need to be updated when 

there are any changes in the network, the problem of synchronization can 

lead to network instability. Moreover, providing a single point of control 

also provides for a single point of failure, a highly undesirable 

characteristic in any system. Examples of clustered routing are Zone 

Routing Protocol (ZRP) [18] and Cluster Based Routing Protocol (CBRP). 

[19] 

ii. Flat Routing 

  In flat routing, all nodes carry the same responsibility and there are 

no distinctions between the individual nodes, and all nodes are equivalent. 

As for flat routing algorithms, the computation of routes is shared among 

the network nodes. The nodes are not grouped into clusters or any 

hierarchical structure. It is a distributed structure where all nodes have the 

same functionalities and behaviors. Nodes can make their own decision 

based on local information without the need of being directed by any 

central controller. This reduces overhead and delay, hence, increasing the 

network performance. In addition, a decentralized control mechanism has 

no central point of failure. A broken or failure node will not be affected to 

the overall network [10]. Examples of flat routing algorithm are the 
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Destination-Sequence Distance Vector (DSDV), Ad Hoc On-Demand 

Distance Vector (AODV) and Dynamic Source Routing (DSR). 

2.2.6   Ad-Hoc On-Demand Distance Vector (AODV) Routing 

Protocol 

The Ad Hoc On-Demand Distance Vector [20, 21]  (AODV) 

routing protocol is a reactive protocol. AODV minimizes the number of 

required broadcasts by creating routes in an on-demand manner. When a 

source node desires to send data to other destination nodes, it needs to 

initiate a path discovery process to locate the other node. 

A source node broadcasts a route request (RREQ) packet to its neighbors, 

which then forwards the request to their neighbors, and so on, until the 

destination is located. Once the RREQ reaches the destination, the 

destination node responds a route reply (RREP) packet back to the source 

node. Hence, all the nodes participating at the route discovery process will 

have the ability to update their routing tables accordingly.  

2.2.6.1 Route Discovery 

When a node S wishes to communicate with a node T it initiates 

RREQ message including the last known sequence number for T and a 

unique RREQ id that each node maintains and increments upon the 

sending of an RREQ. The message is flooded throughout the network in a 

controlled manner. Each node forwarding the RREQ creates a reverse 

route for itself back to S using the address of the previous hop as the next 

hop entry for the node originating the RREQ. When the RREQ reaches a 

node with a route to T a RREP, containing the number of hops to T and 

the sequence number for that route, is sent back along the reverse path. An 

intermediate node must only reply if it has a fresh route, i.e., the sequence 

number for T is greater than or equal to the destination sequence number 
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of the RREQ. Since replies are sent on the reverse path. Route discovery 

is illustrated in figure 2.3. 

                   Figure 2.3 Route discovery in AODV 

 

Node 2 wants to communicate with node 9. Each node forwarding the 

RREQ creates a reverse route to node 2 used when sending back the 

RREP. If an intermediate node has a route to a requested destination and 

sends back an RREP, it must discard the RREQ. Furthermore, it may send 

a gratuitous RREP to the destination node containing address and 

sequence number for the node originating the RREQ. Gratuitous RREPs 

are sent to alleviate any route discovery initiated by the destination node. 
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Figure 2.4  Generation of an RREP by an intermediate node 

Node 4 has a route to node 9 and sends an RREP to node 2 and a 

gratuitous RREP to node 9. 

2.2.6.2 Route Maintenance 

It is the process of responding to changes in topology. To maintain 

paths, nodes continuously try to detect link failures. Nodes listen to RREQ 

and RREP messages to do this. Furthermore, each node promises to send 

a message every n seconds. If no RREQ or RREP is sent during that 

period, a Hello message is sent to indicate that the node is still present. 

Alternately, a link layer mechanism can be used to detect link failures. 

When a node detects a link break, or it receives a data packet it does not 

have a route for, it creates and sends a Route Error (RERR) packet to 

inform other nodes about the error. The RERR contains a list of the 

unreachable destinations. If a link break occurs, the node adds the 

unreachable neighbour to the list. If a node receives a packet it does not 

have a route for, the node adds the unreachable destination to the list. In 
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both cases, all entries in the routing table that make use of the route 

through the unreachable destination, are added to the list. The list is 

pruned, as destinations with empty precursor lists, i.e., destinations that no 

neighbours currently make use of, are removed. The RERR message is 

either unicasted (in case of a single recipient) or broadcasted to all 

neighbours having a route to the destinations in the generated list. This 

specific set of neighbours is obtained from the precursor lists of the routing 

table entries for the included destinations in the RERR list. When a node 

receives an RERR, it compares the destinations found in the RERR with 

the local routing table and any entries that have the transmitter of the 

RERR as the next hop, remains in the list of unreachable nodes. The 

RERR is then either broadcasted or unicasted as described above. The 

intention is to inform all nodes using a link when a failure occurs. For 

example, in figure 2.5, a link between node 6 and node 9 has broken and 

node 6 receives a data packet for node 9. Node 6 generates a RERR 

message, which is propagated backwards toward node 2. 

Figure 2.5 Generation of RERR messages. The link between node 6 and node 9 

has broken, and node 6 generates an RERR 
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To find a new route, the source node can initiate a route discovery for the 

unreachable destination, or the node upstream of the break may locally try 

to repair the route, in either cases by sending an RREQ with the sequence 

number for the destination increased by one. 

2.2.7   Dynamic MANET On-Demand (DYMO) Routing Protocol 

The Dynamic MANET On-demand DYMO routing protocol is a 

newly proposed protocol currently defined in an IETF Internet-Draft [22] 

in its sixth revision and is still work in progress. DYMO is a successor of 

the AODV routing protocol [20]. It operates similarly to AODV. DYMO 

does not add extra features or extend the AODV protocol, but rather 

simplifies it, while retaining the basic mode of operation. As is the case 

with all reactive ad hoc routing protocols, DYMO consists of two protocol 

operations: route discovery and route maintenance. Routes are discovered 

on-demand when a node needs to send a packet to a destination currently 

not in its routing table. A route request message is flooded in the network 

using broadcast and if the packet reaches its destination, a reply message 

is sent back containing the discovered, accumulated path. Each entry in 

the routing table consists of the following fields: Destination Address, 

Sequence Number, Hop Count, Next Hop Address, Next Hop Interface, Is 

Gateway, Prefix, Valid Timeout, and Delete Timeout. 

2.2.7.1 Route Discovery 

When a node S wishes to communicate with a node T, it initiates a 

RREQ message. The RREQ message and the RREP message, which is 

known as Routing Messages (RM). The sequence number maintained by 

the node is incremented before it is added to the RREQ. We illustrate the 

route discovery process using figure 2.6 as an example. In figure 2.6, node 

2 wants to communicate with node 9 and thus, node 2 is S, the source, and 
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node 9 is T, the target destination. In the RREQ message, the node 2 

includes its own address and its sequence number, which is incremented 

before it is added to the RREQ. Finally, a hop count for the originator is 

added with the value 1. Then information about the target destination 9 is 

added. 

 

Figure 2.6 The DYMO route discovery process 

The figure above illustrates Node 2 wants to communicate with node 9. 

Each node forwarding the RREQ creates a reverse route to 2 used when 

sending back the RREP. When sending back the RREP, nodes on the 

reverse route create routes to node 9. 

 The most important part is the address of the target. If the originating 

node knows a sequence number and hop count for the target, these values 
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are also included. The message is flooded using broadcast, in a controlled 

manner, throughout the network, i.e., a node only forwards an RREQ if it 

has not done so before. The sequence number is used to detect this. Each 

node forwarding an RREQ may append its own address, sequence 

number, prefix, and gateway information to the RREQ, similar to the 

originator node. Upon sending the RREQ, the originating node will await 

the reception of an RREP message from the target. If no RREP is received 

within RREQ WAIT TIME, the node may again try to discover a route by 

issuing another RREQ. RREQ WAIT TIME is a constant defined in the 

DYMO specification and the default value is 1000 milliseconds. In figure-

8, the nodes 4 and 6 append information to the RREQ when they propagate 

the RREQ from node 2. When a node receives an RREQ, it processes the 

addresses and associated information found in the message. An RREP 

message is then created as a response to the RREQ, containing 

information about node 9, i.e., address, sequence number, prefix, and 

gateway information, and the RREP message is sent back along the 

reverse path using unicast. Since replies are sent on the reverse path, 

DYMO does not support asymmetric links. The packet processing done 

by nodes forwarding the RREP is identical to the processing that nodes 

forwarding an RREQ perform, i.e., the information found in the RREP can 

be used to create forward routes to nodes that have added their address 

block to the RREP. 

We shortly summarize the route discovery process depicted in figure 2.6. 

Node 2 wants to communicate with node 9 and floods an RREQ message 

in the network. As can be seen in the figure, when node 2 begins route 

discovery, the RREQ initially contains the address of the originator and 

target destination. When node 4 receives the RREQ, it installs a route to 

node 2. After node 4 has forwarded the RREQ, it has added its own 
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address to the RREQ, which means it now contains three addresses. 

Identical processing occurs at node 6 and it installs a route to node 2 with 

a hop count of 2 and node 4 as the next hop node. When node 9 receives 

the RREQ, it contains four addresses and has travelled three hops. Node 9 

processes the RREQ and install routes using the accumulated information 

and as it is the target of the RREQ, it furthermore creates an RREP as a 

response. The RREP is sent back along the reverse route. Similar to the 

RREQ dissemination, every node forwarding the RREP adds its own 

address to the RREP and installs routes to node 9. 

2.2.7.2 Route Maintenance 

Route maintenance is the process of responding to changes in 

topology that happens after a route has initially been created. To maintain 

paths, nodes continuously monitor the active links and update the Valid 

Timeout field of entries in its routing table when receiving and sending 

data packets. If a node receives a data packet for a destination it does not 

have a valid route for, it must respond with a Route Error (RERR) 

message. When creating the RERR message, the node makes a list 

containing the address and sequence number of the unreachable node. In 

addition, the node adds all entries in the routing table that is dependent on 

the unreachable destination as next hop entry. The purpose is to notify 

about additional routes that are no longer available. The node sends the 

list in the RERR packet. The RERR message is broadcasted. The 

dissemination process is illustrated in figure 2.7. A link between node 6 

and node 9 breaks and node 6 receives a data packet for node 9. When we 

say a link is broken, it could just be that the time stamp in the route table 

entry for a node timed out and the entry has become invalid. Node 6 

generates an RERR message, which is propagated backwards towards 

node 2. 
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Figure 2.7 Generation and dissemination of RERR messages 

 

The link between nodes 6 and 9 breaks, and node 6 generates an RERR. 

Only nodes having a route table entry for node 9 propagate the RERR 

message further. When a node receives an RERR, it compares the list of 

nodes contained in the RERR to the corresponding entries in its routing 

table. If a route table entry for a node from the RERR exists, it is 

invalidated if the next hop node is the same as the node the RERR was 

received from and the sequence number of the entry is greater than or 

equal to the sequence number found in the RERR. If a route table entry is 

not invalidated, the corresponding entry in the list of unreachable nodes 

from the RERR must be removed. If no entries remain, the node does not 

propagate this RERR further. Otherwise, the RERR is broadcasted further. 

The sequence number check mentioned is performed to only invalidate 

fresh routes and to prevent propagating old information. The intention of 

the RERR distribution is to inform all nodes that may be using a link, when 
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a failure occurs. RERR propagation is guaranteed to terminate as a node 

only forwards an RERR message once. In figure 2.7, when the RERR is 

broadcasted, additional nodes beside node 4 and 2 will receive the 

message, for example, the nodes 5, 7, and 10. As none of these use nodes 

6 as a next hop towards node 9, they all drop the RERR after processing 

the message. In addition to acting upon receiving a packet to a destination 

without a valid route table entry, nodes must continuously try to detect 

link failures to maintain active links. 

2.2.8   Performance Study Simulation Tools 

In a multi-hop wireless network, the evaluation of network 

performance can be done through analytical modeling, experimentation 

networks (testbeds) or software-based simulators. Analytical modeling 

involves certain simplifications and predictions of performance. 

Oversimplification and the wrong prediction will lead to false results. 

Testbeds are generally used to set up real application scenarios on real 

hardware. Since the experiment uses actual equipment, the results 

obtained are practically accurate. However, since all the actual equipment 

can be expensive, usually only small-scale applications with a smaller 

number of nodes are involved. For economical experiments, a simulation 

is the best option because it can be carried out without the real hardware. 

Moreover, simulation is more flexible in simulating MANET with a large 

queue size, large bandwidth and a large number of nodes. 

In addition, simulation results are easier to analyze because information at 

critical points can be easily logged to diagnose network protocols. 

Table 2.2 lists commonly used simulation tools (both open and 

commercial) for simulation tasks. [23, 24] 
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Table 2.2 : MANET Simulation Tools Comparison 

Simulation 

Tools 

Type  Mobility Simulation 

Technique 

Interface 

NS-2 Open source Support Discrete 

Event 

Simulation 

C++ / 

OTCL 

NS-3 Open source Support Discrete 

Event 

Simulation 

C++ / 

Python 

OPNET Commercial/Acade

mic 

Support Discrete 

Event 

Simulation 

C 

OMNET++ Open source Support Discrete 

Event 

Simulation 

C++ 

GLOMOSIM Open source Support Discrete 

Event 

Simulation 

Parsec (C 

-based) 

QUALNET Commercial Support Discrete 

Event 

Simulation 

Parsec (C 

-based) 
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2.2.9   Selecting the Best Simulation Tool 

The OMNET++ (Objective Modular Network Testbed in C++) was 

selected for network modeling and simulation tasks because of its 

availability and credibility. This simulation tool is a well-designed 

simulation package written in C++.  It is open source and has extensive 

GUI support to make the tracing and debugging process easier compared 

to other simulation tools [25] Further, OMNET++ allows the user to 

design and develop a scenario of network simulation graphically. These 

features give a precise picture of the simulation at the state of execution. 

Scenario topologies can be generated as NED files.  

In addition, OMNET++ supports hierarchical modeling.  This feature 

allows zooming into the component level and displaying the state of each 

component during the simulation to observe the data flow and node 

communications. 

The basic entity in OMNET++ is a module. Each module has an actual 

behavior and can be formed as a sub module.  The modules can 

communicate with each other by sending and receiving messages via 

connections. OMNET++ can simulate a complex IT system, for example, 

queuing networks and hardware architecture.  In addition, it has an INET 

extension framework to support wireless and mobile network simulations. 

Many network researchers   have   used   OMNET++   for   simulation   

and   performance   evaluation   of MANETs. [23, 24, 26] 
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2.3     Related Work 

Traditional routing algorithms cannot satisfy requirements of a 

MANET, because of the topology dynamics and limited bandwidth 

characterizing these networks. Consequently, there is a lot of research 

related to existing routing algorithms, some of this researches are mention 

below: 

 

In August 2021 R.K. Upadhyay,S. KumarandJ. Wasim evaluated 

the performance of AODV, DSR, DYMO, OLSR, Bellman Ford and ZRP 

routing protocols in term of different performance metrics; namely 

Average Throughput (bits/s), Average End to End Delay (s) and Average 

Jitter (s). the selected simulation tool was QualNet simulator. Group 

mobility model has been selected to show the realistic environment of the 

movement of mobile nodes under the varying mobility speed of nodes and 

CBR traffic pattern. The results of the study were that mobility speed has 

impacted on the performance of routing protocols with increasing mobility 

speed. DSR and Bellman Ford routing protocols performed good with 

varying mobility speed in term of Average Throughput. OLSR has 

outperformed other routing protocols in case of Average End to End 

Delay. Bellman Ford and OLSR routing protocols performed well in term 

of Average Jitter with varying mobility speed in comparison to other 

routing protocols under the group mobility. [27] 

In 2019 Yasmin Jahir and others presented a survey on routing 

protocols in disaster area networks mostly in terms of the network layer. 

Most of the studied protocols involve either pure Mobile Ad hoc Networks 

(MANETs) or a hybrid combination of MANETs with other types of 

networks (Cellular, Infrastructure etc.). The discussed protocols have been 

evaluated to show improvements in terms of delay, overhead, energy 
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efficiency, throughput, topology and mobility models to help researchers 

determine what has been investigated, which protocol to use and what are 

the trade-offs. [28] 

In 2016 Varun G.Menon and others analyzed the importance of 

reliable and continuous communication in disaster recovery and 

reconstruction works. The data obtained from the questionnaires and 

personal interviews confirmed that reliable and continuous 

communication was very important in disaster management services. 

They also discussed a number of methods given by various researchers for 

communication in disaster environments. Most of these methods could not 

guarantee reliable data delivery at the destination device. Using the 

broadcast property of the wireless medium the proposed Reliable Routing 

Technique was used for data delivery between two mobile devices in 

highly mobile ad hoc Mobile Information Systems [29] 

In February 2016 S.Sivagurunathan and K.Prathapchandran 

discussed which of the routing protocols; such as reactive or proactive has 

better performance in disaster scenario. In order to implement the test bed, 

they selected a real area in Uttarakhand state, India where the disaster 

occurred recently hence so many civilizations had vanished due to lack of 

communication and failure in recovery. The simulation study evaluated 

the performance of both AODV and DSDV. Based the observation; 

authors made AODV is suitable for such scenario because packet delay is 

relatively low compared to DSDV. Though number of nodes is increased, 

it does not reflect any change in delay. In packet delivery ratio, AODV 

achieved better result compared to DSDV and throughput also high for 

AODV compared to DSDV. According to their results; they 

recommended the use of AODV protocol for such emergency and rescue 

scenario due to its performance in terms of throughput, Packet Delivery 

Ratio and End to End Delay. [30] 
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In 2015 DG Reina and others presented a survey on multihop ad 

hoc network paradigms for disaster scenarios. They highlighted their 

applicability to important tasks in disaster relief operations. Their paper 

reviewed the main work found in the literature, which employed ad hoc 

networks in disaster scenarios. In addition, they discussed the open 

challenges and the future research directions for each different ad hoc 

paradigm. [31] 

In 2014 LE Quispe and LM Galan  discussed which of the routing 

strategies for mobile MANETs: proactive, reactive or hierarchical, has a 

better performance in such scenarios. By selecting a real urban area for 

the emergency and rescue scenario, the authors calculated the density of 

nodes and the mobility model needed for the validation study of AODV, 

DSDV and CBRP in the routing model. The NS2 simulator has been used 

for their study. They also show that the hierarchical routing strategies are 

better suited for this type of scenarios. [32] 

 

2.4     Summary  

In this chapter, the fundamentals and essential background of 

MANET were provided and Details of MANET characteristic, 

applications, challenges and routing protocols   are discussed. In addition, 

a review of the related work was presented. 
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                          CHAPTER THREE 

                   METHODOLOGY 

 

3.1     Introduction 

This chapter discusses the methods and alternatives that have been 

used from the Beginning until the end of the project. In methodology’s 

chapter also will discuss the Simulation that is used in this project. The 

simulation tool used is OMNet++ Simulator. Other than that, this chapter 

also will review the methodology of research and flowchart of the project 

that can help a better understanding of visualization in the Project 

implementation. 

As mentioned before, MANET in disaster area require special 

requirements because of random movement nature of people and vehicles 

during such case, which cause random mobility in network, also number 

of nodes is not fixed, because rescue team members may frequently join 

or leave the area. For these reasons, MANET routing protocol need to be 

selected carefully in our studied disaster case. 

 

3.2     Proposed Scenario: Case Study 

The motivation for the work is formed after the flooding which 

occurred in a suburb in the city of Khartoum in SUDAN called Marabee 

Al-shareef. 
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Marabee Al-shareef is a small rural area reside in the Khartoum state along 

the Nile river and belong to the east-Nile region, latitude of 15° and 

longitude of 32°. Figure 3.1 illustrate Marabee Al-shareef Map. 

 

Figure 3.1  Marabee Al-shareef Map. 

 

This area has been hit by a hazardous flood in 2013, the water was 1 meter 

above the ground, there was 4,000 houses were destroyed, and tens of 

people have been killed. Figure 3.2 illustrate satellite image and 

topography of Marabee Al-shareef. 
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Figure 3.2 Satellite image and topography of Marabee Al-shareef 

 

In order to design a MANET in this area under the study, we determined 

a squire area that covers and exceeds the required area; in order to 

facilitate the calculation and simulation, and to cover the extension of the 

area expected to occur in the future. Figure 3.3 shows the area on which 

the network is designed. 
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Figure 3.3 Area on which the network is designed. 
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3.3     Methodology of The Research  

Our methodology to achieve the desired objective will follow the 

below steps: 

Step 1: Setup OMNET++4.6 and INET 3.3.0 frame work. 

 

Step 2: Implement the two protocols in the simulator in our study area 

(which has the area of 1500 * 1500 m). 

 

Step 3: Execute the simulation in different scenarios (different number of 

nodes and different speeds). 

 

Step 4:  Get the result from the result file and draw them with Excel. 

 

Step 5: Compare the results of the two protocols in different cases and 

determine which of each has a better performance in disaster situation. 
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3.4     Project Flowchart 

The next figure illustrates the Flowchart of Routing Selection 

Scheme. 

 

Figure 3.4 Flowchart of Routing Selection Scheme. 

The variables S and X in the above flowchart represent the speed of 

nodes and number of nodes respectively. The maximum speed of nodes 

in our research is set to 20 m/s.   
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3.5     Project Framework 

        Figure 3.5 shows an overview of the project framework. 

Figure 3.5 Performance Analysis of MANET Routing Protocol 

 

3.6     Simulation 

OMNeT++ (Objective Modular Network Test bed in C++) can be 

defined as a modular component-based C++ simulation library and 

framework, primarily for building network simulators. Besides, 

OMNeT++ has extensive GUI support and due to its modular architecture, 

the simulation kernel and model can be embedded easily into the user 

application. OMNeT++ is composed of (a) Graphical network editor. A 

graphical network editor (GNED) to allow graphical topology build, 

creating files in the Network Description (NED) language (b) Kernel 

library. A simulation kernel library contains definitions of objects used for 

the topology creation (c) Command line interface; Includes a Graphical 

and command line interface for simulation execution (d) A model 

documentation tool for documentation [33]. The reason to use OMNeT++ 
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version 4.6 for this project because OMNeT++ is an open-source tool that 

can directly install on Windows 7. Besides, this simulation tool provides 

to small scale network, which is very suitable to make implementation on 

the MANET environment.   

After the installation of OMNeT++ version 4.6, INET framework 

imported to OMNeT++ simulation. The purpose of INET framework is to 

make the implementation and configuration of MANET easier because 

INET framework is required for the MANET environment in OMNeT++.  

The file of INET is contains all related files that are needed for the 

simulation, for instance, AODV, DYMO files with the need to some 

algorithm. This file is important as the Performance Analysis of MANET 

Routing Protocols. Therefore, the implementation of OMNeT++ and 

INET will help to make this project become successfully onwards. 

 

 

 

 

 

 

 

Figure 3.6 OMNeT++ 4.6 Simulation Icon 
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Figure 3.7 INET Framework Icon 

 

3.7     Summary 

This chapter brings about the concept of research methodology that 

was used in this project, the framework of the project and the flowchart of 

the algorithm used in the routing selection scheme technique. All of this 

discussion will help to get more understanding about the project itself. 
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                     CHAPTER FOUR 

     IMPLEMENTATION AND RESULTS 

 

4.1     Introduction 

This chapter discussed configuration on the network simulator that 

is employed in this project which is OMNET++ version 4.6 and 

implementation of Performance Analysis of MANET Routing Protocol by 

Varying Speed and Network Load. This phase is important to ensure that 

the objective of this project is achieved. The evaluation and results of the 

performance metric are also shown in this chapter. 

 

4.2     Specifications of Simulation Hardware 

The below table shows the specification of the hardware which we 

use it to run the simulation. 

Table 4.1 : The Hardware/Software Setup 

Operating System Windows 7 

Processor Intel Core i5 M460 – 2.53 GHz  

Memory 6 GM RAM 

Compiler Dev ++ 

Simulation Environment OMNeT++ 4.6 
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4.3     Installation of OMNeT++ Version 4.6 

A platform that used to install OMNeT++ version 4.6 is windows7. 

The steps below show the installation of OMNeT++ version 4.6. All the 

steps below must be followed one by one to get a successful installation. 

Step 1: Download the OMNeT++ 4.6 windows 64 bits version from the 

link https://omnetpp.org/download/old 

 

Step 2: Extract the download file into C:\ 

 

Step 3: After the extracting process completed, select mingwenv file in 

omnetpp 4.6 and run the file.  

 

Step 4: Next, type 3 commands in mingwenv to install omnetpp into the 

system.  

i. . setenv 

ii. ./configure  

iii. Make  
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Figure 4.1 Commands which are used in installation OMNeT ++ 4.6 

 

 

Figure 4.2 OMNeT++ 4.6 Successfully installed 
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Installation is completed with command omnetpp, then the IDE of 

OMNeT++ 4.6 is started. After all, the installation OMNeT++ version 4.6 

is a success, the INET framework is imported. This is because this 

framework consists of all files of MANET requirements and components. 

This project used INET 3.3.0. This framework is imported in OMNeT++ 

version 4.6. 

 

4.4     Installation of INET 3.3.0 Framework 

To successful installation of INET framework, all the steps below 

must be followed one by one. 

Step 1: Download the INET sources from https://inet.omnetpp.org/ 

Step 2:  Unpack it into the directory of your choice. 

 

 

Figure 4.3  INET file after download 
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Step 3:  Start the OMNeT++ IDE and import the project via File -> Import 
-> Existing Projects to the Workspace. A project named INET should 

appear. 

 

Figure 4.4 Import of INET framework in OMNET++ 

 

Step 4: Build with Project -> Build, or hit Ctrl+B. 

 

4.5     Simulation Environment 

One of the ways we can evaluate the two routing protocols is to 

compare quantitative performance metrics measured while conducting 

experimental evaluations. These metrics must measure the suitability and 

performance of the routing protocol. IETF Mobile Ad Hoc Working 

Group has proposed several metric. In this study is used OMNeT++ as a 
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simulation tool to compare these two on-demand routing protocols. In this 

comparison the same parameters are utilized for each simulation scenario; 

these parameters are summarized in table 4.2. 

Table 4.2 : Simulation Parameter 

System 

Parameters  

Reflection in Real 

Scenario  
Values Utilized 

Number of 

nodes  

Rescuers involved in 

rescue operation  

20,40,60, 80, 100, 120, 

140 

Mobility Model  

Rescuers can move along a 

zigzag line from one rescue 

point to another by the way 

rescue points are uniformly 

distributed over the given 

affected area 

     Random Waypoint 

       Mobility Model 

Simulation 

Time  

Denoting the overall time 

of rescue operation 
           400 Sec 

Simulation Size  
Denoting the covering area 

for rescue operation 
     1500m x 1500m 

Protocols  

Used for exchange 

emergency related 

information 

     AODV, DYMO 

Data Rate  

Denoting amount of digital 

data moved from one 

evacuation point to another 

           2Mbps 

Message Size  

Denoting the unit of data 

that is originated from one 

evacuation point to another 

         512 bytes 
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Wi-Fi ad hoc  

Rescuer’s nodes are in ad 

hoc mode so that easy 

deploy at anywhere and 

need of centralized structure 

           802.11b 

Traffic  

Type of data that is 

transmitted during the 

rescue operation. 

              UDP 

Node Speed  
Denoting the moving object 

speed  

2 m/s, 5 m/s, 12 m/s, 

20m/s 

Transmission 

Range  

Denoting the actual amount 

of transmit power of radio 

frequency produced by the 

rescuer’s node 

              250 m 

 

Table 4.2 shows the setup of the simulation environment. In this 

simulation, nodes are divided into four types (Human, vehicle, drone and 

helicopter) and each type node has a different speed. These four types of 

heterogeneous nodes move randomly on 1500(m) x 1500(m) fields. The 

reason for using an area of 1500(m) x 1500(m) is because the area 

simulating the actual size in the real MANET environment for our studied 

area. For the simulations, the Random Waypoint Mobility Model [34] is 

used. It is a popular model for simulations, because of its wider availability 

and simplicity and suitable for disaster nature. Message type is set to UDP; 

because real time communication is needed in disaster situation. Massage 

size is set to 512 bytes. Lastly, in disaster recovery, troops can be 

reinforced on battlefield, and victims can also increase suddenly which 

cause increase number of the node on the network. So, to figure out the 

effect of this change, simulations are executed on 20 nodes up to 140 
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nodes with the same environment parameter. Simulation run in 400 s in 

order to be enough to obtain results.  

 

4.6     Configuration of MANET Routing Protocols in 

OMNet++ 

4.6.1   Omnetpp.ini File 

This file indicates the main function of the simulations that consists 

of simulation time limit, declaration number of nodes, transmission range, 

speed of mobility, and set the area of the simulation area. 

Algorithm: Simulation Environment 

Simulation time = 400 (s)                                     // Simulation time is fixed  

Number of host = X                                                  // Based on user  

Area of simulation = 1500 (m) x 1500 (m)                    // Area is fixed  

Transmission range = 250 (m)                                 // Transmission is fixed  

Speed of mobility = S (m/s)                                  // Based on moving object 

The declaration can change. For example, the declaration number of the 

host (X) can be changed from 20 up to 140, speed (S) varying from 2 m/s, 

5 m/s, 12 m/s and 20 m/s as explained in the simulation parameter before. 

Simulation time and area of the simulation are fixed during the whole 

simulation. 
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4.6.2   Simulation of AODV and DYMO Routing Protocols 

Figure 4.5 up to figure 4.11 show Simulation of 20 up to 140 Node 

in the area of 1500m x 1500m using AODV and DYMO protocols. 

                                       a                                                         b 

Figure 4.5 Simulation of 20 Number of Nodes (a: AODV, b: DYMO) 

 

  

                                 a                                                                      b 

Figure 4.6 Simulation of 40 Number of Nodes (a: AODV, b: DYMO) 
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a                                                                      b 

Figure 4.7 Simulation of 60 Number of Nodes (a: AODV, b: DYMO) 

 

 

a                                                                      b 

Figure 4.8 Simulation of 80 Number of Nodes (a: AODV, b: DYMO) 
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a                                                                      b 

Figure 4.9 Simulation of 100 Number of Nodes (a: AODV, b: DYMO) 

 

 

a                                                                      b 

Figure 4.10 Simulation of 120 Number of Nodes (a: AODV, b: DYMO) 
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a                                                                      b 

Figure 4.11 Simulation of 140 Number of Nodes (a: AODV, b: DYMO) 

 

4.7     Results  

The suitability of the MANET routing protocol is decided on the 

basis of the performance parameters. In this project, three parameters are 

used for analyzing the performance of MANET routing protocol; Packet 

Delivery Ratio, Average End to End Delay and Throughput. For evaluated 

the results, there is a formula that gives the specific answer.  

4.7.1   Packet Delivery Ratio 

Packet delivery ratio represents the ratio of the total received 

packets at the destination to total initiated packets from the source node. 

It represents both the completeness and correctness of the routing 

protocol. In this project, the ratio is compared the number of nodes 20 up 

to 140 with different speeds which are 2 m/s, 5 m/s, 12 m/s and 20 m/s.  

Figure 4.12, 4.13, 4.14 and 4.15 show the Packet Delivery Ratio with 

Varied the number of nodes. In the scenario of speed 5m/s, 12m/s and 

20m/s respectively. 
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Figure 4.12 Packet Delivery Ratio with Varied Number of Nodes in Speed 2 m/s 

(Human)  

 

 

Figure 4.13 Packet Delivery Ratio with Varied Number of Nodes in Speed 5 m/s 

(Vehicle)  
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Figure 4.14 Packet Delivery Ratio with Varied Number of Nodes in Speed 12 m/s 

(drone) 

 

 

Figure 4.15 Packet Delivery Ratio with Varied Number of Nodes in Speed 20 m/s 

(helicopter) 
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As it can be seen from the above figure 4.12 DYMO exceeds AODV in 

term of PDR when the node density is low, for high node density the 

opposite is true. In figure 4.13, DYMO achieve higher PDR than AODV 

when number of nodes is less than 100. In contrast, AODV outperform 

DYMO when number of nodes is more than 100. Also, in figure 4.14 

AODV exceeds DYMO in PDR when the number of nodes is 100 and 120 

nodes, otherwise, DYMO exceeds AODV. Finally, in figure 2.15 DYMO 

PDR – almost- outperform AODV in all cases. We easily can say that 

DYMO shows better packet delivery ratio than AODV in the majority of 

the results. 

4.7.2   Packet Throughput 

It is defined as the total number of packets delivered over the total 

simulations time. In this project, the throughput is compared the number 

of nodes 20 up to 140 with different speeds which are 5 m/s, 12 m/s and 

20 m/s. 

Figure 4.16, 4.17, 4.18 and 4.19 shows a comparison between both routing 

protocols on the basis of throughput vs. the number of nodes at different 

speed. Throughput here represents the number of messages delivered per 

one second, and the combination of receiving data and control packets. 
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Figure 4.16  Packet Throughput with Varied Number of Nodes in Speed 2 m/s 

(Human) 

 

 

Figure 4.17  Packet Throughput with Varied Number of Nodes in Speed 5 m/s 

(Vehicle) 
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Figure 4.18  Packet Throughput with Varied Number of Nodes in Speed 12 m/s 

(drone) 

 

 

Figure 4.19  Packet Throughput with Varied Number of Nodes in Speed 20 m/s 

(helicopter) 
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In speed of 2 m/s DYMO exceeds AODV in term of throughput when the 

node density is low, for high node density the opposite is true. In speed of 

5 m/s DYMO achieve higher PDR than AODV when number of nodes is 

less than 100. In contrast, AODV outperform DYMO when number of 

nodes is more than 100.in speed of 12 m/s AODV exceeds DYMO in term 

of throughput when the number of nodes is 100 and 120 nodes, otherwise, 

DYMO exceeds AODV. Conclusively, when nodes speed is 20 m/s 

DYMO Throughput – almost-  outperform AODV in all cases. 

4.7.3   Average End to End Delay  

Average End to End Delay is the average time taken by a data 

packet to reach from source node to a destination node. It is the ratio of 

total delay to the number of packets received. 

Figure 4.20 up to figure 4.23 shows the end-to-end delay for AODV and 

DYMO. with figure 4.20 showing delay for the number of nodes in speed 

2 m/s, 4.21 showing delay for the number of nodes in speed 5 m/s, figure 

4.22 for the number of Nodes in speed 12 m/s and figure 4.23 for the 

number of nodes in speed 20 m/s. 
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Figure 4.20 Average End to End Delay with Varied Number of Nodes in Speed 2 

m/s (Human) 

 

Figure 4.21 Average End to End Delay with Varied Number of Nodes in Speed 5 

m/s (Vehicle) 
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Figure 4.22 Average End to End Delay with Varied Number of Nodes in Speed 12 

m/s (drone) 

 

 

Figure 4.23 Average End to End Delay with Varied Number of Nodes in Speed 20 

m/s (helicopter) 
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Almost in all cases, the delay of DYMO is increasing compared to the 

AODV. It was observed that delay is increasing with the increased in 

speed. In the Average Delay perspective, the performance of AODV can 

be considered better than DYMO.  

The impact of node density in the performance metrics is represented in a 

fluctuation in the values of PDR, throughput and average end-to-end delay 

in all speeds. That kind of fluctuation occurs because of the random way 

mobility model which make difficulty in the prediction of the results. 

Although performance metrics fluctuation affects DYMO as well as 

AODV; effect in DYMO is not great; so, we can say that DYMO show 

steady performance when compared to AODV. 

4.7.4   Deep Performance Analysis 

For more understanding of the behavior of the two protocols to 

know which is the best; we analyzed the average of various performance 

metrics based on number of speeds in different number of nodes. figure 

4.24, 4.25 and 4.26 shows number of nodes against average performance 

metrics based on the number of speeds, the metrics are PDR, throughput 

and average end to end delay respectively. 
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Figure 4.24 The average Packet delivery ratio based on different Speeds with 

Varied Number of Nodes. 

 

 

Figure 4.25 The average Throughput based on different Speeds with Varied 

Number of Nodes. 
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Figure 4.26 The average of average End to End Delay based on different Speeds 

with Varied Number of Nodes. 

 

As can be clearly seen in figure 4.24 and figure 4.25 AODV achieve very 

low – approximately 0- amount of average PDR and average throughput 

when the number of nodes is below 60, while DYMO give acceptable 

amount of PDR and throughput regardless of the number of nodes. That 

behavior can influence on the disaster case where few number of 

connected devices become available – especially in the first moments and 

last moments of the catastrophic- DYMO will act better than AODV. In 

figure 4.26 an average of the average end-to-end delay of DYMO is 

increasing compared to the AODV. 

We also analyzed the average of various performance metrics based on 

different number of nodes in different Speeds. Figure 4.27, 4.28 and 4.29 

shows speeds against average performance metrics based on the number 

of nodes on PDR, throughput and end to end delay respectively. 
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Figure 4.27 The average Packet delivery ratio based on different Number of 

Nodes with Varied Speeds. 

 

 

Figure 4.28 The average Throughput ratio based on different Number of Nodes 

with Varied Speeds. 
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Figure 4.29 The average of average End to End Delay ratio based on different 

Number of Nodes with Varied Speeds. 

 

As can be clearly seen in figure 4.27 and figure 4.28 average PDR of 

DYMO and AODV and average throughput based on different number of 

nodes decrease with the increase of speed, but DYMO outperform AODV. 

In figure 4.29 average of average end to end delay is directly proportional 
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the term of average end to end delay in all speeds. 

According to the above results we recommend to use DYMO protocol in 
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4.8     Summary  

In the process of selecting the better between the two protocols to 

be implemented in the disaster situation in Marabee Al-shareef it is clearly 

shown from the above results in the previous section that DYMO 

outperform AODV thus DYMO will be the best choice to operate in the 

mentioned disaster scenario.  Despite of that DYMO is worse than AODV 

in term of average end to end delay but it's still acceptable amount of delay 

(don't exceeds a few milliseconds). 
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                             CHAPTER FIVE 

     CONCLUSION AND RECOMMENDATION 

 

5.1     Conclusion 

The simulation of MANET is one of the significant ways in order 

to spread the knowledge to the people and in order to let people understand 

about the operation of MANET. In the real world, MANET gives more 

benefits to users that are residing in a restriction situation, such as, disaster 

area and military were obtaining the wired network would be very 

impractical. This also could help to save a person that gets involved in a 

disaster area. For this purpose, the performance analysis of the MANET 

routing protocol needs to be done to make sure that it can provide a better 

quality of service in routing selection. So that devices can communicate 

effectively. Therefore, based on the discussion the performance analysis 

technique is proposed to be done in simulation rather in the real world. 

The results of the simulation are shown in the previous chapter. The results 

are evaluating the performance of packet throughput, packet delivery ratio 

and average end to end delay after analysis of MANET routing protocols 

by varying speed and network load on OMNet++. Implementation in a 

real-world environment requires time and consumes a high cost to 

develop. Thus, this simulation is employed to cope with these problems 

operatively. At the end of the research, we recommend to use DYMO 

protocol to be operated in the MANET, which deployed in Marabee Al-

shareef. 
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5.2    Recommendations 

There are some suggestions that can be made for future work, which 

can be used to upgrade the efficiency and performance of this project. First 

of all, hybrid speeds of nodes can be applied in single scenario to make it 

more realistic. Secondly, this simulation can be used for realistic scenario 

by incorporate of some factors, which are involved with the real-world 

environment such as path loss model, population, service type…ETC. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



69 
 

REFERENCES 

[1]  F. Bertocchi, P. Bergamo, G. Mazzini, and M. Zorzi, "Performance 
comparison of routing protocols for ad hoc networks," in GLOBECOM'03. 
IEEE Global Telecommunications Conference (IEEE Cat. No. 03CH37489), 
2003, vol. 2: IEEE, pp. 1033-1037.  

[2] S. H. H. Nazhad, M. Shojafar, S. Shamshirband, and M. Conti, "An efficient 
routing protocol for the QoS support of large‐scale MANETs," International 
Journal of Communication Systems, vol. 31, no. 1, p. e3384, 2018. 

[3] B. Nancharaiah and B. C. Mohan, "The performance of a hybrid routing 
intelligent algorithm in a mobile ad hoc network," Computers & Electrical 
Engineering, vol. 40, no. 4, pp. 1255-1264, 2014. 

[4]  M. C. Aravind, C. Sangeetha, and C. Suriyakala, "Enhanced dynamic MANET 
on-demand (En-DYMO) routing protocol for mobile adhoc networks," in 2015 
Global Conference on Communication Technologies (GCCT), 2015: IEEE, pp. 
544-549.  

[5] D. Helen and D. Arivazhagan, "Applications, advantages and challenges of ad 
hoc networks," Journal of Academia and Industrial Research (JAIR), vol. 2, 
no. 8, pp. 453-457, 2014. 

[6] L. Raja and S. S. Baboo, "An overview of MANET: Applications, attacks and 
challenges," International journal of computer science and mobile computing, 
vol. 3, no. 1, pp. 408-417, 2014. 

[7] B. A. Forouzan, Catherine Ann Coombs, and Sophia Chung Fegan. Data 
Communications and Networking. Boston: McGraw-Hill, 2001. 

[8] L. Abusalah, A. Khokhar, and M. Guizani, "A survey of secure mobile ad hoc 
routing protocols," IEEE communications surveys & tutorials, vol. 10, no. 4, 
pp. 78-93, 2008. 

[9] A. Marnerides, "Working with the gridkit overlay framework the secure-
anthocnet overlay," Citeseer, 2007.  

[10] D. G. C. Ong, "Ant intelligence routing algorithm for mobile ad hoc networks," 
Master of Science in Information Technology, Malaysia University of Science 
and Technology, 2004. 

[11] T. H. A. E.-N. Ahmed, "Modeling and simulation of routing protocol for ad 
hoc networks combining queuing network analysis and ANT colony 
algorithms," Duisburg, Essen, Univ., Diss., 2005, 2005.  

[12] C. E. Perkins and P. Bhagwat, "Highly dynamic destination-sequenced 
distance-vector routing (DSDV) for mobile computers," ACM SIGCOMM 
computer communication review, vol. 24, no. 4, pp. 234-244, 1994. 

[13] T. K. Khan, "Resilience Routing in AdHoc Networks. A decision based routing 
tree mechanism that can establish routes in adhoc network, which may than be 
configured into logical dual ring. Also a system is proposed to embed the QoS 
mechanisms, resilience and reliability features from RPR," University of 
Bradford, 2011.  

[14] P. Hipercom, "Securing the OLSR protocol." 
[15]  I. D. Chakeres and E. M. Belding-Royer, "AODV routing protocol 

implementation design," in 24th International Conference on Distributed 
Computing Systems Workshops, 2004. Proceedings., 2004: IEEE, pp. 698-703.  

[16] D. B. Johnson, "The dynamic source routing protocol for mobile ad hoc 
networks (DSR)," draft-ietf-manetdsr-09. txt, 2003. 



70 
 

[17] M. Abolhasan, T. Wysocki, and E. Dutkiewicz, "A review of routing protocols 
for mobile ad hoc networks," Ad hoc networks, vol. 2, no. 1, pp. 1-22, 2004. 

[18] Z. Haas, "The zone routing protocol (ZRP) for ad hoc networks," IETF Internet 
draft, draft-ietf-manet-zone-zrp-01. txt, 1998. 

[19] 정종광 and 김재훈, "Mobile Ad Hoc Networks (MANET) 에서의 고정셀을 

이용한 Cluster Based Routing Protocol," 한국정보과학회 학술발표논문집, 
vol. 29, no. 1A, pp. 583-585, 2002. 

[20]  C. E. Perkins and E. M. Royer, "Ad-hoc on-demand distance vector routing," 
in Proceedings WMCSA'99. Second IEEE Workshop on Mobile Computing 
Systems and Applications, 1999: IEEE, pp. 90-100.  

[21] C. Perkins, E. Belding-Royer, and S. Das, "RFC3561: Ad hoc on-demand 
distance vector (AODV) routing," ed: RFC editor, 2003. 

[22] I. D. Chakeres and C. E. Perkins, "Dynamic MANET on demand (DYMO) 
routing protocol," Internet-Draft Version 6, IETF, 2006. 

[23]  G. Chengetanai and G. B. O'Reilly, "Survey on simulation tools for wireless 
mobile ad hoc networks," in 2015 IEEE International Conference on 
Electrical, Computer and Communication Technologies (ICECCT), 2015: 
IEEE, pp. 1-7.  

[24] N. I. Sarkar and S. A. Halim, "A review of simulation of telecommunication 
networks: simulators, classification, comparison, methodologies, and 
recommendations," 2011. 

[25] S. M. Bilalb and M. Othmana, "A performance comparison of network 
simulators for wireless networks," arXiv preprint arXiv:1307.4129, 2013. 

[26] L. Hogie, P. Bouvry, and F. Guinand, "An overview of manets simulation," 
Electronic notes in theoretical computer science, vol. 150, no. 1, pp. 81-101, 
2006. 

[27] R. Upadhyay, S. Kumar, and J. Wasim, "Performance of MANET Routing 
Protocols with Varying Mobility Speed and Group Mobility Model," 
Vidyabharati International Interdisciplinary Research Journal, pp. 28-32, 
2021. 

[28] Y. Jahir, M. Atiquzzaman, H. Refai, A. Paranjothi, and P. G. LoPresti, 
"Routing protocols and architecture for disaster area network: A survey," Ad 
Hoc Networks, vol. 82, pp. 1-14, 2019. 

[29] V. G. Menon, J. P. Pathrose, and J. Priya, "Ensuring reliable communication 
in disaster recovery operations with reliable routing technique," Mobile 
Information Systems, vol. 2016, 2016. 

[30] S. Sivagurunathan and K. Prathapchandran, "Behaviour of Routing Protocols 
in Mobile Ad Hoc Networks Investigated for Emergency and Rescue Situation 
in India," International Journal of Wireless & Mobile Networks (IJWMN) Vol, 
vol. 8, 2016. 

[31] D. Reina, M. Askalani, S. Toral, F. Barrero, E. Asimakopoulou, and N. Bessis, 
"A survey on multihop ad hoc networks for disaster response scenarios," 
International Journal of Distributed Sensor Networks, vol. 11, no. 10, p. 
647037, 2015. 

[32] L. E. Quispe and L. M. Galan, "Behavior of Ad Hoc routing protocols, 
analyzed for emergency and rescue scenarios, on a real urban area," Expert 
systems with applications, vol. 41, no. 5, pp. 2565-2573, 2014. 

[33] J. Kaur and R. K. Gurm, "Performance analysis of AODV and DYMO routing 
protocols in MANETs using cuckoo search optimization," International 



71 
 

Journal of Advance Research in Computer Science and Management Studies, 
vol. 2, no. 8, pp. 236-247, 2014. 

[34] C. Lin, "AODV routing implementation for scalable wireless Ad-hoc network 
simulation (SWANS)," httpy/jist. ece. cornell, 2004. 

 

 

 

 

 

  

 

 

 


