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Abstract 

Web usage mining is the application of data mining techniques to discover usage patterns 

from Web data, in order to understand and better serve the needs of Web-based applications. 

Web usage mining consists of three phases, namely preprocessing, pattern discovery, 

and pattern analysis. Web Usage Mining Web servers, proxies, and client applications can 

quite easily capture data about Web usage. Web server logs contain information about every 

visit to the pages hosted on a server. Some of the useful information includes what files have 

been requested from the server, when they were requested, the Internet Protocol (IP) address 

of the request, the error code, the number of bytes sent to the user, and the type of browser 

used. The problem of this research is need to analyse the web site of (sudan university of 

science and technology) in order to enhance the site. In this research firstly collect data then 

prepare (preprocess) data to analysis (applying clustering) and evaluating the result (up to 

down methodology) . According to result give recommendation. By using flexable design 

and Offer more information in each page this will make the site more effective. 

 

 

 

 

 

 

 

 

 

   

v 



 

 المستخلص

الاسخخذاو يٍ بٍاَاث انىٌب ، يٍ أجم فهى انخُقٍب عٍ اسخخذاو انىٌب هى حطبٍق نخقٍُاث اسخخزاس انبٍاَاث لاكخشاف أًَاط 

ادخٍاجاث انخطبٍقاث انًسخُذة إنى انىٌب وخذيخها بشكم أفضم. ٌخكىٌ حعذٌٍ اسخخذاو انىٌب يٍ رلاد يزادم ، وهً 

انًعانجت انًسبقت واكخشاف الأًَاط وحذهٍم الأًَاط. حعذٌٍ اسخخذاو انىٌب ًٌكٍ نخىادو انىٌب وانىكلاء وحطبٍقاث انعًٍم 

خقاط انبٍاَاث دىل اسخخذاو انىٌب بسهىنت حايت. حذخىي سجلاث خادو انىٌب عهى يعهىياث دىل كم سٌارة نهصفذاث ان

يا هً انًهفاث انخً حى طهبها يٍ انخادو ، ويخى حى طهبها ،  :انًسخضافت عهى انخادو. حخضًٍ بعض انًعهىياث انًفٍذة

ش انخطأ ، وعذد ودذاث انباٌج انًزسهت إنى انًسخخذو ، وَىع انخاص بانطهب ، وري (IP) وعُىاٌ بزوحىكىل الإَخزَج

انًخصفخ انًسخخذو . يشكهت هذا انبذذ ضزورة حذهٍم يىقع )جايعت انسىداٌ نهعهىو وانخكُىنىجٍا( يٍ أجم حذسٍٍ انًىقع. 

جًٍع( وحقٍٍى انُخٍجت فً هذا انبذذ ، حى أولاً جًع انبٍاَاث رى حذضٍز انبٍاَاث )يا قبم انًعانجت( نهخذهٍم )حطبٍق انخ

)يُهجٍت يٍ أعهى إنى أسفم(. وفقا نهُخٍجت حعطً انخىصٍت. باسخخذاو انخصًٍى انًزٌ وحقذٌى يشٌذ يٍ انًعهىياث فً كم 

 .صفذت ، سٍجعم هذا انًىقع أكزز فعانٍت
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CHAPTER ONE 

INTRODUCTION 

1.1 Research background 

Internet has become increasingly important as a medium for life, work and study as 

well as for dissemination of information. Web mining is the mining of data related to the 

World Wide Web. It is categorized into three active research areas according to what part of 

web data is mined, of which Usage mining, also known as web-log mining, which studies 

user access information from logged server data in order to extract interesting usage patterns. 

Web mining is the intelligent analysis of Web data.. By the use of Web browsing patterns, 

business organizations can perform mass customization and personalization, adapt their Web 

sites, and further improve their marketing strategies, product offerings, and promotional 

campaigns. Therefore, Web browsing pattern mining has special meaning for business 

organizations. Thus, it has attracted much attention from data mining, machine learning, and 

other research communities for many years. Of the existed methods, some arenon-sequential, 

such as association rule mining and clustering; and some are sequential,such as sequential or 

navigational pattern mining. Web mining is the application of data mining techniques to 

automatically discover and to extract knowledge from web data.  

1.2 Problem statement 

The majority of  institutions in sudan have official websites , but they are ineffective ( 

meaning that they are not used by the beneficiaries of the service ) and this may be due to 

several reasons. 

Sudan university of science and technology website data ( the logfile ) was taken as a dataset. 

The research problem can be viewed from three aspects: 

1. There is a need to analyze the web site of sudan university of science and technologyin 

order to recommend guide lines to enhance the web site .  

2. Not resorting to the official websites of institutions in general . 

3. difficulty of obtaining a questionnaire from the site to find out the problem. 
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1.3 Research objectives 

analize sust website log file ,in order to decover patterns to help developers making it easy to 

use and manage. To achieve that can be viewed from three aspects:  

1. Know the activity of user on web site.  

2. Site analysis to help find the required modifications on the web site. 

3. Help in decision making. 

1.4 Research Methodology 

In this research firstly collect data then prepare (preprocess) data to analysis (applying 

clustering) and evaluating the result (up to down methodology) . According to result give 

recommendation. 

1.5 Research scope 

This research focus on applying data mining techniques (web usage mining ) for supporting 

official sust-website by extracting knowledge from website logfile which obtained from 

Sudan university for science & technology ( sust )( access log file 14-2-2017 to 1-5-2017 ). 

1.6 Thesis Organization 

In chapter one, A comprehensive way about mining in the Web. 

In chapter two, more detail about mining in web usage its process,techniques, tools and some 

research issues. 

In chapter three, clustering and classification technique  

In data mining it‟s defined, types, explain how the algorithm work (only one algorithm for 

each type) and the comparison between them.  

In Chapter four, implementation of research tool (as detail). talked first about the „ORANGE, 

WEEKA and WEBLOG 'as a tool, then for how to use them inthe clustering process and 

analysis, and we discussed the results and Synopsis ofthe application. 

 In Chapter five, Conclusions and recommendation for future work.  
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CHAPTER TWO 

 LITERATURE REVIEW AND RELATED WORK 

2.1 Introduction 

This chapter discusses the literature concerned with Data Mining and Knowledge Discovery 

techniques used in user behavior analysis (usage mining). The chapter firstly  show 

importance of data Secondly, it discusses using Data Mining techniques (usage mining ) in 

log file Analysis, and some useful tools. 

2.2 Important of Data 

With the continued growth and proliferation of e-commerce, Web services, andWeb-

based information systems, the volumes of clickstream and user datacollected by Web-based 

organizations in their daily operations has reachedastronomical proportions. Analyzing such 

data can help these or-ganizations determine the life-time value of clients, design cross-

marketing strategies acrossproducts and services, evaluate the effectiveness of pro-motional 

campaigns,optimize the functionality of Web-based applications, provide more personalized 

content to visitors, and find the most effective logical structure for their Web space. This type 

of analysis involves the automatic discovery of meaningful patterns and relationships from a 

large collection of primarily semi-structured data, often stored in Web and applications server 

access logs, as well as in relatedoperational data sources. 

2.3 Data mining 

Discovering new information or knowledge from data. For example, data 

retrieval techniques are mainly concerned with improving thespeed of retrieving data 

from a database, whereas data mining techniques analyze the data and try to identify 

interesting patterns. 

It should be noted, however, that the distinction between information retrieval 

andtext mining is not clear. Many applications, such as text classification and text 

clustering, are often considered both information retrieval and text  mining Similarly, 

Web retrieval and Web mining share many similarities. Web document clustering has 

been studied both in the context of Web retrieval and  Web  mining. On the other 

hand, Web mining is not simply the application of information  retrieval and text 

mining techniques to Web pages; it also involves non-textual data such as Web 

server logs and other transaction-based data. Although Web mining relies heavily on 
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data mining and text mining techniques, not all techniques  applied to Web mining 

are based on data mining or text mining. Some techniques, such as Web link 

structure  analysis, are unique to Web mining. In general, it is reasonable to consider 

Web mining as a subfield of data mining, but not a subfield of text mining, because 

some Web data are not textual (e.g., Web log data).   As can be seen, Web mining 

research is at the intersection of several established research areas, 

includinginformation retrieval, Web retrieval,  machine learning, databases, data 

mining,and text mining.       

Most previous research has viewed Web mining from a database or data mining 

perspective. On the other hand, research in machine learning and information retrieval has 

also played a very important role in Web mining research. Machine learning is the basis for 

most data mining and text mining techniques, and information retrieval research  has  largely 

influenced the research directions of Web mining applications. 

2.4 Web Usage Mining 

The prolific growth of web-based applications and the enormous amount of data 

involved therein led to the development of techniques foridentifying patterns in the web data. 

Web mining refers to the application ofdata mining techniques to the World Wide Web. Web 

usage mining is theprocess of extracting useful information from web server logs based on 

thebrowsing and access patterns of the users. According to (Customer Behavior Pattern 

Discovering with Web Mining „Xiaolong Zhang1, Wenjuan Gong2, and Yoshihiro 

Kawamura3‟)  The information is especiallyvaluable for business sites in order to achieve 

improved customer satisfaction. 

Based on the user‟s needs, Web Usage Mining discovers interesting usagepatterns 

from web data in order to understand and better serve the needs of theweb based application. 

Web Usage Mining is used to discover hidden patternsfrom weblogs. It consists of three 

phases like Preprocessing, pattern discoveryand Pattern analysis. the processof extracting 

useful information from server log files and some of applicationareas of Web Usage Mining 

such as Education, Health, Human-computerinteraction, and Social media. 
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2.5 Log File 

A  Web log is a file to which the Web server writes information each time a 

userrequests a website from that particular server. A log file can be located in three different 

places: 

2.5.1 Web Server Log files 

The log file that resides in the web server notes the activity of the client who 

accessesthe web server for a web site through the browser. In the server which collects the 

personalinformation of the user must have a secured transfer  .  

2.5.2 Web Proxy Server Log files 

A Proxy server is said to be an intermediate server that exist between the client 

andthe Web server. Therefore if the Web server gets a request of the client via the 

proxyserver then the entries to the log file will be the information of the proxy server andnot 

of the original user. 

These web proxy servers maintain a separate log file for gathering the informationof 

the user. 

2.5.3 Client Browsers Log Files 

This kind of log files can be made to reside in the client‟s browser window 

itself.Special types of software exist which can be downloaded by the user to their 

browserwindow. Even though the log file is present in the client‟s browser window the 

entriesto the log file is done only by the Web server. 

2.6 Web Usage Mining Algorithms 

The most famous algorithms that used in the mining field shown in below table: 
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Table (2.1) data mining algorithms  

Algoruthm name / (supervised or unsupervised) / 

Type of algorithm 

Description 

C4.5 algorithm / supervised / classification type   Algorithm used to generate decision Tree tool 

(technical term classifier) for classifying data 

from a set of training data. Used to generate a 

descision based on a certain sample of data. 

K-Means algorithm / unsupervised / clustering 

type   

Partitions the data into a predetermined number 

of clusters with each cluster having a center of 

gravity (technical term centroid) around which 

the data is clustered. 

Support Vector Machines (SVM) algorithm / 

Supervised / classification or regression type 

SVM classification algorithm attempts to classify 

data into target classes with the wides possiple 

margin (technical term hyper-plane). Could be 

just a line with 2 identifable classes.SVM 

regression algorithm , on the other hand , tries to 

find a continues function where the maximum 

number of data points are within an epsilon-wide  

tube around those data elements. 

Apriori Algorithm / Unsupervised / Association 

type  

Identifies the frequent individual items in the data 

base and extending them to larger and larger item 

sets as long as those item sets appear 

sufficidently often in the data base. The frequent 

item sets determined by apriori can be used to 

determined association rules which highliet 

general trends in the data base.  

Expextation- Maximization(EM) algorithm / 

Unsupervised clustering type  

The Expextation Maximization (EM) algorithm is 

a way to find maximum-likelihood estimates 

when the data is incomplete or has missing data 

points .It works by choosing random values for 

the missing data points and using those guesses to 

estimate a second set of data .The new values are 

used to create a better gues for the first set,and 

the prosses continues until the algorithm 

converges on affixed point  
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Table (2.2) Data mining algorithms  

Page Rank algorithm / un supervised / 

Association type  

Page Rank, popularized by google‟s pagerank for 

websites, is a link analysis algorithm design to 

determine the relative importance of some object 

linked within a network of objects. 

Adaboost algorithm / supervised / classification 

type  

Adaboost, short for adaptive boosting, is part of 

what are called boosting algorithms of which 

GBM and XGBoost are the other popular 

boosting algorithms. Adaboost combines multiple 

„weak classifiers‟ into asingle „strong classifier‟ 

or in other words,uses multiple „weak‟ learning 

systems to put together a „strong‟ learning 

system. 

K-Nearest Neighbors (KNN) algorithm / 

supervised / classification type   

KNN algorithm first looks at the K closest 

labeled training data points – in other words, the 

k-nearest neighbors. K in this case could be 

understood as the number of neighbors or the 

depth. Second, using the neighbors‟ classes, kNN 

gets a better idea of how the new data should be 

classified.  

Naïve Bayes algorithm / supervised / 

classification type  

Naïve Bayes, a family of algorithms, makes 

predications using Bayes Theorem, which derives 

the propability of a feature, based on prior 

knowledge of conditions that might be related to 

that feature. The “naïve” comes from the 

assumption that the algorithm makes of 

conditional independence between every pair of 

features in the data set. Used in applications such 

as spam filtering, text classification, sentiment 

analysis.  

Classification And Regression Trees (CART) 

algorithm / supervised / classification & 

regression type  

It is a decision tree learning technique that 

outputs either classification or regression trees. 

The CART algorithm provides a foundation for 

important algorithms like bagged decision trees, 

random forest and boosted decision trees. 
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2.7 Tools 

There are many tools used for web usage mining below toolkits used in this research‟: 

2.7.1 WEKA 

Weka is tried and tested open source machine learning software that can be accessed 

through a graphical user interface, standard terminal applications, or a Java API. It is widely 

used for teaching, research, and industrial applications, contains a plethora of built-in tools 

for standard machine learning tasks, and additionally gives transparent access to well-known 

toolboxes such as scikit-learn, R, and Deeplearning4j. 

            Choose weka to retrieve a written report. 

2.7.2 Orange 

It‟s an open-source data visualization machine learning and data mining toolkit 

Itfeatures a visual programming front-end for explorative data analysis and interactivedata 

visualization, and can also be used as a Python library. 

Orange consists of a canvas interface onto which the user places widgets and creates 

adata analysis workflow. Widgets offer basic functionalities such as reading the data,showing 

a data table, selecting features, training predictors, comparing learningalgorithms, visualizing 

data elements, etc. The user can interactively explorevisualizations or feed the selected subset 

into other widgets 

2.7.3 Weblog Expert 

Weblog Expert is a fast and powerful access log analyzer. It gives information about 

your site's visitors: activity statistics, accessed files, paths through the site, information about 

referring pages, search engines, browsers, operating systems, and more. The program 

produces easy-to-read reports that include both text information (tables) and charts. Also do a 

lot of preprocessing on damage data. 

 

2.8 Previous studies 

All previous studies agreed user behavior is an important issue in enhancement and increase 

efficiency of any website . 

Web usage mining is a kind of mining techniques in logs. Because of the remarkable 

usage, the log files are growing at a faster rate and the size is becoming very large. This leads 

https://markahall.blogspot.co.nz/2015/06/cpython-integration-in-weka.html
https://markahall.blogspot.com/2012/07/r-integration-in-weka.html
https://deeplearning.cms.waikato.ac.nz/
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to the difficulty for mining the usage log according to the needs. This paper uses web usage 

mining technique for predicting the user‟s browsing behavior.” Using Possibilistic algorithm 

for clustering. “The experimental result shows that the proposed techniques results in better 

hit ratio than the existing techniques.( Khanchana, R. and punithayalli M, 2011) 

The rapid growth in the amount of information and the number of users has lead to difficulty 

in providing effective search services for the web users and increased web latency; resulting 

in decreased web performance. Use a novel approach for predicting user behavior for 

improving web performance. This work overcomes the limitation of path completion. 

Application of Petri Nets for extracting web site structure helps in path completion process, 

better prediction, decreasing web latency and improving web performance.( Makkar, P., 

Gulati, P. and Sharma, A., 2010). 

As internet become popular day by day, there is a heavy traffic on internet and result of heavy 

traffic is delay in response. overcome this difficulty User future request prediction is used. In 

this research work FCM and KFCM algorithms are used for user future request prediction. 

The results show that KFCM pick maximum data that has highest probability and it makes 

center point at that place where the data points are more.  Thus the clusters of KFCM are 

better than FCM clusters and prediction is also better.  Our prediction is session oriented and 

page oriented and we make prediction for all the webpages. The result of our proposed work 

shows that performance of this work is useful for predicting user next page. Our proposed 

work is useful in prediction we can apply it on web log file which has large data.( Kaur, D., 

Kaur, A.S. and Punjab, F.S., 2013). 

Different customers provide different personality types. Moreover, different 

personality types provide different buying patterns. In this paper, we presented a hypothesis 

that customer‟s personality type might influence buying behaviorand the probability that 

customer‟s characteristics can also justify the buying behavior.  If marketers know their 

customer‟s personality type, thus marketers are able to understand customers buyingpattern 

as well. Therefore, a successful trade would be possible.( Moghadam, A.D., Jandaghi, A. and 

Safavi, S.O., 2015). 

Customer behavior analytics is based on consumer buying behavior. Using Neural 

Networks Association rule, Decision tree. This has given us the opportunity to develop an 

application that analyses the database and extract valuable information which will help 
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management with decision making as regards customer behavior, sales pattern and possibly 

predict future sales accurately.( HaastrupAdeleye Victor. 2014). 

This research in addition to the principles of “data mining” segments which are 

implemented by k-Means algorithms and data from various e-commerce websites. This k-

means algorithms shows a clear distinction between the segments of customer behavior.( 

vijayabhaskarvelpula. AP, satyanarayanapakanati QIS. 2010). 

Understanding visitors‟ invisible behaviors and responding with appropriate answers 

are important issues in continually increasing online market.in this study, we suggest an 

approach based on the idea that customers‟ sessions in a web store can be transformed into 

the structure of a graph, which are represented as density of a session based on a graph theory 

and using DOS (Density Of a Session).the result from log it analysis show that DOS predicts  

Purchase behavior better in comparison with other predictors. It means 

understanding customers‟ sessions with respect to a graph structure is useful to predict 

whether a customer will buy or not buy products in a web store.( Lim, M., Byun, H. and Kim, 

J., 2015). 

Analysis of Web server logs is one of the important challenge to provide Web 

intelligent services.In this paper, we describe a framework for a recommender system that 

predicts the user's next requests based on their behavior discovered from Web Logs data. We 

compare results from three usage mining approaches: association rules, sequential rules and 

generalized sequential rules. We use two selection rules criteria: highest confidence and last-

subsequence. Experiments are performed on three collections of real usage data: one from an 

Intranet Web site and two from an Internet Web site.( Géry, M. and Haddad, H., 2003). 

Study the User Behavior using the Web Log. paper presents the theory and 

knowledge related to Web Logs and then presents a Web Log mining process. Experiments 

have showed that the work is effective and efficient.( Kamalakkannan, S. and Prasanna, S). 
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Table (2.3) Key Related Work Summary 

# Paper & author Purpose of study  Algorithms used  Data  Results 

1 Web Usage Mining For 

Predicting Users‟ 

Browsing Behaviors by 

using FPCM Clustering. 

International Journal of 

Engineering and 

TechnologyKhanchana, 

R. and punithayalli M, 

2011 

Use web usage 

mining technique 

for predicting the 

user‟s browsing 

behavior. 

Fuzzy Possibilistic 

algorithm for 

clustering 

Not available Building proper 

web site , 

enhancing 

marketing 

strategy, 

promotion, 

product supply, 

getting 

marketing data, 

forecasting 

market trends, 

and enhancing 

the competitive 

strength of 

enterprises etc. 

2 A novel approach for 

predicting user behavior 

for improving web 

performance. 

International Journal on 

Computer Science and 

Engineering 

 

 

Makkar, P., Gulati, P. 

and Sharma, A., 2010 

predicting user 

behavior for 

improving web 

performance 

Petri Nets(PN) + 

prefetching engine  

collaborating 

information 

from user 

access log and 

website 

structure 

repository 

extracting web 

site structure 

helps in path 

completion 

process, better 

prediction, 

decreasing web 

latency and 

improving web 

performance. 

3 User Future Request 

Prediction Using KFCM 

in Web Usage Mining. 

International Journal of 

Advanced Research in 

Computer and 

Communication 

Engineering (IJARCCE) 

 

 

Kaur, D., Kaur, A.S. 

and Punjab, F.S., 2013 

predicting the 

users future 

requests 

Fuzzy C-Means 

(FCM) & 

Kernelized Fuzzy 

C-Means  

(KFCM) 

algorithms 

log file has 

5991 web 

requests and 

after cleaning 

we obtain 1839 

web requests 

result shows 

that kfcm pick 

more pages 

which has 

highest 

weightage and 

highest 

probability for 

opening in 

future by user. 
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# Paper & author Purpose of study  Algorithms used  Data  Results 

4 The Probability of 

Predicting E-

Customer‟s Buying 

Pattern Based on 

Personality Type. 

Interaction (HCI) 

 

Moghadam, A.D., 

Jandaghi, A. and Safavi, 

S.O., 2015 

understand 

customers buying 

pattern 

Not available Not available Prediction of 

sales 

5 Customer behaviour 

analytics and data 

mining. American 

Journal of Computation, 

Communication and 

Control 

 

HaastrupAdeleye Victor 

2014 

putting unique 

strategies in place 

in order to attract 

specific 

customers. 

Through analysis 

of customers‟ 

behavior 

Neural Networks, 

Association rule,  

Decision tree 

Not available  help 

management 

with decision 

making as 

regards 

customer 

behavior, sales 

pattern and 

possibly predict 

future sales 

accurately 

6 . analyzing target 

customer behaviour by 

mining the e-commerce 

data .international 

journal on information 

sciences and computing 

vijayabhaskarvelpula. 

AP, 

satyanarayanapakanati 

QIS July 2010 

The traditional 

forecasting 

methods are no 

longer agree  

K-means 

algorithm 

Various e-

commerce 

websites, A 

session file 

from data 

preparation 

stage  

A clear 

distinction 

between the 

segments of 

customers 

behavior . 

7 A web usage mining for 

modeling buying 

behavior at a web store 

using network analysis. 

Indian Journal of 

Science and Technology 

Lim, M., Byun, H. and 

Kim, J., 2015 

Predict whether a 

customer will buy 

or not buy in aweb 

store. 

Not available  Click stream 

data 

Density Of  a 

Session (DOS) 

predicts 

purchase 

behavior better 

in comparison 

with other 

predictors  
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# Paper & author Purpose of study  Algorithms used  Data  Results 

8  Evaluation of web 

usage mining 

approaches for user's 

next request prediction. 

In Proceedings of the 

5th ACM international 

workshop on Web 

information and data 

management 

 

Géry, M. and Haddad, 

H., 2003 

describe a 

framework for a 

recommender 

system that 

predicts the user's 

next requests 

ACM association 

rules, sequential 

rules and 

generalized 

sequential rules 

Not available  predicts the 

user's next 

requests based 

on their 

behavior 

9 Web Usage Mining: 

Users Behavior in Web 

Page Based on Web 

Log Data 

 

Kamalakkannan, S. and 

Prasanna, S 

Study the User 

Behavior using the 

Web Log 

Not available 514MB log file 

of server as 

dataset 

theoretical basis 

for the 

management 

and 

optimization of 

the site for site 

managers. 

 

 

 

2.9 Chapter Summary  

Enhancment of website need a lot of work (collect data, data preprocess, data analysis etc). 

Academic society has provided several research papers, along with its relation to Data 

Mining techniques, which this chapter has discussed. The next chapter discusses the 

methodology thoroughly. 
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CHAPTER THREE 

METHODOLOGY 

3.1 Introduction 

This chapter will precisely deliberate the methodology used in this thesis. to achieve 

research objective, up to down methodology was used.  As previously shown in section 

1.4 of this research study, the method involves 5  steps these steps are : collect data, data 

preprocessing, applying clustering, evaluating result, and give recommendation. As 

shown in figure below : 

 

Figure (3.1) Thesis Methodology 

 

3.2 Data source 

The data is the basics of a knowledge discovery process. There are several possible 

data sources for the Web Usage Mining process. Each type has its own advantages and a little 

different focus. For example, server-level data is suitable for mining information from one 

Web site while client-level logs are optimal for discovering users‟ behavior during their 

whole Internet session. 
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3.2.1 Server-Level Collection 

AWeb server log is an important source for performing Web Usage Mining because 

it explicitly records the browsing behavior of site visitors. The data recorded in server logs 

(possibly concurrent) access of a Web site by multiple users. These log les can be stored in 

various formats such as Common log or Extended log formats. However, the site usage data 

recorded by server logs may not be entirely reliable due to the presence of various levels of 

caching within the Web environment. Cached page views are not recorded in a server log. In 

addition, any important information passed through the POST method will not be available in 

a server log. Packet technology is an alternative method to collecting usage data through 

server logs. Packet sneers monitor network trace coming to a Web server and extract usage 

data directly from TCP/IP packets. The Web server can also store other kinds of usage 

information such as cookies and query data in separate logs. Cookies are tokens generated by 

the Web server for individual client browsers in order to automatically track the site visitors. 

Tracking of individual users is not an easy task due to the stateless connection model of the 

HTTP protocol. Cookies rely on implicit user cooperation and thus have raised growing 

concerns regarding user privacy. Query data is also typically generated by online visitors 

while searching for pages relevant to their information needs. Besides usage data, the server 

side also provides content data, structure information and Web page meta-information (such 

as the size and its last modeled time).  

The Web server also relies on other utilities such as CGI scripts to handle data sent 

back from client browsers. Web servers implementing the CGI standard parse the URI of the 

requested to determine if it is an application  

Program. The URI for CGI programs may contain additional parameter values to be 

passed to the CGI application. Once the CGI program has completed its execution, the Web 

Servers send the output of the CGI application back to the browser.  

3.2.2 Client-Level Collection 

In the client side collection, the browsing behavior of the users is recorded by the 

web browsers. For collecting the history of the user behavior, remote agents were 

implemented with Java or JavaScript. It is considered as more reliable than server side 

Collection because it overcomes both the caching and session identification problems. There 

are two ways – remote agents (Java Script or Java applets) and modified browsers. The first 

way is aimed at single-user sessions across a single server. It solves the problem with caching 
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and almost with session identifying. The disadvantages are slow loading in the case of Java 

applets and no information about page view time – we still do not know when the users close 

the page. The best results for single-users/multiple-sites are given by special Web browsers 

that track every user movement. 

The browser records how much time the user spends on a Web page, if he pushes the 

back or reload button, and many other valuable variables. But it is hard to persuade users to 

use such a special browser. One possibility is to offer them some additional benefits for daily 

use of modified browsers.  

3.2.3 Proxy-Level Collection 

A Web proxy acts as an intermediate level of caching between client browsers and 

Web servers. Proxy caching can be used to reduce the  

Loading time of a Web page experienced by users as well as the network tract load 

at the server and client sides. The performance of proxy caches depends on their ability to 

predict future page requests correctly. Proxy traces may reveal the actual HTTP requests from 

multiple clients to multiple Web servers. This may serve as a data source for characterizing 

the browsing behavior of a group of anonymous users sharing a common proxy server.  

The dataset used in this research is represented as a log file( sust log file ). 

Table (3.1) log file attributes 

Attributes Description 

Page views Count of viewing a page 

Page title The header of page 

Page URL Uniform Resource Locator 

Publisher label Who publish the page 

Publisher URL Uniform Resource Locator of publisher 

Start date Date of beginning 

End date Date of end 

Visitor type External, external mobile, external tablet, internal (categorical data ) 

Page visits Count of visiting a page 

Bounce rate Count of revisiting the page 

 



19 

 

3.3 Data preprocessing  

In the preprocessing stage we convert raw data from various data sources into the 

data suitable for pattern analysis. Preprocessing consists of three categories – structure 

preprocessing, content preprocessing and usage preprocessing. 

3.3.1 Usage Preprocessing 

Usage preprocessing is the most important stage in Web Usage Mining. The 

outcomes of this stage are mineable objects representing the particular Web site. The 

difficulty of each step varies according to the used Web site technologies. For example, 

mining server sessions from the dynamic Web site could be less difficult than mining from 

the static Web site (sust log file) because the static pages are usually caught by proxies, and 

so many of the requests are missing in the log, while dynamic pages are set not to be stored in 

proxies, and so the majority of requests are present in the log. In sust log file weblog expert 

was used to deal with proxies (DNS lookup)  
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Figure (3.2) weblog expert (DNS lookup) 

 

3.3.1.1 Data Cleaning 

In this step puts more data source files into one data file and filters out the 

unnecessary records from the logs. Typically, graphics files are useless for mining. Next, 

records generated by automatic agents have to be removed because they would skew the 

results. The final task is to normalize URIs. Diverse URIs(two URIs lead to same page / 

replication)  so they have to be the same for the mining process. 

 

 

Figure (3.3) weblog expert (remove reduplicate) 

3.3.1.2 User Identification 

The user refers to an individual accessing one or more servers through a browser. 

Due to the presence of caching, firewall and proxy server, the only reality is that it is very 

difficult to identify a user. A Log can distinguish the user's user IP, browsing device 

operating system identification and session cookies. Because multiple users may be accessed 
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through a proxy, a single IP  corresponds to multiple users, and it is difficult to distinguish 

between users via IP. In browsers and operating systems with IP there are some difficulties as 

the user ID of the user's operating system and browser is more concentrated so a large 

number of users using the same IP cannot be distinguished.  

 

Figure (3.4) weblog expert (report attributes) 

3.3.1.3Session Identification 

Using session cookies to assign each user a unique identity relates to user privacy 

issues, and the user may simply not support cookies, or the user will delete or modify the 

cookies, so session cookies are not trustworthy. Cookies can be retained on the server side in 

order to accurately identify the user session information, including the session ID, user name 

of a registered user visiting the page. Some Web servers such as Apache record cookie data 

with the help of a number of modules. 

3.3.1.4 Page View Identification 

Is in most cases important only if frames are used in the mined Web site. Need to 

know which files are part of one page view and put the relevant records from the data source 

together. Very helpful in this step is the knowledge of the Web content and structure. 
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3.3.1.5 The Path Completion 

Path added or path completion is the process of adding the page accesses that are not 

in the weblog but that have actually occurred. In one session, if there is a request from the 

previous page, then, the previous page is added as the source of this request. If a user uses a 

number of pages to reach to the final page, then the last page before the final page becomes 

the source page and it is referred to as the Referrer domain.  

3.3.2 Features Selection 

Feature selection preprocessing have been widely used in information retrieval as a means of 

coping with a large amount of data in the log file, a selection is made to keep only the more 

relevant date. As show in Table (3.1) log file attributes.   

 

3.4 Evaluation  

Web Usage Mining is the process of applying data mining techniques to the 

discovery of usage patterns from Web data. Like other data mining disciplines, it defines 

several procedures leading to the discovery of the desired knowledge. Web usage mining 

usually involves three main steps which are preprocessing, pattern discovery, and pattern 

analysis. The square-error criterion is used implicitly with k-means algorithm to determine if 

the number of clusters is enough or need to modify, defined as 

 

 

 

 

Where E is the sum of the square error for all objects in the data set; p is the point in 

space representing a given object; and mi is the mean of cluster Ci (both p and mi are 

multidimensional). In other words, for each object in each cluster, the distance from the 

object to its cluster center is squared, and the distances are summed. This criterion tries to 

make the resulting k clusters as compact and as separate as possible.. 

3.5 k-means clustering  

The k-means algorithm takes the input parameter, k, and partitions a set of n objects 

into k clusters so that the resulting intracluster similarity is high but the intercluster similarity 
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is low. Cluster similarity is measured in regard to the mean value of the objects in a cluster, 

which can be viewed as the cluster‟s centroid or center of gravity.  

3.5.1 How does the k-means algorithm work? 

 K-means algorithm proceeds as follows:  

1. First, it randomly selects k of the objects, each of which initially represents a cluster 

mean or center. 

2. For each of the remaining objects, an object is assigned to the cluster to which it is the 

most similar, based on the distance between the object and the cluster mean.  

3. It then computes the new mean for each cluster. This process iterates until the 

criterion function converges. 

3.4.2 k-means algorithm procedures: 

1-arbitrarily choose k objects from D as the initial cluster centers. 

2-repeat. 

3-(re)assign each object to the cluster to which the object is the most similar, based on the 

mean value of the objects in the cluster. 

4- update the cluster means, that is, calculate the mean value of the objects for each cluster. 

5-Until no change. 

Figure (3.5) k-means preparation in Orange 
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3.5 Implementation Environment 

Here we use Weeka, Orange and Weblog Expert toolkits to build model, diagram 

reports, statistical reports and written reports. 

We use platform of intel core i7 of speed 3.10 GHz, Ram 8GB and 64-bit windows 

operating system. 

 

3.7 full model in orange: 

 

 

Figure (3.6) orange full model 
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3.8 Report in weka : 

 

Figure (3.7) shows cluster report3.9 weblog expert report 

 

Figure (3.8) weblog report 

3.9 Chapter Summary  

Sudan university of science and tevhnnology log file was used as dataset belong to Sudan 

university of science & technology(sust). 

Orange toolkit used to build the model and diagrams reports (very good view). Weeka toolkit 

used for written reports (powerful report). Weblog expert used for preprocess and statistical 

purpose. a lot of  Preparation and preprocess  on  log file were happened includes below 

steps: 

1. Extracting needed data from huge amount of data. 

2. Converting the extension of log file from ( *.log ) to ( *.xlsx) to use them for 

statistical purposes.   

3. Insert the log file in weblog expert to preprocessing purposes. 
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CHAPTER FOUR 

RESULT AND DISCUSSION  

4.1 Introduction  

In This chapter a discussion and interpretation of the results found in the previous chapter.  

4.2 Results and Evaluation  

Orange  toolkit  using  reeving  attribute  to  show  information  about  figures  . As 

mentioned in previous chapter there are result represented from orange toolkit shown in 

figure below : 

distribution figure in orange : 

 

  

Figure (4.1)  Result : page ( views and density per cluster ) 
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scatter plot in orange : 

 

Figure (4.2) result : scatter plot ( page views per cluster ) 

Sieve diagram : 

 

Figure (4.3) result : sieve diagram 
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 Box plot : 

 

Figure (4.4)  result : Box plot 

 

4.3 Discussion 

 A systematic method was used to collect data. The target data were users 

transaction from web log file of sudan university for science & technology (sust) site 

collected from (7-2 to 1-5-2017). 

By using K-means algorithm to cluster results from orange show the data were 

segmented in five clusters based on the statistical results of users usage, access transactions 

can be classified into five clusters According to figures  :  

Cluster 4 (high interaction) Visitor between (500 to more)  

Cluster 1 (medium interaction) Visitor between (255 to 499)  

Cluster 3 (low interaction) Visitor between (1 to 254)  

Cluster 2 (very low interaction) Visitor between (1 to 50)  

Cluster 5 consider outliers. 

Attach  sust-Report.pdf as result output from weblog expert. 

4.4 Summary 

This chapter show results. It represent the output of implementing methodology in previous 

chapter. And attach detailedly report came from weblog expert toolkit. 

file:///E:/desktoooooooo/Desktop/yasir/d.wafa/reply/sust-Report.pdf
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CHAPTER 5 

CONCLUSION AND RECOMMENDATIONS 
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CHAPTER FIVE 

CONCLUSION AND RECOMMENDATIONS 

5.1 Conclusion 

Web Usage Mining is the process of applying data mining techniques to discover 

usage patterns from Web data. Like other data mining disciplines, it defines several 

procedures leading to the discovery of the desired knowledge. attempt to predict the next set 

of Web pages that a user may visit based on the knowledge of the previously visited pages. 

To achieve this web access log files is demand. These web access log files can be mined to 

extract interesting pattern so that the user behavior can be understood. 

 

5. 2 Recommendation and Future Work  

propose to Enhance the web site to make high interaction by using: 

 flexable design  

 Offer more information in each page 

 According to web log expert report the hits on text-link are more than every link in 

page( pictures, arrows, ….etc) because of that increase the text-links. 

 Increase page load speed to increase effieciency 

 In other side recommend the responsible in Sudan university for science & technology 

( sust ) site university manager to improve the process of server log file ( safe data in 

appropriate way like *.csv , *.xlsx , *.log , …. ) to make the data more manageable. 
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