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Abstract  

    Differential Algebraic Equation arise a variety of application. There for their 

analysis and numerical treatment plays an important role. We give examples of 

DAEs are considered showing their importance for practical problem and known 

index concept. In the context of the tractability index existence and uniqueness of 

solution for low index linear DAEs. The main tool is a procedure  to doucaple the 

DAE into it’s dynamical and algebraic part and use result to study numerical 

method when applied to linear DAEs. 

    We present two cases application of series method to find some solution of 

DAEs system by processing of the series solutions with Laplace-Pade (LP). Finally 

found analytical solution of (PDAEs) in two system index-1 and index-3 by 

(LPPSM). 
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Abstract in Arabic 

لها دور  تطبيقات والتيالمعادلات التفاضلية الجبرية تظهر في انواع مختلفة من ال

 الجبريةنظرية والعددية ولقد أعطينا أمثلة من المعادلات التفاضلية مهم في المعالجات ال

(DAEs) مؤشر لكل  لمشاكل العملية وقمنا بتعريفتوضح أهميتها في اDAE  وعن

للمعادلات التفاضلية الجبرية الخطية طريق مؤشر التتبع أثبتنا وجود ووحدانية الحل 

ها الديناميكي والجبري ويتم يإلى جزئ DAEsوالاداة الرئيسية هي إجراء الفصل ل

ها على المعادلات التفاضلية إستخدام النتائج لدراسة سلوك الطرق العددية عند تطبيق

 الجبرية الخطية .

لإيجاد بعض الحلول لنظام   (PSM) القوى متسلسلةتطبيقين لحالتين لطريقة  قدمنا

(DAEsمن خلال معالجة الحل بإ )بادي-لابلاس ستخدام (LP وأخيرا أوجدنا الحل )

  .(LPPSMالتحليلي للمعادلات التفاضلية الجبرية الجزئية لنظامين بإستخدام )
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Chapter 1 

Introduction to Differential Algebraic Equations 

 

  We consider implicit differential equations 

𝑓(𝑥 ′(𝑡), 𝑥(𝑡), 𝑡) = 0                                                          (∗) 

On an interval ℐ ⊂ ℝ. If 
𝜕𝑓

𝜕𝑥′
is nonsingular, then it is possible to formally 

solve (*) for 𝑥 ′in order to obtain an ordinary differential equation. However, if 
𝜕𝑓

𝜕𝑥′
is singular, this is no longer possible and the solution 𝑥has to satisfy certain 

algebraic constraints. Thus equations (*) where 
𝜕𝑓

𝜕𝑥′
is singular are referred to as 

differential-algebraic equationsor DAEs. 

These notes aim at giving an introduction to differential-algebraic 

equations and are based on four lectures given by the author during his stay at 

the University of 

Auckland in 2003. 

We deal with examples of DAEs. Here problems from different kinds of 

applications are considered in order to stress the importance of DAEs when 

modeling practical problems. 

The each DAE is assigned a number, the index, to measure its complexity 

concerning both theoretical and numerical treatment. Several index notions are 

introduced, each of them stressing different aspects of the DAE considered. 

Special emphasis is given to the tractability index for linear DAEs. 

The definition of the tractability index in the second section gives rise to 

a detailed analysis concerning existence and uniqueness of solutions. The main 

tool is a procedure to decouple the DAE into it’s dynamical and algebraic part. 

In section three this analysis is carried out for linear DAEs with low index as it 

was established by März. 

The results obtained, especially the decoupling procedure, are used in the 

fourth section to study the behavior of numerical methods when applied to 

linear DAEs. 

1.1  Examples of differential-algebraic equations. 

Modeling with differential-algebraic equations plays a vital role, among 

others, for constrained mechanical systems, electrical circuits and chemical 

reaction kinetics. We will give examples of how DAEs are obtained in these 

fields. 

We will point out important characteristics of differential-algebraic 

equations that distinguish them from ordinary differential equations. 



2 

More information about differential-algebraic equations can be found. 

1.1.1 Constrained Mechanical Systems: 

 
Figure 1.1: The mathematical pendulum 

Consider the mathematical pendulum in figure 1.1. Let 𝑚be the pendulum’s 

mass which is attached to a rod of length 𝑙. In order to describe the pendulum in 

Cartesian coordinates we write down the potential energy 

𝑈(𝑥, 𝑦) = 𝑚𝑔ℎ = 𝑚𝑔𝑙 −𝑚𝑔𝑦                                        (1.1) 

Where (𝑥(𝑡), 𝑦(𝑡)) is the position of the moving mass at time 𝑡. The earth’s 

acceleration of gravity is given by 𝑔, the pendulum’s height is ℎ. If we denote 

derivatives of 𝑥 and 𝑦by �̇� and �̇� respectively, the kinetic energy is given by 

𝑇(�̇�, �̇�) =
1

2
𝑚(�̇�2 + �̇�2).                                                  (1.2) 

The term �̇�2 + �̇�2 describes the pendulum’s velocity. The constraint is found to 

be 

0 = 𝑔(𝑥, 𝑦) = 𝑥2 + 𝑦2 − 𝑙2.                                          (1.3) 

(1.1)-(1.3) are used to form the Lagrange function 

𝐿(𝑞, �̇�) = 𝑇(�̇�, �̇�) − 𝑈(𝑥, 𝑦) − 𝜆𝑔(𝑥, 𝑦). 

Here 𝑞denotes the vector 𝑞 = (𝑥, 𝑦, 𝜆). Note that λ¸ serves as a Lagrange 

multiplier. The equations of motion are now given by Euler’s equations 

𝑑

𝑑𝑡
(
𝜕𝐿

𝜕�̇�𝑘
) −

𝜕𝐿

𝜕𝑞𝑘
= 0,   𝑘 = 1,2,3. 

We arrive at the system 

𝑚�̈� + 2𝜆𝑥 = 0,                                        

𝑚�̈� −𝑚𝑔 + 2𝜆𝑦 = 0,                                                   

𝑔(𝑥, 𝑦) = 0.                                                                      (1.4) 

By introducing additional variables 𝑢 = �̇� and 𝑣 = �̇� we see that (1.4) is indeed 

of the form (*). 
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When solving (1.3) as an initial value problem, we observe that each 

initial value 

𝑥(𝑡0), 𝑦(𝑡0) = (𝑥0, 𝑦0) has to satisfy the constraint (1.3) (consistent 

initialization). 

No initial condition can be posed for 𝜆, as λis determined implicitly by (1.4). 

Of course the pendulum can be modeled by the second order ordinary 

differential equation 

�̈� = −
𝑔

𝑙
sin𝜑 

When the angle 𝜑is used as the dependent variable. However for practical 

problems a formulation in terms of a system of ordinary differential equations is 

often not that obvious, if not impossible. 

1.1.2 Electrical circuits: 

Modern simulation of electrical networks is based on modeling 

techniques that allow an automatic generation of the model equations. One of 

the techniques most widely used is the modified nodal analysis (MNA). 

Example (1.1.1): 

 
Figure 1.2: A simple circuit 

To see how the modified nodal analysis works, consider the simple circuit in 

figure 1.2 .It consists of a voltage source𝑣𝑉 = 𝑣(𝑡), a resistor with conductance 

𝐺and a capacitor with capacitance𝐶 > 0. The layout of the circuit can be 

described by 

𝐴𝑎 = (
−1 1 0
0 −1 1
1 0 −1

) 

where the columns of 𝐴𝑎correspond to the voltage, resistive and capacitive 

branches respectively. The rows represent the network’s nodes, so that −1 and 

1 indicate the nodes that are connected by each branch under consideration. 

Thus 𝐴𝑎assigns a polarity to each branch. 

By construction the rows of 𝐴𝑎are linearly dependent. However, after deleting 

one row the remaining rows describe a set of linearly independent equations; the 
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node corresponding to the deleted row will be denoted as the ground node. The 

matrix 

𝐴 = (
−1 1 0
0 −1 1

) 

is called the incidence matrix. It is now possible to formulate basic physical 

laws in terms of the incidence matrix 𝐴. Denote with 𝑖and 𝑣the vector of branch 

currents and voltage drops respectively and introduce the vector e of node 

potentials. 

For each node the node potential is it’s voltage with respect to the ground node. 

 Kirchhoff’s Current Law (KCL): 

For each node the sum of all currents is zero} ⟹ 𝐴𝑖 = 0. 

 Kirchhoff’s Voltage Law (KVL): 

𝐹𝑜𝑟 𝑒𝑎𝑐ℎ 𝑙𝑜𝑜𝑝 𝑡ℎ𝑒 𝑠𝑢𝑚 𝑜𝑓 𝑎𝑙𝑙 𝑣𝑜𝑙𝑡𝑎𝑔𝑒𝑠 𝑖𝑠 𝑧𝑒𝑟𝑜. } ⟹ 𝑣 = 𝐴𝑇𝑒 

For the circuit in figure 1.2 KCL and KVL read 

−𝑖𝑉 + 𝑖𝐺 = 0; −𝑖𝐺 + 𝑖𝐶 =  0                                                 (1.5. 𝑎) 

and 

𝑣𝑉 = −𝑒1, 𝑣𝐺 = 𝑒1 − 𝑒2, 𝑣𝐶 = 𝑒2                         (1.5. 𝑏) 

respectively. If we assume ideal linear devices the equations modelling the 

resistor 

and the capacitor are 

𝑖𝐺 = 𝐺𝑣𝐺 , 𝑖𝐶 = 𝐶 
𝑑𝑣𝑐
𝑑𝑡
 .                                                   (1.5. 𝑐) 

Finally we have 

𝑣𝑉 = 𝑣(𝑡)                                                                                    (1.5. 𝑑) 

For the independent source which is thought of as the input signal driving the 

system. 

The system (1.5) is called the sparse tableau. The equations of the modified 

nodal analysis are obtained from the sparse tableau by expressing voltages in 

terms of node potential via (1.5.b) and currents, where possible, by device 

equations (1.5.c): 

−𝑖𝑉 + 𝐺(𝑒1 − 𝑒2) = 0

−𝐺(𝑒1 − 𝑒2) + 𝐶
𝑑𝑒2
𝑑𝑡

= 0

−𝑒1 = 𝑣

} 

⇔ (
0
𝐶
0
)((0 1 0) (

𝑒1
𝑒2
𝑖𝑉
))

′

+ (
𝐺 −𝐺 −1
−𝐺 𝐺 0
−1 0 0

)(

𝑒1
𝑒2
𝑖𝑉
) = (

0
0
𝑣
)             (1.5) 

The MNA equations reveal typical properties of DAEs: 
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(i) Only certain parts of 𝑥 = (𝑒1, 𝑒2, 𝑖𝑉)
𝑇need to be differentiable. It is sufficient 

if 𝑒1 and 𝑖𝑉are continuous. 

(ii) Any initial condition 𝑥(𝑡0) = 𝑥0 needs to be consistent, i.e. there is a 

solution 

passing through 𝑥0. Here this means that we can pose an initial condition for 

𝑒2or𝑖𝑉only. 

For (1.6) it is sufficient to solve the ordinary differential equation 

𝑒2
′ (𝑡) = −𝐶−1𝐺(𝑣(𝑡) + 𝑒2(𝑡)). 

𝑒2(𝑡)can be thought of as the output signal. The remaining components of the 

solution are uniquely determined as 

𝑒1(𝑡) = −𝑣(𝑡), 𝑖𝑉(𝑡) = 𝐺(𝑒1(𝑡) + 𝑒2(𝑡)). 

Another important feature that distinguishes DAEs from ordinary differential 

equations is that the solution process often involves differentiation rather than 

integration. 

This is illustrated in the next example. 

Example (1.1.2): 

If we replace the independent voltage in figure 1.2 source by a current source 

𝑖𝐼 = 𝑖(𝑡) and the capacitor by an inductor with inductance 𝐿, we arrive at the 

circuit in figure 1.3. The sparse tableau now reads 

−𝑖𝐼 + 𝑖𝐺 = 0, −𝑖𝐺 + 𝑖𝐿 = 0,                                            (1.6. 𝑎) 

𝑣𝐼 = −𝑒1, 𝑣𝐺 = 𝑒1 − 𝑒2, 𝑣𝐿 = 𝑒2,                                  (1.6. 𝑏) 

𝑖𝐺 = 𝐺𝑣𝐺 , 𝑣𝐿 = 𝐿
𝑑𝑖𝐿
𝑑𝑡
,                                                       (1.6. 𝑐) 

𝑖𝐼 = 𝑖(𝑡).                                                                                       (1.6. 𝑑) 

 
Figure 1.3: Another simple circuit 

Thus the modified nodal analysis leads to 

𝐺(𝑒1 − 𝑒2) = 𝑖(𝑡) 

−𝐺(𝑒1 − 𝑒2) + 𝑖𝐿 = 0 

𝐿
𝑑𝑖𝐿
𝑑𝑡

− 𝑒2 = 0                                                                     (1.7) 

The solution is given by 
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𝑖𝐿 = 𝑖(𝑡), 

𝑒2 = 𝐿
𝑑𝑖𝐿
𝑑𝑡

= 𝐿
𝑑𝑖(𝑡)

𝑑𝑡
, 

𝑒1 = 𝑒2 + 𝐺
−1𝑖(𝑡) = 𝐿

𝑑𝑖(𝑡)

𝑑𝑡
+ 𝐺−1𝑖(𝑡), 

under the assumption that the current 𝑖(𝑡) is differentiable. Notice that all 

component values are fixed. To solve for 𝑒2 we need to differentiate the current 

𝑖. 

1.1.3 A transistor amplifier: 

We will now present a more substantial example adapted . Consider the 

transistor amplifier circuit in figure 1.4.  

The circuit consists of eight nodes, 𝑈𝑒(𝑡) = 0.1 𝑠𝑖𝑛(200𝜋𝑡) is an arbitrary 100 

Hz input signal and 𝑒8, the node potential of the 8th node, is the amplified 

output. The circuit contains two transistors. We model the behavior of these 

semiconductor devices by voltage controlled current sources 

𝐼𝑔𝑎𝑡𝑒 = (1 − 𝛼)𝑔(𝑒𝑔𝑎𝑡𝑒 − 𝑒𝑠𝑜𝑢𝑟𝑐𝑒), 

𝐼𝑑𝑟𝑎𝑖𝑛 = 𝛼𝑔(𝑒𝑔𝑎𝑡𝑒 − 𝑒𝑠𝑜𝑢𝑟𝑐𝑒); 

𝐼𝑠𝑜𝑢𝑟𝑐𝑒 = 𝑔(𝑒𝑔𝑎𝑡𝑒 − 𝑒𝑠𝑜𝑢𝑟𝑐𝑒) 

with a constant 𝛼 = 0.99, 𝑔is the nonlinear function 

𝑔 ∶ ℝ⟶ℝ;  𝑣 ⟼ 𝑔(𝑣) = 𝛽 (𝑒𝑥𝑝 (
𝑣

𝑈𝐹
)) ;  𝛽 = 10−6, 𝑈𝐹 = 0.026. 

 
Figure 1.4: Circuit diagram for the transistor amplifier 

It is also possible to use PDE models (partial differential equations) to model 

semiconductor devices. This approach leads to abstract differential-algebraic 

systems. 

The modified nodal analysis can now be carried out as in the previous 

examples. 

Consider for instance the second node. KCL implies that 



7 

0 = −𝑖𝐶1 − 𝑖𝑅1 − 𝑖𝑅1 − 𝑖𝑔𝑎𝑡𝑒,2

= −𝐶1𝑣𝐶1
′ − 𝑣𝐺1𝐺1 − 𝑣𝐺2𝐺2 − (1 − 𝛼)𝑔(𝑒2 − 𝑒3)

= −𝐶1 − (𝑒2 − 𝑒1)
′ − 𝑒2𝐺1 − (𝑒2 − 𝑈𝑏)𝐺2 + (𝛼 − 1)𝑔(𝑒2 − 𝑒3)

= 𝐶1 − (𝑒1 − 𝑒2)
′ − 𝑒2(𝐺1 + 𝐺2) + 𝑈𝑏𝐺2 + (𝛼 − 1)𝑔(𝑒2 − 𝑒3) 

𝑈𝑏 = 6is the working voltage of the circuit and the remaining constant 

parameters 

of the model are chosen to be 

𝐺0 = 10
−3, 𝐺𝑘 =

1

9
∙ 10−3, 𝑘 = 1,… ,9, 𝐶𝑘 = 10

−6, 𝑘 = 1,… ,5. 

A similar derivation for the other nodes leads to the quasi-linear system 

𝐴(𝐷𝑥(𝑡))′ = 𝑏(𝑥(𝑡))                                                         (1.8) 

with 

𝐴 =

(

 
 
 
 
 

𝐶1 0 0
−𝐶1 0 0

0
0
0
0
0
0

−𝐶2
0
0
0
0
0

0
𝐶3
−𝐶3
0
0
0

0 0
0 0
0
0
0
−𝐶4
0
0

0
0
0
0
𝐶5
−𝐶5)

 
 
 
 
 

 

𝐷 =

(

 
 

−1 1 0
0 0 1
0 0 0

0 0 0
0 0 0
−1 1 0

0 0
0 0
0 0

0 0 0
0 0 0

0 0 1
0 0 0

0 0
−1 1)

 
 

 

𝑏(𝑥) =

(

 
 
 
 
 
 

−𝑈𝑒𝐺0 + 𝑒1𝐺0
−𝑈𝑏𝐺2 + 𝑒2(𝐺1 + 𝐺2) − (𝛼 − 1)𝑔(𝑒2 − 𝑒3)

−𝑔(𝑒2 − 𝑒3) + 𝑒3𝐺3
−𝑈𝑏𝐺4 + 𝑒4𝐺4 + 𝛼𝑔(𝑒2 − 𝑒3)

−𝑈𝑏𝐺6 + 𝑒5(𝐺5 + 𝐺6) − (𝛼 − 1)𝑔(𝑒5 − 𝑒6)

−𝑔(𝑒5 − 𝑒6) + 𝑒6𝐺7
−𝑈𝑏𝐺8 + 𝑒7𝐺8 + 𝛼𝑔(𝑒5 − 𝑒6)

𝑒8𝐺9 )

 
 
 
 
 
 

 

A numerical solution of (1.8) can be calculated using Dassl or Radau5. 

A mathematically more general version of (1.9) is 

𝐴(𝑥(𝑡), 𝑡)(𝐷(𝑡)𝑥(𝑡))′ =  𝑏(𝑥(𝑡), 𝑡)                                   (1.9) 

with a solution dependent matrix 𝐴. We identified 𝑥𝑖with the node potential 𝑒𝑖. 

Let us assume that 𝑁0(𝑡) = 𝑘𝑒𝑟𝐴(𝑥(𝑡), 𝑡)𝐷(𝑡) does not dependent on 𝑥. We 

will follow and investigate (10) in more detail. With 
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𝑓(𝑦, 𝑥, 𝑡) = 𝐴(𝑥(𝑡), 𝑡)𝑦 − 𝑏(𝑥(𝑡), 𝑡), 

(1.9) can be written as 

𝑓 ((𝐷(𝑡)𝑥(𝑡))
′
, 𝑥(𝑡), 𝑡) = 0.                                           (1.10) 

Denote 𝐵(𝑦, 𝑥, 𝑡) = 𝑓𝑥
′(𝑦, 𝑥, 𝑡) and let 𝑄(𝑡) be a continuous projector function 

onto 𝑁0(𝑡). Calculate 

𝐺1(𝑦, 𝑥, 𝑡) = 𝐴(𝑥, 𝑡)𝐷(𝑡) + 𝐵(𝑦, 𝑥, 𝑡)𝑄(𝑡). 

For the transistor amplifier (1.10) in figure 1.4 this matrix is always 

nonsingular. We want to use this matrix in conjunction with the Implicit 

Function Theorem to derive an ordinary differential equation that determines 

the dynamical flow of (1.9). Let 𝐷(𝑡)−be defined by 

𝐷𝐷−𝐷 = 𝐷, 𝐷𝐷− = 𝐼5, 

𝐷−𝐷𝐷− = 𝐷−, 𝐷−𝐷 = 𝑃 ∶= 𝐼8 − 𝑄. 

𝐼𝑘denotes the identity in ℝ𝑘and 𝐷(𝑡)−is a generalized reflexive inverse of 𝐷(𝑡). 

For more information on generalized matrix inverses. 

For a solution 𝑥 of (1.10) define 

𝑢(𝑡) = 𝐷(𝑡)𝑥(𝑡),𝑤(𝑡) = 𝐷(𝑡)−𝑢′(𝑡) + 𝑄(𝑡)𝑥(𝑡). 

Observe that 𝐴(𝐷𝑥)′ = 𝐴𝐷𝑤and 𝑥 = 𝑃𝑥 + 𝑄𝑥 = 𝐷−𝐷𝑥 + 𝑄𝑥 = 𝐷−𝑢 + 𝑄𝑤. 

Thus it holds that  

(1.10)  ⟺ 𝐴𝐷𝑤 + 𝑏(𝑥, 𝑡) ⟺ 𝐹(𝑤, 𝑢, 𝑡) ∶= 𝑓(𝐷𝑤,𝐷−𝑢 + 𝑄𝑤, 𝑡) = 0. 

Note that 

𝑢′ = 𝑅′𝑢 + 𝐷𝑤, 

since 𝐷𝑤 = 𝐷𝐷−𝑢 + 𝐷𝑄𝑥 = (𝑅𝑢)′ = 𝑢′ − 𝑅′𝑢. The mapping 𝐹can be studied 

without requiring 𝑥 to be a solution. Let (𝑦0, 𝑥0, 𝑡0) ∈ ℝ
5+8+1, such that 

𝑓(𝑦0, 𝑥0, 𝑡0) = 0. 

For 𝑤0 = 𝐷(𝑡0)
−𝑦0 + 𝑄(𝑡0)𝑥0, 𝑢0 = 𝐷(𝑡0)𝑥0 it follows that 

 𝐹(𝑤0, 𝑢0, 𝑡0) = 𝑓(𝑦0, 𝑥0, 𝑡0) = 0, 

 𝐹𝑤
′ (𝑤0, 𝑢0, 𝑡0) = 𝐺1(𝑦0, 𝑥0, 𝑡0) 

is nonsingular. 

Due to the Implicit Function Theorem there is a 𝜚 > 0 and a smooth mapping 

𝜔 ∶ 𝐵𝜚(𝑢0, 𝑡0) × ℐ → ℝ𝑚 

satisfying 

𝜔(𝑢0, 𝑡0) = 𝑤0, 𝐹(𝜔(𝑢, 𝑡), 𝑢, 𝑡) = 0    ∀(𝑢, 𝑡) ∈ 𝐵𝜚(𝑢0, 𝑡0). 

We use 𝜔to define 

𝑥(𝑡) =  𝐷(𝑡)−𝑢(𝑡) + 𝑄(𝑡)𝜔(𝑢(𝑡), 𝑡), 𝑡 ∈ ℐ. 

where𝑢is the solution of the ordinary differential equation 

𝑢−(𝑡) = 𝑅′(𝑡)𝑢(𝑡) + 𝐷(𝑡)𝜔(𝑢(𝑡), 𝑡), 𝑢(𝑡0) = 𝐷(𝑡0)𝑥0. (1.11) 
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𝑥 is indeed a solution of (1.9), since 

𝑓 ((𝐷(𝑡)𝑥(𝑡))
′
, 𝑥(𝑡), 𝑡) = 𝑓(𝑢′, 𝐷−𝑢 + 𝑄𝜔(𝑢, 𝑡), 𝑡) = 𝐹(𝜔, 𝑢, 𝑡) = 0. 

This example shows that there is a formulation of the problem in terms of an 

ordinary differential equation (1.11) as was the case for the mathematical 

pendulum in the first example. However, (1.11) is available only theoretically as 

it was obtained using the Implicit Function Theorem. Thus we have to deal 

directly with the DAE formulation (1.9) when solving the problem. 

Nevertheless, (1.11) will play a vital part in analyzing (10) and in analyzing 

numerical methods applied to (1.9). 

It will be shown how (1.11) can be obtained explicitly for linear DAEs. devoted 

to showing that there are numerical methods that, when applied directly to (1.9), 

behave as if they were integrating (1.11), given that (1.11) satisfies some 

additional properties. In this case results concerning convergence and order of 

numerical methods can be transferred directly from ODE theory to DAEs. 

1.1.4 The Akzo Nobel Problem: 

The last example originates from the Akzo Nobel Central Research in 

Arnhem, the 

Netherlands, and is again taken. It describes a chemical process in which two 

species, 𝐹𝐿𝐵 and 𝑍𝐿𝑈, are mixed while carbon dioxide is continuously added. 

The resulting species of importance is 𝑍𝐿𝐴. The reaction equations are given. 

2 𝐹𝐿𝐵 +
1

2
𝐶𝑂2

𝑘1
→𝐹𝐿𝐵𝑇 + 𝐻2𝑂 

𝑍𝐿𝐴 + 𝐹𝐿𝐵𝐾 ⇄
𝒌𝟐/𝑲

𝐹𝐿𝐵𝑇 +  𝑍𝐻𝑈 

𝐹𝐿𝐵 + 2𝑍𝐻𝑈 + 𝐶𝑂2
𝑘3
→  𝐿𝐵 + 𝑛𝑖𝑡𝑟𝑎𝑡𝑒 

𝐹𝐿𝐵. 𝑍𝐻𝑈 +
1

2
𝐶𝑂2

𝑘1
→𝑍𝐿𝐴 + 𝐻2𝑂 

𝑍𝐿𝐵 + 𝑍𝐻𝑈 ⇄ 𝐹𝐿𝐵. 𝑍𝐻𝑈 

The last equation describes an equilibrium where the constant 

𝐾𝑠 =
[𝐹𝐿𝐵. 𝑍𝐻𝑈]

[𝐹𝐿𝐵] ∙ [𝑍𝐻𝑈]
 

plays a role in parameter estimation. Square brackets denote concentrations. 

The chemical process is appropriately described by the reaction velocities 

𝑟1 = 𝑘1 ∙ [𝐹𝐿𝐵]
4 ∙ [𝐶𝑂2]

1

2 , 

𝑟2 = 𝑘2 ∙ [𝐹𝐿𝐵𝑇] ∙ [𝑍𝐻𝑈], 

𝑟3 =
𝑘2
𝐾
∙ [𝐹𝐿𝐵] ∙ [𝑍𝐿𝐴], 
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𝑟4 = 𝑘3 ∙ [𝐹𝐿𝐵] ∙ [𝑍𝐻𝑈]
2, 

𝑟5 = 𝑘4 ∙ [𝐹𝐿𝐵. 𝑍𝐻𝑈]
2 ∙ [𝐶𝑂2]

1

2, 

 The inflow of carbon dioxide per volume unit is denoted by 𝐹𝑖𝑛and satisfies 

𝐹𝑖𝑛 =  𝑘𝑙𝐴 ∙ (
𝑝(𝐶𝑂2)

𝐻
− [𝐶𝑂2]) . 

𝑘𝑙𝐴is the mass transfer coefficient, 𝐻the Henry constant and 𝑝(𝐶𝑂2) is the 

partial carbon dioxide pressure. It is assumed that 𝑝(𝐶𝑂2) is independent of 

[𝐶𝑂2]. The various constants are given by 

𝑘1 = 18.7, 𝑘4 = 0.42,   𝐾𝑠 = 115.83, 

𝑘2 = 0.58, 𝐾 = 34.4, 𝑝(𝐶𝑂2) = 0.9, 

𝑘3 = 0.09, 𝑘𝑙𝐴 = 3.3, 𝐻 = 737. 

If we identify the concentrations 

[𝐹𝐿𝐵], [𝐶𝑂2], [𝐹𝐿𝐵𝑇], [𝑍𝐻𝑈], [𝑍𝐿𝐴], [𝐹𝐿𝐵. 𝑍𝐻𝑈] 

with 𝑥1, … , 𝑥6 respectively, we obtain the differential-algebraic equation 

(

  
 

1 0 0 0 0 0
0 1 0 0 0 0
0
0
0
0

0
0
0
0

1
0
0
0

0
1
0
0

0
0
1
0

0
0
0
0)

  
 
𝑥′(𝑡) =

(

 
 
 
 

−2𝑟1 + 𝑟2 − 𝑟3 − 𝑟4

−
1

2
𝑟1    − 𝑟4 −

1

2
𝑟5 + 𝐹𝑖𝑛

𝑟1 − 𝑟2 + 𝑟3
−𝑟2 + 𝑟3 − 2𝑟4

𝑟2 − 𝑟3             + 𝑟5
𝐾𝑠𝑥1𝑥4 − 𝑥6 )

 
 
 
 

    (1.12) 

This DAE can be analyzed in a similar way as the previous example. The matrix 

𝐺1 = 𝐴𝐷 + 𝐵𝑄 =

(

 
 
 

1 0 0
0 1 0
0 0 1

0 0 0

0 0 0.42𝑥6√𝑥2
0 0 0

0 0 0
0 0 0
0 0 0

1 0 0

0 1 0.84𝑥6√𝑥2
0 0 1 )

 
 
 

 

is always nonsingular. Here, 𝐴 = 𝐷 = 𝑑𝑖𝑎𝑔(1,1,1,1,1,0) was chosen. 

1.2 Index Concepts for DAEs. 

We saw that DAEs differ in many ways from ordinary differential 

equations. For instance the circuit in figure 1.3 lead to a DAE where a 

differentiation process is involved when is solving the equations. This 

differentiation needs to be carried out numerically, which is an unstable 

operation. Thus there are some problems to be expected when solving these 

systems. We try to measure the difficulties arising in the theoretical and 

numerical treatment of a given DAE. 
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1.2.1 The Kronecker Index: 

Let’s take linear differential-algebraic equations with constant 

coefficients as a starting point. These equations are given as 

𝐸𝑥′(𝑡) + 𝐹𝑥(𝑡) = 𝑞(𝑡), 𝑡 ∈ ℐ                           (1.13) 

with 𝐸, 𝐹 ∈ 𝐿(ℝ𝑚). Even for (2.1) existence and uniqueness of solutions is not 

apriori clear. 

Example (1.2.1): For the DAE 

(
1 0
0 0

) 𝑥′(𝑡) + (
0 1
0 0

) 𝑥(𝑡) = 0 

a solution 𝑥 = (
𝑥1
𝑥2
) is given by𝑥2(𝑡) = 𝑔(𝑡) and 𝑥1(𝑡) = −∫ 𝑔(𝑠)

𝑡

𝑡0
𝑑𝑠, where 

thefunction 𝑔 ∈ 𝐶(ℐ, ℝ) can be chosen arbitrarily.  

In order to exclude examples like (1.13) we consider the matrix pencil ¸𝜆𝐸 + 𝐹. 

The pair (𝐸, 𝐹) is said to form a regular matrix pencil, if there is a λ ¸ such that 

𝑑𝑒𝑡(𝜆𝐸 + 𝐹) ≠ 0. 

A simultaneous transformation of 𝐸and 𝐹into Kronecker normal form makes a 

solution of (1.13) possible. 

Theorem (1.2.2):  (Kronecker) Let (𝐸, 𝐹) form a regular matrix pencil. Then 

there exist nonsingular matrices 𝑈 and 𝑉 such that 

𝑈𝐸𝑉 = (
𝐼 0
0 𝑁

) , 𝑈𝐹𝑉 = (
𝐶 0
0 𝐼

) ; 

where 𝑁 = 𝑑𝑖𝑎𝑔(𝑁1, … , 𝑁𝑘)is a block-diagonal matrix of Jordan-blocks 𝑁𝑖 to 

the eigenvalue 0.  

 Notice that due to the special structure of 𝑁there is 𝜇 ∈ 𝑁 such that 𝑁𝜇−1 ≠

0but 𝑁𝜇 = 0. 𝜇 is known as 𝑁’s index of nilpotency. It does not depend on the 

special choice of 𝑈and. 

We solve (1.13) by introducing the transformation 

𝑥 = 𝑉 (
𝑢
𝑣
),   (

𝑎(𝑡)
𝑏(𝑡)

) = 𝑈𝑞(𝑡). 

Thus (1.13) is equivalent to 

𝑈𝐸𝑉(𝑉−1𝑥(𝑡))′ + 𝑈𝐹𝑉𝑉−1𝑥(𝑡) = 𝑈𝑞(𝑡)

⟺ (
𝐼 0
0 𝑁

) (
𝑢(𝑡)

𝑣(𝑡)
)
′

+ (
𝐶 0
0 𝐼

) (
𝑢(𝑡)

𝑣(𝑡)
) = (

𝑎(𝑡)

𝑏(𝑡)
).        (1.14) 

The first equation is an ordinary differential equation 

𝑢′(𝑡) + 𝐶𝑢(𝑡) = 𝑎(𝑡) 

for the 𝑢component. The second equation reads 
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𝑣(𝑡) = 𝑏(𝑡) − 𝑁𝑣′(𝑡) = 𝑏(𝑡) − 𝑁(𝑏′(𝑡) − 𝑁𝑣′′(𝑡))

= 𝑏(𝑡) − 𝑁𝑏′(𝑡) + 𝑁2𝑣′′(𝑡) = ⋯ = ∑(−𝑁)𝑖𝑏(𝑖)(𝑡)

𝜇−1

𝑖=0

 (1.15) 

determining the 𝑣component completely by repeated differentiation of the right 

hand side 𝑏. Since numerical differentiation is an unstable process, the index 𝜇is 

a measure of numerical difficulty when solving (1.13). 

Definition (1.2.3):  Let (𝐸, 𝐹) form a regular matrix pencil. The (Kronecker) 

index of (14) is 0 if 𝐸 is nonsingular and 𝜇, i.e. 𝑁’s index of nilpotency, 

otherwise. 

1.2.2 The differentiation index: 

How can Definition (1.2.3) be generalized to the case of time dependent 

coefficients or even to nonlinear DAEs? If we consider (1.15) again, it turns out 

that 

𝑣′(𝑡) = ∑(−𝑁)𝑖𝑏(𝑖+1)(𝑡)

𝜇−1

𝑖=0

, 

meaning that exactly 𝜇differentiations transform (1.14) into a system of explicit 

ordinary differential equations. This idea was generalized by Gear, Petzold. The 

following definition. 

Definition (1.2.4): The nonlinear DAE 

𝑓(𝑥′(𝑡), 𝑥(𝑡), 𝑡) =  0                                                         (1.16) 

Has (differentiation) index μ if μ is the minimal number of differentiations 

𝑓(𝑥′(𝑡), 𝑥(𝑡), 𝑡) =  0 ,
𝑓(𝑥′(𝑡), 𝑥(𝑡), 𝑡)

𝑑𝑡
= 0,… ,

𝑑𝜇𝑓(𝑥′(𝑡), 𝑥(𝑡), 𝑡)

𝑑𝑡𝜇
= 0 (1.17) 

such that the equations (1.16) allow to extract an explicit ordinary differential 

system x′(t) = φ(x(t), t) using only algebraic manipulations. 

We now want to look at four examples to get a feeling of how to calculate the 

differentiation index.  

Example (1.2.5):  For linear DAEs with constant coefficients forming a regular 

matrix pencil we have differentiation index 𝜇if and only if the Kronecker index 

is 𝜇.  

Example (1.2.6): Consider the system 

𝑥′ = 𝑓(𝑥, 𝑦)                                                                           (1.18. 𝑎) 

0 = 𝑔(𝑥, 𝑦) .                                                                          (1.18. 𝑏) 

The second equation yields 

0 =
𝑑𝑔(𝑥, 𝑦)

𝑑𝑡
= 𝑔𝑥(𝑥, 𝑦)𝑥

′ + 𝑔𝑦(𝑥, 𝑦)𝑦
′. 
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If 𝑔𝑦(𝑥, 𝑦) is nonsingular in a neighbourhood of the solution, (1.18) is 

transformed to 

𝑥′ = 𝑓(𝑥, 𝑦)                                                                       (1.18. 𝑎′) 

𝑦′ = −𝑔𝑦(𝑥, 𝑦)
−1𝑔𝑥(𝑥, 𝑦)𝑥

′ = −𝑔𝑦(𝑥, 𝑦)
−1𝑔𝑥(𝑥, 𝑦)𝑓(𝑥, 𝑦)   (1.18. 𝑏’) 

and the differentiation index is 𝜇 = 1. 

The DAE (1.5) modeling the circuit in figure 1.2 is of the form (1.18) with 

𝑥 = 𝑒2, 𝑦 = (
𝑒1
𝑖𝑣
) , 𝑓(𝑥, 𝑦) =

𝐺

𝐶
(𝑒1 − 𝑒2) 𝑎𝑛𝑑 𝑔(𝑥, 𝑦) = (

𝐺(𝑒1 − 𝑒2) − 𝑖𝑣
𝑒1 + 𝑣𝑉

) 

Note that 𝑔𝑦(𝑥, 𝑦) = (
𝐺 −1
1 0

) is nonsingular so that (1.5) is an index 1 

equation. 

Example (1.2.7): The system 

𝑥′ = 𝑓(𝑥, 𝑦)                                                                (1.19. 𝑎) 

0 = 𝑔(𝑥)                                                                     (1.19. 𝑏) 

can be studied in a similar way. (1.19.b) gives 

0 =
𝑑𝑔(𝑥)

𝑑𝑡
= 𝑔𝑥(𝑥)𝑥

′ = 𝑔𝑥(𝑥)𝑓(𝑥, 𝑦) = ℎ(𝑥, 𝑦).  (1.19. 𝑏’) 

Comparing with example (1.2.6) we know that (1.19.a), (1.19.b’) is an index 1 

system if ℎ𝑦(𝑥;  𝑦) remains nonsingular in a neighborhood of the solution. If 

this condition holds, (1.19) is of index 2, as two differentiations produce 

𝑥′ = 𝑓(𝑥, 𝑦)                                                       (1.19. 𝑎) 

𝑦′ = −ℎ𝑦(𝑥, 𝑦)
−1ℎ𝑥(𝑥, 𝑦)𝑓(𝑥, 𝑦)

= −(𝑔𝑥(𝑥)𝑓𝑦(𝑥, 𝑦))
−1

(𝑔𝑥𝑥(𝑥)(𝑓(𝑥, 𝑦), 𝑓(𝑥, 𝑦))

+ 𝑔𝑥(𝑥)𝑓𝑥(𝑥, 𝑦)𝑓(𝑥, 𝑦)).                                                   (1.19. 𝑏”) 

(1.19.b’) defines the “hidden constraint” of the index 2 equation (1.19). 

The DAE (1.7) modeling the circuit in figure 1.3 can be written as 

𝑖𝐿
′ =

1

𝐿
𝑒2 = 𝑓(𝑖𝐿, 𝑒2)                                     (1.20. 𝑎) 

0 = 𝑖𝐿 − 𝑖𝐼 = 𝑔(𝑖𝐿).                                    (1.20. 𝑏) 

The remaining variable 𝑒1 is determined by 𝑒1 = 𝑒2 + 𝐺
−1𝑖𝐼, where 𝑖𝐼is the 

input current. (1.20) is of the form (1.18) with 𝑥 = 𝑖𝐿and 𝑦 = 𝑒2. ℎ𝑦(𝑥, 𝑦) =

𝑔𝑥𝑓𝑦 = 1 ∙
1

𝐿
 is nonsingular and the index is 2.  

Example (1.2.8):  Finally take a look at the system 

𝑥′ = 𝑓(𝑥, 𝑦)                                                                    (1.21. 𝑎) 

𝑦′ = 𝑔(𝑥, 𝑦, 𝑧)                                                                 (1.21. 𝑏) 

0 = ℎ(𝑥).                                                                          (1.21. 𝑐) 
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Differentiation of (1.2.4c) yields 

0 =
𝑑ℎ(𝑥)

𝑑𝑡
= ℎ𝑥(𝑥)𝑥

′ = ℎ𝑥(𝑥)𝑓(𝑥, 𝑦) = ℎ̂(𝑥, 𝑦) (1.21. 𝑐’) 

and 

𝓍′ = (
𝑥
𝑦)

′

= (
𝑓(𝑥, 𝑦)

𝑔(𝑥, 𝑦, 𝑧)
) = 𝑓(𝓍, 𝔶)(1.21. 𝑎) and (1.21.b)  (1.21.a) 

0 = ℎ̂(𝑥, 𝑦) = 𝑔(𝑥) (1.2.4𝑐’)            (1.21. 𝑏) 

is of the form (1.19) with 𝓍 = (
𝑥
𝑦) and 𝔶 = 𝑧. Define 

ℎ(𝓍, 𝔶) = 𝑔𝓍(𝑥)𝑓(𝓍, 𝔶) 

and compare with (1.19.b’) to find that (1.21) is of the index 2 if 

𝔥𝔶(𝓍, 𝔶) = 𝑔𝓍(𝓍)𝑓𝔶(𝓍, 𝔶) = (ℎ̂𝑥ℎ̂𝑦) (
𝑓𝑧
𝑔𝑧
)

= (ℎ𝑥𝑥(𝑓,∙) + ℎ𝑥𝑓𝑥ℎ𝑥𝑦(𝑓,∙) + ℎ𝑥𝑓𝑦) (
0
𝑔𝑧
) = ℎ𝑥𝑓𝑦𝑔𝑧 

remains nonsingular. This shows that (1.20) is an index 3 system if the matrix 

ℎ𝑥(𝑥)𝑓𝑦(𝑥, 𝑦)𝑔𝑧(𝑥, 𝑦, 𝑧)is invertible in a neighbourhood of the solution 

(𝑥, 𝑦, 𝑧). 

Hidden constraints are given by (1.20.c’) but also by 

𝔥(𝓍, 𝔶) = 𝑔𝓍(𝓍)𝑓(𝓍, 𝔶) = ℎ𝑥𝑥(𝑓, 𝑓) + ℎ𝑥𝑓𝑥𝑓 + ℎ𝑥𝑓𝑦𝑔 = 0, 

which is condition (1.19.b’) in terms of the index 2 system (1.21). 

Consider again the mathematical pendulum from section 1.1 in the formulation 

𝑥′ = 𝑢 = 𝑓1(𝑥, 𝑦, 𝑢, 𝑣) 

𝑦′ = 𝑣 = 𝑓2(𝑥, 𝑦, 𝑢, 𝑣) 

𝑢′ = −
2

𝑚
𝜆𝑥 = 𝑔1(𝑥, 𝑦, 𝑢, 𝑣, 𝜆) 

𝑣′ = +𝑔 −
2

𝑚
𝜆𝑦 = 𝑔2(𝑥, 𝑦, 𝑢, 𝑣, 𝜆) 

0 = 𝑥2 + 𝑦2 − 𝑙2 = ℎ(𝑥, 𝑦).                               (1.22) 

For 𝑙 > 0 the value ℎ(𝑥, 𝑦)𝑓(𝑢, 𝑣)𝑔𝜆 = −
4

𝑚
(𝑥2 + 𝑦2) is always nonsingular so 

that (1.12) is an index 3 problem.  

1.3 The Tractability Index. 

In definition (1.2.4) the function 𝑓is assumed to be smooth enough to 

calculate the derivatives (1.18). In applications this smoothness is often not 

given. For instance in circuit simulation input signals are continuous but often 

not differentiable. 

We want to study the tractability index introduced by Griepentrog, M¨arz . In 

fact we consider the generalization of the tractability index proposed by M¨arz . 
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The idea is to replace the smoothness requirements for the coefficients by the 

requirement on certain subspaces to be smooth, to define the tractability index 

we introduce linear DAEs with properly stated leading terms. A second matrix 

𝐷(𝑡) is used when formulating the DAE as 

𝐴(𝑡)(𝐷(𝑡)𝑥(𝑡))
′
+ 𝐵(𝑡)𝑥(𝑡) = 𝑞(𝑡).                     (1.23) 

In contrast to the standard formulation 

𝐸(𝑡)𝑥(𝑡)′ + 𝐹(𝑡)𝑥(𝑡) = 𝑞(𝑡)                                    (1.24) 

the leading term in (1.13) precisely figures out which derivatives are actually 

involved. 

The formulation (1.23) was first used to study linear DAEs and their adjoint 

equations. For (1.24) the adjoin equation 

(𝐸∗𝑦)′ − 𝐹∗𝑦 = 𝑝 

is of a different type. For the more general formulation (1.23) the adjoint 

equation fits nicely into this general form: 

𝐷∗(𝐴∗𝑦)′ − 𝐵∗𝑦 = 𝑝. 

We consider linear DAEs (1.13) with matrix coefficients 

𝐴 ∈ 𝐶(ℑ, 𝐿(ℝ𝑛, ℝ𝑚)),   𝐷 ∈ 𝐶(ℑ, 𝐿(ℝ𝑚, ℝ𝑛)), 𝐵 ∈ 𝐶(ℑ, 𝐿(ℝ𝑚)). 

Neither 𝐴nor 𝐷needs to be a projector function. Note that 𝐴(𝑡) and 𝐷(𝑡) are 

rectangular matrices in general. However, 𝐴and 𝐷are assumed to be well 

matched in the following sense. 

Definition (1.3.1): The leading term of (24) is properly stated if 

ker𝐴(𝑡)⨁im𝐷(𝑡) = ℝ𝑛, 𝑡 ∈ ℑ, 

and there is a continuously differentiable projector function 𝑅 ∈

𝐶1(ℑ, 𝐿(ℝ𝑛))with 

𝑖𝑚𝑅(𝑡) = 𝑖𝑚𝐷(𝑡), 𝑘𝑒𝑟𝑅(𝑡) = 𝑘𝑒𝑟𝐴(𝑡)𝑡 ∈ ℑ. 

By definition 𝐴(𝑡) and 𝐷(𝑡) have a common constant rank if the leading term is 

properly stated . 

Definition (1.3.2): A function 𝑥: ℐ ⟶ ℝ𝑚 is said to be a solution of (1.23) if 

𝑥 ∈ 𝐶𝐷
1(ℐ, ℝ𝑚) = {𝑥 ∈ 𝐶(ℐ, ℝ𝑚)|𝐷𝑥 ∈ 𝐶

1(ℐ, ℝ𝑛)} 

Satisfies (1.23) point wise. 

Let us point out that a solution 𝑥is a continuous function, but the part  𝐷𝑥 ∶ ℐ ⟶

ℝ𝑛is differentiable. 

We now define a sequence of matrix functions and possibly time-varying 

subspaces. 

All relations are meant point wise for 𝑡 ∈ ℑ. Let 𝐺0 = 𝐴𝐷, 𝐵0 = 𝐵and for 𝑖 ≥ 0 
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𝑁𝑖 = ker𝐺𝑖
𝑆𝑖 = {𝑧 ∈ ℝ

𝑚|𝐵𝑖𝑧 ∈ 𝑖𝑚𝐺𝑖} = {𝑧 ∈ ℝ
𝑚|𝐵𝑧 ∈ 𝑖𝑚𝐺𝑖}

𝑄𝑖 = 𝑄𝑖
2, 𝑖𝑚𝑄𝑖 = 𝑁𝑖 , 𝑃𝑖 = 𝐼 − 𝑄𝑖
𝐺𝑖+1 = 𝐺𝑖 + 𝐵𝑖𝑄𝑖 ,

𝐵𝑖+1 = 𝐵𝑖𝑃𝑖 − 𝐺𝑖+1𝐷
−𝐶𝑖+1

′ 𝐷𝑃0…𝑃𝑖 ,
𝐶𝑖+1 = 𝐷𝑃0…𝑃𝑖+1𝐷

− }
  
 

  
 

            (1.25) 

Here, 𝐷− ∶ ℐ ⟶ (ℝ𝑛, ℝ𝑚)denotes the reflexive generalized inverse of 𝐷 such 

that 

𝐷𝐷−𝐷 = 𝐷,𝐷−𝐷𝐷− = 𝐷−, 𝐷𝐷− = 𝑅,𝐷−𝐷 = 𝑃0.           (1.26) 

Note that 𝐷−is uniquely determined by (1.16) and depends only on the choice of 

𝑄0.  

       We now define a sequence of matrix functions and possibly time-varying 

subspaces All relations are meant point wise for t ∈  ℐ. Let G0 =  AD; B 0 =

 Band for i ≥ 0 

𝑁𝑖 = 𝑘𝑒𝑟 𝐺𝑖
𝑆𝑖 = {𝑧 ∈ ℝ

𝑚|𝐵𝑖𝑧 ∈ 𝑖𝑚 𝐺𝑖} = {𝑧 ∈ ℝ
𝑚|𝐵𝑧 ∈ 𝑖𝑚 𝐺𝑖}

𝑄𝑖 = 𝑄𝑖
2, 𝑖𝑚 𝐺𝑖 = 𝑁𝑖 , 𝑝𝑖 = 1 − 𝑄𝑖
𝐺𝑖+1 = 𝐺𝑖 + 𝐵𝑖𝑄𝑖

𝐵𝑖+1 = 𝐵𝑖𝑝𝑖 − 𝐺1+𝑖𝐷
−𝐺𝑖+1

′ 𝐷𝑝0… 𝑝𝑖
𝐺1+𝑖 = 𝐷𝑝0…𝑝𝑖+1𝐷

− }
  
 

  
 

            (1.27) 

Here, 𝐷−: ℐ → L(ℝn, ℝm)denotes the reflexive generalized inverse of 𝐷such 

that 

𝐷𝐷−𝐷 =  𝐷; 𝐷−𝐷𝐷− = 𝐷−;  𝐷𝐷−  =  𝑅; 𝐷−𝐷 =  𝑃0.     (1.28) 

Note that 𝐷−is uniquely determined by (1.26) and depends only on the choice of 

𝑄0 contains more details about generalized matrix inverses. 

Definition (1.3.3):  The DAE (1.23) with properly stated leading term is said to 

be a regular DAE with tractability index  𝜇 on the interval ℐ if there is a 

sequence (1.25) such that 

 Gihas constant 𝑟𝑎𝑛𝑘 ri 𝑜𝑛 ℐ, 

 Qi ∈ 𝐶(ℐ, L(ℝ
m)), Dp0…piD

− ∈ 𝐶1(ℐ, L(ℝn)), 𝑖 ≥ 0 

 Qi+1Qj = 0, 𝑗 = 0 , … 𝑖, 𝑖 ≥ 0 

 0 ≤ r0 ≤ ⋯ ≤ 𝑟𝜇−1 < 𝑚 𝑎𝑛𝑑  𝑟𝜇 = 𝑚 

(1.23) is said to be a regular DAE if it is regular with some index μ. 

This index criterion does not depend on the special choice of the projector 

functions Qi[28]. As proposed in [24] the sequence (1.25) can be calculated 
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automatically. Thus the index can be calculated without the use of derivative 

arrays [27]. 

Example (1.3.4): Consider the DAE 

(
𝑡

1
)((−1  𝑡) (

𝑥1(𝑡)

𝑥2(𝑡)
))

′

+ (
1 −𝑡
0 0

) (
𝑥1(𝑡)

𝑥2(𝑡)
) = 0 

taken from [25]. With kerA(t) =  {0}, imD(t)  =  ℝ the leading term is properly 

stated. Calculate 

𝐺0(𝑡)  =  𝐴(𝑡)𝐷(𝑡)  = (
−𝑡 𝑡2

−1 𝑡
)and𝑁0(𝑡) = {𝑧 ∈ ℝ

2|∃𝛼 ∈ ℝ, z = α(𝑡
1
)} 

to find that 𝑁0(𝑡)  ⊂  𝑘𝑒𝑟𝐵(𝑡). Independently of the choice of 𝑄0in  (26) we 

have 

𝐺1(𝑡)  =  𝐺0(𝑡)  +  𝐵(𝑡)𝑄(𝑡)  = 𝐺0(𝑡): 

Similarly it follows that𝐺𝑖(𝑡)  =  𝐺0(𝑡) for every 𝑖 ≥  0. Note that for every 

𝛾 ∈  𝐶(ℐ;ℝ) a solution is given by 𝑥(𝑡)  =  𝛾(𝑡) (𝑡
1
). Solutions are therefore not 

uniquely determined. This is the case in spite of the fact that for every t the local 

matrix pencil 𝜆𝐴𝐷 + (𝐵 +  𝐴𝐷−) of the reformulated DAE.  

Similarly it follows that 𝐺𝑖(𝑡) = 𝐺0(𝑡)for every 𝑖 ≥ 0. Note that for every 𝛾 ∈

 𝐶(ℐ;ℝ) a solution is given by 𝑥(𝑡) = 𝛾(𝑡)(1𝑡)Solutions are therefore not 

uniquely determined. This is the casein spite of the fact that for every t the local 

matrix pencil 𝜆𝐴𝐷 + (𝐵 + 𝐴𝐷′)of the reformulated 𝐷𝐴𝐸 0 =

 𝐴(𝑡)𝐷(𝑡)x′(𝑡) +(𝐵(𝑡) + 𝐴(𝑡)𝐷′(𝑡))𝑥(𝑡) = (−𝑡 𝑡2

−1 𝑡
) x′(𝑡) + 𝑥(𝑡) is 

regular.  

    Is indeed a generalization of the Kronecker index, i.e. in the case of constant 

coefficients, the Kronecker index and the tractability index for regular 𝐷𝐴𝐸𝑠 

coincide. To show this, define the subspaces 

𝑆𝐸𝐹 = {𝒵 ∈ ℝ
𝑚⌈𝐹𝑧∈𝑖𝑚𝐸}, 𝑁𝐸 = ker𝐸 

for given matrices 𝐸, 𝐹 ∈  𝐿(ℝ𝑚). Obviously for fixed 𝑡 ∈ ℐ we have 𝑁𝑖(𝑡)  =

 𝑁𝐺𝑖(𝑡) and 𝑆𝑖(𝑡)  =  𝑆𝐺𝑖(𝑡)𝐵𝑖(𝑡) in sequence (1.25). 

Lemma (1.3.5): For matrices E, F ∈  L(ℝm) the following statements are 

equivalent: 

1. 𝑁𝐸 ∩ 𝑆𝐸𝐹 = {0} 

2. For every projector QEonto NE the matrix E +  F QE is nonsingular 

3. NE⨁𝑆𝐸𝐹 = ℝ
𝑚 

4. (𝐸, 𝐹)form a regular matrix pencil with Kronecker index 1. 

 



18 

Proof. 

 (1.⇒ 2. ) (E +  F QE)z = 0implies 𝑄𝐸𝑧 ∈ 𝑆𝐸𝐹.Since  𝑄𝐸𝑧 ∈ NE. too,  we have  

𝑄𝐸𝑧 ∈ NE ∩ 𝑆𝐸𝐹 = {0} and  𝑄𝐸𝑧 = 0 .Thus 0 =  𝐸𝑧 +  𝐹𝑄𝐸𝑍 =  𝐸𝑧and 𝑧 ∈

NE = im QE . 

Therefore 𝑧 = 𝑄𝐸𝑧 = 0  (2.⇒ 3. )𝐺𝐸𝐹 = 𝐸 + 𝐹𝑄𝐸is nonsingular. Show that 

𝑄∗ = 𝑄𝐸𝐺𝐸𝐹
−1𝐹 is the projector onto 𝑁𝐸 along  𝑆𝐸𝐹. 

(3.⇒ 4. )There is exactly one projector 𝑄∗onto  along 𝑆𝐸𝐹. Since  3.⇒ 1.⇒

2.we find 𝑄∗ = 𝑄∗𝐺𝐸𝐹
−1𝐹with 𝐺𝐸𝐹 =  𝐸 + 𝐹𝑄∗.  Let 𝑝∗ = 1 − 𝑄∗.Show that 

𝜆𝐸 + 𝐹is nonsingular for 𝜆 ∉ 𝑠𝑝𝑒𝑐(𝑝∗𝐺𝐸𝐹
−1𝐹)so that (𝐸;  𝐹) form a regular 

matrix pencil. We are nonsingular matrices 𝑈, 𝑉 ∈  𝐺𝐿ℝ(𝑚)such that 

𝑉 𝐸 𝑈 = (
1   
    𝑁

) = �̅�,                    𝑉 𝐹 𝑈 = (
𝐶   
    1

) = �̅� 

It follows that  NE̅ = ker E̅  =  𝑈
−1NE and  𝑆�̅��̅� = { 𝑧 ∈ ℝ

m|�̅�𝑧 ∈ 𝑖𝑚�̅�} =

𝑈−1𝑆𝐸𝐹so that  

NE̅ ∩ 𝑆�̅��̅� = 𝑈
−1(NE ∩ 𝑆𝐸𝐹) = {0}                (1.27) 

On the other hand 

NE̅ = {(
𝑧1
𝑧2
) ∈ ℝm|z1 = 0, z2 ∈ kerN} 𝑎𝑛𝑑 

𝑆�̅��̅� = {(
𝑧1
𝑧2
) ∈ ℝm| (

𝐶 𝑧1
𝑧2
) ∈ imE̅} = {(

𝑧1
𝑧2
) ∈ ℝm|𝑧2 ∈ imN } 

meaning that imN ∩ kerN = {0} and𝑁 =  0. Thus the Kronecker index is 1. 

(4.⇒ 1. )Kronecker index 1 gives 𝑁 =  0and 𝑆�̅��̅� = {0}, NE̅ ∩ 𝑆�̅��̅� = {0} . 

Use (1.27) to see  (NE ∩ 𝑆𝐸𝐹) = 𝑈(NE̅ ∩ 𝑆�̅��̅�) = {0}. 

          As in the previous section we now want to calculate the index of the                        

DAEs modeling the electrical circuits in figure 1.2 and 1.3. 

Example (1.3.6): For (1.6) we calculate 𝐺0 = (
0 0 0
0 𝐶 0
0 0 0

) and 𝑁0 = ℝ × {0} ×

ℝ .Choose 𝑄0 = (
1 0 0
0 0 0
0 0 1

)to find that  𝐺1 = (
𝐺 0 −1
−𝐺 𝐶 0
−1 0 0

) is nonsingular. 

For the circuit in figure 1.2 we therefore have index 1. 

Example (1.3.7):  Equation (1.8) can be written as 

(
0
0
L
)((0 0 1)(

𝒆𝟏
𝒆𝟐
𝒊𝑳
))

′

+ (
𝐺 −𝐺 0
−𝐺 𝐺 0
−1 −1 0

)(

𝑒1
𝑒2
𝑖𝐿
) = (

𝑖(𝑡)
0
0
)     (1.28) 

leading to 𝐺0 = (
0 0 0
0 0 0
0 0 𝐿

)𝑁0 = ℝ × {0} × ℝ. With  𝑄0 = (
1 0 0
0 1 0
0 0 0

) 
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It turns out that  𝐺1 = (
𝐺 0 0
−𝐺 𝐺 0
0 −1 𝐿

)is singular and 𝑁1 = {𝑧 ∈ ℝ
3|∃𝛼 ∈

ℝ, 𝑧1 = 𝑧2 = 𝛼𝐿 , 𝑧3 = 𝛼}.  

𝑄1 = (
0 0 𝐿
0 0 𝐿
0 0 1

) is a projector onto 𝑁1 satisfying 𝑄1𝑄0 = 0Finally  𝐺2 =

(
𝐺 −𝐺 0
−𝐺 𝐺 1
0 −1 𝐿

)is nonsingular. Thus the index is 2. Note that the terms 

𝐺𝑖+1
′ dissappear in (1.25) as 𝑄0 does not depend on 𝑡. 

Nevertheless, in general the derivatives of 𝐺𝑖+1
′ appearing in the definition of 

𝐵𝑖+1 in sequence (1.25) are necessary in order to determine the index correctly. 

We will illustrate this in the next example which can be found in [25] as well. 

Example (1.3.8): The DAE 

𝑥2
′ = 𝑞1 − 𝑥1 = 𝑓(𝑥1)                                        (1.29. 𝑎) 

𝑥3
′ = 𝑞2 − (1 − 𝜂)𝑥2 − 𝜂

𝑡(𝑞1 − 𝑥1)       = 𝑔(𝑥1, 𝑥2  , 𝑥3)    (1.29. 𝑏) 

0 = 𝑞3 − 𝜂𝑡𝑥2 − 𝑥3                                  =  ℎ(𝑥1, 𝑥2  , 𝑥3)    (1.29. 𝑐) 

is easily checked to have (differentiation) index 3 as repeated differentiation of 

(1.29.c) yields  

0 = 𝑞3
′ − 𝑞2 + 𝑥2 

0 = 𝑞3
′′ − 𝑞2

′ + 𝑞1 − 𝑥1 

𝑥1
′ = 𝑞3

′′′ − 𝑞2
′′ + 𝑞1

′  

The index does not depend on the value of 𝜂 We now write (1.18) as 

(
1 0
ηt 1
0 0

)((
0 1 0
0 0 1

)(

x1
x2
x3
))

′

+ (
1 0 0
0 1 + η 0
0 ηt 1

)(

x1
x2
x3
) = (

q1
q2
q3
)    (1.29) 

 

with a properly stated leading term and calculate the sequence (1.29)  

𝐺0 = (
0 1 0
0 ηt 1
0 0 0

)   , 𝑄0 = (
1 0 0
0 0 0
0 0 0

)  , 𝐺1 = (
1 1 0
0 ηt 1
0 0 0

) , 𝑄1

= (
0 −1 0
0 1 0
0 ηt 0

) 
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𝐺1 = (
1 1 0
0 ηt + 1 1
0 0 0

) , 𝑄2 = (

0 −ηt 1
0 ηt −1
0 ηt(ηt + 1) ηt + 1

) ,

𝐺3 = (
1 1 0
0 ηt + 1 1
0 ηt 1

) 

Since 𝑑𝑒𝑡𝐺3  =  1, (1.18) is a regular DAE with index 3 independently of 𝜂 

However, if we dropped the terms 𝐺𝑖+1in (1.25) and defined 𝒢𝑖+1 = 𝒢𝑖 + ℬ𝑖𝒬𝑖 ,

ℬ𝑖+1 = ℬ𝑖𝒫𝑖with  𝒢0 = 𝐴𝐷 and  ℬ = 𝐵we would obtain 

𝒢2 = (
1 1 0
0 ηt + 1 + η 1
0 0 0

),𝒬2 = (

0 ηt 1
0 −ηt −1

0 (ηt + 1 + η)ηt ηt + 1 + η
), 

𝒢3 = (
1 1 0
0 ηt + 1 + η 1
0 η ∗ t 1

) 

𝑑𝑒𝑡 𝒢3  =  1 + η shows that 𝒢3 is singular for η = −1. Thus the use of the 

simpler version of 𝐵𝑖would lead to an index criterion not recognizing the index 

properly.  

The previous example gives rise to investigating the relationship between 𝐺𝑖and 

𝒢𝑖further. Due to 𝐺𝑖𝑃𝑖  =  𝐺𝑖the matrix 𝐺𝑖+1may be written as 

𝐺𝑖+1 = (𝐺𝑖 + 𝐵𝑖−1𝑃𝑖−1𝑄𝑖)(𝐼 − 𝑃𝑖𝐷
−𝐶𝑖

′𝐷𝑃0…𝑃𝑖−1𝑄𝑖). 

For low indices we thus find 𝐺0 = 𝒢0 𝐺1 = 𝒢1 ,   𝐺2 = 𝒢2 (𝐼 − 𝑃𝑖𝐷
−𝐶𝑖

′𝐷𝑃0𝑄1) 

with the nonsingular factor 𝐼 − 𝑃𝑖𝐷
−𝐶𝑖

′𝐷𝑃0𝑄1The matrices 𝐺2 and 𝒢2  have 

therefore common rank and we had to choose an index 3 to show the necessity 

of the second term in the definition of 𝐵𝑖+1. We don’t have to restrict ourselves 

to linear DAEs (1.23). Nonlinear DAEs 

𝐴(𝑥(𝑡), 𝑡)(𝑑(𝑥, , 𝑡), 𝑡)′ + 𝑏(𝑥(𝑡), 𝑡) = 0            (1.30) 

can also be considered. For (31) the index is defined in such a way that all 

linearization along solutions have the same index 𝜇 in the sense of definition 

(1.3.5).  

1.3.1 Some technical details: 

In order to define the sequence (1.25) we introduced the generalized reflexive 

inverse 𝐷−of 𝐷.  Here we want to provide a short summary of the properties of 

generalized matrix inverses [41]. For a rectangular matrix 𝑀 ∈ 𝐿(ℝ𝑚, ℝ𝑛)a 

matrix �̃� ∈ 𝐿(ℝ𝑚, ℝ𝑛)is called a generalized inverse of 𝑀if �̃�𝑀�̃� = �̃�If the 

condition  𝑀�̃�𝑀 = 𝑀 holds as well, then M̃ is called a reflexive generalized 

inverse of M. Observe that for any reflexive generalized inverse M̃ of M the 

matrices 
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(𝑀�̃�)
2
= 𝑀�̃�𝑀�̃� = 𝑀�̃�(�̃�𝑀)

2
= �̃�𝑀 �̃�𝑀 = �̃�𝑀 

are projectors. Reflexive generalized inverses are not uniquely determined. 

Uniqueness is obtained if we require MM̃ and M̃Mto be special projectors. We 

could, for instance, require them to be ortho-projectors 

(𝑀�̃�)
𝑇
= 𝑀�̃�(�̃�𝑀  )

𝑇
= �̃�𝑀  

In this case M̃is called the Moore-Penrose inverse of 𝑀, often denoted by 𝑀+ In 

the case of DAEs with properly stated leading terms we appropriated the 

projectors 𝑃0(𝑡) ∈ 𝐿(ℝ
𝑛)and 𝑅(𝑡) ∈ 𝐿(ℝ𝑛)to determine 𝐷−(𝑡) ∈

𝐿(ℝ𝑛, ℝ𝑚)uniquely. 𝐷−(𝑡)is the reflexive generalized inverse of 𝐷(𝑡) defined 

by 

𝐷𝐷−𝐷 =  𝐷𝐷−𝐷𝐷− = 𝐷−  , 𝐷𝐷− = 𝑅 𝐷−𝐷 = 𝑃0      (1.31) 

If there was another generalized inverse �̃�−satisfying (2.21), then 

�̃�− = �̃�−𝐷�̃�− = �̃�−𝑅        �̃�−𝐷𝐷− = 𝑃0𝐷𝐷
− = 𝐷−𝐷𝐷− = 𝐷− 

In definition 2.11 the condition 

𝑄𝑖+1𝑄𝑗 = 0      𝑗 =  0, …  𝑖,   𝑖 ≥  0                                      (1.32) 

is required. We will show briefly that the projectors 𝑄𝑗in sequence (1.15) can 

always be chosen to satisfy (1.31). If for a given DAE (1.23) there was an index 

𝑖∗such that  𝑁𝑖∗+1 ∩ 𝑁𝑖∗ ≠ {0} then (1.23) would not be a regular DAE as all 

𝐺𝑗would be singular. Thus   𝑁0 ∩ 𝑁1 ≠ {0}is a necessary condition for a regular 

DAE and the projector 𝑄1 onto 𝑁1 can be chosen such that   𝑁0 ⊂ ker𝑄1. 

For an index 𝑖 ≥ 1let the projectors 𝑄𝑗for 𝑗 =  1,…  𝑖 satisfy 𝑄𝑗𝑄𝑘 =0   𝑘 =

 0 ,…  𝑗 −  1.Then   𝑁𝑖+1 ∩ 𝑁𝑖 = {0}implies   𝑁𝑖+1 ∩ 𝑁𝑗 = {0}   for 𝑗 =

 1,…   𝑖and  𝑄𝑖+1 can be chosen such that 𝑁0⨁𝑁1⨁. . .⨁𝑁𝑖 ⊂ ker𝑄𝑖+1. 

1.3.2 Other index concepts: 

 As seen in the previous sections a DAE can be assigned an index in several 

ways. In the case of linear equations with constant coefficients all index notions 

coincide with the Kronecker index. Apart from that, each index definition 

stresses different aspects of the DAE under consideration. While the 

differentiation index aims at finding possible reformulations in terms of 

ordinary differential equations, the tractability index is used to study DAEs 

without the use of derivative arrays. There are several other index concepts 

available. Here we want to introduce some of them briefly. 

1.3.3 The Perturbation Index: 

The perturbation index was introduced for nonlinear DAEs 

𝑓(𝑥′(𝑡), 𝑥(𝑡)) = 0                                                   (1.33) 



22 

 (1.32) has perturbation index 𝜇along a solution 𝑥 on ℐ =  [0, 𝑇] if 𝜇is the 

smallest integer such that, for all functions 𝑥having a defect 

𝑓(𝑥′(𝑡), 𝑥(𝑡)) = δ(t)    

there exists on ℐ an estimate 

‖�̂�(𝑡) − 𝑥(𝑡)‖

≤ 𝐶 (‖�̂�(0) − 𝑥(0)‖ +
𝑀𝑎𝑥

0 ≤ 𝜉 ≤ 𝑡
‖𝛿(𝜉)‖

+⋯
𝑀𝑎𝑥

0 ≤ 𝜉 ≤ 𝑡
‖𝛿𝜇−1(𝜉)‖) 

Whenever the expression on the right-hand side is sufficiently small. Here C 

denotes a constant which depends only on 𝑓and the length of ℐ. 

 

1.3.4 The geometric index: 

Consider the autonomous DAE 

𝑓(𝑥 ,, 𝑥) = 0                                                            (1.34) 

and assume that  𝑀0 = 𝑓
−1(0)s a smooth submanifold of ℝ𝑚 × ℝ𝑛Then the 

DAE (1.23) can be written as 

(𝑥 ,, 𝑥) ∈ 𝑀0 

Each solution has to satisfy 𝑥 ∈ 𝑊0 = 𝜋(𝑀0)where 𝜋:ℝ𝑚 × ℝ𝑚 → ℝ𝑚 

is the canonical projection onto the second component. If 𝑊0 is a submanifold 

of ℝ𝑚 then (𝑥 ,, 𝑥) belongs to the tangent bundle 𝑇𝑊0of 𝑊0. In other words 

(𝑥 ,, 𝑥) ∈ 𝑀1 = 𝑀0 ∩ 𝑇𝑊0 

𝑀1is called the first reduction of 𝑀0. Iterate this process to obtain sequence 

𝑀0, 𝑀1, 𝑀2, …of manifolds where 𝑀𝑖+1is the first reduction of 𝑀𝑖and 

(𝑥 ,, 𝑥) ∈⋂𝑀𝑖

𝑖≥0

 

The geometric index is defined as the smallest integer μsuch that 𝑀𝜇 = 𝑀𝜇+1.  

1.3.5 The Strangeness Index: 

This index notion is a generalization of the Kronecker index to DAEs 

𝐸(𝑡)𝑥′(𝑡) +  𝐹(𝑡)𝑥(𝑡) =  𝑞(𝑡), 𝑡 ∈  ℐ ⊂  𝑅,     (1.35) 

with time-dependent coefficients. The matrices U and V in theorem 2.2 now 

depend on t, i.e. (1.32) is transformed to 

𝑈𝐸𝑉𝑦 , + (𝑈𝐹𝑉 − 𝑈𝐸𝑉′)𝑦 = 𝑈𝑞 ⇔ �̂�𝑦′ + �̂�𝑦 = �̂� 

The pairs of matrix functions (𝐸, 𝐹) and (�̂� , �̂�) are said to be globally 

equivalent. The pairs of matrix functions (𝐸, 𝐹) and (�̂� , �̂�) are said to be 

globally equivalent. For fixed 𝑡 ∈ ℐ define matrices 𝑇(𝑡), �̂�(𝑡), 𝑍(𝑡) and 𝑉 (𝑡) 

such that the column vectors of 𝑇(𝑡), �̂�(𝑡), 𝑍(𝑡) and 𝑉 (𝑡) span the 
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subspaces 𝑘𝑒𝑟𝐸(𝑡), 𝑖𝑚𝐸 𝑇 , 𝑘𝑒𝑟𝐸 𝑇and 𝑖𝑚(𝑍(𝑡)𝑇𝑁(𝑡)𝑇(𝑡))⊥respectively. Use 

these matrices to define  

𝑟(𝑡) =  rank𝐸(𝑡);                              𝑑(𝑡)  =  𝑟(𝑡) ¡  𝑠(𝑡); 

𝑎(𝑡) =  rank(𝑍(𝑡)𝑇𝑁(𝑡)𝑇(𝑡))    𝑢(𝑡) =  𝑚 −  𝑟(𝑡) −  𝑎(𝑡) −  𝑠(𝑡), 

𝑠(𝑡) =  rank (𝑉(𝑡)𝑇𝑍(𝑡)𝑇𝑁(𝑡)�̂�(𝑡)) 

We assume that the functions 𝑟, 𝑠and a are constant on ℐ. Then (𝐸, 𝐹) is 

globally equivalent to the pair 

(

  
 

(

 
 

0 0 0   
0 𝐼𝑑 0  
0
0
0

0
0
0

0  
0
0
  

0 0
0 0
0
0
0

0
0
0)

 
 

(

 
 

0 𝐹12 0
0 0 0
0
𝐼𝑠
0

0
0
0

𝐼𝛼
0
0

𝐹14 𝐹15
𝐹24 𝐹25
0
0
0

0
0
0 )

 
 

)

  
 
= (𝐸1, 𝐹1) 

The proof can be found in [21]. The value s is called the strangeness of the pair 

(E, F). Denote (E, F) by (E0, F0) and s0  =  s. Similarly we define the 

strangeness 𝑠1of the pair (E1, F1). If we repeat the procedure described above, 

we arrive at a sequence of globally equivalent pairs (E1, F1).  𝑖 ≥ 0, each having 

strangeness si. The strangeness index or s-index is then defined by  

𝜇 =  min𝑓 {𝑖 =  0, 1, 2, …  𝑗 𝑠𝑖 =  0 }. 
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Chapter 2 

Solvability of Linear DAE with Properly Stated Leading Term 

 

We consider linear differential-algebraic equations 

𝐴(𝑡)(𝐷(𝑡)𝑥(𝑡))′     +  𝐵(𝑡)𝑥(𝑡) =  𝑞(𝑡),     𝑡 ∈  ℐ                     (∗∗∗) 

with properly stated leading terms A, B and D are continuous matrix functions 

with 

𝐷(𝑡)  ∈ 𝐿(ℝ𝑚, ℝ𝑛) 𝐴(𝑡)  ∈ 𝐿(ℝ𝑛, ℝ𝑚) 

𝐵(𝑡)  ∈ 𝐿(ℝ𝑚, ℝ𝑚)𝑞(𝑡)  ∈ 𝐿ℝ𝑚 

 A function 𝑥: ℐ → ℝ𝑚is said to be a solution of (**) if 𝑠 

𝑥 ∈ 𝐶
1
𝐷
(ℐ,ℝ𝑚) = {𝑥 ∈ 𝐶(ℐ, ℝ𝑚)|𝐷𝑥 ∈ 𝐶

1(ℐ, ℝ𝑚)} 

satisfies (**) point wise. 

As in the previous section we define for t ∈  ℐ pointwise 𝐺0  =  𝐴𝐷, 𝐵0  = 𝐵and 

for 𝑖 ≥ 0 

𝑁𝑖 = 𝑘𝑒𝑟 𝐺𝑖
𝑆𝑖 = {𝑧 ∈ ℝ

𝑚|𝐵𝑖𝑧 ∈ 𝑖𝑚 𝐺𝑖} = {𝑧 ∈ ℝ
𝑚|𝐵𝑧 ∈ 𝑖𝑚 𝐺𝑖}

𝑄𝑖 = 𝑄𝑖
2, 𝑖𝑚 𝐺𝑖 = 𝑁𝑖 , 𝑝𝑖 = 1 − 𝑄𝑖
𝐺𝑖+1 = 𝐺𝑖 + 𝐵𝑖𝑄𝑖

𝐵𝑖+1 = 𝐵𝑖𝑝𝑖 − 𝐺1+𝑖𝐷
−𝐺𝑖+1

′ 𝐷𝑝0… 𝑝𝑖
𝐺1+𝑖 = 𝐷𝑝0…𝑝𝑖+1𝐷

− }
  
 

  
 

            (∗∗∗) 

𝐷−is again the reflexive generalized inverse of 𝐷. 

For completeness we repeat the definition of index 𝜇from the previous section 

Definition (2.1): The DAE (**) with properly stated leading term is said to be a 

regular DAE with tractability index  μ on the interval ℐ  if there is a sequence 

(***) such that 

 𝐺𝑖 has constant rank 𝑟𝑖  on ℐ, 

 𝑄𝑖 ∈ 𝐶(ℐ, 𝐿(ℝ
𝑚)), 𝐷𝑝0…𝑝𝑖𝐷

− ∈ 𝐶1(ℐ, 𝐿(ℝ𝑛)), 𝑖 ≥ 0 

 𝑄𝑖+1𝑄𝑗 = 0, 𝑗 = 0 ,… 𝑖, 𝑖 ≥ 0 

 0 ≤ 𝑟0 ≤ ⋯ ≤ 𝑟𝜇−1 < 𝑚 𝑎𝑛𝑑  𝑟𝜇 = 𝑚 (**) is said to be a regular DAE if 

it is regular with some index 𝜇.  

2.1 Decoupling of Linear Lndex-1 DAEs 

Let (**) be a regular index 1 DAE with properly stated leading term. Due 

to definition (2.1) the Matrix 𝐺1 is nonsingular. 

Lemma (2.1.1): The matrices of sequence (***) satisfy 

(a) 𝑃0 = 𝐷
−𝐷 = 𝑃0𝐷

− = 𝐷− , 𝐷𝑃0 = 𝐷  , 𝐷𝑃0𝐷
− = 𝐷𝐷− = 𝑅 
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(b) 𝑅𝐷 =  𝐷𝐷−𝐷 =  𝐷, 

(c) 𝐴 =  𝐴𝑅 =  𝐴𝐷𝐷−, 

(d) 𝑄0 = 𝐶1
−1𝐵𝑄0 

(e) 𝑃0 = 𝐶1
−1𝐴𝐷 

(f) 𝑃0𝑥 = 𝑃0𝑦 ⇔ 𝐷𝑃0𝑥 = 𝐷𝑃0𝑦  
⇔
(𝑎)𝐷𝑥 =  𝐷𝑦 

Proof.    

(a) and (b) are just the properties of the generalized reflexive inverse 𝐷−. 

Remember that 𝑅 ∈ 𝐶1(ℐ, L(ℝn))is the smooth projector function realizing  the 

decomposition 𝑘𝑒𝑟𝐴(𝑡) ⨁ 𝑖𝑚𝐷(𝑡)  =  ℝ𝑛provided by the properly stated 

leading term. 𝑘𝑒𝑟𝐴 =  𝑘𝑒𝑟𝑅 implies (c). 𝐺1𝑄0 = 𝐴𝐷𝑄0 + 𝐵𝑄0
2 = 𝐵𝑄0 proves 

(d). Similarly  𝐺1𝑃0 = 𝐴𝐷𝑃0 + 𝐵𝑄0𝑃0 = 𝐴𝐷shows (e). For (f) we only have to 

show ′′ ⇐ ′′. If 𝐷𝑃0𝑧 = 0 then 𝑃0𝑧 ∈ 𝑘𝑒𝑟𝐷 =  𝑘𝑒𝑟𝐴𝐷 =  𝑘𝑒𝑟 𝑃0 and thus 

𝑃0𝑧 = 0. 

𝑘𝑒𝑟𝐷 = 𝑘𝑒𝑟𝐴𝐷 Holds due to the properly stated leading term. 

Let’s assume that x is a solution of the DAE (1). Scaling with 𝐺1
−1 yields 

𝐴(𝐷𝑥)′ +  𝐵𝑥 =  𝑞 ⇔ 𝐺1
−1𝐴(𝐷𝑥)′ + 𝐺1

−1𝐵𝑥 + 𝐺1
−1𝑞.                (2.1) 

Note that 

 𝐺1
−1𝐴(𝐷𝑥)′

=
𝑐
𝐺1
−1𝐴𝑅(𝐷𝑥)′ = 𝐺1

−1 𝐷𝐷−𝐴(𝐷𝑥)′
=
𝑒
𝑃0𝐷

−(𝐷𝑥)′ 

 𝐺1
−1𝐵𝑥 = 𝐺1

−1𝐵𝑃0𝑥 = 𝐺1
−1𝐵𝑄0𝑥

=
𝑑
𝐺1
−1𝐵𝑃0𝑥 + 𝑄0𝑥 

Thus multiplication of (3) by 𝑃0 and 𝑄0 from the left shows that 

𝐴(𝐷𝑥)′ +  𝐵𝑥 =  𝑞 ⇔ 𝐺1
−1𝐴(𝐷𝑥)′ + 𝐺1

−1𝐵𝑥 + 𝐺1
−1𝑞 

⇔ {
𝑃0𝐷

−(𝐷𝑥)′ + 𝑃0𝐺1
−1𝐵𝑃0𝑥                      = 𝑃0𝐺1

−1𝑞

𝑄0𝐺1
−1𝐵𝑃0𝑥 +  𝑄0𝑥 = 𝑄0𝐺1

−1𝑞
} 

 

⇔
𝑓(𝑥) {

𝐷𝑃0𝐷
−(𝐷𝑥)′ + 𝐷𝑃0𝐺1

−1𝐵𝑃0𝑥                       = 𝐷𝑃0𝐺1
−1𝑞

                                     𝑄0𝐺1
−1𝐵𝑃0𝑥 +  𝑄0𝑥 = 𝑄0𝐺1

−1𝑞
} 

 

⇔
(𝑎) {

𝑅(𝐷𝑥)′ + 𝐷𝐺1
−1𝐵𝑃0𝑥                                    = 𝐷𝐺1

−1𝑞

𝑄0𝐺1
−1𝐵𝑃0𝑥 +  𝑄0𝑥 = 𝑄0𝐺1

−1𝑞
} 

⇔
(𝑏) {

(𝐷𝑥)′ − 𝑅′𝐷𝑥 + 𝐷𝐺1
−1𝐵𝑃0𝑥                                    = 𝐷𝐺1

−1𝑞

𝑄0𝐺1
−1𝐵𝑃0𝑥 +  𝑄0𝑥 = 𝑄0𝐺1

−1𝑞
} 

⇔
(𝑎) {

(𝐷𝑥)′  = 𝑅′(𝐷𝑥) − 𝐷𝐺1
−1 𝐵𝐷−(𝐷𝑥)   + 𝐷𝐺1

−1𝑞

  𝑄0𝑥  = −  𝑄0𝐺1
−1 𝐵𝐷−(𝐷𝑥)𝐵𝑃0𝑥 +𝑄0𝐺1

−1𝑞             
} 

Every solution x can therefore be written as 
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𝑥 =   𝑃0𝑥 +   𝑄0𝑥 = 𝐷−(𝐷𝑥) +   𝑄0𝑥 = 𝐷
−(𝐷𝑥) − Q0G1

−1𝐵𝐷−(𝐷𝑥)+Q0G1
−1q 

= (𝐼−  𝑄0𝐺1
−1 𝐵)𝐷−𝑢+𝑄0𝐺1

−1𝑞                                              (2.2) 

where 𝑢 = 𝐷𝑥 is a solution of the ODE 

𝑢′ = 𝑅′𝑢 − 𝐷𝐺1
−1𝐵𝐷−𝑢 + 𝐷𝐺1

−1𝑞                                        (2.3) 

Definition (2.1.2): The explicit ordinary differential equation (2.3) is called the 

inherent regular ODE of the index-1 equation (**). 

Lemma (2.1.3):  (i)  𝑖𝑚𝐷 is a (time varying) invariant subspace of (2.3). 

(ii) (2.3) is independent of the choice of 𝑄0. 

Proof. 

(i) Because of 𝑖𝑚𝐷 =  𝑖𝑚𝑅 =  𝑘𝑒𝑟(𝐼 −  𝑅) multiplication of (5) by 𝐼 −

 𝑅gives 

(𝐼 −  𝑅)𝑢′ = (𝐼 −  𝑅)𝑅′𝑢 = −(1 − 𝑅)′𝑅𝑢 

And 𝑣 =  (𝐼 −  𝑅)𝑢 satisfies the ODE 𝑣′ = (1 − 𝑅)′𝑣 

If there is 𝑡∗ ∈ 𝒥such that 𝑢(𝑡∗) = 𝑅(𝑡∗)𝑢(𝑡∗) ∈ 𝑖𝑚(𝑡∗) then 𝑣(𝑡∗) = 0 This 

Means 𝑣(𝑡)  =  0 and thus 𝑢(𝑡)  =  𝑅(𝑡)𝑢(𝑡) for every 𝑡. 

(ii) Let �̂�0be another projector with 𝑖𝑚�̂�0 = 𝑁0and let P̂0 ,�̂�−be defined 

as in (2.16). Then �̂�0 = 𝐺1(𝐼 + 𝑄0�̂�0𝑃0) implies  �̂�1
−1 = (𝐼 +

𝑄0�̂�0𝑃0)𝐶1
−1and  𝐷�̂�1

−1 = 𝐷𝐶1
−1. Finally note that 

𝐷�̂�1
−1𝐵�̂�−

=
(𝑎)𝐷�̂�1

−1𝐵�̂�0𝐷
− = 𝐷�̂�1

−1𝐵 𝐷− = 𝐷�̂�1
−1𝐵�̂�0𝐷

− 

=
(𝑑)𝐷𝐶1

−1𝐵 𝐷− − 𝐷�̂�0𝐷
− = 𝐷𝐶1

−1𝐵 𝐷−. 

Theorem (2.1.4): Let (**) be a regular index 1 DAE. For each d 2 𝑖𝑚𝐷(𝑡0), 

𝑡0 ∈ 𝒥, the initial value problem 

𝐴(𝑡)(𝐷(𝑡)𝑥(𝑡))′ +  𝐵(𝑡)𝑥(𝑡) =  𝑞(𝑡),    𝐷(𝑡0)𝑥(𝑡0) =    𝑑     (2.4) 

is uniquely solvable in𝐶
1
𝐷
(ℐ, ℝ𝑚). 

Proof. 

 There is exactly one solution 𝑢 ∈ 𝐶
1
𝐷
(ℐ,ℝ𝑚)of the inherent ODE 

𝑢′ = 𝑅′𝑢 − 𝐷𝐶1
−1𝐵 𝐷− + 𝐷𝐺1

−1𝑞 

satisfying the initial condition 𝑢(𝑡0)  =  𝑑. Lemma (2.1.3) shows that 𝑢(𝑡)  =

 𝑅(𝑡)𝑢(𝑡) for every t. Therefore 

(𝐼−  𝑄0G1
−1 B)𝐷−𝑢+Q0G1

−1q ∈ 𝐶
1
𝐷
(ℐ,ℝ𝑚) 

is a solution of (2.4) satisfying 𝐷𝑥 =  𝑢. The decoupling process shows the 

uniqueness. 
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Note that the initial condition 𝐷(𝑡0)𝑥(𝑡0) =    𝑑   for 𝑑 ∈  𝑖𝑚𝐷(𝑡0) can be 

replaced by 𝐷(𝑡0)𝑥(𝑡0) = 𝐷(𝑡0)𝑥
0  , 𝑥0 ∈  ℝ𝑚. 

2.2 Decoupling of Linear Index-2 DAEs 

   We now want to repeat the same argument for linear index 2 differential-

algebraic equations. We assume that (**) is an index 2 DAE with properly 

stated leading term. Due to definition (2.1) and lemma (2.1.3) we have 

𝑁1(𝑡)⨁𝑆1(𝑡) = ℝ
𝑚. We choose 𝑄1 to be the canonical projector onto 𝑁1 along 

𝑆1. Lemma (2.1.3) also implies   𝑄1  𝑄0 =   𝑄1𝐶2
−1  𝐵1  𝑄0 = 0 as required in 

definition (2.1). For the sequence (***) to make sense we have to assume 

𝐷𝑃0𝐷
− ∈ 𝐺1(ℐ, L( ℝ𝑚)) Then 𝐷𝑄1𝐷

− = −𝐷𝑃1𝐷
− + 𝐷𝐷− = −𝐷𝑃1𝐷

− + 𝑅is 

also smooth. Note that 

𝐷𝑄1𝐷
−and 𝐷𝑃1𝐷

−are projector functions. In addition to (a), (b), (c) and (f) 

from lemma (2.1.3) we now have 

Lemma (2.2.1): 

(g) 𝑄1 = 𝑄1𝐺2
−1𝐵1, 

(h) 𝐺2
−1𝐴𝐷 = 𝑃1𝑃0, 

(i) 𝐺2
−1𝐵 = 𝐺2

−1𝐵𝑃0𝑃1 + 𝑃1𝐷
−(𝐷𝑃1𝐷

−)′𝐷𝑄1 + 𝑄1 + 𝑄0, 

(j) 𝑄1𝑥 + 𝑄1𝑦 ⟺ 𝐷𝑄1𝑥 + 𝐷𝑄1𝑦, 

(k) 𝛺𝛺′𝛺 = 0 for every projector function 𝛺 ∈ 𝐺1(ℐ, 𝐿( ℝ𝑛)) 

Proof. 

 (g) follows from lemma (2.1.3), (ℎ) can be proved similar to (𝑒) in lemma (𝑎) 

(2.1.3), but (i) is a consequence of 𝐵 = 𝐵𝑃0 + 𝐵𝑄0 + 𝐵𝑃0𝑃1 + 𝐵𝑃0𝑄1 + 𝐵𝑄0 

and 𝐺2𝑄0 = 𝐵𝑄0,   𝐺2𝑄1 = 𝐵1𝑄1, 𝐵𝑃0𝑄1 = 𝐵1𝑄1𝐺2𝑃1𝐷
−(𝐷𝑃1𝐷

−)′𝐷𝑄1. 

To show (j) assume that 𝐷𝑄1𝑧 = 0Then  𝑄1𝑧 ∈ 𝑘𝑒𝑟𝐷 = 𝑘𝑒𝑟 𝑃0 and  𝑄1𝑧 =

𝑄1
2𝑧 = 𝑄1𝑃0𝑄1𝑧 = 0 Final 𝑦0  =  (𝐼 − 𝛺)𝛺 implies 0 =  (I − Ω)′Ω+

(I − Ω)Ω′ = −Ω′Ω + (I − Ω)Ω′. 

In order to decouple (**) in the index 2 case we again assume that 𝑥 is a 

solution of the DAE. Since G2 is nonsingular, we find  

𝐴(𝐷𝑥)′ +  𝐵𝑥 =  𝑞 ⇔ 𝐺2
−1𝐴(𝐷𝑥)′ + 𝐺2

−1𝐵𝑥 = 𝐺2
−1𝑞               (2.5) 

⇔ 𝑃1𝐷
−(𝐷𝑥)′ + 𝐺2

−1𝐵𝑃0𝑃1𝑥 + 𝑃1𝐷
−(𝐷𝑃1𝐷

−)′𝐷𝑄1𝑥 + 𝑄1𝑥 + 𝑄0𝑥 = 𝐺2
−1𝑞 

Using (𝑎), (𝑐), (ℎ) and (𝑖). Due to 𝐼 = 𝑃1 + 𝑄1 = 𝑃0𝑃1 + 𝑄0𝑃1 + 𝑄1. 

we can decouple (2.5) by multiplying with 𝑃0𝑃1 , 𝑄0𝑃1 and Q1 respectively. (**) 

is therefore equivalent to the system 

𝑃0𝑃1𝐷
−(𝐷𝑥)′ + 𝑃0𝑃1𝐺2

−1𝐵𝑃0𝑃1𝑥 + 𝑃0𝑃1𝐷
−(𝐷𝑃1𝐷

−)′𝐷𝑄1𝑥

= 𝑃0𝑃1𝐺2
−1𝑞  (2.6. 𝑎) 

𝑄0𝑃1𝐷
−(𝐷𝑥)′ + 𝑄0𝑃1𝐺2

−1𝐵𝑃0𝑃1𝑥 

+𝑄0𝑃1𝐷
−(𝐷𝑃1𝐷

−)′𝐷𝑄1𝑥 + 𝑄1 = 𝑄0𝑃1𝐺2
−1𝑞                              (2.6. 𝑏) 
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𝑄1𝐺2
−1𝐵𝑃0𝑃1𝑥 + 𝑄1𝑥 = 𝑄1𝐺2

−1𝑞                                                (2.6. 𝑐) 

With (𝑎) and (𝑓) equation (2.6. 𝑎) takes the form 

𝐷𝑃1𝐷
−(𝐷𝑥)′ + 𝐷𝐺2

−1𝐵𝑃0𝑃1𝑥 + 𝐷𝑃1𝐷
−(𝐷𝑃1𝐷

−)′𝐷𝑄1𝑥 = 𝐷𝐺2
−1𝑞 

Use the product rule of differentiation to find 

𝐷𝑃1𝐷
−(𝐷𝑃1𝑥)

′ − (𝐷𝑃1𝐷
−)′(𝐷𝑥) 

On the other hand 

𝐷𝑃1𝐷
−(𝐷𝑃1𝐷

−)′𝐷𝑄1 = (𝐷𝑃1𝐷
−)′𝐷𝑄1 

As (𝐷𝑃1𝐷
−)′𝐷𝑃0𝑃1𝑄1 = 0 so that (2.6.a) is equivalent to 

(𝐷𝑃1𝑥)
′ − (𝐷𝑃1𝐷

−)′(𝐷𝑃1𝑥) + 𝐷𝑃1𝐺2
−1𝐵𝐷−(𝐷𝑃1𝑥) = 𝐷𝑃1𝐺2

−1𝑞   (2.6. 𝑎′) 

A similar analysis involving (𝑔), (𝑗) and (𝑘) from lemma 3.6 yields 

−𝑄0𝑄1𝐷
−(𝐷𝑄1𝑥)

′+𝑄0𝑄1𝐷
−(𝐷𝑄1𝐷

−)′(𝐷𝑃1𝑥) 

𝑄0𝑃1𝐺2
−1𝐵𝐷−(𝐷𝑃1𝑥) + 𝑄0𝑥 = 𝑄0𝑃1𝐺2

−1𝑞              (2.6. 𝑏′) 

𝐷𝑄1𝑥        = 𝐷𝑄1𝐺2
−1𝑞                                            (2.6. 𝑐′) 

Each solution x of (**) can thus be written as 

𝑥 = 𝑃0𝑥 + 𝑄0𝑥 = 𝐷
−𝐷𝑥 + 𝑄0𝑥 = 𝐷

−(𝐷𝑃1𝑥 + 𝐷𝑄1𝑥) + 𝑄0𝑥     (2.7) 

𝐾𝐷−𝑢 − 𝑄0𝑄1𝐷
−(𝐷𝑄1𝐷

−)′𝑢 + (𝑄0𝑃1 + 𝑃1𝑄0)𝐺2
−1𝑞 + (𝐷𝑄1𝐺2

−1𝑞)′ 

where 

𝐾 = 1 − 𝑄1𝑃1𝐺2
−1𝐵 

And 𝑢 = 𝐷𝑃1𝑥 satisfies the ordinary differential equation 

𝑢′ − (𝐷𝑃1𝐷
−)′𝑢 + 𝐷𝑃1𝐺2

−1𝐵𝐷−𝑢 =  𝐷𝑃1𝐺2
−1𝑞.  

As in the index 1 case this ODE will be referred to as the inherent regular ODE. 

Definition (2.2.2):  The explicit ordinary differential equation 

𝑢′ = (𝐷𝑃1𝐷
−)′𝑢 − 𝐷𝑃1𝐺2

−1𝐵𝐷−𝑢 + 𝐷𝑃1𝐺2
−1𝑞           (2.8) 

is called the inherent regular ODE of the index 2 equation (**). 

Lemma (2.2.3):  

(i)   ImDP1 is a (time varying) invariant subspace of (2.8). 

(ii)  (2.8) is independent of the choice of Q0 and thus uniquely determined 

by the problem data 

Proof. 

 To prove (i), carry out a similar analysis as in the proof of lemma (2.2.5) but 

with 𝑅 replaced by 𝐷𝑃1𝐷
−. To see (ii) consider another projector �̂�0 with 

𝑖𝑚 �̂�0 = 𝑁0 and the relation �̂�1 = 𝐺1(𝐼 + 𝑄0�̂�0𝑃0). The subspaces �̂�1 =

(𝐼 + 𝑄0�̂�0𝑃0)𝑁1 and  �̂�1 = 𝑆1are given in terms of 𝑁1 = 𝑆1so that  �̂�1 =

(𝐼 + 𝑄0�̂�0𝑃0)𝑄1 is the canonical projector onto �̂�1along �̂�1. This implies 

𝐷�̂�1�̂�
− = 𝐷𝑃1𝐷

−. Use the representation 

�̂�2
−1𝑞 =  (𝐼 + 𝑄0�̂�0𝑃1𝑃0)𝐺2

−1𝑞   



29 

to see that 𝐷𝑃1𝐺2
−1𝑞   and  𝐷𝑃1𝐺2

−1𝑞  𝐵𝐷−are independent of the choice of 

𝑄0.As in the previous section we are now able to prove existence and 

uniqueness ofsolutions for regular index 2 DAEs with properly stated leading 

terms. We makeuse of the function space 

𝐶𝐷𝑄1𝐺2−1
1 (ℐ,  ℝ𝑚) = {𝑧 ∈ 𝐶(ℐ,  ℝ𝑚)|𝐷𝑄1𝐺2

−1𝑧 ∈ 𝐶1(ℐ,  ℝ𝑛)} 

Theorem (2.2.84): Let (1) be a regular index 2 DAE with q ∈ CDQ1G2−1
1 (ℐ,  ℝm). 

For each 𝑑 ∈ 𝑖𝑚𝐷(𝑡0)𝑃0(𝑡0)𝑡0 ∈ 𝒥  the initial value problem 

𝐴(𝑡)(𝐷(𝑡)𝑥(𝑡))′     +  𝐵(𝑡)𝑥(𝑡) =  𝑞(𝑡),    𝐷(𝑡0)𝑃0(𝑡0)𝑥(𝑡0) =    𝑑     (2.9) 

is uniquely solvable in  𝐶𝐷
1(ℐ,  ℝ𝑚) 

Proof. 

 Solve the inherent regular ODE (2.8) with initial value 𝑢(𝑡0) =    𝑑 Lemma 

(2.2.3)  yields 𝑢(𝑡) ∈ imD(t)P1(t)for every 𝑡and 

𝑥 = 𝐾𝐷−𝑢 − 𝑄0𝑄1𝐷
−(𝐷𝑄1𝐷

−)′𝑢 + (𝑄0𝑃1 + 𝑃1𝑄0)𝐺2
−1𝑞

+ 𝑄0𝑄1𝐷
−(𝐷𝑄1𝐺2

−1𝑞)′ 

is the desired solution of (2.9). 

The initial condition 𝐷(𝑡0)𝑃1(𝑡0)𝑥(𝑡0) = 𝑑 can be replaced by 

𝐷(𝑡0)𝑃1(𝑡0)𝑥(𝑡0) =    𝐷(𝑡0)𝑃1(𝑡0)𝑥
0 for  𝑥0 ℝ𝑚. 

Remarks (2.2.5): 

We presented examples of nonlinear differential-algebraic equations 

𝑓((𝐷𝑥)′ , 𝑥, 𝑡) = 0 where the solution could be expressed as  

𝑥(𝑡) =  𝐷(𝑡)−𝑢(𝑡) +  𝑄(𝑡)𝜔(𝑢(𝑡), 𝑡),   𝑡 ∈ ℐ 

𝑢 was the solution of 

𝑢′(𝑡) = 𝑅′(𝑡)𝑢(𝑡) + 𝑄(𝑡)𝜔(𝑢(𝑡), 𝑡),   𝑢(𝑡0)  𝐷(𝑡0)𝑥0   (2.10) 

And ω was implicitly defined by 

𝐹(𝜔, 𝑢, 𝑡) = 𝐹(𝐷𝜔,𝐷− 𝑢 + 𝑄𝜔, 𝑡) = 0 

The ordinary differential equation (2.10) is thus only available theoretically. 

We made use of the sequence (***) established the tractability index in order to 

perform a refined analysis of linear DAEs with properly stated leading terms. 

We were able to find explicit expressions of (2.10) for these equations with 

index 1 and 2. This detailed analysis lead us to results about existence and 

uniqueness of solutions for DAEs with low index. We were able to figure out 

precisely what initial conditions are to be posed, namely 𝐷(𝑡0)𝑃1(𝑡0) =

𝐷(𝑡0)𝑥
0 and 𝐷(𝑡0)𝑃1(𝑡0)𝑥(𝑡0) = 𝐷(𝑡0)𝑃1(𝑡0)𝑥

0 in the index 1 and index 2 

case respectively. These initial conditions guarantee that solutions u of the 

inherent regular ODE (2.3) and (2.8) lie in the corresponding invariant 

subspace. Let us stress that only those solutions of the regular inherent ODE 
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that lie in the invariant subspace are relevant for the DAE. Even if this subspace 

varies with 𝑡 we know the dynamical degree of freedom to be 𝑟𝑎𝑛𝑘G0 and rank 

G0 + 𝑟𝑎𝑛𝑘G1 −𝑚for index 1 and 2 respectively. 

The results presented can be generalized for arbitrary index 𝜇 The inherent 

regular ODE for an index 𝜇 DAE with properly stated leading term. 

There it is also proved that the index 𝜇 is invariant under linear transformations 

and refactorizations of the original DAE and the inherent regular ODE remains 

unchanged. Finally let us point out that we assumed 𝐴,𝐷 and 𝐵to be continuous 

only. The required smoothness of the coefficients in the standard formulation 

𝐸𝑥′ +  𝐹𝑥 =  𝑞                                                 (2.11) 

Was replaced by the requirement on certain subspaces to be spanned by smooth 

functions. Namely, the projectors 𝑅, DP1D
−and DQ1D

−are differentiable if DN1 

and 𝐷𝑆1are spanned by continuously differentiable functions [1]. However, if 

the DAE 

𝐴(𝐷𝑥)′ +  𝐵𝑥 =  𝑞                                            (2.12) 

Is given with smooth coefficients and we orient on 𝐺1-solutions, then 

comparisons with concepts for (2.11) can be made via 

 𝐴𝐷𝑥′ + (𝐵 − 𝐴𝐷′)𝑥 =  𝑞 

On the other hand, if 𝐸has constant 𝑟𝑎𝑛𝑘 on 𝒥 and 𝑃𝐸 ∈ C
1(ℐ, L( ℝm))is a 

projector function on to 𝑘𝑒𝑟𝐸, we can reformulate (2.11) as 

𝐸(𝑃𝐸𝑥)
′ + (𝐹 − 𝐸𝑃𝐸

′ )𝑥 =  𝑞 

with a properly stated leading term. 

 

2.3 Numerical Methods for Linear DAEs with Properly Stated Leading 

Term. 

The last part is devoted to studying the application of numerical methods to 

linear DAEs of index 𝜇 =  1 and  𝜇 =  2. From the previous section we know 

that (2.2) and (2.7) are representations of the exact the solution, respectively. In 

fact, it turns out that (2.2) is just a special cases of (9). To see this, observe that 

for 𝜇 =  1the matrix 𝐺1 is nonsingular so tha 𝑄1  =  0, 𝑃1  =  I and 𝐺2 = 𝐺1.We 

therefore treat index 1 and index 2 equations simultaneously in this section. We 

will show how to apply Runge-Kutta methods to DAEs 

𝐴(𝑡)(𝐷(𝑡)𝑥(𝑡))
′
+  𝐵(𝑡)𝑥(𝑡) =  𝑞(𝑡)                      (2.13) 

with properly stated leading terms.  

When using the s-stage Runge-Kutta method 

 

 c    𝒜  ,𝒜 = (𝛼𝑖𝑗) ∈ L( ℝ
s)  c = 𝒜𝑒 , ℬ ∈  ℝs, e = (1, … I)T ∈  ℝs 
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 ℬ𝑇 

to solve an ordinary differential equation 

𝑥′(𝑡) = 𝐹(𝑥(𝑡), 𝑡)                                                             (2.14) 

Numerically with step size ℎ, an approximation xl−1to the exact solution 

𝑥(𝑡𝑙−1) is used to calculate the approximation 𝑥𝑙to 𝑥(𝑡𝑙) = 𝑥(𝑡𝑙−1 + ℎ) via 

𝑥𝑙 = 𝑥𝑙−1 + ℎ∑𝛽𝑖𝑋𝑙𝑖
′

𝑠

𝑖=1

                                                        (2.14. 𝑎) 

Where 𝑋𝑙𝑖
′  is defined by  

𝑋𝑙𝑖
′ = 𝐹(𝑋𝑙𝑖

′  , 𝑡𝑙𝑖
′ )𝑖 =  1,…   𝑠                                  (2.14. 𝑏) 

And 𝑡𝑙𝑖
′ = 𝑡𝑙−1 + 𝑐𝑖ℎ are intermediate time steps. The internal stages 𝑋𝑖 are 

given by 

𝑋𝑙𝑖
′ = 𝑥𝑙−1 + ℎ∑𝛼𝑖𝑗𝑋𝑙𝑗

′

𝑠

𝑗=1

                                (2.14. 𝑐) 

Observe that (2.14.a) and (2.14.c) depend on the method and only (2.14.b) 

depends on the equation (2.13). If the ODE (2.13) is replaced by the DAE 

𝑓(𝑥′(𝑡), 𝑥(𝑡)𝑡) = 0 

we also replace (2.14.b) by 

𝐹(𝑋𝑙𝑖
′ , 𝑋𝑙𝑖  , 𝑡𝑙𝑖

′ )𝑖 =  1,…   𝑠                  (2.14. 𝑏′) 

in the Runge-Kutta scheme. 

The matrix 
𝜕𝑦

𝜕𝑥′
 is singular. Therefore some components of the increments 𝑋𝑙𝑖

′   

need to be calculated from (2.14.c) as seen in the following trivial example. 

Example (2.3.1): If 𝑓(𝑥′, 𝑥, 𝑡) =  𝑥 −  𝑞(𝑡), then  𝑥(𝑡)  =  𝑞(𝑡). The numerical 

method (2.14.a), (2.14.b’), (2.14.c) now reads 

𝑥𝑙 = 𝑥𝑙−1 + ℎ∑𝛽𝑖𝑋𝑙𝑖
′

𝑠

𝑖=1

    𝑞(𝑡𝑙𝑖) =  𝑋𝑙𝑖
′ = 𝑥𝑙−1 + ℎ∑𝛼𝑖𝑗𝑋𝑙𝑗

′

𝑠

𝑗=1

 

This system can be solved if and only if 𝒜 is nonsingular.  

We always assume 𝒜 to be nonsingular. This leads to an expression of  𝑋𝑙𝑖
′  in 

terms of 𝑋𝑙𝑗. 

Lemma (2.3.2):  Let 𝒜 = (αij)  be nonsingular and 𝒜−1 = (α̃ij) Then 
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𝑋𝑙𝑗 = 𝑥𝑙−1 + ℎ∑𝛼𝑖𝑗𝑋𝑙𝑗
′

𝑠

𝑗=1

𝑖 =  1,…   𝑠 ⇔ 𝑋𝑙𝑗
′ =

1

ℎ
∑�̃�𝑖𝑗(𝑋𝑙𝑗 − 𝑥𝑙−1

𝑠

𝑗=1

) 𝑖 

=  1…   𝑠 

 

(
𝑋𝑙1…
𝑋𝑙𝑠
) = 𝑒𝑚⨂𝑥𝑙−1 + ℎ(𝒜⨂𝐼𝑚) (

𝑋𝑙1
′

…
𝑋𝑙𝑠
′
) ⇔ (

𝑋𝑙1
′

…
𝑋𝑙𝑠
′
)

=
1

ℎ
(𝒜−1⨂𝐼𝑚) [(

𝑋𝑙1…
𝑋𝑙𝑠
) − 𝑒𝑚⨂𝑥𝑙−1] 

Now consider the linear DAE (2.13) with continuous matrix functions 

𝐴(𝑡)  ∈ 𝐿(ℝ𝑛, ℝ𝑚)  , 𝐷(𝑡)  ∈ 𝐿(ℝ𝑚, ℝ𝑛) 

𝑩(𝑡)  ∈ 𝐿(ℝ𝑚, ℝ𝑚) 

and a properly stated leading term. 

When applying the numerical scheme (2.14.a),(2.14.b’),(2.14.c) we don’t want 

to lose the additional information provided by the properly stated leading term. 

According to lemma (2.3.2) we therefore replace (2.14.c) by 

[𝐷𝑋]𝑙𝑗
′ =

1

ℎ
∑�̃�𝑖𝑗(𝐷𝑙𝑗𝑋𝑙𝑗 − 𝐷𝑙−1𝑥𝑙−1

𝑠

𝑗=1

)        (2.14. 𝑐′) 

and solve the system 

𝐷𝑙𝑖[DX]lj
′ + 𝐵𝑙𝑖𝑋𝑙𝑖 = 𝑞𝑙𝑖     , i =  1…   s    (2.14. 𝑏")  

For 𝑋𝑙𝑖Here we write 𝐷𝑙−1 = 𝐷(𝑡𝑙−1),    𝐷𝑙𝑖 = 𝐷(𝑡𝑙𝑖)  , 𝐴𝑙𝑖 = 𝐷(𝑡𝑙𝑖) 

and so on. Using this an satz the output value 

𝑥𝑙 = 𝑥𝑙−1 + ℎ∑𝛽𝑖

𝑠

𝑗=1

1

ℎ
∑�̃�𝑖𝑗(𝑋𝑙𝑗 − 𝑥𝑙−1)

𝑠

𝑗=1

= (1 − 𝛽𝑇𝒜−1𝑒)𝑥𝑙−1 ∑∑𝛽𝑖  �̃�𝑖𝑗𝑋𝑙𝑗

𝑠

𝑗=1

𝑠

𝑖=1

 

is computed. For RadauIIA methods this expression simplifies considerably. 

Definition (2.3.3): The s-stage RadauIIA method is uniquely determined by 

requiring 𝐶(𝑠), 𝐷(𝑠), 𝑐𝑠 = 1and choosing  c1 , … , cs−1 to be the zeros of the 

Gauss-Legendre polynomial Ps. For the conditions 𝐶(𝑠), 𝐷(𝑠). The Gauss-

Legendre polynomial𝑃𝑠.  is orthogonal to every polynomial of degree less than 

𝑠. RadauIIA methods are A- and L-stable and have order 𝑝 =  2𝑠 −  1. The last 

row of 𝒜 coincides with 𝛽𝑇. 
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Lemma (2.3.4): For the s-stage RadauIIA method 1 − 𝛽𝑇𝐴−1𝑒 = 0 holds and 

the outputvalue computed by (2.14.a), (2.14.b’’), (2.14.c), (2.14.c’) is given by 

the last stage 𝑋𝑙𝑠. 

Proof. 

1 − 𝛽𝑇𝐴−1𝑒 = 1 − 𝑍𝑠(𝐴)𝐴
−1𝑒 = 1 − (0, . . . , 0, 1)𝑒 = 0 and 

𝑥𝑙 = (1 − 𝛽
𝑇𝐴−1𝑒)𝑥𝑙−1 +∑∑𝛽𝑖

𝑠

𝑗=1

𝑠

𝑖=1

�̅�𝑖𝑗𝑋𝑙𝑗 = ((0,… ,0,1)⊗ 𝐼𝑚) (
𝑋𝑙1
…
𝑋𝑙𝑠

) = 𝑋𝑙𝑠 . 

To summarize these results we present the following algorithm for solving the 

DAE (2.13) using RadauIIA methods. 

Algorithm (2.3.5):  Given an approximation 𝑥𝑙−1 to the exact solution 𝑥(𝑡𝑙−1) 

and astepsizeℎ, solve 

𝐴𝑙𝑖[𝐷𝑋]𝑙𝑖
′ + 𝐵𝑙𝑖𝑋𝑙𝑖 = 𝑞𝑙𝑖 ,    𝑖 = 1, . . . , 𝑠                                              (2.14. 𝑏’’) 

for 𝑋𝑙𝑖 where [𝐷𝑋]𝑙𝑖
′  is given by 

[𝐷𝑋]𝑙𝑖
′ =

1

ℎ
∑�̅�𝑖𝑗(𝐷𝑙𝑗𝑋𝑙𝑗 − 𝐷𝑙−1𝑥𝑙−1).

𝑠

𝑗=1

                                        (2.14. 𝑐) 

Return the output value 𝑥𝑙 = 𝑋𝑙𝑠 as an approximation to 𝑥(𝑡𝑙) = 𝑥(𝑡𝑙−1 + ℎ). 

The exact solution x of (2.13) satisfies 

𝑥(𝑡) ∈ 𝑀0(𝑡) = {𝑧 ∈ ℝ
𝑚|𝐵(𝑡)𝑧 − 𝑞(𝑡) ∈ im(𝐴(𝑡)𝐷(𝑡))} ∀ 𝑡. 

Since 𝑋𝑙𝑖 ∈ 𝑀0(𝑡𝑙𝑖) for every 𝑖 and 𝑐𝑠 = 1 we have 

𝑥𝑙 = 𝑋𝑙𝑠 ∈ 𝑀0(𝑡𝑙𝑠) = 𝑀0(𝑡𝑙) 

for every RadauIIA method.  

2.3.1  Decoupling of the Discretized Equation. 

Algorithm (2.3.5) replaces the DAE 

𝐴(𝐷𝑥)′ + 𝐵𝑥 = 𝑞                                                                    (2.15) 

by the discretized problem 

𝐴𝑙𝑖[𝐷𝑋]𝑙𝑖
′ + 𝐵𝑙𝑖𝑋𝑙𝑖 = 𝑞𝑙𝑖 ,           𝑖 = 1, . . . , 𝑠.                         (2.16) 

The analytic solution 𝑥 of index 1 and index 2 equations (2.13) can be 

represented as 
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𝑥 = 𝐾𝐷−𝑢 − 𝑄0𝑄1𝐷
−(𝐷𝑄1𝐷

−)′𝑢 + (𝑄0𝑃1 + 𝑃0𝑄1)𝐺2
−1𝑞

+ 𝑄0𝑄1𝐷
−(𝐷𝑄1𝐺2

−1𝑞)′                                                      (2.17 ) 

 

where 𝐾 = 𝐼 − 𝑄0𝑃1𝐺2
−1𝐵and the component 𝑢 = 𝐷𝑃1𝑥 satisfies the 

inherent regular ordinary differential equation 

𝑢′ − (𝐷𝑃1𝐷
−)′𝑢 + 𝐷𝑃1𝐺2

−1 𝐵𝐷 − 𝑢 = 𝐷𝑃1𝐺2
−1 𝑞.                     (2.18) 

If we applied the Runge-Kutta method directly to the inherent regular ODE, due 

to lemma (2.3.1) we would obtain 

1

ℎ
∑�̅�𝑖𝑗

𝑠

𝑗=1

(𝑈𝑙𝑗 − 𝑢𝑙−1) − (𝐷𝑃1𝐷
−)𝑙𝑖

′ 𝑈𝑙𝑖 + (𝐷𝑃1𝐺2
−1𝐵𝐷−)𝑈𝑙𝑖

= (𝐷𝑃1𝐺2
−1𝑞)𝑙𝑖                                                           (2.19) 

for 𝑖 = 1, . . . , 𝑠. Our aim is to show that the Runge-Kutta method, when applied 

to (2.13), behaves as if it was integrating the inherent regular ODE (2.18). 

Doing so (2.18) is found to be equivalent to the system 

(𝐷𝑃1𝐷
−)𝑙𝑖[𝐷𝑋]𝑙𝑖

′ + (𝑄0𝑃1𝐺2
−1𝐵𝑃0𝑃1)𝑙𝑖𝑋𝑙𝑖 + (𝐷𝑃1𝐷

−)𝑙𝑖
′ 𝐷𝑙𝑖𝑄1,𝑙𝑖𝑋𝑙𝑖

= (𝐷𝑃1𝐺2
−1𝑞)𝑙𝑖

−(𝑄0𝑄1𝐷
−)𝑙𝑖[𝐷𝑋]𝑙𝑖

′ + (𝑄0𝑃1𝐺2
−1𝐵𝑃 − 0 𝑃1)𝑙𝑖𝑋𝑙𝑖 + (𝑄0𝑃1𝐷

−1)𝑙𝑖(𝐷𝑃1𝐷
−1)𝑙𝑖

′ 𝐷𝑙𝑖𝑄1,𝑙𝑖𝑋𝑙𝑖
+𝑄0,𝑙𝑖𝑋𝑙𝑖 = (𝑄 − 0 𝑃1𝐺2

−1𝑞)𝑙𝑖 

𝐷𝑙𝑖𝑄1,𝑙𝑖𝑋𝑙𝑖 = (𝐷𝑄1𝐺2
−1𝑞)𝑙𝑖 }

 
 

 
 

(2.19) 

for 𝑖 = 1, . . . , 𝑠. The decoupled system (2.19) immediately implies the 

convergence of RadauII A methods applied to (2.13) on compact intervals 𝐼 if 

the stepsize ℎtends to zero. 

Theorem (2.3.6):  Let (2.13) be an index µ equation, µ ∈ {1, 2}. Let the 

subspaces 𝐷(·)𝑆1(·) and 𝐷(·)𝑁1(·) be constant. Then the difference between 

the exact solution and the solution obtained by using a RadauIIA method can be 

written as 

𝑥(𝑡1) − 𝑥𝑙 = 𝐾𝑙𝐷𝑙
−(𝑢(𝑡1) − 𝑢𝑙) + (𝑄0𝑄1𝐷

−)𝑙{(𝐷𝑄1𝐺2
−1𝑞)𝑙

′

−
1

ℎ
∑�̅�𝑠𝑗

𝑘

𝑗=0

((𝐷𝑄1𝐺2
−1𝑞)𝑙𝑗 − (𝐷𝑄1𝐺2

−1𝑞)𝑙−1}. 

Here 𝑢1 is exactly the RadauIIA approximation to the solution 𝑢(𝑡𝑙) of the 

inherent regular ODE(21). 
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Note that 
1

ℎ
∑ �̅�𝑠𝑗
𝑘
𝑗=0 ((𝐷𝑄1𝐺2

−1𝑞)𝑙𝑗 − (𝐷𝑄1𝐺2
−1𝑞)𝑙−1) is exactly the Runge-

Kutta approximation to (𝐷𝑄1𝐺2
−1𝑞)𝑙𝑗

′ . The proof of theorem (2.3. 6) will use the 

following lemma. 

Lemma (2.3.7):  𝐷𝑃1𝐷
−and 𝐷𝑄1𝐷

− are projector functions satisfying 

(i) 𝐷𝑆1 = im𝐷𝑃1 = im𝐷𝑃1𝐷
−, 𝐷𝑁1 = im𝐷𝑄1 = im𝐷𝑄1𝐷

−. 

If the subspaces 𝐷𝑆1 and 𝐷𝑁1 are constant, so that there are constant 

projectors𝑉,𝑊 onto 𝐷𝑆1 and 𝐷𝑁1 respectively, then the following relations 

hold: 

(𝑖𝑖)𝐷𝑃1𝐷
−𝑉 = 𝑉, 𝐷𝑃1𝐷

−𝑊 = 0,𝐷𝑄1𝐷
−𝑊𝑊,𝐷𝑄1𝐷

−𝑉 = 0, 

(𝑖𝑖𝑖)(𝐷𝑃1𝐷
−)′𝑉 = 0, (𝐷𝑃1𝐷

−)′𝑊 = 0, (𝐷𝑄1𝐷
−)′𝑊 = 0, (𝐷𝑄1𝐷

−)′𝑉 = 0. 

Proof. 

𝐷𝑃1𝐷
−and 𝐷𝑄1𝐷

−are projector functions. 

The same lemmas imply (i), so that 𝐷𝑃1𝐷
−𝑉 = 𝑉and 𝐷𝑄1𝐷

−𝑊 = 𝑊hold as 

well. These relations together with (i) show (ii). Finally use (ii) to prove (iii) by 

noting that 𝑉and 𝑊are constant projectors and therefore do not depend on 𝑡.  

Proof of theorem (2.3. 6): The proof will be divided into four parts. We 

analyze (𝐷𝑃1𝐷
−)𝑙𝑖[𝐷𝑋]𝑙𝑖

′ and (𝑄0𝑄1𝐷
−)𝑙𝑖[𝐷𝑋]𝑙𝑖

′ , so that we can find a 

representation of the numerical solution in part 2. This representation will 

depend on 𝑈𝑙𝑠 = 𝐷𝑙𝑠𝑃1,𝑙𝑠𝑋𝑙𝑠. We show that 𝑢𝑙 = 𝑈𝑙𝑠is exactly the RadauIIA 

solution of the inherent regular ODE.   Analyze (𝐷𝑃1𝐷
−)𝑙𝑖[𝐷𝑋]𝑙𝑖

′ and 

(𝑄0𝑄1𝐷
−)𝑙𝑖[𝐷𝑋]𝑙𝑖

′  write 𝑈𝑙𝑖 = 𝐷𝑙𝑖𝑃1,𝑙𝑖𝑋𝑙𝑖and𝑢𝑙−1 = 𝐷𝑙−1𝑃1,𝑙−1𝑥𝑙−1. Then 

(𝐷𝑃1𝐷
−)𝑙𝑖[𝐷𝑋]𝑙𝑖

′ =
1

ℎ
(𝐷𝑃1𝐷

−)𝑙𝑖∑�̅�𝑖𝑗

𝑠

𝑗=1

(𝐷𝑙𝑗𝑋𝑙𝑗 − 𝐷𝑙−1𝑥𝑙−1)

=
1

ℎ
(𝐷𝑃1𝐷

−)𝑙𝑖∑�̅�𝑖𝑗

𝑠

𝑗=1

(𝑈𝑙𝑗 + 𝐷𝑙𝑗𝑄1,𝑙𝑖𝑋𝑙𝑗 − 𝑢𝑙−1 − (𝐷𝑄1𝑥)𝑙−1). 

Use lemma (2.3.7) to see that 

(𝐷𝑃1𝐷
−)𝑙𝑖(𝑈𝑙𝑗 − 𝑢𝑙−1) = (𝐷𝑃1𝐷

−)𝑙𝑖𝑉(𝑈𝑙𝑗 − 𝑢𝑙−1) = 𝑉(𝑈𝑙𝑗 − 𝑢𝑙−1)

= 𝑈𝑙𝑗 − 𝑢𝑙−1 

and 

(𝐷𝑃1𝐷
−)𝑙𝑖(𝐷𝑙𝑗𝑄1,𝑙𝑖𝑋𝑙𝑗 − (𝐷𝑄1𝑥)𝑙−1) = (𝐷𝑃1𝐷

−)𝑙𝑖𝑊(𝐷𝑙𝑗𝑄1,𝑙𝑖𝑋𝑙𝑗 − (𝐷𝑄1𝑥)𝑙−1) = 0. 

We arrive at 
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(𝐷𝑃1𝐷
−)𝑙𝑖[𝐷𝑥]𝑙𝑖

′ =
1

ℎ
∑�̅�𝑖𝑗

𝑠

𝑗=1

(𝑈𝑙𝑗 − 𝑢𝑙−1). 

Similarly, Lemma (2.3.7) implies 

(𝐷𝑃1𝐷
−)𝑙𝑖[𝐷𝑥]𝑙𝑖

′ =
1

ℎ
∑�̅�𝑖𝑗

𝑠

𝑗=1

(𝐷𝑙𝑗𝑄1,𝑙𝑖𝑋𝑙𝑗 − (𝐷𝑄1𝑥)𝑙−1) . 

Because of 

(𝑄0𝑄1𝐷
−)𝑙𝑖 = (𝑄0(𝑄1𝑃0𝑄1)𝐷

−)𝑙𝑖 = ((𝑄 − 0 𝑄1𝐷
−)(𝐷𝑄1𝐷

−))
𝑙𝑖
, 

it follows that 

(𝑄0𝑄1𝐷
−)𝑙𝑖[𝐷𝑋]𝑙𝑖

′ =
1

ℎ
(𝑄0𝑄1𝐷

−)𝑙𝑖∑�̅�𝑖𝑗

𝑠

𝑗=1

(𝐷𝑙𝑗𝑄1,𝑙𝑖𝑋𝑙𝑗 − (𝐷𝑄1𝑥)𝑙−1). 

The discretized system (2.19) now reads 

1

ℎ
∑�̅�𝑖𝑗

𝑠

𝑗=1

(𝑈𝑙𝑗 − 𝑢𝑙−1) + (𝐷𝑃1𝐺2
−1𝐵𝐷−)𝑙𝑖𝑈𝑙𝑖 + (𝐷𝑃1𝐷

−)𝑙𝑖
′ 𝐷𝑙𝑖𝑄1,𝑙𝑖𝑋𝑙𝑖 = (𝐷𝑃1𝐺2

−1)𝑙𝑖

−
1

ℎ
(𝑄0𝑄1𝐷

−)𝑙𝑖∑�̅�𝑖𝑗

𝑠

𝑗=1

(𝐷𝑙𝑗𝑄1,𝑙𝑖𝑋𝑙𝑗 − (𝐷𝑄1𝑥)𝑙−1) + (𝑄0𝑃1𝐺2
−1𝐵𝐷−)𝑙𝑖𝑈𝑙𝑖

+(𝑄0𝑃1𝐷
−)𝑙𝑖(𝐷𝑃1𝐷

−)𝑙𝑖
′ 𝐷𝑙𝑖𝑄1,𝑙𝑖𝑋𝑙𝑖 + 𝑄0.𝑙𝑖 = (𝑄0𝑃1𝐺2

−1𝑞)𝑙𝑖𝐷𝑙𝑖𝑄1,𝑙𝑖𝑋𝑙𝑖 = (𝐷𝑄1𝐺2
−1𝑞)𝑙𝑖}

  
 

  
 

 

but due to Lemma (2.3.7) this reduces to 

1

ℎ
∑�̅�𝑖𝑗

𝑠

𝑗=1

(𝑈𝑙𝑗 − 𝑢𝑙−1) + (𝐷𝑃1𝐺2
−1𝐵𝐷−)𝑙𝑖𝑈𝑙𝑖 = (𝐷𝑃1𝐺2

−1)𝑙𝑖

−
1

ℎ
(𝑄0𝑄1𝐷

−)𝑙𝑖∑�̅�𝑖𝑗

𝑠

𝑗=1

(𝐷𝑙𝑗𝑄1,𝑙𝑖𝑋𝑙𝑗 − (𝐷𝑄1𝑥)𝑙−1) + (𝑄0𝑃1𝐺2
−1𝐵𝐷−)𝑙𝑖𝑈𝑙𝑖

+𝑄0.𝑙𝑖𝑋𝑙𝑖 = (𝑄0𝑃1𝐺2
−1𝑞)𝑙𝑖 }

  
 

  
 

 

The numerical solution can thus be written as 

𝑥𝑙 = 𝑋𝑙𝑠 = 𝑃0,𝑙𝑠𝑋𝑙𝑠 + 𝑄0,𝑙𝑠𝑋𝑙𝑠 = 𝐷𝑙𝑠
−(𝐷𝑙𝑠𝑃1,𝑙𝑠𝑋𝑙𝑠 + 𝐷𝑙𝑠𝑄1,𝑙𝑠𝑋𝑙𝑠) + 𝑄0,𝑙𝑠𝑋𝑙𝑠

= (𝐼 − (𝑄0𝑃1𝐺2
−1𝐵)𝑙𝑠𝐷𝑙

−𝑈𝑙𝑠 + (𝑃0𝑄1 + 𝑄0𝑃1)𝑙(𝐺2
−1𝑞)𝑙 
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+
1

ℎ
(𝑄0𝑄1𝐷

−)𝑙∑�̅�𝑠𝑗

𝑠

𝑗=1

((𝐷𝑄1𝐺2
−1𝑞)𝑙𝑗 − (𝐷𝑄1𝐺2

−1𝑞)𝑙−1).    (2.20) 

The stage approximations 𝑈𝑙𝑗 satisfy the recursion 

1

ℎ
∑�̅�𝑖𝑗

𝑠

𝑗=1

(𝑈𝑙𝑗 − 𝑢𝑙−1) + (𝐷𝑃1𝐺2
−1𝐵𝐷−)𝑙𝑖𝑈𝑙𝑖 = (𝐷𝑃1𝐺2

−1𝑞)𝑙𝑖 .    (2.21) 

Again, Lemma (2.3.7) implies 

(𝐷𝑃1𝐷
−)𝑙𝑖

′ 𝑈𝑙𝑖 = (𝐷𝑃1𝐷
−)𝑙𝑖

′ 𝑉𝑈𝑙𝑖 = 0 

in (2.19). This shows that (2.21) and (2.19) coincide. Therefore, and due to 𝑐𝑠 =

1, 

𝑢𝑙 = 𝑈𝑙𝑠is exactly the Runge-Kutta solution of the inherent regular ODE (2.20). 

Use Lemma (2.3.7)  

(𝐷𝑄1𝐷
−)𝑙

′𝑢(𝑡𝑙) = (𝐷𝑄1𝐷
−)𝑙

′𝑉𝑢(𝑡𝑙) = 0. 

Now the assertion follows by comparing (2.18) and (2.20).  

Theorem 4.6 is the central tool in analyzing the behaviour of RadauIIA methods 

when applied to DAEs (2.13). In the case of index µ = 1 theorem (2.3.6) shows 

that discretization and the decoupling procedure commute. 

Corollary (2.3. 8): Let the DAE (2.13) be of index 1. Assume that im𝐷(𝑡) is 

constant. Then we have for any RadauIIA method 

𝑥(𝑡𝑙) − 𝑥𝑙 = 𝐾𝑙𝐷𝑙
−(𝑢(𝑡𝑙) − 𝑢𝑙), 𝐾 = 𝐼 − 𝑄0𝐺1

−1𝐵. 

Proof. 

 If the index is 1, we have 𝑄1 = 0and 𝑃1 = 𝐼. Thus 𝑁1 = {0}and 

𝑆1 = ℝ
𝑛. Since im𝐷(𝑡) is constant, the subspaces 𝐷𝑆1 and 𝐷𝑁1 are constant as 

well. We can therefore apply theorem (2.3.6).  

Due to corollary (2.3.8) the following diagram commutes for index 1 equations 

with constant im D. 
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If the index is 2, we cannot expect the corresponding diagram to commute. 

However, the term 

1

ℎ
∑�̅�𝑠𝑗

𝑠

𝑗=1

((𝐷𝑄1𝐺2
−1𝑞)𝑙𝑗 − (𝐷𝑄1𝐺2

−1𝑞)𝑙−1 = [𝐷𝑄1𝐺2
−1𝑞]𝑡𝑙

′  

appearing in theorem (2.3.6) is exactly the RadauIIA approximation to 

(𝐷𝑄1𝐺2
−1𝑞)𝑙

′(lemma (2.3.7)) so that 

𝑥(𝑡𝑙) − 𝑥𝑙 = 𝐾𝑙𝐷𝑙
−(𝑢(𝑡𝑙) − 𝑢𝑙) + 𝑄0𝑙𝑄1𝑙𝐷𝑙

−{(𝐷𝑄1𝐺2
−1𝑞)𝑙

′ − [𝐷𝑄1𝐺2
−1𝑞]𝑡𝑙

′ }. 

We have the following statement: 

When applying a RadauIIA method to problems of index µ ∈ {1,2}with 

constant 

subspaces 𝐷𝑆1 and 𝐷𝑁1, then discretization and decoupling commute. 

 

 

Definition (2.3.9): The DAE (2.13) of index µ ∈ {1,2} is said to be numerically 

qualified, if 

• µ = 1 and im𝐷 is constant, 

• µ = 2 and 𝐷𝑆1, 𝐷𝑁1 are constant. 

The commutativity of discretization and the decoupling process is the desired 

property for DAEs since it guarantees a good behavior of the numerical method. 

Even though the numerical method is applied to the DAE directly, it behaves as 

if it was integrating the regular inherent ODE (2.18). In this case results 

concerning convergence on compact intervals I hold automatically. The 

RadauIIA method applied to a numerically qualified DAEs is convergent with 

the same order as for ODEs.  
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Chapter 3 

Solutions for Differential-Algebraic Equations 

      Solving differential equations is an important issue in sciences because 

many physical phenomena are modeled using such equations. Modern methods 

likehomotopy perturbation method (HPM), homotopy analysis method (HAM), 

variation iteration method (VIM), among others, are powerful tools to 

approximate nonlinear dynamic problems. Nevertheless, series method is a well 

known classic procedure from literature that can be applied successfully to solve 

differential equations. This method establishes that the solution of a differential 

equation can be expressed as a power series of the independent variable. 

Therefore, in this work, we apply series method to solve two differential-

algebraic equations. Additionally, we present the use of Laplace-Pade(LP) 

resumptions method as an useful strategy to obtain exact solutions or 

approximations possessing a large domain of convergence. 

We introduce the basic concept of the series method. The concept about 

Laplace-Padere summation method is explained. The solution of two 

differential algebraic equations is presented. Numerical simulations and a 

discussion about the results are provided.  

3.1 Basic Concept of Series Method. 

It can be considered that a nonlinear differential equation can be expressed as 

𝐴(𝑢) − 𝑓(𝑡) = 0                                  𝑡 ∈ Ω                                  (3.1) 

having as boundary condition 

𝐵 (𝑢,
𝜕𝑢

𝜕𝜂
) = 0,         𝑡 ∈ Γ,                                         (3.2) 

Where 𝐴 is a general operator, 𝑓(𝑡)is a known analytic function, 𝐵 is a 

boundary operator, and Γis the boundary of domain Ω. 

The series method establishes that the solution of a differential equation can be 

written as 

𝑢 =∑𝑢𝑖

∞

𝑖=0

𝑡𝑖 ,                                                     (3.3) 

Where 𝑢0, 𝑢1, … are unknowns to be determined by series method. The basic 

process of series method can be described as: 
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(1) Equation (3.3) is substituted into (3.1), then we regroup equation in terms of 

𝑡-powers. 

(2) We equate each coefficient of the resulting polynomial to zero. 

(3) The boundary conditions of (3.1) are substituted into (3.3) to generate an 

equation for each boundary condition. 

(4) Aforementioned steps generate a nonlinear algebraic equation system 

(NAEs) in terms of the unknowns of (3.3). 

(5) Finally, we solve the NAEs to obtain 𝑢0, 𝑢1, …, coefficients. 

3.2 Laplace-Pade Resummation Method. 

Several approximate methods provide power series solutions (polynomial). 

Nevertheless, sometimes, this type of solutions lacks of large domains of 

convergence. Therefore, Laplace-Pade resummation method is used in literature 

to enlarge the domain of convergence of solutions or inclusive to find exact 

solutions. 

The Laplace-Pade method can be explained as follows: 

(1) First, Laplace transformation is applied to power series (3.3). 

(2) Next, s is substituted by 1/𝑡 in the resulting equation. 

(3) After that, we convert the transformed series into a meromorphic function 

by forming its Pade approximant of order  [𝑁 𝑀⁄ ].𝑁 and 𝑀 are arbitrarily 

chosen, but they should be of smaller value than the order of the power series. 

In this step, the Pade approximant extends the domain of the truncated 

seriessolution to obtain better accuracy and convergence. 

(4) Then t is substituted by 1/𝑠. 

(5) Finally, by using the inverse Laplace s transformation, we obtain the exact 

or approximate solution. 

This process is known as Laplace-Pade series method (LPSM).  

3.3 Case Studies. 

We will solve two DAE problems in order to depict the LPSM method. 

3.3.1. Hessenberg Index-3 DAE. 

Consider the following DAE  

𝑥1
′ + 𝑥1 − 𝑡𝑥3 + 𝑥4 = 0, 
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𝑥2
′ − 𝑥1 + 𝑥2 − 𝑡

2𝑥3 + 𝑡𝑥4 = 0, 

𝑥3
′ − 𝑡3𝑥1 + 𝑡

2𝑥2 − 𝑥3 = 0, 

𝑡𝑥1 − 𝑥2 + 𝑡𝑥3 − 𝑥4 = 0, 

𝑥1(0) = 𝑥3(0) = 1, 

𝑥2(0) = 𝑥4(0) = 0,                                                  (3.4) 

where prime denotes derivative with respect to 𝑡. 

We suppose that solution for (3.1) has the following fourth order expression 

𝑥1(𝑡) =∑𝑥1𝑖𝑡
𝑖

4

𝑖=0

,                                 𝑥2(𝑡) =∑𝑥2𝑖𝑡
𝑖

4

𝑖=0

 

𝑥3(𝑡) =∑𝑥3𝑖𝑡
𝑖

4

𝑖=0

                              𝑥4(𝑡) =∑𝑥4𝑖𝑡
𝑖

4

𝑖=0

 

Substituting (3.2) into (3.1), rearranging and equating terms having the same 𝑡-

powers,we obtain 

𝑥11 + 𝑥40 + 𝑥10 + (𝑥41 + 𝑥11 + 2𝑥12 − 𝑥30)𝑡 + ⋯ = 0. 

𝑥21 + 𝑥20 − 𝑥10 + (𝑥40 + 2𝑥22 + 𝑥21 − 𝑥11)𝑡 + ⋯ = 0. 

𝑥31 − 𝑥30 + (−𝑥31 + 2𝑥32)𝑡 + ⋯ = 0. 

−𝑥20 − 𝑥40 + (𝑥10 − 𝑥41 − 𝑥21 + 𝑥30)𝑡 + ⋯ = 0.                  (3.5) 

Next, equating the coefficients of (3.3) to zero, we obtain the following system 

of algebraic equations 

𝑡0: 𝑥11 + 𝑥40 + 𝑥10 = 0,                                    

𝑡1: 𝑥41 + 𝑥11 + 2𝑥12 − 𝑥30 = 0,                       

⋮                                                                          

𝑡3: ….                                                                           (3.6) 

𝑡0: 𝑥21 + 𝑥20 − 𝑥10 = 0,                                       

𝑡1: 𝑥40 + 2𝑥22 + 𝑥21 − 𝑥11 = 0,                         

⋮                                                                          

𝑡3: …                                                                                (3.7) 
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𝑡0: 𝑥31 − 𝑥30 = 0,                                                                 

𝑡1: −𝑥31 + 2𝑥32 = 0,                                                            

⋮ 

𝑡3: …                                                                                 (3.8) 

𝑡0: −𝑥20 − 𝑥40 = 0,                                                                

𝑡1: 𝑥10 − 𝑥41 − 𝑥21 + 𝑥30 = 0,                                            

⋮ 

𝑡4: −𝑥24 + 𝑥33 + 𝑥13 − 𝑥44 = 0                                  (3.9) 

Now, in order to consider the initial condition of (3.3), we substitute them into 

(3.4) to obtain 

𝑥10 = 1,                    𝑥20 = 0                    

𝑥30 = 1                     𝑥40 = 0                                             (3.10) 

It is important to notice that, from (3.2)-(3.3), we use only the powers 𝑡𝑖(𝑖 =

0,1,2,3),because the rest of the information needed is taken from (3.7). From 

(3.1), we can observe that there is not an explicit equation for variable 𝑥4. 

Therefore, from (3.9), we use coefficients of powers 𝑡𝑖(𝑖 = 1,2,3,4) to collect 

enough information to compensate the presence of 𝑥4 in those equations. 

Furthermore, order zero term of (3.7) possesses redundant information that can 

be ignored. Hence, for (3.8), we can use powers 𝑡𝑖(𝑖 = 1,2,3,4). Then, solving 

the NAEs composed by (3.3), (3.4), (3.5),(3.6), and (3.7) results the following 

approximate solution 

𝑥1(𝑡) = 1 − 𝑡 +
1

2
𝑡2 −

1

6
𝑡3 +

1

24
𝑡4, 

𝑥2(𝑡) = 𝑡 − 𝑡
2 +

1

2
𝑡3 −

1

6
𝑡4 

𝑥3(𝑡) = 1 + 𝑡 +
1

2
𝑡2 +

1

6
𝑡3 +

1

24
𝑡4, 

𝑥4(𝑡) = 𝑡 + 𝑡
2 +

1

2
𝑡3 +

1

6
𝑡4                        (3.11) 

Then, Laplace transformation is applied to (3.7) and then 
1

𝑡
 is written in place of 

𝑠. 
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Afterwards, Pade approximant of order [2 2⁄ ] is applied and 
1

𝑠
 is written in place 

of 𝑡 for each variable. Finally, by using the inverse Laplace s transformation, we 

obtain the exact solution for (3.1) 

𝑥1(𝑡) = exp(−𝑡), 

𝑥2(𝑡) = 𝑡 exp(−𝑡), 

𝑥3(𝑡) = exp(𝑡), 

𝑥4(𝑡) = 𝑡 exp(𝑡).                                                                      (3.12) 

3.3.2. Index-Three Nonlinear Differential-Algebraic Equation System 

Consider the following nonlinear DAE 

𝑦1
′ = 2𝑦1𝑦2𝑧1𝑧2, 

𝑦2
′ = −𝑦1𝑦2𝑧2

2, 

𝑧1
′ = (𝑦1𝑦2 + 𝑧1𝑧2)𝑢, 

𝑧2
′ = −𝑦1𝑦2

2𝑧2
2𝑢, 

𝑦1𝑦2
2 = 1 

𝑦1(0) = 𝑦2(0) = 1, 

𝑧1(0) = 𝑧2(0) = 1, 

𝑢(0) = 1.                                                            (3.13) 

where prime denotes derivative with respect to 𝑡. 

We suppose that solution for (3.12) has the following fourth order expression 

𝑦1(𝑡) = ∑ 𝑦1𝑖𝑡
𝑖 ,

4

(𝑖=0)

𝑦2(𝑡) = ∑ 𝑦2𝑖𝑡
𝑖

4

(𝑖=0)

, 

𝑧1(𝑡) =∑𝑧1𝑖𝑡
𝑖

4

𝑖=0

,                        𝑧2(𝑡) =∑𝑧2𝑖𝑡
𝑖

4

𝑖=0

, 

𝑢(𝑡) =∑𝑢𝑖𝑡
𝑖 .

4

𝑖=0

                                                         (3.14) 
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Substituting (3.13) into (3.14), rearranging and equating terms having the same 

powers, we obtain 

𝑦11 − 2𝑦10𝑦20𝑧10𝑧20
+ (−2𝑦10𝑦20𝑧11𝑧20 + 2𝑦12 − 2𝑦10𝑦21𝑧10𝑧20 − 2𝑦11𝑦20𝑧10𝑧10
− 2𝑦10𝑦20𝑧10𝑧21)𝑡 + ⋯ = 0. 

𝑦21 + 𝑦10𝑦20𝑧20
2 + (𝑦10𝑦21𝑧20

2 + 2𝑦22 + 2𝑦10𝑦20𝑧20𝑧21 + 𝑦11𝑦20𝑧20
2 )𝑡 + ⋯ = 0. 

𝑧11 − 𝑢0𝑦10𝑦20 − 𝑢0𝑧10𝑧20
+ (−𝑢0𝑦10𝑦21 − 𝑢1𝑧10𝑧20 − 𝑢0𝑦11𝑦20 − 𝑢0𝑧10𝑧21 − 𝑢0𝑧11𝑧20
− 𝑢1𝑦10𝑦20 + 2𝑧12)𝑡 + ⋯ = 0. 

𝑦10𝑦20
2 𝑧20

2 𝑢0 + 𝑧21
+ (2𝑧22 + 2𝑦10𝑦20

2 𝑧20𝑧21𝑢0 + 𝑦11𝑦20
2 𝑧20

2 𝑢0 + 𝑦10𝑦20
2 𝑧20

2 𝑢1
+ 2𝑦10𝑦20𝑦21𝑧20

2 𝑢0)𝑡 + ⋯ = 0. 

−1 + 𝑦10𝑦20
2 + (𝑦11𝑦2062 + 2𝑦10𝑦20𝑦21)𝑡 + ⋯ = 0.                 (3.15) 

Next, equating the coefficients of (3.15) to zero, we obtain the following system 

of nonlinear algebraic equations  

𝑡0: 𝑦11 − 2𝑦10𝑦20𝑧10𝑧20 = 0, 

𝑡1 ± 2𝑦10𝑦20𝑧11𝑧20 + 2𝑦12 − 2𝑦10𝑦21𝑧10𝑧20 − 2𝑦11𝑦20𝑧10𝑧20 

−2𝑦10𝑦20𝑧10𝑧21 = 0, 

⋮ 

𝑡3: …                                                                                             (3.16) 

𝑡0: 𝑦21 + 𝑦10𝑦20𝑧20
2 = 0, 

𝑡1: 𝑦10𝑦21𝑧20
2 + 2𝑦22 + 2𝑦10𝑦20𝑧20𝑧21 + 𝑦11𝑦20𝑧20

2 = 0, 

⋮ 

𝑡3: …                                                                                          (3.17) 

𝑡0: 𝑧11 − 𝑢0𝑦10𝑦20 − 𝑢0𝑧10𝑧20 = 0, 

𝑡1: −𝑢0𝑦10𝑦21 − 𝑢1𝑧10𝑧20 − 𝑢0𝑦11𝑦20 − 𝑢0𝑧10𝑧21 − 𝑢0𝑧11𝑧20 − 𝑢1𝑦10𝑦20
+ 2𝑧12 = 0, 

⋮ 

𝑡4: …                                                                                       (3.18) 
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𝑡0: 𝑦10𝑦20
2 𝑧20

2 𝑢0 + 𝑧21 = 0, 

𝑡1: 2𝑧22 + 2𝑦10𝑦20
2 𝑧20𝑧21𝑢0 + 𝑦11𝑦20

2 𝑧20
2 𝑢0 + 𝑦10𝑦20

2 𝑧20
2 𝑢1

+ 2𝑦10𝑦20𝑦21𝑧20
2 𝑢0 = 0. 

⋮ 

𝑡4: ….                                                                                          (3.19) 

𝑡0: −1 + 𝑦10𝑦20
2 = 0, 

𝑡1: 𝑦11𝑦20
2 + 2𝑦10𝑦20𝑦21 = 0, 

𝑡2: 2𝑦10𝑦20𝑦22 + 𝑦10𝑦21
2 + 2𝑦11𝑦20𝑦21 + 𝑦12𝑦20

2 = 0, 

𝑡3: 𝑦11𝑦21
2 + 2𝑦11𝑦20𝑦22 + 2𝑦10𝑦20𝑦23 + 2𝑦10𝑦21𝑦22 + 2𝑦12𝑦20𝑦21 + 𝑦13𝑦20

2

= 0, 

𝑡4: 𝑦14𝑦20
2 + 2𝑦11𝑦20𝑦23 + 2𝑦13𝑦20𝑦21 + 𝑦12𝑦21

2 + 2𝑦12𝑦20𝑦22 + 2𝑦10𝑦21𝑦23

+ 𝑦10𝑦22
2 + 2𝑦10𝑦20𝑦24 + 2𝑦11𝑦21𝑦22

= 0.                                                                                                   (3.20) 

Now, in order to consider the initial condition of (3.11), we substitute them into 

(3.12) to obtain 

𝑦10 = 1,                       𝑦20 = 1, 

𝑧10 = 1,                     𝑧20 = 1, 

𝑢0 = 1                                                                       (3.21) 

It is important to notice that, from (3.14) and (3.15), we use only the powers 

𝑡𝑖(𝑖 = 0,1,2,3), because the rest of the information needed is taken from (3.21). 

From (3.12), we can observe that there is not an explicit equation for 

variable 𝑢. Instead, 𝑢is implicitly included in equations for 𝑧1
′and 𝑧2

′ . Therefore, 

from (3.16) and (3.17), we use coefficients of powers 𝑡𝑖(𝑖 = 1,2,3,4) to collect 

enough information to compensate the presence of u in those equations. 

Furthermore, powers 𝑡𝑖(𝑖 = 0,1,2, )of (3.20) possesses redundant information 

that can be ignored. Hence, for (3.20), we can use only powers 𝑡3and 𝑡4. Then, 

solving the NAEs composed by (3.16), (3.17), (3.18), (3.19), (3.20), and (3.21) 

results the following approximate solution 

𝑦1(𝑡) = 1 + 2𝑡 + 2𝑡
2 +

4

3
𝑡3 +

2

3
𝑡4, 
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𝑦2(𝑡) = 1 − 𝑡 +
1

2
𝑡2 −

1

6
𝑡3 +

1

24
𝑡4, 

𝑧1(𝑡) = 1 + 2𝑡 + 2𝑡
2 −

4

3
𝑡3 +

101

174
𝑡4, 

𝑧2(𝑡) = 1 − 𝑡 +
1

2
𝑡2 −

1

6
𝑡3 +

59

696
𝑡4, 

𝑢(𝑡) = 1 + 𝑡 +
1

2
𝑡2 −

1

174
𝑡3 −

25

58
𝑡4.                                   (3.22) 

Then, Laplace transformation is applied to (3.22) and then 1/𝑡is written in place 

of 𝑠. Afterwards, Pade approximant of order [2 2⁄ ] is applied and 1/𝑠 is written 

in placeof 𝑡 for each variable. Finally, by using the inverse Laplace s 

transformation, we obtain the exact solution for (3.3) 

𝑦1(𝑡) = exp(2𝑡) 

𝑦2(𝑡) = exp(−𝑡) 

𝑧1(𝑡) = exp(2𝑡) 

𝑧2(𝑡) = exp(−𝑡) 

𝑢(𝑡) = exp(𝑡)                                               (3.23) 
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Chapter 4 

Analytical Solutions for Systems of Partial Differential–Algebraic 

Equations 

As widely known, the importance of research on partial differential-

algebraic equations (PDAEs) is that many phenomena, practical or theoretical, 

can be easily modeled by such equations. Those kinds of equations arise in 

fields like: nanoelectronics, electrical networks and mechanical systems, among 

others. 

In recent years, PDAEs have received much attention, nevertheless the 

theory in this field is still young. For linear PDAEs the convergence of Runge-

Kutta method is investigated. The numerical solution of linear PDAEs with 

constant coefficients and the study. 

Linear and nonlinear PDAEs are characterized by means of indices which 

play an important role in the treatment of these equations. The differentiation 

index is defined as the minimum number of times that all or part of the PDAE 

must be differentiated with respect to time, in order to obtain the time derivative 

of the solution, as a continuous function of the solution and its space 

derivatives. 

Higher-index PDAEs (differentiation index greater than one) are known 

to be difficult to treat even numerically. 

Often such problems are first transformed to index-one systems before 

applying numerical integration methods. 

This procedure called index-reduction, can be very expensive and may 

change the properties of the solution. Since applications problems in science 

and engineering often lead to higher-index PDAEs, new techniques are required 

to solve these problems efficiently. Modern methods like homotopy 

perturbation method (HPM), homotopy analysis method (HAM), variational 

iteration method (VIM), generalized homotopy method, among others, are 

powerful tools to approximate nonlinear and linear problems. The HPM has 

been successfully applied to solve various kinds of nonlinear problems in 

science and engineering, including Volterra’s integro-differential equation, 

nonlinear differential equations, nonlinear oscillators, partial differential 

equations (PDEs), bifurcation of nonlinear problems (He 2005b) and boundary-

value problems. Recently, the modifications of the HPM have been used to 
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solve. The power series method (PSM) is a well-known classic straightforward 

procedure from literature that can be applied successfully to solve differential 

equations of different kind: linear ordinary differential equations (ODEs), 

nonlinear ODEs, among others. This method establishes that the solution of a 

differential equation can be expressed as a power series of the independent 

variable. In this paper we present the application of a hybrid technique 

combining PSM, Laplace Transform (LT) and Padé Approximant (PA) to find 

analytical solutions for PDAEs. 

4.1 Basic Concept of Power Series Method. 

It can be considered that a nonlinear differential equation 

can be expressed as 

𝐴(𝑢) − 𝑓 (𝑡) 0,                    𝑡 ∈ Ω ,                                              (4.1) 

having as boundary condition 

𝐵 (𝑢,
𝜕𝑢

𝜕𝜂
)  = 0,         𝑡 ∈ Γ ,                                                          (4.2) 

where 𝐴is a general differential operator, 𝑓 (𝑡)is a known analytic function, 𝐵is 

a boundary operator, and is the boundary of domain . 

PSM establishes that the solution of a differential equation can be written 

as 

𝑢(𝑡) = ∑𝑢𝑛𝑡
𝑛

∞

𝑛=0

                                                                       (4.3) 

Where 𝑢0, 𝑢1, . ..are unknowns to be determined by series method. 

The basic process of series method can be described as: 

1. Equation (4.3) is substituted into (4.1), then we regroup the equation in terms 

of powers of 𝑡. 

2. We equate each coefficient of the resulting polynomial to zero. 

3. The boundary conditions of (4.1) are substituted into (4.3) to generate an 

algebraic equation for each boundary condition. 

4. Aforementioned steps generate an algebraic linear system for the unknowns 

of (4.3). 

5. Finally, we solve the algebraic linear system to obtain the coefficients 

𝑢0, 𝑢1, . .. 
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4.1.1 Padé Approximant. 

Given an analytical function 𝑢(𝑡) with Maclaurin’s expansion 

𝑢(𝑡) = ∑𝑢𝑛𝑡
𝑛

∞

𝑛=0

,                       0 ≤ 𝑡 ≤ 𝑇.                          (4.4) 

The Padé approximant to 𝑢(𝑡)of order [𝐿,𝑀] which we denote by [𝐿 𝑀⁄ ]𝑢(𝑡)is 

defined by 

[𝐿 𝑀⁄ ]𝑢(𝑡) =
𝑝0 + 𝑝1𝑡 + . . . + 𝑝𝐿𝑡

𝐿

1 + 𝑞1𝑡+ . . . +𝑞𝑀𝑡
𝑀
 ,                                                  (4.5) 

where we considered 𝑞0 = 1, and the numerator and denominator have no 

common factors. 

The numerator and the denominator in (4.5) are constructed so that 𝑢(𝑡)and 

[𝐿 𝑀⁄ ]𝑢(𝑡)and their derivatives agree at 𝑡 = 0 up to 𝐿 +𝑀. That is 

𝑢(𝑡) − [𝐿 𝑀⁄ ]𝑢(𝑡) =  𝑂(𝑡
𝐿+𝑀+1) .                                                           (4.6) 

From (4.6), we have 

𝑢(𝑡)∑𝑞𝑛𝑡
𝑛

𝑀

𝑛=0

−∑𝑝𝑛𝑡
𝑛

𝐿

𝑛=0

= 𝑂(𝑡𝐿+𝑀+1) .                                       (4.7) 

From (4.7), we get the following algebraic linear systems 

{

𝑢𝐿𝑞1 +⋯+ 𝑢𝐿−𝑀+1𝑞𝑀 = −𝑢𝐿+1
𝑢𝐿+1𝑞1 +⋯+ 𝑢𝐿−𝑀+2𝑞𝑀 = −𝑢𝐿+2
⋮                                                            
𝑝𝐿 = 𝑢𝐿 + 𝑢𝐿−1𝑞1 +⋯+ 𝑢0𝑞𝐿

                                           (4.8) 

and 

{

𝑝0 = 𝑢0                                             
𝑝1 = 𝑢1 + 𝑢0𝑞1                                
⋮                                                             
𝑝𝐿 = 𝑢𝐿 + 𝑢𝐿−1𝑞1 +⋯+ 𝑢0𝑞𝐿    

                                        (4.9) 

From (4.6), we calculate first all the coefficients 𝑞𝑛, 1 ≤ 𝑛 ≤ 𝑀. Then, we 

determine the coefficients 𝑝𝑛, 0 ≤ 𝑛 ≤ 𝐿from (4.7). 

Note that for a fixed value of 𝐿 +𝑀 + 1, the error (4.8) is smallest when 

the numerator and denominator of (4.5) have the same degree or when the 

numerator has degree one higher than the denominator. 
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4.2 Laplace-Padéresummation Method. 

Several approximate methods provide power series solutions (polynomial). 

Nevertheless, sometimes, this type of solutions lacks of large domains of 

convergence. Therefore, Laplace-Padé resummation method is used in literature 

to enlarge the domain of convergence of solutions or inclusive to find exact 

solutions. 

The Laplace-Padé method can be explained as follows: 

1. First, Laplace transformation is applied to power series (4.5). 

2. Next, s is substituted by 1/t in the resulting equation. 

3. After that, we convert the transformed series into a meromorphic function by 

forming its Padéapproximant of order [
𝐿

𝑀
]. 𝐿 and 𝑀are arbitrarily chosen, but 

they should be of smaller value than the order of the power series. In this step, 

the Padéapproximant extends the domain of the truncated series solution to 

obtain better accuracy and convergence. 

4. Then, 𝑡is substituted by 
1

𝑠
. 

5. Finally, by using the inverse Laplace s transformation, we obtain the exact or 

approximate solution. 

4.3 Application of PSM to solve PDAE systems. 

Since many application problems in science and engineering are often modelled 

by semi-explicit PDAEs, we consider therefore the following class of PDAEs 

𝑢1𝑡 = 𝜙(𝑢, 𝑢𝑥, 𝑢𝑥𝑥) ,                                                                                  (4.10) 

0 = 𝜓(𝑢, 𝑢𝑥 , 𝑢𝑥𝑥) , (𝑡, 𝑥) ∈ (0, 𝑇) × (𝑎, 𝑏) ,                                       (4.11) 

where 𝑢𝑘: [0, 𝑇] × [𝑎, 𝑏] → R𝑚𝑘 , 𝑘 = 1, 2 and 𝑏 > 𝑎. 

System (4.10)-(4.11) is subject to the initial condition 

𝑢1(0, 𝑥) = 𝑔(𝑥) , 𝑎 ≤ 𝑥 ≤ 𝑏,                                                               (4.12) 

and some suitable boundary conditions 

𝐵(𝑢(𝑡, 𝑎), 𝑢(𝑡, 𝑏) , 𝑢𝑥(𝑡, 𝑎), 𝑢𝑥(𝑡, 𝑏)) = 0,       0 ≤ 𝑡 ≤ 𝑇,          (4.13) 

where 𝑔(𝑥)is a given function. 

We assume that the solution to initial boundary value problem (4.10)-(4.13) 

exists, is unique and sufficiently smooth. 
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To simplify the exposition of the PSM, we integrate first equation (4.10) 

with respect to t and use the initial condition (4.12) to obtain 

𝑢1(𝑡, 𝑥) − 𝑔 (𝑥) − ∫ 𝜙(𝑢, 𝑢𝑥, 𝑢𝑥𝑥)
𝑡

0

𝑑𝑡 = 0.                                        (4.14) 

It is important to note that the time integration of equation (4.10) is not relevant 

to the solution procedure presented here, so one can apply the PSM directly to 

(4.10). 

In view of PSM, we assume the solution components 𝑢𝑘(𝑡, 𝑥) , 𝑘 = 1, 2 to have 

the form 

𝑢𝑘(𝑡, 𝑥) = 𝛼𝑘,0(𝑥) + 𝛼𝑘,1(𝑥)𝑡 + 𝛼𝑘,2(𝑥)𝑡
2  +  … ,                         (4.15) 

where 𝛼𝑘,𝑛(𝑥),    𝑘 = 1, 2;  𝑛 = 0, 1, 2, …are unknown functions to be 

determined later on by the PSM. Then substitute (4.15) into system (4.11)-

(4.14) and equate 

the coefficients of powers of 𝑡in the resulting polynomial equations to zero to 

get an algebraic linear system for these coefficients. Finally, we use equation 

(4.15) to obtain the exact solution components 𝑢𝑘, 𝑘 =  1, 2 as series. 

The solutions series obtained from PSM may have limited regions of 

convergence, even if we take a large number of terms. Therefore, we apply the 

Laplace-Padéresummation method to PSM truncated series to enlarge the 

convergence region as depicted in the next section. 

4.3.1 Test Problems: 

We will demonstrate the effectiveness and accuracy of the LPPSM 

presented in the previous section through two PDAE systems of index-one and 

index-three. 

 

4.3.2 Nonlinear Index-One System: 

Consider the following nonlinear index-one PDAE which arises as a similarity 

reduction of Navier-Stokes equations (Budd et al. 1994) 

𝑢1𝑡 = 𝑢1𝑥𝑥 − 𝑢2𝑢1𝑥 + 𝑢1
2 − 2∫ 𝑢1

2
1

0

𝑑𝑥,                                (4.16) 

0 = 𝑢2𝑥 − 𝑢1,                                                                               (4.17) 

where 0 < 𝑥 < 1 and 𝑡 > 0. 

System (4.16)-(4.17) is subject to the following initial condition 
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𝑢1(0, 𝑥) = cos 𝜋𝑥 ,           0 ≤ 𝑥 ≤ 1,                                                     (4.18) 

and boundary conditions 

𝑢1𝑥(𝑡, 0) = 𝑢1𝑥(𝑡, 1) = 𝑢2(𝑡, 0) = 𝑢2(𝑡, 1) = 0, 𝑡 ≥  0.         (4.19) 

The exact solution of problem (4.16)-(4.19) is 

𝑢1(𝑡, 𝑥) = 𝑒
−𝜋2𝑡 cos 𝜋𝑥 , 

𝑢2(𝑡, 𝑥) = (1 𝜋⁄ )𝑒−𝜋
2𝑡 sin 𝜋𝑥 ,       0 ≤ 𝑥 ≤ 1, 𝑡 ≥ 0.            (4.20) 

Since one time differentiation of equation (4.17) determines 𝑢2𝑡in terms of 𝑢and 

its space derivatives, then PDAE (4.16)-(4.17) is index-one. Note that no initial 

condition is prescribed for the variable 𝑢2 as this is determined by the PDAE. 

In order to simplify the exposition of the PSM presented in section “Application 

of PSM to solve PDAE systems” to solve (4.16)-(4.17), we first integrate 

equation (4.16) with respect to 𝑡and use the initial condition (4.20) to get 

𝑢1(𝑡, 𝑥) − cos 𝜋𝑥 − ∫ (𝑢1𝑥𝑥 − 𝑢2𝑢1𝑥 + 𝑢1
2 − 2∫ 𝑢1

2𝑑𝑥
1

0

)
𝑡

0

𝑑𝑡 = 0 (4.21) 

In view of the PSM, we assume the solution components 𝑢𝑘, 𝑘 = 1, 2 to have 

the form 

𝑢𝑘(𝑡, 𝑥) = 𝛼𝑘,0(𝑥) + 𝛼𝑘,1(𝑥)𝑡 + 𝛼𝑘,2(𝑥)𝑡
2+ . . . ,                       (4.22) 

where 𝛼𝑘,𝑛(𝑥),   𝑘 = 1, 2;    𝑛 = 0, 1, 2, . ..are unknown functions to be 

determined later on by the PSM. Then, we substitute (4.21) into equations 

(4.16) and (4.22) to get 

∑𝛼1,𝑛(𝑥)𝑡
𝑛

∞

𝑛=0

− cos𝜋𝑥 − ∫ ∑𝛼1,𝑛
′′ (𝑥)𝑡𝑛𝑑𝑡

∞

𝑛=0

𝑡

0

+∫ (∑𝛼2,𝑛(𝑥)𝑡
𝑛

∞

𝑛=0

)
𝑡

0

(∑𝛼1,𝑛
′ (𝑥)𝑡𝑛

∞

𝑛=0

)𝑑𝑡

− ∫ (∑𝛼1,𝑛(𝑥)𝑡
𝑛

∞

𝑛=0

)

2

𝑑𝑡
𝑡

0

+∫ ∫ (∑𝛼1,𝑛(𝑥)𝑡
𝑛

∞

𝑛=0

)

2
1

0

𝑡

0

𝑑𝑥𝑑𝑡

= 0.                                                                                                      (4.23) 

∑(𝛼2,𝑛
′ (𝑥) − 𝛼1,𝑛(𝑥)) 𝑡

𝑛 = 0,

∞

𝑛=0

                               (4.24) 

where denotes the ordinary derivative with respect to 𝑥. 
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Equating the coefficients of powers of 𝑡 to zero in (4.24) then solving the 

resulting equation for 𝛼2,𝑛(𝑥) and using the boundary conditions (4.19), we 

have 

𝛼2𝑛(𝑥) = ∫ 𝛼1,𝑛

𝑥

0

(𝑥) 𝑑𝑥, 𝑛 = 0, 1, 2, . . .                 (4.25) 

Now equation (1.21) can be written as a series 

(𝛼1,0(𝑥) − cos𝜋𝑥) +∑(𝛼1,𝑛 − (1 𝑛⁄ )𝛼1,𝑛−1
′′ (𝑥) − (1 𝑛⁄ )∑𝛽𝑘,𝑛

𝑛−1

𝑘=0

(𝑥))

∞

𝑛=1

𝑡𝑛

= 0,                                                                                                     (4.26) 

where 

𝛽𝑘,𝑛(𝑥) = 𝛼1,𝑘(𝑥)𝛼1,𝑛−1−𝑘(𝑥) − 𝛼1,𝑛−1−𝑘
′ (𝑥)∫ 𝛼1,𝑘(𝑥)𝑑𝑥

𝑥

0

− 2∫ 𝛼1,𝑘(𝑥)𝛼1,𝑛−1−𝑘(𝑥)𝑑𝑥.
1

0

 

Equating all coefficients of powers of 𝑡to zero in (4.26), yields 𝛼1,0(𝑥) =

cos𝜋𝑥and the recursive formula for 

𝛼1,𝑛(𝑥) =  (1 𝑛⁄ )𝛼1,𝑛−1
′′ (𝑥) + (1 𝑛⁄ )∑𝛽𝑘,𝑛

𝑛−1

𝑘=0

(𝑥), 𝑛 = 1, 2, 3, . . . (4.27) 

From recursion (4.27), we get 𝛼1,1(𝑥) = −𝜋
2 cos 𝜋𝑥and 𝛼1,2(𝑥) =

(𝜋 4⁄ ) cos 𝜋𝑥. 

From equation (4.25), we get 𝛼2,0(𝑥) = (1 𝜋⁄ ) sin 𝜋𝑥 , 𝛼2,1(𝑥) = −𝜋 sin 𝜋𝑥and 

𝛼2,2(𝑥) = (𝜋
3 2⁄ ) sin 𝜋𝑥. Using (68) and the coefficients recently obtained, we 

have 

𝑢1(𝑡, 𝑥) = (1 − 𝜋
2𝑡 +

1

2
(−𝜋2𝑡2)2) cos 𝜋𝑥,                                 (4.28) 

and 

𝑢2(𝑡, 𝑥) = (1 − 𝜋
2𝑡 +

1

2
(−𝜋2𝑡2)2) (1 𝜋⁄ ) sin 𝜋𝑥.                        (4.29) 

Similarly, the coefficients 𝛼1,𝑛(𝑥)and 𝛼2,𝑛(𝑥)for 𝑛 ≥ 3can be found from 

(4.25) and (4.25) respectively. 

The solutions series obtained from the PSM may have limited regions of 

convergence, even if we take a large number of terms. Accuracy can be 

increased by applying the Laplace-Padé post-treatment. First, we apply t-
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Laplace transform to (4.28) and (4.29). Then, we substitute s by 1/tand apply t-

Padé approximant to the transformed series. 

Finally, we substitute t by 1/s and apply the inverse Laplace 𝑠-transform 

to the resulting expressions to get the approximate or exact solutions. 

Applying Laplace transforms to 𝑢1(𝑡, 𝑥)and 𝑢2(𝑡, 𝑥)yields 

ℒ[𝑢1(𝑡, 𝑥)] = (
1

𝑠
−
𝜋2

𝑠2
+
𝜋4

𝑠3
) cos 𝜋𝑥  ,                                               (4.30) 

and 

ℒ[𝑢2(𝑡, 𝑥)] = (
1

𝑠
−
𝜋2

𝑠2
+
𝜋4

𝑠3
) (1 𝜋⁄ ) sin 𝜋𝑥 ,                                (4.31) 

For the sake of simplicity let 𝑠 =
1

𝑡
, then 

𝐿 [𝑢1(𝑡, 𝑥)] = (𝑡 − 𝜋
2𝑡2 + 𝜋4𝑡3) cos 𝜋𝑥  ,                                  (4.32) 

and 

𝐿[𝑢2(𝑡, 𝑥)] = (𝑡 − 𝜋
2𝑡2 + 𝜋4𝑡3)(1 𝜋⁄ ) sin 𝜋𝑥.                       (4.33) 

All of the [𝐿 𝑀⁄ ]𝑡-Padé approximants of (4.32) and (4.33) with 𝐿 ≥ 1 and 𝑀 ≥

1 and 𝐿 +𝑀 ≤ 3 yield 

[𝐿 𝑀⁄ ]𝑢1(𝑡, 𝑥) = (
𝑡

1 + 𝜋2𝑡
) cos 𝜋𝑥 ,                                         (4.34) 

and 

[𝐿 𝑀⁄ ]𝑢2(𝑡, 𝑥) = (
𝑡

1 + 𝜋2𝑡
) (1 𝜋⁄ ) sin 𝜋𝑥 .                         (4.35) 

Now since 𝑡 =
1

𝜋
s, we obtain [𝐿 𝑀⁄ ]𝑢1 and [𝐿 𝑀⁄ ]𝑢2in terms of s as follows 

[𝐿 𝑀⁄ ]𝑢1(𝑡, 𝑥) = (𝜋
2 + 𝑠)−1 cos 𝜋𝑥,                                     (4.36) 

[𝐿 𝑀⁄ ]𝑢2(𝑡, 𝑥) = (𝜋
2 + 𝑠)−1(1 𝜋⁄ ) sin 𝜋𝑥.                          (4.37) 

Finally, applying the inverse LT to the Padé approximants (4.36) and (4.37), we 

obtain the approximate solution which is in this case the exact solution (4.21) in 

closed form. 

4.3.3 Linear Index-Three System: 

Consider the following index-three PDAE system 

𝑢1𝑡𝑡 = 𝑢1𝑥𝑥 + 𝑢3 sin 𝜋𝑥 ,                                                             (4.38) 

𝑢2𝑡𝑡 = 𝑢2𝑥𝑥 + 𝑢3 cos 𝜋𝑥 ,                                                            (4.39) 

0 = 𝑢1 sin 𝜋𝑥 + 𝑢2 cos 𝜋𝑥  – 𝑒
−𝑡 ,                                           (4.40) 

where 0 < 𝑥 < 1 and 𝑡 > 0. 



55 

System (4.37)-(4.38) is subject to the following initial conditions 

𝑢1(0, 𝑥) = sin 𝜋𝑥 𝑢1𝑡(0, 𝑥) = −sin𝜋𝑥 ,                                   (4.41) 

𝑢2(0, 𝑥) = cos𝜋𝑥 𝑢2𝑡(0, 𝑥) = − cos𝜋𝑥 0 ≤ 𝑥 ≤ 1,              (4.42) 

and the boundary conditions 

𝑢1(𝑡, 0) = 𝑢1(𝑡, 1) = 0, 

𝑢2(𝑡, 0) = −𝑢2(𝑡, 1) = 𝑒
−𝑡 𝑡 ≥ 0.                                             (4.43) 

The exact solution of problem (4.37)-(4.38) is 

𝑢1(𝑡, 𝑥) = 𝑒
−𝑡 sin 𝜋𝑥 𝑢2(𝑡, 𝑥) = 𝑒

−𝑡 cos 𝜋𝑥 , 

𝑢3(𝑡, 𝑥) = (1 + 𝜋
2)𝑒−𝑡 ,   0 ≤ 𝑥 ≤ 1, 𝑡 ≥ 0.                              (4.44) 

Since three time differentiations of equation (3.17) determine u3t in terms of the 

solution u and its space derivatives, then PDAE (4.39)-(4.37) is index-three. 

Therefore, this PDAE is difficult to solve numerically. Moreover no initial 

condition is prescribed for the variable u3 as this is determined by the PDAE. 

In order to simplify the exposition of the LPPSM presented in section 

“Application of PSM to solve PDAE systems” to solve (4.39)-(4.40), we first 

integrate equations (4.39) and (4.40) twice with respect to t and use the initial 

conditions (4.40)-(4.41) to get 

𝑢1(𝑡, 𝑥) − sin 𝜋𝑥 + 𝑡 sin 𝜋𝑥 − ∫ ∫ 𝑢1𝑥𝑥

𝑡

0

𝑡

0

+ 𝑢3 sin 𝜋𝑥 𝑑𝑡𝑑𝑡 = 0,   (4.45) 

𝑢2(𝑡, 𝑥) − cos 𝜋𝑥 + 𝑡 cos 𝜋𝑥 − ∫ ∫ 𝑢2𝑥𝑥

𝑡

0

𝑡

0

+ 𝑢3 cos 𝜋𝑥 𝑑𝑡𝑑𝑡 = 0,   (4.46) 

In view of the PSM, we assume the solution components 𝑢𝑘(𝑡, 𝑥), 𝑘 = 1,2,3 to 

have the form 

𝑢𝑘(𝑡, 𝑥) = 𝛼𝑘,0(𝑥) + 𝛼𝑘,1(𝑥)𝑡 + 𝛼𝑘,2(𝑥)𝑡
2+ . . . ,                              (4.47) 

where 𝛼𝑘,𝑛(𝑥), 𝑘 = 1, 2, 3;  𝑛 = 0, 1, 2, . ..are unknown functions to be 

determined later on by the PSM. 

Substituting (93) into equations (4.39), (45) and (4.47) we get the system 

∑𝛼1,𝑛

∞

𝑛=0

(𝑥)𝑡𝑛 − sin 𝜋𝑥 + 𝑡 sin 𝜋𝑥 − ∫ ∫ ∑𝛼1,𝑛
′′ (𝑥)

∞

𝑛=0

𝑡

0

𝑡

0

𝑡𝑛𝑑𝑡𝑑𝑡

− sin 𝜋𝑥 ∫ ∫ ∑ 𝛼3,𝑛

∞

(𝑛=0)

𝑡

0

𝑡

0

(𝑥)𝑡𝑛𝑑𝑡𝑑𝑡 = 0,                        (4.48) 
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∑𝛼2,𝑛(𝑥)

∞

𝑛=0

𝑡𝑛 − cos𝜋𝑥 + 𝑡 cos 𝜋𝑥 − ∫ ∫ ∑ 𝛼2,𝑛
′′

∞

(𝑛=0)

𝑡

0

𝑡

0

(𝑥)𝑡𝑛𝑑𝑡𝑑𝑡

− cos𝜋𝑥∫ ∫ ∑ 𝛼3,𝑛

∞

(𝑛=0)

𝑡

0

𝑡

0

(𝑥)𝑡𝑛𝑑𝑡𝑑𝑡 = 0,                                  (4.49) 

and 

∑ (𝛼1,𝑛(𝑥) sin 𝜋𝑥 + 𝛼2,𝑛(𝑥) cos 𝜋𝑥)

∞

(𝑛=0)

𝑡𝑛 − 𝑒−𝑡 = 0,                    (4.50) 

where  denotes the ordinary derivative with respect to 𝑥. 

System (4.46)-(4.48) can be rewritten as series 

(𝛼1,0(𝑥) − sin 𝜋𝑥) + (𝛼1,1(𝑥) + sin 𝜋𝑥)𝑡

−∑(
𝛼1,𝑛−2
′′ (𝑥) + 𝛼3,𝑛−2(𝑥) sin 𝜋𝑥

(𝑛 − 1)𝑛
)

∞

𝑛=2

𝑡𝑛 = 0 

(𝛼2,0(𝑥) − cos𝜋𝑥) + (𝛼2,1(𝑥) + cos𝜋𝑥)𝑡

−∑(
𝛼2,𝑛−2
′′ (𝑥) + 𝛼3,𝑛−2(𝑥) cos 𝜋𝑥

(𝑛 − 1)𝑛
)

∞

𝑛=2

𝑡𝑛 = 0  (4.51) 

∑(𝛼1,𝑛(𝑥) sin 𝜋𝑥 + 𝛼2,𝑛(𝑥) cos 𝜋𝑥 −
(−1)𝑛

𝑛!
)

∞

𝑛=0

𝑡𝑛 = 0,                    

Equating the coefficient of powers of t to zero in (4.46) then solving the 

resulting system we find the coefficients 𝛼𝑘,𝑛(𝑥), for𝑘 = 1,2,3 and𝑛 = 0,1,2, . . . 

𝛼1,0(𝑥) = sin 𝜋𝑥 , 𝛼1,1(𝑥) = −sin𝜋𝑥 , 

𝛼2,0(𝑥) = cos𝜋𝑥 , 𝛼2,1(𝑥) = −cos𝜋𝑥 , 

and the nonsingular algebraic linear system for the unknown functions 

𝛼1,𝑛, 𝛼2,𝑛and 𝛼3,𝑛−2 

𝛼1,𝑛(𝑥) =
𝛼3,𝑛−2(𝑥) sin 𝜋𝑥

(𝑛 − 1)𝑛
=
𝛼1,𝑛−2
′′ (𝑥)

(𝑛 − 1)𝑛
′ 

𝛼2,𝑛(𝑥) =
𝛼3,𝑛−2(𝑥) cos 𝜋𝑥

(𝑛 − 1)𝑛
=
𝛼2,𝑛−2
′′ (𝑥)

(𝑛 − 1)𝑛
               (4.52) 



57 

𝛼1,𝑛(𝑥) sin 𝜋𝑥 + 𝛼2,𝑛(𝑥) cos 𝜋𝑥 −
(−1)𝑛

𝑛!
for 𝑛 = 2,3,… 

Solving system (4.6) exactly, we obtain the recursions 

𝛼1,𝑛(𝑥) =
(−1)𝑛

𝑛!
sin 𝜋𝑥 +

𝛿𝑛(𝑥) cos 𝜋𝑥

(𝑛 − 1)𝑛
, 

𝛼2,𝑛(𝑥) =
(−1)𝑛

𝑛!
cos 𝜋𝑥 +

𝛿𝑛(𝑥) sin 𝜋𝑥

(𝑛 − 1)𝑛
,     (4.53) 

𝛼3,𝑛−2(𝑥) =
(−1)𝑛

(𝑛 − 2)!
− 𝛼1,𝑛−2

′′ (𝑥) sin 𝜋𝑥 − 𝛼2,𝑛−2
′′ (𝑥) cos 𝜋𝑥, 

where 𝛿𝑛(𝑥) = 𝛼1,𝑛−2
′′ (𝑥) cos 𝜋𝑥 − 𝛼2,𝑛−2

′′ (𝑥) sin 𝜋𝑥. 

For 𝑛 = 2, 3, 4, we have 𝛿𝑛(𝑥) = 0 and hence 

𝛼1,2(𝑥) =
1

2
sin 𝜋𝑥 , 𝛼2,2(𝑥) =

1

2
cos 𝜋𝑥 , 𝛼3,0(𝑥) = 1 + 𝜋

2, 

𝛼1,3(𝑥) = −
1

6
sin 𝜋𝑥 , 𝛼2,3(𝑥) = −

1

6
cos𝜋𝑥 , 𝛼3,1(𝑥) = (− 1 + 𝜋

2) , 

and 

𝛼1,4(𝑥) =
1

24
sin 𝜋𝑥 , 𝛼2,4(𝑥) =

1

24
cos 𝜋𝑥 , 𝛼3,2(𝑥) =

1

2
(1 + 𝜋2) . 

Using (4.46) and the coefficients recently obtained, we get 

𝑢1(𝑡, 𝑥) = (1 − 𝑡 +
1

2
𝑡2 −

1

3!
𝑡3 +

1

4!
𝑡4) sin 𝜋𝑥  ,        (4.54) 

𝑢2(𝑡, 𝑥) = (1 − 𝑡 +
1

2
𝑡2 −

1

3!
𝑡3 +

1

4!
𝑡4) cos 𝜋𝑥 ,        (4.55) 

and 

𝑢3(𝑡, 𝑥) = (1 + 𝜋
2) (1 − 𝑡 +

1

2
𝑡2) .                           (4.56) 

Similarly, the coefficients 𝛼1,𝑛(𝑥), 𝛼2,𝑛(𝑥)and 𝛼3,𝑛−2(𝑥)for 𝑛 ≥ 5 can be found 

from (4.53). The solutions series obtained from the PSM may have limited 

regions of convergence, even if we take a large number of terms. 

Therefore, we apply the t-Padé approximation technique to these series to 

increase the convergence region. First 𝑡-Laplace transform is applied to (4.54), 

(4.55) and (4.56). 

Then, s is substituted by 1/𝑡and the 𝑡-Padé approximant is applied to the 

transformed series. Finally, 𝑡is substituted by 1/𝑠and the inverse Laplace 𝑠-
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transform is applied to the resulting expressions to get the approximate or exact 

solutions. 

Applying Laplace transforms to 𝑢1(𝑡, 𝑥), 𝑢2(𝑡, 𝑥)and 𝑢3(𝑡, 𝑥) yields 

ℒ [𝑢1(𝑡, 𝑥)] = (
1

𝑠
−
𝜋2

𝑠2
+
𝜋4

𝑠3
) sin 𝜋𝑥,                          (4.57) 

ℒ[𝑢2(𝑡, 𝑥)] = (
1

𝑠
−
𝜋2

𝑠2
+
𝜋4

𝑠3
) cos𝜋𝑥,                          (4.58) 

and 

ℒ[𝑢3(𝑡, 𝑥)] = (1 + 𝜋
2) (

1

𝑠
−
𝜋2

𝑠2
+
𝜋4

𝑠3
).                  (4.59) 

For the sake of simplicity let 𝑠 = 1/𝑡, then 

ℒ[𝑢1(𝑡, 𝑥)] = (𝑡 − 𝜋
2𝑡2 + 𝜋4𝑡3) sin 𝜋𝑥 ,                            (4.60) 

ℒ[𝑢2(𝑡, 𝑥)] = (𝑡 − 𝜋
2𝑡2 + 𝜋4𝑡3) cos 𝜋𝑥 ,                            (4.61) 

and 

ℒ[𝑢3(𝑡, 𝑥)] = (1 + 𝜋
2)(𝑡 − 𝜋2𝑡2 + 𝜋4𝑡3).             (4.62) 

All of the [𝐿 𝑀⁄ ]𝑡-Padé approximants of (4.60), (4.61) and (4.62) with 𝐿 ≥  1 

and 𝑀 ≥  1 and 𝐿 +  𝑀 ≤  3 yield 

[𝐿 𝑀⁄ ]𝑢1(𝑡, 𝑥) = (
𝑡

1 + 𝑡
) sin 𝜋𝑥 ,                                  (4.63) 

[𝐿 𝑀⁄ ]𝑢2(𝑡, 𝑥) = (
𝑡

1 + 𝑡
) cos 𝜋𝑥,                                     (4.64) 

and 

[𝐿 𝑀⁄ ]𝑢3(𝑡, 𝑥) = (1 + 𝜋
2) (

𝑡

1 + 𝑡
),                              (4.65) 

Now since 𝑡 =  1/𝑠, we obtain [𝐿 𝑀⁄ ]𝑢1, [𝐿 𝑀⁄ ]𝑢2and [𝐿 𝑀⁄ ]𝑢3 in terms of s as 

follows 

[𝐿 𝑀⁄ ]𝑢1(𝑡, 𝑥) = (𝜋
2 + 𝑠)−1 sin 𝜋𝑥 ,                             (4.66) 

[𝐿 𝑀⁄ ]𝑢2(𝑡, 𝑥) = (𝜋
2 + 𝑠)−1 cos𝜋𝑥 ,                             (4.67) 

and 

[𝐿 𝑀⁄ ]𝑢3(𝑡, 𝑥) = (1 + 𝜋
2)(𝜋2 + 𝑠)−1.                             (4.68) 

Finally, applying the inverse Laplace transform to the Padé approximants 

(4.66), (4.67) and (4.68), we obtain the approximate solution which is in this 

case the exact solution (4.32) in closed form. 
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Discussion. 

       We presented the power series method (PSM) as a useful analytical tool to 

solve partial differential algebraic equations (PDAEs). Two PDAE problems of 

index-one and index-three were solved by this method leading to the some 

solutions. The method has successfully handled the index-three PDAE without 

the need for a preprocessing step of index-reduction. For each of the two 

problems solved here, the PSM transformed the PDAE into an easily solvable 

linear algebraic system for the coefficient functions of the power series solution. 

To improve the PSM solution, a Laplace-Padé (LP) post-treatments applied to 

the PSM’s truncated series leading to the some solution. Additionally, the 

solution procedure does not involve unnecessary computation like that related to 

noise terms. This greatly reduces the volume of computation and improves the 

efficiency of the method. It should be noticed that the high complexity of these 

problems was effectively handled by LPPSM method due to the malleability of 

PSM and resummation capability of Laplace-Padé. What is more, there is not 

any standard analytical or numerical methods to solve higher-index PDAEs, 

converting the LPPSM method into an attractive tool to solve such problems.  

On one hand, semi-analytic methods like HPM, HAM, VIM among others, 

require an initial approximation for the sought solutions and the computation of 

one or several adjustment parameters. If the initial approximation is properly 

chosen the results can be highly accurate, nonetheless, no general methods are 

available to choose such initial approximation. This issue motivates the use of 

adjustment parameters obtained by minimizing the least-squares error with 

respect to the numerical solution. On the other hand, PSM or LPPSM methods 

do not require any trial equation as requisite for the starting the method. What is 

more, PSM obtains its coefficients using an easy computable straightforward 

procedure that can be implemented into programs like Maple or Mathematica. 

Finally, if the solution of the PDAE is not expressible in terms of known 

functions then the LP post treatement will provide a larger domain of 

convergence. 
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