CHAPTER ONE

Introduction

1.1 Background

The National Pension and Insurance Fund (Government Sector) seeks to meet
pension needs. It supports finance for investment projects and provides loans to
enable pensioners to face economic situations. The main aim of the national pensions
fund is that to manage the system of subscriptions with which workers and the
government contributed as well as providing social protection for pensioners through
the monthly payment and other services offered by the system. The funds perform
other functions through some specialized units. The social affairs unit which
provides some social aid to pensioners represented in health care, assistance for
patients, support for families, caring for siblings of pensioners among students and

offering some assistance for pensioners on public occasions and festivals.

As a specialized institution, the Social Development Institution for
Pensioners was established in the year 2000. It works for providing easy—term
financing for small project operated by the pensioner or his family members in the
aim of to generate additional income and providing employment opportunities for the

family and to reintegrate them for effective participation in social life.

In addition to that, the institution provides commodities for the pensioner to
purchase. All through its track since 2000 until now, the institution was keen on adopting
many means to asses and evaluate work in aim of identifying the positive sides to
support and promote them and knowing the negative sides to treat them. Those

means were represented in the following: workshops to evaluate the experiment in



it’s all stages. The formation of some internal committees to evaluate the

administrative and organizational work of the institution.

Evaluation was obtained by carrying out field studies and surveys to assess
the economic and social impact of institution activities among pensioners by some
economy experts and researchers. The most important comments and demands which
were regression by any customer on financing are represented in:

e raising the amount of the funding,

e increasing the technical support for them

¢ enlightening them about the culture of financing and micro- projects,

e achieving broader geographic expansion and arrival to pensioners in the
various states,

e finally, innovating current collective plans for pensioners.

1.2 Problem Definition:

With the huge amount of data stored in paper files, databases and other
repositories in enterprises, it is increasingly important to develop powerful means of
analysis and perhaps interpret these data and draw out interesting knowledge that can
help in decision making.

The National Pension and Insurance Fund is one of these institutions that has

a problem to determine the adequate budget for investments and loans.

1.3 Scope of Work:

The study is conducted on the National Pension and Social Insurance Fund
(government sector) to analyze the large data in the databases and the part of the data

for loans and investment.



1.4 Objectives:

The main objectives that the research seeks to identify are:

e Building a classification model for loan.

e Predicting the budget for investment and loans for the coming financial years.
1.5 Motivations of the research:

Data might be one of the most valuable assets of any corporation, but only if
there is a way to reveal valuable knowledge hidden in raw data. Data mining allows
extracting diamonds of knowledge from the historical data and predicting the

outcomes of future situations.

1.6 Methodology:

The researcher will follow the steps of knowledge discovery (KDD) as

described in the following diagram:
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Figure 1.1 Research methodology



1.7 Thesis Organization

The study consists of five chapters. The first chapter deals with the general
frame work of the research. The second chapter represents the literature review. The
third chapter deals with the methodology from data collection, the tools & functions
which were used. The fourth chapter presents the results and discussion. Finally, the

fifth chapter discloses with the conclusion and recommendation.



CHAPTER TWO

Literature Review

2.1 Overview:

This chapter will give information regarding data mining and a general idea

literature review which is related to the research work.
2.2 Data Mining

Data Mining (DM) is the process of discovering interesting knowledge from
large amounts of data stored either in databases; data warehouse; or other
information repositories. Data mining has been defined as: “ the nontrivial extraction
of implicit, previously unknown, and potentially useful information from data
bases/data warehouses. It uses machine learning, statistical and visualization
techniques to discover and present knowledge in a form which is easily

comprehensible to humans.” (Kamber, Jian Pei, 2012).

“Data Mining, also popularly known as Knowledge Discovery in Databases
(KDD), refers to the nontrivial extraction of implicit, previously unknown and

potentially useful information from data in databases.” (Kamber, Jian Pei, 2012).

While data mining and knowledge discovery in databases (or KDD) are
frequently treated as synonyms, data mining is part of the knowledge discovery
process. Figure 2.1 shows data mining as a step in an iterative knowledge discovery

process.
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2.2.1 Data mining steps:

In the knowledge discovery process are as follows:
. Data cleansing: The removal of noise and inconsistent data.
. Data integration: The combination of multiple sources of data.
. Data selection: The data relevant for analysis is retrieved from the database.

A W N B

. Data transformation: The consolidation and transformation of data into forms
appropriate for mining.
. Data mining: The use of intelligent methods to extract patterns from data.

[Sa}

6. Pattern evaluation: Identification of interesting patterns.
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Figure 2.2 data mining steps

2.2.1.1 Data cleansing

It is the removal of noise and inconsistent data; it has multi-task such as
filling missing values on the data, identification of outliers and smooth out noisy
data, correction of inconsistent data, resolving redundancy caused by data
integration, data acquisition and metadata, unified date format and converting

nominal to numeric.

2.2.1.1.1 Missing data

Missing Values and its problems are very common in the data cleaning
process. Several methods have been proposed to process missing data in datasets and

avoid problems caused by it.



Missing data may be due to equipment malfunction, inconsistent with other
recorded data and thus deleted, data not entered due to misunderstanding, certain
data may not be considered important at the time of entry, not register history or
changes of the data.

Missing Data handle by ignoring the tuples; it is usually done when the class
label is missing. Also, it is handled by filling in the missing value manually, Fill in it
automatically with a global constant: e.g., “unknown”. Also, it is handled by
Imputation by using the attribute mean to fill in the missing value or using the
attribute mean for all samples belonging to the same class, in order to fill in the
missing value, this is called smattering the attribute mean. And using the most
probable value to fill in the missing value: inference-based such as Bayesian formula

or decision tree.

2.2.1.1.2 Noisy data

Noise is an unavoidable problem, which affects the data collection, data
preparation processes in data mining applications where errors commonly occur;
also it’s a random error or variance in a measured variable — other data problems
which require data cleaning such as duplicate records, incomplete data and

inconsistent data.

2.2.2 Intelligent methods to extract knowledge

While large-scale information technology has been evolving separate
transaction and analytical systems, data mining provides the link between the two.
Data mining software analyzes relationships and patterns in stored transaction data
based on open-ended user queries. Several types of analytical software are available:
statistical, machine learning, and neural networks. Generally, any of the four types

of relationships are sought:



e Classes: Stored data is used to locate data in predetermined groups. For example, a
restaurant chain could mine customer purchase data to determine when customers
visit and what they typically order; this information could be used to increase traffic
by having daily specials. Classification is the most commonly applied data mining
technique, which employs a set of pre-classified examples to develop a model that
can classify the population of records at large(Bharati M. Ramageri, 2010).
Basically, classification is used to classify each item in a set of data into one of a
predefined set of classes or groups. Classification method makes use of
mathematical techniques such as decision trees, linear programming, neural network
and statistics. In classification, (Bharati M. Ramageri, 2010) make the software that
can learn how to classify the data items (Data Mining Techniques).

e Clusters: Data items are grouped according to logical relationships or consumer
preferences. For example, data can be mined to identify market segments or
consumer affinities.

e Associations: Data can be mined to identify associations. The beer-diaper example
is an example of associative mining.

e Sequential patterns: Data is mined to anticipate behaviour patterns and trends. For

example, an outdoor equipment retailer could predict the likelihood of a backpack

being purchased based on a consumer's purchase of sleeping bags and hiking shoes.

2.2.3 Classification techniques

Many classification techniques are used in data mining like Decision trees,
Nearest neighbour method, Rule induction and Data visualization; a brief description
will be given below:

Decision trees are tree-shaped structures that represent sets of decisions. These
decisions generate rules for the classification of a dataset. Specific decision tree
methods include Classification and Regression Trees (CART) and Chi Square
Automatic Interaction Detection (CHAID). CART and CHAID are decision tree
techniques used for classification of a dataset. They provide a set of rules that you
can apply to a new (unclassified) dataset to predict which records will have a given

outcome. CART segments a dataset by creating 2-way splits while CHAID segments



using chi-square tests to create multi-way splits. CART typically requires less data
preparation than CHAID.

Nearest neighbour method: A technique that classifies each record in a dataset based
on a combination of the classes of the k record(s) which are most similar to it in a
historical dataset (where k 1) is called the k-nearest neighbour technique .

Rule induction: The extraction of useful if-then rules from data based on statistical
significance. Rule induction using sequential covering algorithm, sequential
Covering Algorithm can be used to extract IF-THEN rules form the training data, do
not require generating a decision tree first. In this algorithm, each rule for a given
class covers many of the tuples of that class. Some of the sequential Covering
Algorithms are AQ, CN2, and RIPPER. As per the general strategy the rules are
learned one at a time. For each time rules are learned, a tuple covered by the rule is
removed and the process continues for the rest of the tuples. This is because the path

to each leaf in a decision tree corresponds to a rule.

Data visualization: The visual interpretation of complex relationships in

multidimensional data. Graphics tools are used to illustrate data relationships.

2.3 Previous Studies:

Data mining in finance typically follows a set of task steps such as problem
understanding, data collection and refining, building a model, model evaluation and
deployment. (Adedara, 2012) Data mining approach covers empirical models and
regularities derived directly from data and almost only from data with little domain
knowledge explicitly involved. Historically, in many domains, deep field-specific
theories emerge after the field accumulates enough empirical regularity. As
(Mitchell, 1997) perceive that the future of data mining in finance would be to
generate more empirical regularities and combine them with domain knowledge via

generic analytical data mining approach.

Risk taking capability of a person in the financial market is based on many
factors including demographic factors like age, education, marital status etc. In

(Sakshi Singh,2014) in order to analyze the various investment instruments used by

10



the people of different profiles; (Sakshi Singh) have applied fuzzy data mining
technique to the demographic factors of a human being. After the division into fuzzy
clusters, membership of the person to the clusters is calculated. After the
memberships, the derived memberships are used to find the people those have the
memberships in the similar range. In further processing the FP growth is applied to
find the most recurring patterns. The result was in the form of investment patterns of

similar people.

The banking industry has started realizing the need of the techniques like data
mining which can help them to compete in the market. Leading banks are using Data
Mining (DM) tools for customer segmentation and profitability, credit scoring and
approval, predicting payment default, marketing, detecting fraudulent transactions,
etc. (Moin K. a., 2012) provides an overview of the concept of DM and highlights
the applications of data mining to enhance the performance of some of the core

business processes in banking industry.

People of different profiles have different investment strategies as per the
humanly attributes. (Joo2, 2004),(Veld, 2008)the work in the paper concerns the
analysis of the investment patterns which are affected by the attributes of a person it
carries in the given population. The classification of the population into groups as per
the profile attributes and then analysis of the patterns in investment needs to be done.
For any person, to find the investment patterns of the people in the population, the
association of the person to the group of similar people need to be found out and then

the patterns above a set threshold to be reported.

The Weka workbench is an organized collection of state of the art machine
learning algorithms and data pre-processing tools. The basic way of interacting with
these methods is by invoking them from the command line. However, convenient
interactive graphical user interfaces are provided for data exploration, for setting up
large-scale experiments on distributed computing platforms, and for designing
configurations for streamed data processing. These interfaces constitute an advanced
environment for experimental data mining. Classification is an important data mining
technique with broad applications. It classifies data of various kinds. (Kalmegh,

2015)has been carried out to make a performance evaluation of REP Tree, Simple
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Cart and Random Tree classification algorithm. (Kalmegh, 2015) sets out to make
comparative evaluation of classifiers REP Tree, Simple Cart and Random Tree in the
context of dataset of Indian news to maximize true positive rate and minimize false
positive rate. For processing Weka API were used. The results in the paper on dataset
of Indian news also show that the efficiency and accuracy of Random Tree is the best

one.

Bank direct marketing and business decisions are more important than ever
for preserving the relationship with the best customer. The purpose of (Elsalamony,
January 2014) was to increase the campaign effectiveness by identifying the main
characteristics that affect the success by evaluating and comparing the classification
performance of four different data mining techniques' models; MPLNN, TAN, LR
and C5.0. Classification was done on the bank direct marketing data set to classify
for bank deposit subscription. Experimental results have shown the effectiveness of
models. C5.0 has achieved slightly better performance than MLPNN, LR and TAN.
Importance analysis has shown that attribute "Duration™ in C5.0, LR, and MLPNN
models have achieved the most important attribute; however, the attribute Age is the
only assessed as more important than the other attributes by TAN.

(Chawan, 2013) described different data mining techniques used in financial
data analysis. Financial data analysis is used in many financial institutes for accurate
analysis of consumer data to find defaulter and valid customer. In (Study of Data
Mining Techniques used for Financial Data Analysis)(Chawan,2013) study about
loan default risk analysis, Type of scoring and different data mining techniques like
Bayes classification, Decision Tree, Boosting, Bagging, Random forest algorithm
and other techniques. The system using data mining for loan Default risk analysis
enables the bank to reduce the manual errors involved in the same. Decision trees are
preferred by banks because they are a white box model. The discrimination made by
decision trees is obvious and the people can understand its working easily. This
enables the banks and other financial institutions to provide an account for accepting
or rejecting an applicant. Boosting has already increased the efficiency of decision
trees. The assessment of risk will enable banks to increase profit and can result in

reduction of interest rate.
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In South Africa, almost 50% of the people who take loans cannot afford it.
Previously, lenders were able to make deductions from a borrower’s pay slip but this
practice is no longer allowed. Consequently, lenders are far more vulnerable to
default particularly if these loans were no longer being backed by any form of
meaningful collateral. The aim of (Jonah Mushava, 2018) was to investigate the
predictive power of some classification techniques currently in use with specific
attention to predicting the propensity for a borrower who are 90 days or more in
arrears on an unsecured loan to pay over a fixed window period at least 30% of the
total amount due. Results show that these classification techniques perform best for
predicting payment patterns over a future horizon period between 3 and 12 months. It
is also found that generalized additive models (especially using a generalized
extreme value link function), which have not been extensively explored within the
credit scoring literature, outperformed all the other classifiers considered in this
study. (Jonah Mushava *, 2018).

Table 2.1 literature summary:

Research Area Tasks Techniques Results
paper /book
(Sakshi Financial Analyze the various | Clusters (fuzzy) Investment patterns of the
Singh, market investment instrum- |/And  FP  growth similar people.
2014) ents. (association)
(Moin K. |Leading  [Enhance the perfo- | Customer segmentation Increase performance
a., 2012)  panks. rmance of core bus- | and profitability, credit |of pysiness process
iness processes in scoring and approval,
banking industry. predicting payment
default , marketing,
detecting fraudulent
transactions
(Joo2, Population Analysis of the | Classification and Investment patterns
2004), investment patterns | association techniques
(Veld,
2008)
(Kalmegh, | Indian Comparative Classification techniques |Random Tree is efficient
2015) news evaluation of (REP Tree, Simple Cart jand accurate than
Data set. | classifiers and Random Tree)
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REP Tree, Simple REPTree, and Simple Cart
Cart and Random
Tree
(Elsalamon Bank Increasing the Classification techniques | That most important is
y, January direct campaign effective- | (MPLNN,TAN, LR and attribute  "Duration" in
2014) marketing | eness to classify for | C5.0) C5.0, LR, and MLPNN,
data set bank deposit the attribute Age s
subscription. assessed as more
important than the other
attributes by TAN
(Chawan, Banks Study about loan Scoring Bayes classifica- Enables the bank to
2013) default risk analysis, |tion, Decision Tree, reduce the manual errors
Type of scoring and | Boosting, Bagging and involved. Decision trees
different data mining | Random forest algorithm. | are preferred
technigques
(Jonah South Investigate the Logistic regression, binary | Classification techniques
Mushava *, | Africa’s | predictive power of | generalized extreme value | perform best for
2018) unsecure | classification additive model, Linear predicting payment
d lending | techniques discriminant analysis,
market generalized LDA, Random
forests (RF)
2.4 Summary:

After providing an overview of the exploration of the data and addressing the

previous studies related, it was evident that the majority used the classification

technique as apparent in table 2.1. The steps of prospecting in the data will be

implemented in the next section.
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CHAPTER THREE

Methodology

3.1 Introduction

This chapter contains the main steps of implementation which are used in the

research, figure (3.1) represent the steps used.

Data Collection

!

Data integration

l

Data processing

| -

Used classify techniques Apply SMO reg, linear
(Trees J48) reg, and Simple linear
for time series
Discovering Dj|scovering
Knowledge Kphowledge

Help decision makers to preparethe appropriate
budget for the coming years.

Figure 3.1 MethodologySteps
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The researcher started by collecting data from the Oracle database of the

National Pension and Insurance Fund (Government Sector) which contains

different databases of the employees, adminstrative, departments, pensioners, the

loans and investments.

The data of loans and investment was chosen, the data

was transformed into an excel file format.The data of loans contains 34.879

records, where each row has ten attributes; Pensioners ID, Gender, State ,State

number, State of paid, Date of loan, Amount of loan, Type of loan, Reason,

Reason ID. This attributed data is illustrated in figure 3.2.
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Figure 3.2 loans data after transformation from the Oracle database
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The investments database contains (12.380) record and has 12 attributes;

Pensioners ID, Sector, Gender, State, StatelD, Date of loan, Date of implement

loan ,Amount of loan, Amount of loan with profit, Type of loan, Reason, Reason

ID. Figure 3.3 illustrates part of the data set.
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Figure 3.3 investment data after transformation from Oracle data base

3.2 Data preprocessing:

chapter. The choice of deleting the attribute didn’t help in achieving the research
objectives (Amount of loan with profit) and remove redundancy (Reason, Reason ID,
State,State ID). Nominal data was converted into numeric data in order to conform

with the Weka tool environment. Figure 3.4 demonstrate changing the unit elements

to numbers and figure 3.5 iluustrate the changing of sectors elements to numbers.

Data were preprocessed following the procedures explained in the previous

Figures 3.6, 3.7 display the transformed loans and investments data respectively.
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Figure 3.4 converting unit’s type Figure 3.5 converting sectore’s type
A B C D E F
Pensioners 1D loans Date of loans Type of loans Uit of loan Loans amount Gender
10069471 12/23/2012 0 2 300 0
10069471 1/19/2014 o 2 1000 o
10069471 3/7/2014 0 2 300 0
10069471 3f22f2015 1 2 1500 0
10069471 6/19/2016 1 z 2000 i}
10070201 cfi8/2011 2 250 o
10070201 12/16/2012 0 2 300 0
10070201 af23f2015 1 2 1500 0
] 10070201 aof22/2016 1 z 2000 o
10070201 10/17/2017 1 2 2000 o
10070501 7/21/2015 1 2 1500 0
10071981 8f22f2017 1 2 3000 0
10075271 3242010 o [ 250 o
10075401 afe6/2015 1 2 1500 0
10075401 7/2af2016 1 2 2000 0
10082421 6/7/2014 0 4 1000 0
10082421 2f14/2016 1 . | 2000 v}
10082421 2/16/2017 1 4 2000 0
10084161 2f28f2013 0 460 350 0
10085151 10/17/2016 1 3 2000 0
10085771 7/15/2015 1 2 1500 v}
10085771 afs/2016 1 2 2000 0
10085771 3/10/2017 1 2 2000 0
10087211 3/6/2010 462 250 0
10087211 of14/2011 A62 250 v}
11/11/201> 0 ARP BT84 0

Figure3.6 the loans data after preprocessing

18



Pensioners ID loans Date of loans Type of loans Uitofloan Loansamount Gender

10055571 7/2/2011 1 1 3050 1]
10069471 6/24/2010 20 2 2000 1]
10070201 afs /2012 1 2 4700 1]
10075271 6/21/2010 4 6 2650 1]
10085771 5/30/2013 8 2 3500 1]
10085771 10/8f2010 200 2 3350 0
10086871 8/8/2010 20 2 3350 1]
10086961 af13/2015 1 2 5000 1]
10087211 12/18/2017 60 462 5000 [i]
10087211 1/6/2016 60 462 4000 0
10087211 2/6/2015 8 462 3500 1]
10087211 4f14f2011 1 462 1727 1]
10087851 12122011 1 2 3144 1]
10088931 6/13/2015 10 2 R]R00 1]
10089331 1/12/2016 1 ] 10450 1]
10089491 3/21/2011 4 3 3350 1]
10089541 11/8/2015 8 4 3500 1]
10089711 s5/1/2017 1 2 4000 1]
10090071 of12/2015 a 2 9500 0
10090071 afaf2012 1 2 5000 1]
10090701 12/15/2010 4 1000 3700 1]
10090851 2/a/2012 1 2 4950 [i]
10090871 1/6/2015 3 2 09650 1
10091171 1/5/2015 1 2 9500 1]
100921321 11/10/2012 1 2 2700 1]
10092131 a/2/2010 1 ? 1450 1]

Figure 3.7 the investment data after preprocessing

3.3 Data Integration:

Loans data with investment data were merged, and a new attribute named
loan type (loan or investment) was added. The number of attributes became seven
attributes (Pensioners ID- loans, Date of loans, Type- loans, Unit_loan, Loan Type,
Loans amount, Gender). The total instances equal 47.257 of the merged investment

&loans databases. Figure 3.8 express all attributes in the correct type format.
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Figure 3.8 Merge of investments and loans
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Finally, the data became ready for implementing Weka tools. Filtered data by

replacing all missing values to nominal and numerical attributes in a dataset by the

modes and means of the training data. Figure 39 and table 3.1explain the data in

details.
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-1: Pensioners ID loans 2. Date of loans 2. Type of loans 4: Uit of loan 5. Loan Type 6. Loans amount 7. Gender
Numeric Mominal Numeric Mumeric Nominal Mumeric Numeric
| 1.00694T1ET 242302012 0.0 20 loans 200.0 0.0
2 1.0069471ET 1192014 0.0 20 loans 10000 0.0
2 1.00694T71ET 2/T/2014 0.0 2.0 loans 200.0 0.0
4 1.00694T1ET W22/2015 1.0 2.0 loans 1500.0 0.0
5 1.0069471ET &6/M192018 1.0 2.0 loans 2000.0 0.0
5] T1.007020METY S5MEBM2011 20 loans 250.0 0.0
7 1.0070201ET  12M6/2012 0.0 20 loans 200.0 0.0
a8 A1.00F0Z20MET 4222015 1.0 2.0 loans 1500.0 0.0
=} 1.007020METY 9U22/2016 1.0 20 loans 2000.0 0.0
10 1.007F0201EF 1072017 1.0 2.0 loans 20000 0.0
11 M1.0070501ETY TFI21/2015 1.0 20 loans 1500.0 0.0
12 1.007F1981ET 8SM22/2017 1.0 20 loans 3000.0 0.0
1= 1.00F52T1ET Z/24/2010 0.0 5.0 loans 250.0 0.0
14 1.0075401MET AMBM2015 1.0 20 loans 1500.0 0.0
15 1.0075401ET TFI24/2018 1.0 2.0 loans 2000.0 0.0
16 1.0082421E7T7 G&6/7/2014 0.0 4.0 loans A1000.0 0.0
17 1.0082421ET Z2M4/2016 1.0 40 loans 2000.0 0.0
18 1.0082421E7F 32M&6/2017 1.0 4.0 loans 2000.0 0.0
19 1.0084161ET Z/28/2013 0.0 4600 loans 250.0 0.0
20 1.0085151E7F 1072016 1.0 20 loans 2000.0 0.0
21 1.0085F71ET TMB20158 1.0 2.0 loans 1500.0 0.0
22 1. 00857F7T1ET A/8/M2016 1.0 20 loans 2000.0 0.0
23 1.0085F71ET Z2M1OW2017 1.0 2.0 loans 2000.0 0.0
24 1.0087F211ET 262010 462.0 loans 250.0 0.0
25 1.008F211ET 9M14/2011 462 0 loans 250.0 0.0
26 A1.0087211ET 111 1/2012 0.0 4520 loans 200.0 0.0
27 1.008F211ET G&6/40/2014 .0 462.0 loans 10000 0.0
28 1.0088461E7 2M11/2013 0.0 2.0 loans 500.0 0.0
29 1.0088561ETF Z22/2012 20 loans 200.0 0.0
20 1.0088561ET 12423/2012 0.0 20 loans 200.0 0.0
21 1.008E561ET 472013 2.0 2.0 loans 400.0 0.0
32 1.0088561EF 9M7/2013 1.0 20 loans 2890.0 0.0
33 1.0088561EF7 8M17/2014 0.0 2.0 loans A1000.0 0.0
24 1.0088561EF Z7i2015 1.0 20 loans 1500.0 0.0
35 1.0088561EF 7TM8MR2016 20 20 loans 3600.0 0.0
26 1.0088681ETF 2/29/2012 2.0 loans 200.0 0.0
27 M1.0088681EY 10/3/2015 1.0 2.0 loans 1500.0 0.0
28 1.0088FE1ET 10/2/2010 0.0 2.0 loans 250.0 0.0
Figure 3.9 data with missing value
Table 3.1 noisy data
Name Pensioner | Date of | Type of | Unit of Loan Loan Gender
ID loans | loans loans loan type amount

Type Numeric Nominal Numeric Numeric Nominal | Numeric Numeric

Missing 0 1900(4%) | 1366 (3%) | 8112(17%) | O 1436(3%) | 0(0%)

Distinct 26660 1879 23 677 2 1003 2

Unique 15206 175(0%) 1(0%) 125(0%) 0 469(1%) 0(0%)

(32%)

3.4 Classification Techniques:

Then use Classification techniques to classify the database of the training set

and the values (class labels) in a classifying attribute (Type of loan) and used it in

classifying new data to build the model. Testing by choosing Cross Validation option

(66%)with trees j48, as explained in figure 3.10.And testing by choosing Percentage
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Split options (66%)with trees j48,the Type of loan represents the classifier, as
explained in figure 3.11.

Time taken to build model: (.47 seconds

0.95¢  0.104  0.964 0.558
0.896  0.002  0.9%4 0.89%6
L 08T 00T 08T 0,871

il 611 awloams
1284 11005 | b= dav

Figure 3.10 Testing by Cross-validation Split options -trees j48
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[ Preprocess ICIa.ssifyT Cluster IAssociate I Select atfributes T Visualize 1 Forecast ]

Classifier

| Choase J|J43-C 0.25-M2

Test options

Classifier output

() Use training set === Evaluation on test split == A
i r
(_) Suppliedtest set Set.
Time taken to test model on test split: 0.22 seconds
O Crossvalidation Folos 10
_ — === Jummary ===
() Percentage split % 6
Correctly Classified Inatances 15657 97.4482 %
l Mare options. .
Incorrectly Classified Instances 410 2.5518 %
Kappa statistic 0.8317
Mean absolute error 0.0503
(Nom) Loan Type Root mean squared error 0.1589
- Relative absclute error 13.0297 %
Start Stop Root relative squared error 36.2127 %
Result list (right-click for options) Total Number of Instances 16067
14:18:01 - trees 148 === Detailed Accuracy By Class ===
TP Rate FP Rate Precision Recall F-Measure MCC ROC Rrea ERC Area Cla
0.999 0.096 0.967 0.999 0.983 0.934 0.954 0.969 loa
0.904 0.001 0.998 0.904 0.943 0.934 0.954 0.930 invi
Weighted Awvg. 0.974 0.071 0.975 0.974 0.974 0.934 0.954 0.958
=== Confusion Matrix ===
a b <-- classified as
11872 9] a = loans
401 3785 | b = inv )
|y
S VAL
Status
oK Log W X

Figure 3.11 Testing by using Percentage split options - TreesJ48

3.5 Applying regression

Because the nature of the data contains series dates, the researcher has

generated two new dataset that depends on three attribute (pensioners ID, date of

loans and loan amount) as explained in figure 3.12,s0 new data were created; as

shown in table 3.2.
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F G H 1
Pensioners ID loan Date of loans Loans amount

10069471 12/232/2012 200
10069471 1,/19/2014 1O
10069471 372014 200
10069471 3/22/2015 1500
10069471 6/19/2016 2000
10070201 5/18/2011 250
10070201 12/16/2012 300
10070201 a4/23/2015 1500
10070201 af22/2016 2000
10070201 10/17/2017 3000
10070501 7212015 1500
10071981 asf22/2017 OO0
10075271 3242010 250
100754301 4f6/2015 1500
100754301 7/2af2016 2000
10082421 672014 1O
10082421 2/14/2016 2000
10082421 3/16/2017 2000
10084161 2/28/2013 350
10085151 10/17/2016 2000
10085771 7/15/2015 1500
10085771 a4fa/2016 2000
10085771 3/10/2017 2000
10087211 3/6/2010 250
10087211 aof14/2011 250

T e Ea T ]

e Femm Fmarm

e

Figure 3.12 main attribute to predict number of borrowers and budget

24




Table 3.2 Amount of money, number of borrower over years2007-2017

Years Borrowers Amount of money
2007 - 24330
2008 - 25951
2009 - 27864
2010 1684 2937677
2011 1364 2574792
2012 2198 4489164
2013 2845 5325592
2014 3853 6487326
2°015 10958 31158315
2016 10918 42682559
2017 11807 56304844

Then separate data , one contained number of years 2007-2017 for amount of

money, as explained in figure 3.13.

50000000

56304844

42682559

31158315

30000000 L1

20000000

10000000

4489164 5325592

6487326

24330

2037677 2574792

25951 27864

© 03507

2008 2009 2010 2011 2012 2013 2014 2015 2016 2017

, ® Amount of Money

HYear

Figure 3.13Amount of money over years (2007-2017)
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The other one contained the years from 2010 to 2017forborrowers, as explained in
figure 3.14.

1 W Borrowers
1 8 1 8
M Year
1 2 3 4 5 6 7 8

Figure 3.14Number of borrowers over years (2010-2017)

After that time series forecasting was used by applying the SMO
regression, linear regression and simple linear regression. Time Series forecasting
tools was installed from Package Manager in the tools to forecast the number of
the borrowers’ in 2018-2019, and amount of money which decision maker need

to borrow pensioners in 2018-2019.

Sequential Minimal Optimization (SMO) regression was used to predict the

amount of money for years 2018-2019, as explained in figure 3.15.
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[ Help | QuiputiVisualization
Result list
L Output

14:11:53 - LinearRegression [-F == Future predictions from end of training data ===
14:12:13 - LinearRegression [-F inat# Year Emount of Money
6:49 - SMOreg [-F "Year,Amo 2007 2007 24330
2008 2008 25951
2009 2009 27864
2010 2010 2937677
2011 2011 2574792
2012 2012 4489164
2013 2013 5325592
2014 2014 6487326
2015 2015 31158315
2018 2016 42682559
2017 2017 56304844
2018* 2018.1073 52495089.9779
2019+ 2019.1413 43278774.3232

LS

Figure 3.15 predicting amount of money 2018-2019(SMO regression)

Forecasting the amount of money for years 2018-2019 from years (2007 to
2017) was performed by using linear regression with confidence 95%, as explained

in figure 3.16.

[ Preprocess T Classify T Cluster TAssociate T Select attributes T Visualize TFolecast]
_[ Basic configuration T Advanced configuration ]
Target Selection Parameters
1 1 1 1 Mumber of time units to forecast 2 E
l All J l Mone J l Invert J l Pattern J
Time stamp lYear |']
No. | | Name
Periodici Yearl >
1 ] Year ity y |
2 [] Amount of Money Skip list
Confidence intervals (4]
Level (%) 95 E
Perform evaluation ]
Start Stop Help Output/Visualization
Result list Output
14:11:53 - LinearRegression [-F A
——— Future predictions from end of training data ——= r
insts Year Imount of Money
2007 2007 24330
2008 2008 25951
2009 2009 27864
2010 2010 2937677
2011 2011 2574792
2012 2012 4489164 *
2018* 72561386.2627
2014 2014 6487326
2015 2015 31158315
2016 2016 42682559
2017 2017 56304844
2018+ 2018.0076 T2561386.2627 2019* 94025631.6948
2019% 2019.0175 94025631.6948
RS J o I v
Status
oK [ Log J w x0

Figure 3.16 predicting amount of money using Liner regression
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Forecasting the amount of money for years 2018-2019 was achieved by using

Simple linear regression, as explained in figure 3

[ Preprocess T Classify T Cluster T Associate T Select attributes T Visualize T Forecast l

A7.

J Basic configuration T Advanced configuration ]

Target Selection

~ Parameters

Number of time units to forecast 2 B‘

14:12:13 - LinearRegression [-F

g

14:16:49 - SMOrag [-F “Year Ama in3t tear Rmount of Meney
- " - 2007 2007 24330
SimpleLinearRegres 2008 2008 25951

2009 2009 27864
2010 2010 2937677
2011 2011 2574792
2012 2012 1489164
2013 2013 5325592
2014 2014 6487326
2015 2015 31158315
2016 2016 42682559
2017 2017 56304644
2018% 2018 65607623.2177
2019+% 2019 78767221.309

N T

Status
OK

ture predictions from end of training data ===

| All ] None ] Invert It Pattern | =
Time stamp | Year 'J
Mo, || iRl E, | Periodicity | Yearl v
1 ] Year L y
2 [] Amount of Money Skip list
Confidence intervals ]
Level (%) 95 B‘
Perform evaluation L
Start Stop Help OutputVisualization
Result list [ Outy ]
b - put
14:11:53 - LinearRegression [-F a
-

2018* 65607623.2177

2019* 78767221.309 ]

]

T———

Figure 3.17 predicting amount of money using simple linear regression

Three algorithms of time series functions were used to predict the number of

borrowers for the years 2018-2019 based on data from previous years for the period

(2010-2017) which contains two attribute: years and the number of borrowers.

Firstly, SMO regression matrix algorithm as explained in Figure 3.18 and Figure

3.19.

14:30:19 - LinearRegression [-F

14:34:45 - SMOreqg [-F Year,Borrc

gy ;| | | [

14:34:26 - SimpleLinearRegress Humber cof kernel evaluations:

=== Future predictions

3& (96.425% cached)

from end of training data ===

inst# Year Borrowers
2010 2010 1684
2011 2011 1364
2012 2012 2198
2013 2013 2845
2014 2014 3853
2015 2015 104958
2016 2016 10918
2017 2017 11207
2018#* 2017.9946 20114.5265
2019%* 2018.901 -52828.9824

Figure 3.18 to predict number of borrowers by using SMO regression
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Result list

-Dulput Train future pred.

14:34:45 -

14:30:19 - LinearRegression [-F
14:34:26 - SimpleLinearRegress

SMOreg [-F Year Borrc

Status

Future forecast for: Year,Borrowers [95% conf. intervals]

22,500
20,000
17,500
15,000
12,500
10,000
7,500
5,000
2,500

0
-2,500
-5,000

00 05 10 15 20 25 30 35 40 45 50 &5 60D 85 TO

& Year - Barawers - Year-predicted + Borrowers-predicted|

75

OK

Figure 3.19 forecasting borrowers using SMO regression

]

Secondly, Simple Linear Regression function was used, as explained in figure

3.20 and 3.21respectively.

&

Result list

Start Stop Help JOHmnI!\ﬁsuaIizaﬁon
Output | Train future pred.

14:30:19 - LinearReqression [-F

'y

14:34:26 - SimpleLinearRegrass Predicting 1748.67 if attribute value is missing. i
14:34:45 - SMOreq [-F Year Bom

=== Future predictions from end of training data ===

inst# Year Borrowers

2010 2010 1684

2011 2011 1364

2012 2012 2198

2013 2013 2043

2014 2014 3853 2018* 15572.9

2015 2013 10958

2016 2016 10918 i\

2017 017 10807 2019* 18071.8

2018+ 2018 15972.9

2015+ 2019 1E071.8
T [f

Status S

0K Log w x0

Figure 3.20 Predict numbers of borrowers using simple linear regression
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rResnItIist . Qutput | Train future pred.

14:30:19 - LinearRegression [ Future forecast for: Year,Borrowers [95% conf. intervals]
14:34.26 - SimpleLinearRegresg T
20000 |
14:34:45 - SMOreg [-F Year Borr H i
17500 ! T
15,000 1
L
12,500 .
—
10,000
7500
5000
_—
2500 i a— —— Feaeaes 4
00 05 10 15 20 25 30 35 40 45 S0 55 @0 @85 70 75 80 B85 0D
Tk ] T ‘i- Yaar -# Borrowers -4 Yearpredicted 4+ Burruwers-p[edicted‘

Status S
f ]
0K Log W 10

Figure 3.21 Future forecasting for borrowers using Simple linear regression

Thirdly, Linear Regression, explained was performed as shown in figures
3.22 and figure 3.23.

[ Preprocess T Classify T Cluster T Associate T Select attributes T Visualize T Foreca.st]
J Basic configuration T Advanced configuration ]
Target Selection Parameters
Number of time units to forecast 2 .
L Al /1 None I Invert I Pattern |
Time stamp [Year |'}
Mo || Mame o ——
Periodicity Yearly |=
2 [] Borrowers Skip list
Confidence intervals [E
Level (%) 95
Perform evaluation O
Start Stap Help OutputVisualization
Result list Qutput | Train future pred.
14:30:19 - LinearRegression [-F 0.0128 * Year*3 + A
‘ 67.5478 * Year*Lag Year-1 + r
323153686.0696
=== Future predictions from end of training data ===
inat# Year Borrowers
2010 2010 1624
2011 2011 1364
2012 2012 2198
2013 2013 2843
2014 2014 3853
2015 2015 10958
2016 2016 10918
2017 2017 11807
2018* 2018.0957 15682.1043
2019% 2019.5336 18672.8481
BAS J T [{

Figure 3.22 Predict numbers of borrowers using linear regression
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Resutlist | Output | Train future pred.

14:30:19 - LinearRegression [F Future forecast for: Year,Borrowers [95% conf. intervals]

’ . 22500
14:34:26 - SimpleLinearReqress '
1
14:34:45 - SMQreq [-F Year Borm 20,000 i
. K}
17,500 bl
16,000 !
1
12,500
' )
10,000
7,500
5,000
e
e s e O 4
00 05 10 15 20 25 30 35 40 45 50 A5 A0 65 7O 75 B0 &5 4D
1S T |+ Year -4 Bomowers -+ Yearpredicted 4 Bnrrnwers-predicted|

Status
oK Log WXUF

Figure 3.23 Future forecasting for borrowers using linear regression

The amount of money and number of borrowers for year 2017 is given, but
foreseen, forecasting year 2017to ensure that the previous expected results for

years2018-2019 are correct with high accuracy.

Firstly, predict Amount of Money by using linear regression, with parameters

and confidence interval95%, explained in figure 3.24.
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0% Amount of Money over years go,

m2007 w2008 w2009 w2010 w2011 w2012

0% 0%3%3% 59

45% ' 7%

32%

2013 2014 2015 m 2016

‘ [ Preprocess T Classify T Cluster T Associate T Select attributes T Visualize T Forecast W

_[ Basic configuration T Advanced configuration ]

Target Selection

Parameters

Number of time units to forecast 1 B
i Al 1 None 1 Invert 1 Patten J
Time stamp LYear |']
Periodicity Yearly |*
2 ] Amount of Money Skip list
Confidence intervals &)
Level (%) 95 E
Perform evaluation (]
Start Stop Help | Outeut!
Result list Output
07:38:13 - LinearRegression [-F 0.8819 * Year*Lag Amount of Money -5 + s
-
0 - LingarRegression [-F T08333283222.7468
== Future predictions from end of training data =——
inst# Year Rmount of Money
2007 2007 24330
2008 2008 25951
2009 2009 27864
2010 2010 2937677
2011 2011 2574732
2012 2012 4489184
2013 2013 5325532
2014 2014 6487326
2015 2015 31158315 73595959.0531
2016 2018 42682559
2017+ 2017.0004 73595959.0531
ERS J T =
Status
Log x0
ox -

2017 with parameters and confidence interval 95%, explained in Figure 3.25.

Figure 3.24 Predict amount of money using linear regression

Secondly, by using SMO regression forecast the amount of money in year
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| { Preprocess T Classify T Cluster TAssociate T Select attributes I Visualize TForeca.stw

J Basic configuration | Asvanced configuration |

Target Selection Parameters

l o J l m— J l — J { i J MNumber of time units to forecast 1 B

Time stamp lYear |'J
Periodicity Yearly |»
‘ 2 [¥] Amount of Money Skip list

Confidence intervals

&
Level (%) 95@ |
U

Perform evaluation

Start Stop Help ‘OutputVisualization
Result list m
Output

07:38:13 - LinearRegression [-F Numker of kernel evaluations: 55 (97.914% cached) A
07.38:42 - LinearRegression [-F r
07:42:16 - LinearRegression [-F === Future predictions from end of training data ===
07:43:43 - LinearRegression [-F inat# Year Amount of Money
o ) ; 2007 2007 24330 ‘

07:45:52 - SimpleLinearReqgress 2008 2008 25951
07:48:16 - SimpleLinearRegress 2008 2009 27264
07:49:26 - SMOreg [-F "Year,Ama 2010 2010 2937677
07:54:13 - SMOreg [-F "Year,Amao) 2011 2011 2574792

2012 2012 4459164

2013 2013 5325592

2014 2014 6487326

2015 2015 31158315

2016 2016 426825539 00767035.7395

2017* 2016.9394 90767035.7395

v

ELS T ELS =

Figure 3.25 Predict amount of money using SMO regression

Thirdly, by using simple linear regression to forecasting the amount of money

in year 2017, was explained in figure 3.26.
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— . .
Target Selection Parameters
MNumber of time units to forecast 1 B
l All J l None J l Invert J { Pattern J :
Time stamp | Year \'J
Periodicity Yearly | v|
2 [] Amount of Money Skip list
Confidence intervals ]
Level (%) 95
Perform evaluation O
Start Stop | Help I Qutput/Visualization
Result list Output ]
07:38:13 - LinearRegression [-F Predicting 1118122.8 if attribute value i3 miazing. A
r
(07:38:42 - LinearRegression [-F
07:42:16 - LinearRegression [-F
=== Fut dicti f d of traini datg ===
07'43'43-LinearRegressmn [—F ure predictions Irom €nd o ralning data
inst# Year Rmount of Money
07:45:52 - SimpleLinearRegress 2007 2007 24330
2008 2008 25951
2009 2009 27864
2010 2010 2937677
2011 2011 2574792
2012 2012 4489164
2013 2013 5325592
2014 2014 64873268 0
2015 2015 31158315
2014 2016 42682559
2017* 2017 55883824.4638 55883824.4638
LS g Y [;J
Status S
oK Log w x0
T

Figure 3.26 Predict amount of money using Simple linear regression

Then used classifiers functions for forecasting number of borrowers the data
contain two attribute years & number of borrowers, all these was explained in
coming figures .firstly, forecasting number of borrowers used linear regression, as

explained in figure 3.27 andfigure 3.28.

Resulist Qutput | Train fre pred
7. UU0L gl JT
apEn. . i
(1:36:58 - SMOreq [-F Bormawer 0,264 * Yeartlag Year-L + .
03:21:31- SM0reg [ Year Bom 1.2408 * Yeartlag Year- +
032303 - SimpleLinearRegress -0.0001 * Year*Lag:Bnrmwers—l +
03:23:18 - SimpleLinearReqress 0.0136 * YearLag Borrowers-3 +

032547-SimpleLineaRegress | 57112,

03:2811- SimpleLineaReqress
== Future predictions from end of training data ==

(3:38:56 - LingarRegression [-F

inatd Year Borrowers
03:39:11 - LingarRegression [-F 2010 2010 1684
2011 201l 1384
2012 2012 2198
2013 2013 2845
2014 2014 3853 N
2015 2015 10958
il mE e 2017* 20099.6534

2017 2016.9984 20099.6334

[N —" :

Figure 3.27 Predict number of borrowers for year 2017 using linear regression
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Resuit list

QOutput | Train future pred. ]

08:05:02 - LinearRegression [-F

Future forecast for: Year,Borrowers [95% conf. intervals]

08:05:17 - LinearRegression [-F 20,000 +
08:11:18 - SimpleLinearRegress
) ) 17,500
08:11:52 - SimpleLinearRegress
15,000
12,500
10,000
7.500
5,000
R — . = o A
0.0 0.5 10 15 20 25 30 35 40 45 60 &5 6.0 65 7.0
PN J IS - Year & Borrowers -4 Year-predicted -+ Bormwers-predicted|
Status S
oK Log wxn

Figure 3.28 Future forecasting for borrowers for year 2017(linear regression)

Then using SMO regression explained in figure 3.29 and 3.30 respectively.

St St Help Pumnmﬁsualimﬁon

Result st Output | Train future pred

T TEdUE

0,397

01:36:58 - SMOreg [+ Borower

03:21:31- SMOreq [ Year B
032303 - SimpleLinearReqras
03.2316- SimpleLinearReqres
032547 - SimpleLinearReqres
03.281- SimpleLinearReqres

inatd fear Borrowers
2010 2010 1684
n plish! 1364
012 2012 219
2013 2013 2845
it 2014 3853
015 2015 10958
2018 2018 10918

2007+ 016,981 15893.1047

THULIELIIZTT] (TR LEY DULIUWCIT—Y

lunber of kernel evaluations: 28 (95.477% cached)

== Future predictions from end of training data ===

15893.1047

Figure 3.29 Predict numbers of borrowers using SMO regression
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Resulist Output | Train future pred.

SWOrag [ Bomawer Future forecast for: Year,Borrowers [95% conf. intervals]

T
17500 I
03:2303- ! i
. I [
032316 - SimpleLinearReqresg 15000
(3:25:47 - BimpleLinearRegress
03:28:1-SimpleLineaRegress | 12400
f,l—O
10,000 /
7500 /
5000 /
o
L  — 3 3 3 N i
—m——
000 025 050 075 100 125 160 175 200 225 250 276 300 326 350 376 400 425 450 475 500 £25 540 675 600 625 850 675 700 725
4\ ] Ts ‘i‘fea[ & Bormowers 4 Yearpredicted 4+ Bumwem-memcted|

Figure 3.30 Future forecasting for borrowers using SMO regression

After that used simple linear regression to forecasting the number of
borrowers in year 2017, as explained in figure 3.31and figure 3.32.

r Preprocess T Classify T Cluster TAssociale T Select attributes T Visualize TForecasl -]

Basic configuration T Advanced configuration ]
Target Selection Parameters

l Al J l Pp— J L P— J l P attern J MNMumber of time units to forecast 1 E

Time stamp | ¥Year .7]
Mo Mame |
|| Periodicity | vearly =]
2 ] Borrowers Skip list
Confidence intervals 1
Level (%) a5 @
Perform evaluation —
= Stop Help OutputVisualization
Result list J Output T Train future pred. ]
08:05:02 - LinearRegression [-F 5152.4 * Lag Year—3 — S295879.1 E
08:0517 - LinearRegression [-F -
08:11:18 - SimpleLinearRegress Predicting 1742.67 if attribute wvalue is missing.
08:11:52 - SimpleLinearRegress
Future predictions from end of training data
inst# ¥Year Borrowers
2010 2010 1684
2011 2011 1364
201z 201z 2198
2013 2013 2245
2014 2014 3853 [ W
2o01s 2o01s 10952
2016 2016 10918
2017* 2017 14974.5
= — i

Figure 3.31 Predict number of borrowers using simple linear regression
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Figure 3.32 Future forecasting for borrowers using simple linear regression

3.6 Summary:

The methodology adopted by the researcher was described and followed

step by step in this chapter. A classification model was investigated. Three

regression techniques were tested on the data. The results of the model and the

forecasting will be addresed and discussed in the next chapter.
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CHAPTER FOUR

Results and Discussions

4.1 Introduction:

This chapter includes the results that the researcher reached after following

the steps in the previous chapter and discussion the results.

4. 2 Results of classifying techniques:

Classifying techniques using TreesJ48 (Class for generating a pruned or
unpruned C4), the results showed that the correlation coefficient is high indicating.

Correctly classified instances are equal to 97.4482%, The time taken to test
the model on test split: 0.2 seconds,as explained in figure 4.1on detailed accuracy by
class and confusion matrix.

Also results shown the decision tree explained that the attributes type of loan
and loan amount are the most influential when the loan type is greater than or equal
to 1 and the amount of the loan is greater than or equal to 3500, visualized tree in

figure 4.2.
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Figure 4.1: Results of classify techniques using TreesJ48
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4.3 Results of classifiers function:

There are two results of classifier function one for Amount of Money and other

for borrowers.

4.3.1 Results of classifiers function for amount of money for years
2018-2019:

The results of forecasting Amount of Money for years (2018-2019) was
explained in figure 3.15 by using SMO regression are asfollows:
e  Amount of Money2018 =52495089.9779 SDG
e  Amount of Money2019 =43278774.3232SDG

The results of used linear regression to forecast Amount of money for years
2018-2019 from years (2007 to 2017) as explained in figure 3.16.by using linear

regression with confidence 95%as follows:

e Amount of Money in Year 2018=72561386.2627SDG
e Amount of Money in Year 2019=94025631.6948 SDG

The results of forecasting Amount of Money for years 2018-2019 was

explained in figure 3.17.by using Simple linear regression as follows:

e Amount of Money in Year 2018 =65607623.2177 SDG
e Amount of Money in Year 2019 =78767221.309SDG

4.3.2 Results of classifiers function for borrowers for years 2018-
2019:

The results of used SMO regression classifiers functions to forecast number
of borrowers for years (2018-2019) from years (2010 - 2017) was explained in
Figure 3.18 and Figure 3.19 when the data contain two attribute years & number of

borrowers as follows:

e Year 2018=20114.5265 borrowers.
e Year 2019= -5828.9824 borrowers.
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The results of forecasting number of borrowers for years (2018-2019) as
explained in figure 3.20 and figure 3.21by using Simple Linear Regression as

follows:

e Year 2018 = 15572.9 borrowers.
e Year 2019 = 18071.8 borrowers.

The results of forecasting number of borrowers for a year 2018-2019 as

explained in figures 3.22 and figure 3.23 by using Linear Regression as follows:

e Year 2018 =15682.1043 borrowers.
e Year 2019 = 18672.8481 borrowers.

4.3.3 Predicting results for amount of money for year2017:

The results showed the highest accuracy with few error is when used Simple
Linear regression to expected amount of money for loans comparing with SMO

regression and linear regression.

The result of forecasting Amount of Money for a year 2017( as explained in
figure 3.24)by using linear regression is:
e Year 2017 =7359595.0531SDG

The result of forecasting Amount of Money for a year2017( as explained in

figure 3.25)by using SMO regression as follows:

e Year 2017 = 90767035.7395 SDG
The result of forecasting Amount of Money for a year 2017( as explained in
figure 3.26)by using simple linear regression as follows:
e Year 2017 predict amount of money= 55883824.4638SDG

Amount of Money predicted in years 2017-2018-2019 was explained in this
table.
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Table 4.1 Amount of Money predicted in years2017-2018-2019

Years |Linear Regression SMO Regression  |Simple Linear Regression
2017 7359595.0531 90767035.7395 55883824.4638
2018 72561386.2627 5249089.9779 65607623.2177
2019 94025631.6948 43278774.3232 78767221,309

4.3.4 Predicting results for amount of money for year2017:

The results of used linear Regression (explained in figure 3.27 and figure
3.28) to forecasting the borrowers in the year 2017as follows:

e Borrowers in Year 2017 = 20099.6534 borrowers

The results of used SMO regression explained in figure 3.29 and figure 3.30

to forecasting number borrowers in year 2017is:
e Borrowers in Year 2017 =15893.1047 borrowers

The results of used simple linear regression explained in figure 3.31 and
figure 3.32to forecasting number borrowers in years 2017 is:

e Borrowers in Year 2017= 14974.5 borrowers

* Numbers of borrowers predicted in years2017-2018-2019 were explained in
table.4.2.

Table 4.2 Numbers of borrowers predicted in years2017-2018-2019

Years | Linear regression SMO Regression Simple Linear Regression
2017 20099.6534 15893.1047 14974.5

2018 15682.1043 20114.5265 15572.9

2019 | 18672.8481 -5828.9824 18071.8
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4.4 Comparison of results:
Comparing the expected results with real for the year 2017
4.4.1 Comparing the real amount of money with predicting one :

When comparing the expected results with the amount of money spent for the
year 2017, the closest result of the real and little errors was upon using simple linear

regression

e Real amount of money in 2017 =56304844SDG
e Predictedamount of money in 2017 =55883824.4638 SDG
e Prediction error = 421019.5362
e Predicted amount of money in 2017 by using SMO regression
=90767035.7395 SDG
Prediction error =34462191.7395

Predicted amount of money in 2017 by using linear regression
= 48945248.9469 SDG

4.4.2 Comparing the real number of borrowers with predicting

one:

When comparing the results obtained with the number of real borrowers in
2017 the researcher found that the best way to predict number of the borrowers is
simple linear regression.

° Real number of borrowers in 2017 =11807borrowers

Predicted number of borrowers in2017 by using simple linear
regression=14974.5 borrowers

Prediction error = 3167.5

Predicted number of borrowers in 2017by using SMO regression =
15893.1047 borrowers
Prediction error = 4086.1047
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. Predicted number of borrowers in 2017by using linear regression =
120099.6534 borrowers
e Prediction error = 108292.6534
The observations of this result are low error percentage with simple linear
regression, so, the researcher proposed using simple linear regression to predict

number of borrowers in the coming years.
4.5 Summary:

After implementing many prediction methods, it was evident that Simple
Linear Regression ide yields the best results. It provides the best results to forecast
financial amount in the coming years and number of borrowers as well to help

decision makers to prepare the appropriate budget for the next years.
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CHAPTER FIVE

Conclusions and Future Work

5.1 Conclusions

The nature of pension data and its large size was a challenge to be worked on
and after the integration of investment and loans databases, it was found that the
most appropriate & the best way to build the model is the J48.

The best way to predict the number of borrowers and the budget of
investments and loans is the simple linear regression as it proved its worth with the

least error and it gives more accurate result.

5.2 Future Work

To benefit from the huge data which is stored in the data base, it is

recommended to:

e Develop self-tools for additional exploration of data which is not included in the

existing databases.

e Apply a technique to understand the behavior of the pensioners through

investment applications and loans.

e Deploy a new method for predicting the type of investment required by

pensioners for the coming years.
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ABSTRACT

Data might be one of the most valuable assets of any
corporation but only if it knows how to reveal valuable knowledge
hidden in raw data. Data mining allows extracting precious knowledge

from historical data, and predicting the outcomes of future situations.

A large database of about thousands is stored in an Oracle
database system. It contains the demographical information and more
data about the history of the pensioner financial history at the National
Pension and Social Insurance Fund. Managing loans for regular use or

investment is unpredicted.

The main aim of this research is to predict the numbers of
borrowers and the budget of investment & loans by using classification
and regression techniques. The model was built by using the Trees
function-RJ48 algorithm. Different regression algorithms were used
such as Sequential Minimal Optimization Regression, Linear
Regression, and Simple Linear Regression. Regression results were
compared against the actual money spent for the years 2017-2019 to
predict the number of borrowers and the budget. The simple linear
regression proved to be the most accurate, with the least error ratio.
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