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Abstract

Development of students’ performance is significant in educational environments because
it plays an essential role in making the best quality graduates and post-graduates who will
become great leaders in the future and sources of the workforce for the country. A
recommendation system is an intelligent system that proposes different suggestions to
students, based on the previous actions from other students who faces the same
environment, such as academic performance. One of the major problems today the high rate
of students failure is a worry for many universities. This study proposed recommendation
system to identify weak academic students as soon as possible to help them in a suitable
time, encourage students to study hard when they know that they are at risk and to plan
their workload carefully. The study is applied the hybrid recommendation system that is
one approach for recommendation system. This approach is executed by used each of
clustering algorithms and association rules algorithms on the nature of data which have
been collected from the University of Kordofan, Faculty of Computer Studies and
Statistics. The clustering algorithms results were evaluated regarding to high accuracy for
each cluster and then applied Association rules algorithms in particular. The obtained
results are generated strong rules that appear which courses are effectiveness posative or

nagative on accumulative GPA.
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CHAPTER ONE
INTRODUCTION

1.1 Research background

Education is an essential element for the betterment and progress of a country. It enables
the people of a country civilized and well mannered. Today the important challenge that
higher education faces is reaching a stage to facilitate the universities for having more
efficient, effective and accurate educational processes. To date, higher educational
administrations are placed in a very highly competitive environment and are targeted to get
more competitive advantages over the other competitors. To remain competitiveness
among educational field, these administrations need deep and enough knowledge for a
better assessment, evaluation, planning, and decision-making (Bambrah et al., 2014). The
required knowledge cannot be gained from the tailor-made software used nowadays. Major
problem that the academic institutions are facing worldwide is poor performance of
students in academics. Which causes high attrition rate and resulted in a loss to students,
parents and institutions. Student’s performance prediction can help to reduce attrition rate
as it raises an early alarm for students not performing well and are likely to leave the
institution. In accordance with this institution of thought, though studies have been carried
out at one time or the other showing that various predictors at various time and different
locations contribute to the outcome of students. There exist some evidence of students’
background information that contribute immensely to the early prediction of student
success. Though none of the studies directly shows how family background factors relate to
student performance, it is necessary to construct a model to capture students’ success at the
first-year level. Moreover, most researchers using recommender systems are doing this
only for a particular course however, Giving a good prediction for student academic
performances for a particular course is no guarantee that it will give a good prediction for
another course. Therefore it is necessary to design a recommender that can give a global
prediction at the end of each student session. This recommender system not only helps to
predict the grades of students, it also helps to recommend the courses to the students by

considering their timetable. Educational Recommender systems can use data mining



techniques such as classification techniques, clustering, generation of association rules, to
get recommendation rules from huge amount of data to create their recommendations using
information learned from the academic actions and attributes of learners and learning

system.
1.2 Research problem

Most university students obtain low marks in their courses and sometimes fail in the
examinations which result getting poor GPA. Due to insufficient experiences of the student
to enhance the academic performance and lack of intellectual abilities required for success
in each course. There is a lack of faculty academic guidance that implements modern

approaches to assist the students in promoting their academic performances.
1.3 Objectives

The main objective of this research is to propose an approach based on the recommendation
systems techniques to improve the students’ results through the following points:

- Collecting dataset of the students.

- Preprocessing and analysis the datasets.

- Extracting recommendation rules that informing the students before joint each year

study to know which courses are affecting negatively on their GPA.
1.4 Methodology

The method suggested in this research to improve students’ academic performance is
belongs to the architecture of recommendation systems using Data Mining technique. There
are four main stages in this method, Data collection; preprocessing, clustering based
collaborative filtering, and applying association rules. Data collection is gathering all
information available on students considering factors affect student performance. Pre-
processing data is a necessary step for preparing the dataset before applying clustering
based collaborative filtering. Clustering based collaborative system is the process of
grouping the data into classes or clusters. Then generate association rules based on the

frequent item set.



1.5 Scope of the research

This research is focusing on generating strong rules for recommendation system of dataset
collected at the Department of Information Technology, Faculty of Computer Studies and
Statistics, at the University of KORDOFAN.

1.6 Thesis organization

This research has five chapters organized as follows:

Chapter I contains introduction. Chapter II discusses the literature review and related work.
Chapter III describes the research methodology and the implementation of the techniques
used. Chapter IV presents the results and their discussion. Lastly, Chapter V concluded and

presents the Future work.



CHAPTER TWO

LITERATURE REVIEW

2.1 Introduction

This chapter mainly describes the state of the art articles in analyzing the student
performance using different techniques. Relevant information sources and related
publications are mentioned. The first part presents data mining techniques and especially
that was implemented in the educational section. The second part presents the theory about
recommender systems in order to familiarize the readers with the techniques utilized in the
area. The third part presents the related work which applies recommendation system
approaches in the educational section. The last summary of the literature review is

mentioned in the educational section.
2.2 Data mining

Data mining is a logical process that is used to search through a large amount of data in
order to find useful knowledge. Data mining goal is to find patterns that were previously
unknown. These patterns are further used to make certain decisions for the development of
businesses. Many people treat data mining as a synonym for another popularly used term,
Knowledge Discovery from Data, or KDD. Knowledge discovery as a process is depicted

in Figure 2-1 (Jiawei Han, 2006).
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Figure 2-1: Data mining as a step in the process of knowledge discovery
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Data mining techniques can be classified broadly as predictive and descriptive. Predictive
techniques are Classification, Regression, Time-series Analysis, and Prediction.
Classification is a data mining task that maps the data into predefined groups & classes
(Aher and L.M.R.J., 2012). Classification algorithms are especially focusing on four rule
induction algorithms One R, Zero R, JRIP and PART, and four decision algorithms J48,
Random tree, REP tree and Decision stump (Mobasher, Shawish and Ibrahim, 2017).

The regression using known data formats like linear or logistic and assume the future data
format will fall into the data structure. It then tries to predict the value by applying some
mathematical algorithms on the data set.

With time series analysis, every attribute value determines by the different time interval
(Al-Badarenah and Alsakran, 2016). Prediction is related with time series but not time
bound. It is used to predict value based on past data and current data. Descriptive
techniques are clustering, summarization, association rule algorithm and sequence
discovery. Clustering is finding groups of objects such that the objects in one group are
dissimilarity from another objects group (Al-Badarenah and Alsakran, 2016).
Summarization is associating the sample subset with a small description.

Association rules are used to show the relationship between data items (Aher and L.M.R.J.,
2012). Sequence discovery is finding a sequence of an activity. Such as in a shop, people
may often buy toothpaste after toothbrush. It is all about what sequence user buying the

product and based on the shop owner can arrange the items nearby each other.
2.3 Data mining in an educational section

Educational institutes are gaining popularity from the availabilities of potentialities in
areas of research. Data mining can be used in the educational field to enhance the
understanding of the learning process to focus on identifying, extracting and evaluating
variables related to the learning process of students. Some researchers used data mining in
educational data to improve the learning process and enhance the academic performance of
the students as illustrated the flowing points.

Many classifications techniques were applied to predict the final grade. (Sumitha and
Vinothkumar, 2016), (Al-barrak and Al-razgan, 2016) applied decision tree J48. (Raut,
2017) was used ID3 and decision tree C4.5. (Badr, Din and Elaraby, 2014), (Priya, 2013),
(Badr, Din and Elaraby, 2014) applied classifier decision tree ID3. While (Yadav, 2012)



compared between ID3, decision tree C4.5, and decision tree CART. The outcome of his
results indicated that the C4.5 and ID3 had a better prediction than a CART. ID3 was also
used in (Yadav, 2012) to predict if the student enrolling in the specific course will continue
or not. He compared different types of decision trees; ID3, C4.5 and ADT. The outcome of
their results, the ADT was effective predictive than C4.5 and ID3.

Also, other researchers compared between neural networks and different classifier
algorithms. (Osofisan, Adeyemo and Oluwasusi, 2014) compared between neural networks
and decision tree. Their result indicated that the prediction analysis of neural network was
clearly outperforming decision tree, hence the generated rule from decision tree was more
understandable than in the neural network. (Osmanbegovi¢ and Sulji¢, 2012), (Mueen,
2016) compared between neural networks and Bayesian classifier, decision trees. Naive
Bayes classifier was more accurate in prediction than decision tree and neural network.
(Gadhavi and Patel, 2017) predict the final grade of student's using linear regression. The
model was applied in the prediction of the final grade of student's. They obtained result
from the model would help a student in knowing final grade in a particular subject.
Moreover (Kadambande et al., 2017) applied support vector machine to predict the final
grade of the student, the size of data of 181 records. Their obtained results generated rules
to help both the lower students as well as the topper students.

(R.B, 2013) used k-means cluster and divided the data of the students into three classes.
Firstly; high class which contains 13 students. Secondly; medium class which contains 87
students. Thirdly; Low class which contains 20 students. The obtained result from the
cluster will help the teacher to reduce the drop-out ratio to a significant level and improve

the performance of students.
2.4 Recommendation system

Recommender systems (RS) are a type of information filtering system that gives advice on
products, information, or services that a user may be interested in. RS assist users with the
decision making process when choosing items with multiple alternatives. Recommender
systems are popular due to their e-commerce application purposes. In the e-commerce
world, recommendations are increasing business by providing aid to customers and help
them find what they may be looking for. In addition, it can be used as a tool to predict the

user’s behavior.



There are two basic entities that appear in any recommender system; the user and the item
of interest. The user can be a customer in an e-commerce platform or a book reader looking
for a recommendation for the next book they should read. The users provide their ratings on
items and are used to aid other users with their recommendations. The item is the second
piece of a recommender system. Users give items ratings and the algorithm outputs
recommended items based on new user queries.

The widely utilized recommendation techniques can be divided into four approaches:
Collaborative filtering recommendation, Content-based recommendation, Knowledge-

based recommendation and hybrid systems (Aher and L.M.R.J., 2012).
2.4.1 Collaborative filtering recommendation

Collaborative Filtering is the process of filtering or evaluating items using the opinions of
other people. This filtering is done by using profiles. Collaborative filtering techniques
collect and establish profiles, and determine the relationships among the data according to
similarity models. Collaborative filtering algorithms can be divided into two main
categories Memory based (user-based) and Model-based (item-based) algorithms (Hameed,

2012).
2.4.1.1 Memory based recommendation

In memory-based learning, users are divided into groups based on their interest. When a
new user comes into the system well be determine neighbors of users to make predictions
for him. Memory-based recommendation uses entire or sample of the user-item database to

make predictions (Hameed, 2012).
2.4.1.2 Model-based collaborative filtering

Model-based collaborative filtering is a two-stage process for recommendations. In the first
stage, the model is learned offline. In the second stage, a recommendation is generated for a
new user based on the learned model. Model-based collaborative filtering can be
represented as a Bayesian Belief network collaborative filtering and Simple naive Bayesian
collaborative filtering (Hameed, 2012) .

Bayesian Belief network collaborative filtering is a directed acyclic graph (DAG).

Naive Bayes strategy is used to make predictions for simple Bayesian collaborative

filtering algorithms. In Naive Bayes classifier, we assume the features are independent of a



given class. The probability is calculated by taking all features; the class with the highest
probability will be classified as the predicted class.

In clustering collaborative filtering algorithms, a cluster is a collection of data objects that
have high intraclass similarity and low interclass similarity. The similarity is measured
using Minkowski distance and Pearson correlation for two data object X=(x/, x2, x3......x

n) and Y= (v1, y2, y3.....y n) Minkowski distance is defined as equation (1).

d(X, V)= x, -y, "
=1

Equation (1)

Where 7 is the dimension number of objects and x;, y i are the values of i dimension of
object x and y respectively. Is a positive integer If g=1, then d is called as manhattans

distance If g=2, then d is called as the Euclidian distance (Hameed, 2012).
2.4.2 Content-based recommendation

In content-based recommender systems, a user marks some interesting items and the system
offers the most similar items to the user’s favorite items. These Systems need a lot of
details about items in the database to be able to recommend to the similar users (Pazzani
and Billsus, 2007). Thus content-based filtering is to compare the content consumed items
up to that time. A list of new items that can be potentially recommended to the user to find
items that are already similar (Felfernig et al., 2014).

2.4.3 Knowledge-based recommendation

Knowledge-based recommendation attempts to suggest objects based on logical inferences.
A knowledge-based recommendation when compared to the approaches of collaborative
filtering and content-based filter does not primarily depend on item ratings and textual item
descriptions but on deep knowledge about the offered items (Felfernig et al., 2014).

2.4.4 Hybrid systems

Hybrid recommender systems combine two or more recommendation techniques to gain
better performance with fewer of the drawbacks of any distinct technique (Felfernig et al.,

2014).



2.5 Recommendation system in the educational section

Recommender systems (RS) can be used in different fields including the educational
environment. RS is mainly focused on providing an educational section and tries to
enhance the process of teaching and learning. Nowadays, researchers also try to improve
the learning process and enhance the academic performance of the students as the flowing
points.

(Bydzovska, 2013) used 67 temples on 138 courses from the Faculty of Informatics,
Masaryk University between the years of 2010 and 2013. They proposed recommender
system was conducted to predict the final grade of student's using classification and
regression algorithms. Then were used collaborative filtering to recommender students. The
outcome of their results designed a model for recommending students in the courses
enrolling. They are presented final by green color was presented excellent, very good was

presented by yellow color, good was presented by red color.
2.6 Recommendation with data mining in an educational section

There are some researchers used data mining with the recommendation system in
educational data. To improve the learning process and enhance the academic performance
of the students as the flowing points.

(Kumar and Padmapriya, 2014) applied Fuzzy C-Means clustering to divided data of
students according to their marks. Then were applied C4.5 classifications on clusters data.
The outcome of their results generated rules to recommender students when enrolling in the
specific course is suited or not.

(Vialardi et al., 2009) were applied decision tree c4.5 and collaborative filtering. The
outcome of their results generated rules to recommender students for taking a decision on
their academic program. While (Aher and L.M.R.J., 2012) were applied a combination of
data mining algorithms such as decision Tree in Classification with association rule
algorithm and K-means in clustering with Apriori association rule algorithm. Also, they
have combined the Clustering with Classification algorithm into Association Rule
algorithm and Classification with clustering algorithm into Association Rule algorithm. The

outcome of their results indicated that the clustering combined with classification into



association rule algorithm had a better combination for recommending the courses of
students in E-learning.

(Priya, 2013) were collected data with a size of 2500 student. They are applied classifiers
OneR, ZeroR and random tree to build an intelligent recommender system for predicting
the performance of the students. The outcome of their results indicated that the random tree
was high accuracy comparing to other classifiers OneR and ZeroR.

(Mobasher, Shawish and Ibrahim, 2017) collected data from three major factors
demographic data educationally related attributes and psychological characteristics with a
size of 200 records. There are applied eight classification algorithms especially focusing on
four rule induction algorithms One R, Zero R, JRIP, and PART. Four decision algorithms
J48, Random tree, REP tree and Decision stump. For recommending the students are
improving their academic performance. The outcome of their results indicated that the
classifier REP Tree was better prediction accuracy than other classifiers.

(Thangavel and Learn, 2017) collected data with a size of 2205 tuples for training dataset
and testing dataset had a size of 289 tuples. They are applied Logistic Regression,
Classification classifier, decision tree and Metbagging Classifier and Naive Bayes to
proposed recommendation system was conducted to predict the placement status of the
students. The outcome of their results proved that the decision tree classifier stands out with

0.01 seconds of running time and 84.42% accuracy comparing to another classifier.
2.7 Summary of Literatures

Table 2-1: Summary of Literatures

Author Techniques Details of the | Results
data
reviewed papers of data mining in an educational section
(Osofisan, Adeyemo and | neural network none prediction
Oluwasusi, 2014) decision tree
(Al-barrak and Al-razgan, | decision tree J48 Size of data 236 | prediction
2016) record
(Badr, Din and Elaraby, | decision tree ID3 Size of data | prediction
2014) 1548 record
(El-Halees, 2008) Apriori rules Size of data 151 | prediction
decision tree EM- | record
clustered
(R.B, 2013) k-means cluster Size of data 87 | divided data into
record three class
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(Yadav, 2012) decision tree ID3 Size of data 432 | prediction
decision tree C4.5 record
(Gadhavi and Patel, 2017) linear regression Size of data 181 | prediction
record
(Gamulin, Gamulin and | Neural Networks | Size of data 232 | prediction
Kermek, 2014) Random Forests | record
Support Vector
Machine

K-nearest neighbor

(Sorour et al., 2014) Neural Network | Size of data | divided data into 5
Classifier 1400 record clusters
k-means cluster Rule to prediction
(Yadav, 2012) decision tree ID3, Size of data 90 | prediction
C4.5 and CART record
(Kadambande, Thakur, support vector none prediction
Mohol, & Ingole, 2017) machine
(Raut, 2017) decision tree C4.5 none prediction
(Mueen, 2016) Naive Bayes Size of data 60 | prediction
Neural Network record
Decision Tree
(Sumitha and Vinothkumar, | decision tree J48 Size of data 250 | prediction
2016) for training data
And 50 record
for testing data
reviewed papers of the recommendation system in educational section
(Bydzovska, 2013) classification and | Size of data 67 | recommendation
regression temples on 138
algorithms courses
Recommendation with data mining in an educational section
(Kumar and Padmapriya, | Fuzzy C-Means none recommendation
2014) decision tree C4.5
(Vialardi et al., 2009) decision tree c4.5 Size of data | recommendation
100274 record
(Aher and L.M.R.J., 2012) Classification, Their data | recommendation
K-means clustering | content 13-
Apriori association | course category
rule about 82
subjects
(Priya, 2013) Classifiers  OneR | Size of data | recommendation
and ZeroR 2500 record
(Mobasher, Shawish and | Classifiers J48, | Size of data 200 | recommendation
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Ibrahim, 2017)

Random tree, REP
tree and Decision
stump, One R, Zero
R, JRIP and PART

record

(Thangavel and Learn, 2017)

Logistic Regression
Classification
classifier decision
tree

Metbagging
Classifier Naive
Bayes

Size of data
2205 record for
training data
and 289 for
testing data.

Divided data into
5 class values and
rule for
recommendation

2.8 Summary

The recommendation system is widely used in E-learning systems. E-learning systems used

for recommending such as new books, optional courses and mandatory and learning

objects. In this study reviewed the existing surveys and journal papers about educational

recommendation system, educational data mining as well as recommendation system based

on data mining techniques. Therefore depending on reviewed papers mentioned. This

research adopts methodology according to recommendation system based on data mining

techniques which is explaining broadly in next chapter.
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CHAPTER THREE
METHODOLOGY

3.1 Introduction

This chapter will present the structured methodology used in this research. The
methodology was carried on four phases in order to achieve the objective of this research.
The first phase explains the data preprocessing techniques applied to the dataset under
examination. The second phase reconsiders the algorithm implemented by the researcher
based on recommendation system as discussed in previous chapter. The third phase goes
through the evaluation clusters and last phase implements the association rule algorithm.

Figure 3-1 explains the four steps to implement the mentioned methodology.

/ Preprocessing

Dataset |

1=

K-means clustering

Training

data Evaluation clusters

v

Apriori association

rule algorithm

/ Recommendation /\ StI'Ol'lg rules
[

Recommendation system architecture

Figure 3-1: Architecture of the methodology



3.2 Data preprocessing

The academic data has been collected from the University of KORDOFAN, faculty of
computer studies and statistics. The data contains 1620 records corresponding to students
enrolled through the year’s study 2008 to 2014. The structure of study in faculty has been
distributed into four year study equivalent to eight semesters. Each year study included two
semesters, the number of courses in faculty equals sixty courses affording to all the
semesters. The dataset contains the number of the index, the name of the student, number
of student, courses, and average of courses. Since hidden the name and number of student

due to privacy, figure 3-2 explains the sample of data to one semester marks.

L : J [ I H G F E D C B A
I Sl glaal) 4GS @ yanadl

Lo gial FRRRC WP TN FRPORRLY PSR BRI s

l1As jedad Aad ol 28] ) |
200 3 3 3 3 3 3 2 sadall el

o7l 60 |85 | 65|50 |87 | 73| 52 | 00-BT00 1

| 7L [ 76 | 71| 66| 94 [ 76 | 50 | 00-BT0O 2

gof 58 | 60 [EE |45 |EE | £E | 40 | 00-BT00 3

coll 60 | 67 (57|62 56| 56 [ g¢ | 00-BT0O 4

goll 61 | 78 [ 74| 70 | 75 | 71 | 56 | 00-BT00 5

s6ll 52 | 81 63|67 | 89 | 52 | 55 | 00.BT00 6

sal 30 | 70 | 52| 52| 80 [ 86 G452 00-BT00 7

Figure 3-2: sample from the dataset

Applying data processing techniques before mining will typically improve the overall
quality of the items mined, and/or reduce the required time for the actual mining.
In this study some general tasks of the data preprocessing have to be performed on the
dataset, such as data integration, data cleaning, data reduction, data transformation.
The first task of the data preprocessing is the data integration. In this research merged data
related to the students involved with four files. The first semesters and second semesters to

one file (first year), third semesters of fourth semesters to one file (second year), fifth
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semesters of sixth semesters to one file (third year), seventh semesters of eight semesters to
one file (four years).
The second task of the data preprocessing is handling the missing Data. The problem of
missing data generally arises due to the absence of data in a statement for any variable
during the experiments, or when no information is provided or unavailable for the
variables. In this study, there are two cases of the missing data will be handling. First case;
when the student is absent from one exam as shown in Figure (3-3), which was handled by
using the attribute mean for all samples belonging to the same class as the given tuple. The
second case; when the student is absented of the more than one exam as shown in Figure
(3-4), which was handled by ignoring the tuple (remove tuple).
5 58 52 8 8 50 67 64 85 86 62 § Il Ui (]
5 30 53 4 10 5 67 3 1 7 )| 3 9 60 60
50 64 66 50 8 4 84 64 %0 i ) 7 58 %
i) 37 66 69 0 % 87 59 67 8l 52 7
50 5 5 50 8 3 86 66 It} 83 6l 80 %
It 3 69 It 0 % % ) § It} 7 0 100 %
7 85 %0 I} n §7 n %
% T I 67 9 ) 30 60 %0 65

o
e

Absence of one exam

Figure 3-3: missing data of one course
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50 76 82 60 80 85 76 62 50 % 61 61 62 9% 92
60 46 65 50 40 60 4 51 18 55 13 4 3 60 4
nn 4 4 P 90 8 84 %3 7 60 26 n 5 9 70
86 60 87 65 30 85 86 4] 59 % 60 56 65 83 97

63 M 86 30 70 60 ¢
36 i 53 85 50 i

vy
L

e
e
o
(o

yy yrry
S LR

3% b 62 73 %
&

1 Absence more than one exam |& 30 66 % 8 £ 8
57 0 s1 n 6 0¥ B 10

o

¥y ¥
e -

74 b

o
o
e

o
—

Figure 3-4: missing data of more than one

The third task of the data preprocessing in this study is the attribute Subset Selection. The

feature selection is one of the important and frequently used techniques in data
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preprocessing for data mining. Feature selection is a process of identifying and selecting a
useful subset from original features. In this study will be select two attributes as per names
of courses and course degree, add to these attributes as GPA of students.

The last task in the data preprocessing is the data transformation. the data are transformed
or consolidated into forms appropriate for mining. Data transformations involve many
techniques, in this study use normalization technique. Normalizing the courses marks since
the performance of students is compared by associating the grades with various
percentages. The attribute data are scaled so as to fall within a small specified range, as
represented in the table: 3-1.

Table 3-1: Normalization data by specified range

The range of the point degree Symbol of the point degree Grade
3.19-4.0 A Excellent
2.79-3.18 B Very good
2.39-2.98 C Good
1.99 —2.38 D Pass
0-1.98 F Fail

Figure 3-5 explains the marks normalized to the point degrees with various values. Since
some implementations of K-means only allow numerical values for attributes.

Some techniques, such as association rule mining, can only be performed on categorical
data. This requires performing discretization on numeric or continuous attributes. In this

case, point degrees normalized to a symbol such as A, B, C, D, F as shown in Figure 3-6.

accounting operating]App1l Islam2  Eng2 Arb2 Commun Prol statis calculus operating2 App2 GPA
3.24 2.4 2.12 3.08 2.6 2.44 1.6 2.04 2.08 2.48 2.6 2 pass
3.28 1.52 2.84 2.2 3.48 3 2.6 2.08 2.6 2.12 28 2.32 Good
2.92 3.2 3.68 2.92 212 2.88 2.4 2 2.44 2.12 172 3.28 Good
2.92 2.48 2.2 2.44 2.2 2.92 2.76 2 2.12 2.64 2.6 2.08 pass
3.84 1.44 3.84 3.24 3.16 3.6 3.08 2.08 3.4 2.56 3 3.72 Very good
22 3.04 3.68 22 2.56 2.8 2.56 244 24 24 2.64 3 Good
1.72 2.56 3.48 24 2.24 2.96 2.36 2 2.12 2.2 2.84 2.76 pass
2.24 3.2 3.92 1.44 2.52 1.04 1.8 0.92 1.52 0.72 2.36 3.12 Fail
1.4 3.76 3.4 2.36 2.72 0.84 1.8 0.84 0.84 0.52 1.48 1.6 Fail
1.24 2.52 3.36 2.36 212 2.08 2.04 1.28 1.6 2.16 2.08 2.6 Fail
2.44 3 2.6 2.84 2.28 2,96 2.56 2.8 3.04 2.2 3.2 3.4 Good
2.28 2.4 3 1.84 2.04 2.32 24 1.16 1.56 2.12 2.84 1.8 pass
3.28 2.2 3.44 2.56 2.8 3.08 2.6 2 2.04 2 2.76 2.2 Good
3.28 2.52 3.52 232 2.88 2.92 3.24 2.72 2.36 2.48 3.16 3.32 Very good
3.68 3.6 3.8 2.36 2.96 3.2 2.36 252 3.48 2.72 2.76 3.72 Very good

Figure 3-5: normalize marks to the point degree
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B.mathB.r Compter accountin operating Appl Islam2  Eng2 Arb2 Commun Prol statis calculus  operating App2 GPA

C D A C D ] G c F D D C & D pass

D D A F 8 D A B o D o D B D Good

D B 8 A A B D B o D C D C A Good

D D B C D C D B o D D C C D pass

B B A F A A B A B D A C B A Verygood
B B D B A D C B o c C C C B Good

D C F c A C D B D D D D B C pass

D D D A A F C F F F F F D B Fail

F F F A A D € F F F F F F F Fail

D F F C A D D D D F F D D C Fail

D C & B C B D B o B B D A A Good

D D D C B F D D & F F D B F pass

D C A D A C B B C D D D & D Good

D C A C A D B B A C D C B A Verygood
B B A A A D B A D C A C C A

Verygood

Figure 3-6: normalize the point degree to the symbol

3.3 Clustering based on Collaborative filtering

According to related work for using recommendation system in educational environment,
most researches have proven that the Collaborative filtering technique of recommendation
system was the more efficient technique used in filtering data that support students to
improve their academic performance (Vialardi et al., 2009) and (Schafer et al., 2007) and
(Hameed, 2012).

Clustering is the processes of grouping the data into classes or clusters so that the objects
within a cluster have high similarity in comparison to one another, while are very dissimilar
to objects in other clusters. Dissimilarities are assessed based on the attributes values
describing the objects. Thus clustering is one of the most common methods used for
collaborative filtering algorithms.

K-mean clustering technique is used in this work because of its simplicity and being
suitable to be used with numerical unsupervised data like student courses' grades. The main
idea of the K-mean clustering is to define k centers, one for each cluster. The next step is to
take each point belonging to a given dataset and associate it with the nearest centers. At this
point, need to re-compute k new centers of the clusters resulting from the previous step.

After having these k£ new centers, a new binding has to be done between the same data set
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points and the nearest new centers; a loop has been generated. As a result of this loop, may
notice that the k centers change their location step by step until no more changes are done.

Similarity distance measures are commonly used for computing the objects similarity of the
clusters described by interval scaled variables (Al-Badarenah and Alsakran, 2016). Interval
scale variables are continuous measurements of roughly linear scale. The similarity
between the objects described by interval-scaled variables is typically computed based on
the distance between each pair of the objects. In this study Euclidean distance is used to
calculate similarly items based on clustering collaborative filtering recommender which
that mentioned in chapter two. The below figure 3-7 explains steps of the clustering

Pprocess.

Numbecr of

Cluster K

)

Centroid

v

Distance objected

No move

object group?

To centroid

v

Grouping based on

mining distance

Figure 3-7: steps of the clustering process
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The below figure 3-8 shown the Euclidean distance based on k means cluster which

deployed on weka tool.

-Clusterer

Cluster mode
@) Use training set
) Supplied test set
() Percentage split
_) Classes to dusters evaluatio
(Nom) GPA
[#] Store dusters for visualizatid

SsimpleKkMeans -M 2 -A "weka.core,EuclideanDistance -R first-last” -I S00 -5 10

T
&2 weka.gui.GenericObjectEditor

_ =’

( Ignore 2t

( start ]
Resuit list (rightclick for options)

weka.dusterers. SimpleKMeans
- About

Cluster data using the Kk means algorithm.

Capabili

displayStdDevs [Fdsc

=

]

distanceFunction Choose EuclideanDistance -R first-last

dontReplaceMissingvalues [False

=]

maxIterations |500

numcClusters 2

preservelnstancesOrder [Fdse

seed |10

Figure 3-8: Euclidean distance

The datasets are deployed in Weka tool and then k means clustering algorithms are applied

to the datasets with classes to the cluster. The datasets equivalent to four files that

mentioned in section 3.2 in this chapter. Each file will be deploying separately on other.

The figure 3-9 as explained the result of dataset implemented on one file (first year) using k

means cluster algorithms in Wake tool. In the same way appalling k means on all files.
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Figure 3-9

: Deployed dataset on k mean
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3.4 Evaluation clusters results

For evaluation, clusters results are deployed inside section 3-3. In this chapter the criterion

function E is used to calculate error as explained in equation (3).

E=YY | P-M: |

=1 PecCi

equation (3)

In which, E is a total square error of all the objects in the data cluster, p is given data object,

mi is the mean value of cluster Ci (p and m are both multidimensional). The function of this

criterion is to make the generated cluster be as compacted and independent as possible

(Godara and Yadav, 2013).

Figure 3-10 explained the criterion function E which deployed on the dataset to calculate

the error. The same way applied to calculated the error in all year study.

Clusterer
Choose

Cluster mode
Use training set
Supplied test set
Percentage split % |66
@) Classes to dusters evaluation
[ (vom) GPa ~|
[V Store dusters for visualization

[ Ignore attributes J

( Start ]

Result list (right-dick for options)
|13:07: 13 - SimplekMeans \

13:07: 17 - SimpleKMeans

Incorrectly cluster when

the number of k=2

SimpleKMeans -N 2 -A "weka.core,EuclideanDistance -R first-last” -1 500 -S 10

Clusterer output
Clustered Instances
1] 412 ( 62%)
2 251 ( 38%)

Class attribute: GPA
Classes to Clusters:

0 1 <-- assigned to cluster
47 170 | pass
239 11 | Good
116 0 | Very good
0 70 | Fail
10 0 | excellent

Cluster 0 <-- Good
Cluster 1 <-- pass

m

Incorrectly clustered instances : 254.0 38.3107 §

4 m [ 3

Figure 3-10: results of incorrectly clustered

The accuracy of clustering algorithms calculated the correct instances for each year study.

Table 3-3 explains the several experiments for the first year to determine the best cluster.
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The total of correctly instances is high when the number of clusters equals three comparing
the other numbers of clusters. As the similar way executed on second, three and four years
studies. The results of the best cluster in each year as shows in below tables respectively,
table 3- 4 when the number of clusters equals three, table 3-5 when the number of clusters

equals two and table 3-6 when the number of clusters equals two.

Table 3-3: Evaluation cluster results in the first year

Number of k Total number of Correctly clustered Accuracy
Instances instances

3 663 390 58.82%

4 663 356 53.70%

5 663 387 58.37%

Table 3-4: Evaluation cluster results in the second year

Number of k Total number of Correctly clustered Accuracy
Instances instances

2 424 249 58.72%

3 424 303 71.46%

4 424 265 62.5%

Table 3-5: Evaluation cluster results in the third year

Number of k Total number of Correctly clustered Accuracy
Instances instances

2 249 175 70.28%

3 249 152 61.04%

4 249 119 47.79%
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Table 3-6: Evaluation cluster results in four year

Number of k Total number of Correctly clustered Accuracy
Instances instances

2 146 86 58.90%

3 146 87 59.59%

4 146 83 56.85%

The below figures (3.11 to 3.14) explain the high accuracy of clusters numbers. Figure 3-
11shows the content of three clusters with a size of 663 records. Clearly, the grade of pass
is a high ratio as shown in the cluster (1) comparing the cluster (0) and cluster (2).

Figure 3.12 shows the content of three clusters with a size of 424 records. Obviously, the
grade of pass is a high ratio as shown in the cluster (0) than cluster (1) grade of good and
cluster (2) the grade of fail.

Figure 3.13 shows the content of two clusters with a size of 250 records. Clearly, the grade
of pass is a high ratio as shown in the cluster (1) than cluster (0) grade of good.

Figure 3.11 shows the content of two clusters with a size of 146 records. Obviously, the
grade of good is a high ratio as shown in the cluster (0) than cluster (1) grade of pass.

Each subcluster must be saving individually such as the three clusters in figure 3.11 kept

corresponding to three files.
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Figure 3.11: divided data into three clusters in the first year
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Figure 3.12: divided data into three clusters in the second year.
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Figure 3.13: divided data into two clusters in the three year
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Figure 3.14: divided data into two clusters in the four year

3.5 Recommendations Using Association Rules Mining

Association rules are one of the most popular ways of the representing discovered
knowledge and describe a close correlation between frequent items in a database. An X =
Y type association rule expresses a close correlation between items (attribute-value) in a
database. There are many association rule algorithms such as Apriority algorithm. Apriori
is the first and foremost algorithm in association rule. The algorithm implemented is
especially useful in collaborative recommender systems, in order to produce
recommendations that are increasingly useful and precise.

Most association rule mining algorithms require the user to set at least two thresholds, one
of the minimum support and the other of minimum confidence. The support S of a rule is
defined as the probability that an entry has of satisfying both X and Y. Confidence is
defined as the probability an entry has of satisfying ¥ when it satisfies X.

In this study, will be applied hybrid Recommendation techniques like apriori algorithm on
results of correct clusters there are generated in the previous section (3-4) in this section. In
order to the applying apriori algorithm on the clusters results to be covert the numerical
values to the nominal values. Many experiments are deployed on the apriori algorithm that

considered the results of clusters were generated.
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In the first experiment: on the data of the first year study which is contents three clusters.
The first cluster observed was generated strong rule with (Support 11% and Confidence
100%) as shown in figure (3-15). The second cluster as shown in figure (3-16) also
generated strong rules it is observed with (Support 11% and Confidence 90%). The third
cluster was generated strong rules as appear in figure (3-17) with (Support 1% and
Confidence 100%).

In the second experiment: on the data of the second year study which is contents three
clusters. The first cluster observed was generated strong rule with (Support 0.9% and
Confidence 100%) as shown in figure (3-18). The second cluster as shown in figure (3-19)
also generated strong rules it is observed with (Support 0.9% and Confidence 100%). The
third cluster was generated strong rules as appear in figure (3-20) with (Support 3% and
Confidence 100%).

The third experimented: applied to the data of four years led to generated strong rule
corresponding to two clusters. The first cluster as appears in figure (3-21) with (Support
0.9% and Confidence 100%). The Second cluster with (Support 0.9% and Confidence
100%) as shown in figure (3-22).

The fourth experimented: applied on fourth-year led to extracted strong rules equivalents
two clusters. The first cluster was presented in figure 3-23 with (Support 0.9% and
Confidence 100%). The second cluster was presented in figure 3-24 with (Support 0.9%
and Confidence 100%).

The last experimented: applied on a dataset without using clustering that is appear weak

rules as shown in figure (3-25)
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Figure 3-16: generated strong rules on cluster number (1) in the first year
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23:05:50 - Apriori Minimum metric <confidence>: s 3
23:06: 24 - Apriori Number of cycles performed: 18

Generated sets of large itemsetS:

Size of set of large itemsetrts L({(l1): &4
Size of set of large itemsecrs I.(2) = a77
Size of set of large itemsets L({(3) = &e07
Size of set of large itemsecs L.(4) = 199
Size of set of large itemsetcs L(S): 6

Best rules IfTound:

Figure 3-17: generated strong rules on cluster number (2) in the first year

v

B.math=D operatingl=A Appl=A calculus=D App2=A==> GPA= Good
B.math=D Appl=A Prol=D calculus=D App2=A ==> GPA=Good
B.math=D Eng2=D Commun=C calculus=D App2=A =—> GPA=Good
B.math=D Commun=C Pro1=D calculus=D App2=A==> GPA=Good
B.math=D Arb2=C Commun=C Pro1=D calculus=D ==> GPA=Good
B.math=D Commun=C Pro1=D calculus=D operating2=C==> GPA=Good

[ choose |apriori-m100-TO-C1.0-D0.0S-U1.0-M0.04-5-1.0-A& -1
= Assodator output

Result list (right-dick... Apriorxri
23:09:496 - Apriori —————
23:10:13 - Apriori
23:10:31 - Apriori Minimum support: 0.09 (14 instances)
23:10:50 - Apriori Minimam metric <confidence>:= 1

23:10:55 - Apriori Number of cycles performed: 19

23:10:56 - Apriori
23:10:56 - Apriori
23:10:S7 - Apriori

Generated sets of large itemsets:

Size of set of large itemsets L (1): &2
Size of set of large itemsetrts L{(2):=: S30
Size of set of large itemsets L.{(3) : Z44

Size of set of large itemsetrts L.(4) = 4

Best rmales found:s

Figure 3-18: generated strong rules on cluster number (0) in the second year

Economy=A Algebra=D Discrete.math=D APP.net=D ==> GPA=Good
Pro.Methods 1=D MIS=C DB1=D Algebra=D==> GPA=Good
Pro.Methods 1=D MIS=C DB1=D APP.net=D ==> GPA=Good
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Resuilt list (right-dick. ..
23:55:00 - Apriori
23:55:22 - Apriori
23:55:35 - Apriori
23:55:51 - Apriori
23:56:05 - Apriori
23:56:15 - Apriori

23:56:29 - Apriori

Stop

| Choose lepriori - 100 -TO-C1.0-DO.OS-U1.0-MO.0OF -5 -1.0-8 -C

Minimuam support: 0O.07 {11 instances)
Minimam metric <confidence>: 1
Number of cycles performed: 19

Generated sets of large itemsets:

Size of set of large itemsetrts L.{(1) :
Size of set of large itemsetcts L (2) :
Size of set of large itemsetrts LL.{(3) =
Size of set of large itemsets L.{(4) =
Size Oof set of large itemsets I1.{S) =
Best rules found:

445

€21

157

Figure 3-19: generated strong rules on cluster number (1) in the second year

Pro. Methods 2=D MIS=D Algebra=F APP.net=F==> GPA=pass
Pro.Methods 1=D Pro. Methods 2=D MIS=D APP.net=F==> GPA=pass

Start Stop
~ Result list (right-dick...

23:35:30 - Apriori
23:35:943 - Apriori

Apriori -N 100 -T 0 -C 0.9 -D 0.0S -U 1.0 -M 0.3 -S -1.0 -& - -1

Generated sets of large itemsecrs:

Minimum supportc: 0o.3 {23 inscances)
Minimam metric <confidence>: 0.9
Number of cyvcles performed:s 14

Size of set of large itemsets L.(1) =
Size of set of large itemsets L.(2) =
Size of set of large itemsets L (3) =
Size of set of large itemsetrts 1I.(4) =
Size of set of lJarge itemsets ILI.(S) =
Best rmles found:

Figure 3-20: generated strong rules on cluster number (2) in the second year

Pro.Methods 1=F Math2=F DB1=F Algcbra=F APP.net=F==> GPA=Fail
Math2=F DBI1=F Algebra=F Discrete.math=F APP.net=F==> GPA=Fail
Pro.Methods 1=F Math2=F DB1=F Algebra=F Discrete.math=F==> GPA=Fail
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A
|

Start Stop

-Result list Gight-dick. ..
23:37:95 - Apriori
23:38:29 - Apriori
23:38:96 - Apriori

23:38:59 — Apriori

[

Apriori ™ 100 -TO < 1.0 -D0.0S U 1.0 M 0.09 -S -1.0 < -1

MiIinimuam sSsupports:s .09 = insctcances)
Minimam metric <confidence>: =
Number of cycles performed: 19

Generated Ssects of large iTtemsSeTs:

Size

Size

Siz=ze

Size

Size

BestT

of set of Jarge itemsets I (1) = S7

of set of large itemsers L.{(2) = sos

orf sSsetTt orf iTLarge iTtemseTrTs (3> = 391

of =SsSet of large itemsetcts I.{4) = T2

of sSset of larxrge itemserts L{IS): 2

rules found:

Figure 3-21: generated strong rules on cluster number (0) in the third year

T.internet 1=C HCI=D manage=C AI=D T.internet 2=D ==> GPA=Good
T.internet 1=C manage=C AI=D Media=C T.internet 2=D ==> GPA=Good

—

23:55:00 - Apriori
23:55:22 - Apriori
23:55:35 - Apriori
23:55:51 - Apriori
23:56:05 - Apriori
23:56:15 - Apriori

23:56:29 - Apriori

'Apriori -MN 100 -T 0 -C 1.0 -D 0.05 -U 1.0 -M 0.07 -5 -1.0 -4 -c -1

[ Assodator output

— Result list (right-dick...

e S = o= o

Minimim support: 0.07 (11 instances)
Minimuam metric <confidence>: 1
Number of cycles performed: 19

Generated sets of large itemsets:

Size

Size

Size

Size

Size

Best

of set of large itemsetrts L{(l1): €6
of set of large itemsetrts L({(2): 445
of set of large itemsets L{(3): 621

of set of large itemsets L{4): 157

"
N

of set of large itemsets L({S5S)

rules found:

Figure 3-22: generated strong rules on cluster number (1) in the third year

HCI=D OS=D Media=D OOP2=D Engineering 1=D ==> GPA=pass
HCI=D OS=D Media=D T.internet 2=F Engineering 1=D ==> GPA=pass
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| Choose iapriori -NSOO -T O < 0.9 DO.OS U 1.0-MO.OF -5 -1.0 —< -1

Assocdator output

Aprioxi
Result ist Gight—click . - . A et it il

23:59:01 - Apriori

Star bt Stop

23:5S9:17 — Apr'or' Minirmuam sSsupporrt: 0.09 (9 insctcances)
23:59:32-Apror| Minimuam metric <confidence>: 3

Numke of cyvycles performed:s 19
23:59: 59 - Apriori
OO0 :00: 13 - Apriori
00:00: 15 - Apriori
00:00:25S - Apriori

Generated sets of large itTtemseTrs=s:

00:00: 28 - Apriori Size of set of large itemsets L(1L): 74
00:00:32 - Apriori
00:00:55 - Apriori Size of sSsec of largse iTtemsetcs I.{(2) = 470
00:01: 10 - Apriori
00:01:22 - Apriori Size of setv of large idvemsetcs IL.(3) = sS520
00:01:56 - Apriori
Size of Ssec of lLarge ittemsets L.(4) = = By
Size of set of large Ftemsetts I.{S) = S

Best rmales TTound:s

Figure 3-23: generated strong rules on cluster number (0) in four year

M.Network 1=C Engineering 2=D E commerce=C M.Network 2=D crypto 2=C==> GPA=Good
M.Network 1=C Engineering 2=D M.Network 2=D crypto 2=C visual=C==> GPA=Good
M.Network 1=C Engineering 2=D M.Network 2=D visual=C A.DB=C==> GPA=Good
M.Network 1=C E commerce=C M.Network 2=D crypto 2=C Media 2=D==> GPA=Good
M.Network 1=C E commerce=C M.Network 2=D visual=C Media 2=D==> GPA=Good
M.Network 1=C M.Network 2=D crypto 2=C visual=C Media 2=D ==> GPA=Good

Apriori -N 600 -TO -C 0.9 -D 0.0S -1J 1.0 M 0.07 -S -1.0 —c -1
—— [ Assogator output

Result list Gight-dicdk. .. e
23:59:01 - Apriori
23:59:17 - Apriori

= : Minimuam supportT:s o_0S (® dnscances)
e e orl Minimuom metric <confidence>: =
23= =38 — Apriori
d Number of cycles performed: = B

23:59:59 - Apriori
00:00: 13 - Apriori
00:00: 16 - Apriori
00:00:25 - Apriori

Generated sets of lJarge itemsetts:

00:00:28 - Apriori Size of set of large itemsetts L.L1) = T4
00:00:92 - Apriori
00:00:SS - Apriori Size of setvt of large itemsetts IL.(2) = 470
OO0:01:-10 - Apriori
00:01:22 - Apriori Size ©of set ©of large itemsetts L((3) = S20
00:01:56 - Apriori
Size of set of large itemsets L(4): 137
Size of set of large itemsects L(S): ©

Best rules found:

Figure 3-24: generated strong rules on cluster number (1) in four yea

M.Network 1=D Engineering 2=D E commerce=B crpto 1=D M.Internet=D==> GPA=pass
M.Network 1=D Engineering 2=D crpto 1=D M.Internet=D ethical=C==> GPA=pass
M.Network 1=D Engineering 2=D crpto 1=D crypto 2=D ethical=C==> GPA=pass

M. Network 1=D simulation=D E commerce=B crpto 1=D crypnto 2=D==> GPA=pass
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Assodiator

%}:lmose Apriori -l 1000 -TO-C 1.0-D0.0S -UJ1.0-MO0.1 -5 -1.0 -c -1
Start Stop Assodator output
Result list (right—dick... Apriori

1731 - —_——— ===

00: 17:543 - Apriori

|{O0: 18:06 - Apriori Minimum support: 0.1S5S (19 instances)
l00:18:31 - Apriori Minimam metric <confidence>: 0.9

|00O: 18:30 - Apriori Number of cycles performed: 27
|00:18:51 - Apriori

|00: 19:09 - Apriori Generated sets of large itemsets:

Size of set of large itemsecrts L.(1) =
Size of set of large itemsecrs L (2):
Size of set of large itemsects L {(3) :

Best rmales Ffound:=:

Figure 3-25: generated strong rules on a dataset without clustering

|

Arbic 1=D Eng3=D ==> Cumulative GPA=pass

S.Sudanese=D Commun=D M.Network 2=D==> Cumulative GPA=pass
B.math=D Pro. Methods 2=D APP.net=F ==> Cumulative GPA=pass
calculus=D Eng3=D Analysis 2=D==> Cumulative GPA=pass

Eng3=D APP.net=F Analysis 2=D ==> Cumulative GPA=pass

Eng3=D APP.net=F T.internet 2=F==> Cumulative GPA=pass

Eng3=D Analysis 2=D T.internet 2=F==> Cumulative GPA=pass
MIS=D Algebra=F M.Internet=D ==> Cumulative GP

B.math=D APP.net=F T.internet 2=F==> Cumulative GPA=pass
Islam2=D calculus=D Eng3=D ==> Cumulative GPA=pass
S.Sudanese=D Analysis 2=D==> Cumulative GPA=pass
OP.Research=D ethical=C==> Cumulative GPA=pass

S.Sudanese=D T.internet 2=F M.Network 2=D ==> Cumulative GPA=pass
B.math=D operatingl=A APP.net=F ==> Cumulative GPA=pass
B.math=D operating2=C APP.net=F ==> Cumulative GPA=pass
B.math=D APP.net=F Engineering 2=D ==> Cumulative GPA=pass
Islam2=D Electricity=D Media 2=D ==> Cumulative GPA=pass
calculus=D Eng3=D OS=D 16 ==> Cumulative GPA=pass
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3.6 Summary

The purpose of this Chapter is to present and discuss the approach and methods of the
research. Hence, it covers the methodological aspects that have guided the present work. It
starts with an introduction, which gives an overview of the methodology of work then data
description and preprocessing approach. Several learning algorithms used this research are
described, which are mainly used to determine the performance of the proposed
methodology. Finally, the methodology used for evaluation of the research process and

results are presented and discuss in the next chapter.
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4.1 Introductions
This chapter discussed the results of the experiment have been implemented in chapter
three. The results were carried on three phases first; explain the results of k-means clusters

have been applied in chapter three. Second, intersection the strong rules were generated in

CHAPTER FOUR

DISCUSSION OF RESULTS

chapter three. Third, discuss the recommendation results.

4.2. Experiments the k-means clusters based on similarity of collaborative filtering

At this point, the results have been implemented in chapters three, as shown in figures (4-1
to 4-2). Figure, 4-1 observed most students in the first year have been weak results as the
cluster number one. In figure 4-2, most students in the second year have been weak results
as the cluster number two. In figure 4-3, student in the third year has been weak results as

the cluster number one. In figure 4-4, observed the most student in four years has been

weak results as the cluster number one.
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Figure 4-1: divided data into three clusters in the first year
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Figure 4-2: divided data into three clusters in the second year
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Figure 4-2: divided data into two clusters in the third year
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Figure 4-2: divided data two clusters in four year
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4.3. results and knowledge

In this point intersection is used on the strong rules were generated in chapter three. The
resulsts of intersection used to recommender students for improving their academic

performance for each year study.
4.3.1 Intersection rules in the first year
Rules of cluster number (0) in first year

Islam1=A S.Sudanese=A calculus=C App2=A==> GPA=Very good
Islam1=A Commun=C calculus=C App2=A ==> GPA=Very good
Arbic 1=A B.math=D calculus=C App2=A==>GPA=Very good

Arbic 1=A Compter=B calculus=C App2=A==> GPA=Very good
Arbic 1=A Appl=A calculus=C App2=A==> GPA=Very good
S.Sudanese=A Compter=A calculus=C App2=A==> GPA=Very good
S.Sudanese=A Commun=C calculus=C App2=A==> GPA=Very good
S.Sudanese=A calculus=C operating2=A App2=A==> GPA=Very good
B.math=C operatingl=A calculus=C App2=A==> GPA=Very good
Accounting =B Commun=C calculus=C App2=A==> GPA=Very good
operatingl=A Appl=A Eng2=C calculus=C==> GPA=Very good
operating1=A statis=C calculus=C App2=A==> GPA=Very good
operatingl=A calculus=C operating2=A App2=A==>GPA=Very good
Appl=A Eng2=C calculus=C App2=A==> GPA=Very good

Appl=A calculus=C operating2=A A£i2=A==> GPA=Very good

calculus =C and App2=A
Rules of cluster number (1) in first year
B.math=D operatingl=A Appl=A calculus=D App2=A==> GPA= Good
B.math=D Appl=A Prol1=D calculus=D App2=A ==> GPA=Good
B.math=D Eng2=D Commun=C calculus=D App2=A ==> GPA=Good
B.math=D Commun=C Pro1=D calculus=D App2=A==> GPA=Good

<

calculus=D and App2=A
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Rules of cluster number (2) in first year

B.math=F Computer=F Prol=F statis=F calculus=F==> GPA=Fail
B.math=F Computer=F accounting=F Prol1=F calculus=F==> GPA=Fail
B.math=F Computer=F accounting=F statis=F calculus=F==> GPA=Fail

\Y

B.math=F and Computer=F and calculus=F

v" The above output clearly indicates that the performance of students having computer
application Il has significantly improved in Calculus. The grades of very good
students from computer application II =A and Calculus=C. While in the case of
students with non-computer application Il =A and Calculus= f the grades are reverse.

v' The grades of Good the students have been degraded in Calculus from C to D. It
clearly indicates that the students are fronting difficulty in Calculus.

v" The grades of fail the students have been degraded in Calculus from D to F with
basic mathematics I and introduction of computer science the situation is a failure.
It clearly indicates that the students are fronting falling in grades.

4.3.2 Intersection rules in the second year
Rules of cluster number (0) in second year
Pro.Methods 1=D MIS=C DB1=D Algebra=D==> GPA=Good
Pro.Methods 1=D MIS=C DB1=D APP.net=D==> GPA=Good
Pro.Methods 1=D and MIS=C and C DB1=D
Rules of cluster number (1) in second year
Pro.Methods 2=D MIS=D Algebra=F APP.net=F==> GPA=pass

Pro.Methods 1=D Pro. Methods 2=D MIS=D APP.net=F==> GPA=pass

Pro.Methods 2=D and MIS=D and APP.net=F
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Rules of cluster number (2) in second year
Pro.Methods 1=F Math2=F DBI1=F Algebra=F APP.net=F=—=> GPA=Fail
Math2=F DB1=F Algebra=F Discrete.math=F APP.net=F==> GPA=Fail
Pro.Methods 1=F Math2=F DB1=F Algebra=F Discrete.math=F==> GPA=Fail

<

Math2=F and Algebra=F and DB1=F

v" The above output obviously indicates that the performance of students having the
grades of good. Whether in this case the students have improved from
programming methods I =D and management of information systems =C and
database I=D.

v The grades of pass the students have been degraded in the management of
information systems to D and fail in principles of using the internet. It clearly
indicates that the students are meeting difficulty in these courses.

v' The grades of fail the students have been a failure in basic mathematics II basic
mathematics II= F with basic mathematics [=F and Algebra Geometry=F the
situation is a failure. It clearly indicates that the students are fronting falling in
grades.

4.3.3 Intersection rules in the third year

Rules of cluster number (0) in third year
T.internet 1=C HCI=D manage=C AI=D T.internet=D=—=> GPA=Good
T.internet 1=C manage=C AI=D Media=C T.internet=D==> GPA=Good

A4

T.internet 1=C and manage=C and T.internet=D

Rules of cluster number (1) in third year
HCI=D OS=D Media=D OOP2=D Engineering 1=D==> GPA=pass
HCI=D OS=D Media=D T.internet 2=F Engineering 1=D==> GPA=pass

N5

HCI=D and OS=D and Media=D and Engineering 1=D
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v" The above outcomes clearly indicate that the performance of students having the
grades of good. Whether in this case the students have improved internet
technologies I =C and fundamentals of management =C. While may increase the
grades when improved the internet technologies II.

v The grades of pass the students have been degraded in the human and computer
interaction, operating system, multimedia systems, software engineering I systems

to D. It clearly indicates that the students are meeting difficulty in these courses.
4.3.4 Intersection rules in four year

Rules of cluster number (0) in four year

M.Network 1=C Engineering 2=D E commerce=C M.Network 2=D crypto 2=C==> GPA=Good
M.Network 1=C Engineering 2=D M.Network 2=D crypto 2=C visual=C==> GPA=Good
M.Network 1=C Engineering 2=D M.Network 2=D visual=C A.DB=C==> GPA=Good
M.Network 1=C E commerce=C M.Network 2=D crypto 2=C Media 2=D==> GPA=Good
M.Network 1=C E commerce=C M.Network 2=D visual=C Media 2=D==> GPA=Good
M.Network 1=C M.Network 2=D crypto 2=C visual=C Media 2=D =—> GPA=Good

M. Network 1=C and M.Network 2=D

Rules of cluster number (1) in four year

M.Network 1=D Engineering 2=D E commerce=B crpto 1=D M.Internet=D==> GPA=pass
M.Network 1=D Engineering 2=D crpto 1=D M.Internet=D ethical=-C==> GPA=pass
M.Network 1=D Engineering 2=D crpto 1=D crypto 2=D ethical=C==> GPA=pass
M.Network 1=D simulation=D E commerce=B crpto 1=D crypto 2=D=—=> GPA=pass

M.Network 1=D and crypto 1=D

v" The above output clearly indicates that the performance of students having the
grades of good. Whether in this case the students have improved networks
management I =C. While maybe increase the grades when improved the networks
management II. It clearly indicates that the students are meeting difficulty in

networks management courses.
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v' The grades of pass the students have been degraded in the cryptography and
information, networks management I to D. It clearly indicates that the students are

meeting difficulty in these courses.

4.3.5 Intersection rules without using hybrid recommendation techniques

B.math=D Pro. Methods 2=D APP.net=F==> Cumulative GPA=pass
B.math=D APP.net=F T.internet 2=F==> Cumulative GPA=pass
B.math=D operatingl=A APP.net=F==> Cumulative GPA=pass
B.math=D operating2=C APP.net=F==> Cumulative GPA=pass
B.math=D APP.net=F Engineering 2=D==> Cumulative GPA=pass
B.math=D operating2=C APP.net=F==> Cumulative GPA=pass
Arbic 1=D MIS=D APP.net=F==> Cumulative GPA=pass
Commun=D Electricity=D APP.net=F==> Cumulative GPA=pass
Commun=D APP.net=F M.Network 2=D==> Cumulative GPA=pass
Eng3=D APP.net=F Analysis 2=D==> Cumulative GPA=pass
Eng3=D APP.net=F T.internet 2=F==> Cumulative GPA=pass

APP.net=F

v" The above output clearly indicates that the performance of students having the
Cumulative grades of pass. Whether in this case the students have weakness
principles of using internet =F. In order to improve the performance of students
from principles of using internet, some introductory courses need to be conducted at

initial level or some courses can be taken.
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Table 4-5: summary of intersection rule

Recommendation based on hybrid recommendation techniques

Results of intersection rules

Recommendation

Course name | symbol

GPA

First year

computer application II

Calculus

V.good

effectiveness positive

computer application II

Calculus

Good

effectiveness positive

basic mathematics |

introduction of computer science

slisslissliwib Yol

Calculus

Fail

effectiveness negative

Second year

programming methods |

ollw)

management of information
systems

database |

Good

effectiveness positive

programming methods II

wliviiw)

management of information
systems

principles of using internet F

Pass

effectiveness negative

basic mathematics 11

| ™

Algebra Geometry

Database 1

o]

Fail

effectiveness negative

Third year

internet technologies |

fundamentals of management

internet technologies 11

Good

effectiveness positive

human and computer interaction

operating system

multimedia systems

wilvliviiviiviielie!

software engineering [

Pass

effectiveness negative

Four year

networks management [

networks management 11

Good

effectiveness positive

cryptography and information

wllvlivile!

networks management [

Pass

effectiveness negative

Recommendation without using hybrid recommendation techniques

principles of using internet | F

Pass

| effectiveness negative
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4.4 discussion of recommending a student to improve their performance

According to the results of strong rules was obtained in this study to be recommended for

new students join in year study. The students must consider these recommendations to

improve their academic performance as the flowing points.

In the first year: the students when they enrolled in the first year study. To be
conceding the courses of Calculus, the introduction of computer science, basic
mathematics I lead to decrease the grade or failure.

In the second year: the students before they join in the second year of study. Must
be considering the courses of management of information systems, principles of
using internet I lead to decrease the grade.

In third year: the students before they join in the third year study. Must be
considering the courses of human and computer interaction, operating system,
multimedia systems, software engineering I lead to reduction the grade.

In the fourth year: the students before they join in the third year study. Must be
considering the courses in cryptography and information, networks management I

lead to reducing the grade.

4.5 Summary

This Chapter present and discuss the results was implemented in chapter three. Hence, it

covers the results and knowledge that have guided to students. It starts with a results of

clusters, which gives an overview of the ratio of student’s performance then. Several

intersection rules are interpreted, which are mainly used to determine the decrease grades in

a specific year and present the of rules intersection. Finally, present the recommendation

results which are help students to improve their performance.
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CHAPTER FIVE

CONCLUSION AND RECOMMENDATION

5.1 Conclusion

The study applied on real data as faculty of computer studies and statistics, department of
information technologies, university of KORDOFAN. Some preprocessing phases are
applied on data such as handle missing data, data transformation and attribute selected.
Then applied hybrid recommendation techniques which are clustering based on
collaborative filtering algorithm and Association rules algorithms to achieve the objective
of study, thus applied Association rules algorithms on each cluster, of which leads to
generated strong rules in each year study. The intersection is applied on strong rules which
help for recommending students to care which courses are positive and negative
effectiveness on GPA. The study also applied Association rules algorithms without using
hybrid recommendation techniques. The experiments showed that the applied hybrid

recommendation techniques are better.
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5.2 Recommendation and future work
After the completion of this study, recommend the following points to enhance the
educational section and to make it more beneficial and more powerful:
- Extend the work on all departments of the college of computer studies and statistics.
- Activate the optional courses to be selected online in a faculty of computer studies
and statistics using collaborative filtering recommender system.
- Using data merging tools of the data warehouse to integrated academic data of

student for all year’s studies.
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