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ABSTRACT
Plagiarism has become an infamous problem in the global academic community. Detection of
plagiarism in Arabic documents is particularly a challenging task due to the complexity of the
structure of the language. This dissertation provides a model and framework for detection of
plagiarism in Arabic documents, which is based on a logical representation of a document as
paragraphs, sentences, and words. The main purpose of this research is to develop and
implement the Arabic Documents Plagiarism Detection Model “ADPDM” which is based on
the model that is capable in detection of plagiarism in Arabic documents and search mechanism
for the similar candidate documents within the corpus collection. Through developing pre-
processing method including stop word removal, stemming and rooting. The implementation is
constructe around a content-based method consisting mainly in fingerprinting the texts
according to Arabic language specificity and comparing their logical representations by using
Heuristic algorithms. We have introduced a plagiarism detection tool for Arabic language by
using the Brian Kernighan and Dennis Ritchie (BKDR) hash function for chunk (3-gram)
hashing. The second goal of the logical document representation is to save computation time by
avoiding unnecessary comparisons. For that reason, we have defined a heuristic algorithm for
each level in the tree: document level, paragraph level, and sentence level. We measure it using
the Longest Common Substring (LCS) metric. The ADPDM system for detecting plagiarism in
electronic resources for Arabic documents were tested and evaluated using a set of the corpora
used in this study. It has 100 documents, 90% of the documents were collected from
AraPlagDet (Arabic Plagiarism Detection) web-site divided in three categories datasetl (Small)
, Dataset2 (medium) and dataset3 (Large) , and 10% of the documents were collected from the
Decision Support System (DSS) document. The original documents has builded randomly
replces and were constructed with different degrees of plagiarism Named dataset4. In this study,
preliminary experiments were conudacted using our tool ADPDM and WCopyFind. The result
shows that percentages of datesetl is 14% plagiarize detection during 501 second where
WCopyFind is detected 0% in 135 second, in dataset2 shows 8% in 1374 second where
WCopyFind is detected 0% in 475 second. As well as dataset3, shows 18% in 1430 second
where WCopyFind is detected 6.33% in 271 second, while dataset4 is detected 94% in1682.79
second where WCopyFind find out 81.44% in 357 second. The main conclusion that ADPDM
is the best result handled plagiarism detection while it is weak in the time taken and
WCopyFind it is weak to handled plagiarism detection while it best in the time taken. Filnaly,
the experimental results shows perfect performance of ADPDM as it achieved a Recall value

represents 0.780351, with Precision of 0.994264 and F- Measure 0.865688.

v



1350l

U
Gl 3 i) i amy allad) canlSY) pdind) G randl Xan A JaTY) ol
oo sl [l adsad ALl 038 aad ARl Ak el s 2030 s dege Ayl
¢ deall ¢l e atdl i Jia Y atey Jped) claied) 3 Jlaay)
" yed) B3l Jasi¥) e CalSH #3ses 2y poki g Canll 138 (e ]l Cangll L LS
o Gl Al Aupal) Gl A i) i€ e sl zigall o adieg (g5 el 5 o 2
Ay L Aalleall 8 Lo Byl ok DA e - lily Ao gene Jals AlLeall dadiyal) 3550
O Ll 05855 grinall o st daph o ddnl L Jaalilly Lol ¢ san gl LIS Al))
Gleyld ahaiuly gahidl lelia 45)key dupll A2l duapad s jasall Glaa
Aoty Aaped Gl 8 Jaa¥) e okl Bl s AL Jaml] g il AV sy
Cangd) . Gl Ay 1adiuly (o peaill oy adgl Lgole aqian 255l " 5 @ O Ajan Aadag
Ay pall e Gladl iad Gyl oo Gluall cdy jé 0 gl ati) Jia g SG)
Byll (S5ina g Aiuall (Sgiuna 1Byl A (Sgie JSI VY] Aae) led ety add ¢ ) 13gd
Ao g Y1 jabadll & Ja) e RdSH el o 0 1" sl aaiy Lia) 25 LAdeadl (Sgiuag
o gsind Ll Cus ¢ bl sl 8 ULl aalae e Ao sena pladiuly Gl 360
D ) Lasda (Al Jlams) CadS) cusll aBse o claficall (pe £30 mea & ¢ Af5)
e adg ¢ (UaS) Yl de ganay (asia) Yolily Ao gaaa 5 (Bpa) Y bl Ao gaaa (i
Lilsde J1aiu) Aand sy o) clativa) oLl 23 ¢ el acd Al Zadis cpe Clatiad) (e 7Y s
olaall Cusal ¢ Al o3 L EClly e gene gt s JIY) e Ailide Cilag pa
Acsana hiAl die Aagil) culS Cus a0 g 5 e 0 o 1A Hlasuly 304V
S 5 s o Al o) plake ey A AVE el a a1 A Jlany) dans cul€ ) iy
G AN Qi) A cul€y Yably degeae copod) Ky ¢ Aul VYo 4 7 i) Taula
Yolly e pane Liady A0l gVo (3 7 calS) "alh o€ (o of gus ¢ Al VYVE
Zat Ll ¢ Al YV 8 YT Taulh o€ (o i) Cua Al )Y (PDIA s 7 A
Al YoV 8 A, £E "alh oS (g bS] Gua VIAY,VA G G i £l de gena
Aapall @ & JanY) CadSl) 8 Selas Tl 3 o o 1 il il o a e L
RIS pa dalaill (B A @l Sl € g 5 Gpaieall il G A el o
3V ey eldl Ayl il cjelal 4B i (3 gl 8 Jml g a8 JlaY)

CGATOTAA G Galiay +, 39 EYTE 38y (0, YALYO) cleiu) dad 3ha Cua ')

A\



TITLE

DEDICATION
ACKNOWLEDGMENTS
ABSTRACT
it

TABLE OF CONTENTS
LIST OF TABLES

LIST OF FIGURES
ABBREVIATION

LIST OF APPENDICES
CHAPTER 1
INTRODUCTION

1.1 Introduction

TABLE OF CONTENTS

TITLE

1.2 Research Problem Background

1.3 Research Problem Statement
1.4 Research Objectives
1.5 Research Scope

1.6 Research Methodology
1.7 Thesis Organization
CHAPTERII
LITERATURE REVIEW
2. Introduction

2.1 The Plagiarism

2.2 Types of Plagiarism
2.2.1 Intentional Plagiarism

2.2.2 Unintentional Plagiarism

2.3 Plagiarism Detection Techniques

2.4 Way and strategy to Avoid Plagiarism

2.4.1 Specific words and phrases

2.4.2 Information and Ideas

vi

PAGE

ii

iii

iv

vi

xi

xiii

© © 9 9 e e U kR BR W W N = o= Z
o

— ke
nh L AN =



2.4.3 Common Knowledge
2.5 Characteristics of Arabic Language
2.6 Plagiarism in Arabic Documents
2.7 Fingerprint Matching Technique
2.7.1 Character-based Fingerprint Matching
2.7.2 Phrase-based Fingerprint Matching
2.7.3 Statement-based Fingerprint Matching
2.8 Plagiarism Algorithms
- Content-based Methods
- Stylometry-based Methods
2.9 Plagiarism Detection Tools for Natural Language Documents
2.10 Arabic Plagiarism Detection Systems
2.11 Summary
CHAPTER 111
ARABIC DOCUMENTS PLAGIARISM DETECTION MODEL
3.1 Introduction
3.2 Arabic Documents Plagiarism Detection Model
3.2.1 Details pertaining to Arabic Documents Plagiarism Detection Model
3.2.1.1 Preprocessing
3.2.1.2 Fingerprinting
3.2.1.3 Document Representation
3.2.1.4 Comparison of Similar Term
3.3 Summary
CHAPTER IV
PLAGIARISM DETECTION FRAMEWORK AND TOOL
4.1 Introduction
4.2 Operational Framework
4.2.1 Planning Phase
4.2.2 Building Corpus Collection

4.2.3 Input Documents

vil

15
17
19
20
21
21
21
22
22
24
29
34
37
38
38
39
39
40
40
46
46
46
48
49
49
50
50
50
50

52



4.2.4 Tokenization

4.2.5 Removing Stop Words Process
4.2.6 Stemming (Rooting) Process
4.3 Fingerprinting Process

4.4 Comparison of Similar Term

4.5 Text Comparison Heuristics

4.6 Summary

CHAPTER V

DEVELOPMENT OF PLAGIARISM DETECTION TOOL FOR ARABIC

DOCUMENTS
5.1 Introduction

5.2 Development Tool for Arabic Plagiarism Detection

5.2.1 NetBeans

5.2.2 XAMPP for MySQL Database
5.3 Development User Interface

5.4 Summary

CHAPTER VI

EXPERIMENTAL RESULT AND DISCUSSION
6.1 Introduction

6.2 Experimental Evaluation

6.3 Datasets Information Details
6.3.1 Datasetl

6.3.2 Dataset2

6.3.3 Dataset3

6.3.4 Dataset4 Structure change
6.4 Results From our ADPDM Tools

6.5 Results From WCopyfind64.4.1.5 Tools

6.6 Comparison between ADPDM Results and WCopyfind64.4.1.5 Tools

6.7 Evaluation measures

viil

52
52
52
57
60
60
63
65
65

66
66
66
66
69
76
77
77
78
79
79
79
79
80
80
84
92
98

99



6.8 Summary

CHAPTER VII

CONCLUSION AND FUTURE WORK
7.1 Introduction

7.2 Findings

7.3 Future Work

7.4 Conclusions

References

APPENDIX A
APPENDIX B
APPENDIX C
APPENDIX E

LIST OF PUBLICATION

X

102
103
103
104
104
105
105

106
114
117
132
133
140



Table
Table 2.1
Table 2.2
Table 2.3
Table 3.1
Table 4.1
Table 4.2
Table 6.1
Table 6.2
Table 6.3
Table 6.4
Table 6.5
Table 6.6
Table 6.7
Table 6.8
Table 6.9
Table 6.10

Table 6.11

Table 6.12

LIST OF TABLES

Title
The Arabic Alphabet Vowels
Extracted Papers Based on the Criteria
Details of the Arabic plagiarism detection systems.
An Example of the Arabic Affixes Stemming
Arabic prefixes
Arabic Suffixes
The datasets categories
Arabic Corpus Dataset1(small)
Arabic Corpus Dataset2(Medium)
Arabic Corpus Dataset3(Large)
Arabic Corpus Dataset4(Average)
Datasetl result obtained by ADPDM
Dataset?2 result obtained by ADPDM
Dataset3 result obtained by ADPDM
Dataset4 result obtained by ADPDM
The Comparison Result between “ADPDM” and WCopyfind
44.1.5
Our dataset performans in the three measures Pecall, Precision and
F—Measure
The compersion evaluation between ADPDM and diffrent
AraPlagDet tool in the three measures Pecall, Precision and

F—Measure

Page
18
32
36
43
56
56
79
80
81
83
84
85
87
89
91
98

100

101



Figure

Figure 2.1
Figure 2.2
Figure 3.1

Figure 3.2
Figure 3.3
Figure 3.4
Figure 3.5
Figure 4.1
Figure 4.2
Figure 4.3
Figure 4.4

Figure 4.5
Figure 4.6
Figure 4.7
Figure 5.1
Figure 5.2
Figure 5.3
Figure 5.4
Figure 5.5
Figure 5.6
Figure 5.7
Figure 5.8
Figure 5.9
Figure 5.10
Figure 5.11
Figure 5.12
Figure 5.13

LIST OF FIGURES

Title
Type of Plagiarisms
Fingerprint Matching Technique
The main components of arabic documents plagiarism detection
model.
The details pertaining to arabic document plagiarism detection
Arabic word extract rooting
An example of Arabic sentence preprocessing steps
Arabic Document Tree Representation
Flow chart of the Framework for Arabic Document
Arabic stop word list removable process
Arabic Stemming (root) process
Extracting the stem of the word “xlLs” from the pattern "Jdel" Arabic
stemming
Example of an Arabic(cxa¥all) Stemming (Root) word process
Arab document preprocessing base on 3-gram
Arabic Document Fingerprinting example
XAMPP Control Panel Application
XAMPP for Database
XAMPP for Papers Database
Schema Arabic Document Uploaded in table User
Arabic Document Uploaded in table File upload
Website form Interface for Logion
Website New user registration
Website Interface Home Page
Website Interface Upload Menus Page
Website Download Menu Page
Website Modulator Task Menu Page
Java Application using NetBeanse IDE 8.0.2
Source Packages Application using NetBeanse IDE 8.0.2 and Libraries

X1

Page
13
20

39

41
43
45
47
51
53
54

55

55
58
58
67
68
68
69
69
70
70
70
71
71
72
72
73



Figure 5.14
Figure 5.15
Figure 5.16
Figure 5.17
Figure 5.18
Figure 6.1
Figure 6.2
Figure 6.3
Figure 6.4
Figure 6.5
Figure 6.6
Figure 6.7
Figure 6.8
Figure 6.9
Figure 6.10
Figure 6.11
Figure 6.12
Figure 6.13
Figure 6.14
Figure 6.15

Figure 6.16
Figure 6.17

Figure 6.18

The ADPDM UI

Interface allow to Overviews Arabic File (open button)

Interface allow Dataset selected to find the similarity

Interface allow select Dataset files in (.TXT) file format

Interface allow Shows matching files and statistical report

the Main steps for ADPDM

Performance dataset! result using ADPDM

Performance Dataset2 result using ADPDM

Performance Dataset3 result using ADPDM

Performance Dataset4 result using ADPDM

The Wcopyfind Application Select Dataset] Arabic files uploaded

The Wcopyfind Application Report Dataset]l Arabic files uploaded
The Wcopyfind Application Select Dataset2 Arabic files uploaded

The Wcopyfind Application Report for Dataset2

The Wcopyfind Application Dataset3 Arabic files uploaded

The Wcopyfind Application Report for Dataset3

The Wcopyfind Application Dataset4 Arabic files uploaded

The Wcopyfind Application Report plagiarized on Dataset4

The Wcopyfind Application plagiarized on Dataset4

The performance of datasets plagiarism detection percentage between
ADPDM and WcopyFind

Performance Time taken in second between ADPDM and WcopyFind
Our dataset performans in the three measures Pecall, Precision and
F—Measure

compersion evaluation between ADPDM and diffrent AraPlagDet tool

in the three measures Pecall, Precision and F—Measure

xii

73
74
74
75
75
78
86
88
90
92
94
93
94
94
95
96
96
97
97
98

99
100

101



Abbreviation

MSA
WWWwW
BKDR
LCS
ADPDM
APA
MLA
LSA
SVD
SCAM
IR

APD

API
UTEF-8
AraPlagDet
MDR
PPChecker
SNITCH
HTML
POS
MBNB
C&P
TF-IDF
LD
APlag
FS-APD
SFS-APD
AWN
IDE

ABBREVIATION

Meaning
Modern Standard Arabic
World Wide Web
Brian Kernighan and Dennis Ritchie
Longest Common Substring
Arabic Documents Plagiarism Detection Model
American Psychological Association
Modern Language Association
Latent Semantic Analysis
Singular Value Decomposition
Stanford Copy Analysis Mechanism
Information Retrieval
Arabic Plagiarism Detection
Application Programming Interface
Unicode Transformation Format 8-bit
Arabic Plagiarism Detection
Match Detect Reveal
Plagiarism Pattern Checker
Spotting and Neutralizing Internet Theft by Cheaters
Hyper Text Markup Language
Part of Speech
Multi-variant Bernoulli Naive Bayes
Copy-and-Paste
Term Frequency-Inverse Document Frequency
levenshtein distance
Arabic Plagiarism
Fuzzy Set Arabic Plagiarism Detection
Semantic-based Fuzzy Set Arabic Plagiarism Detection
Arabic Word Net

Integrated Development Environment

xiil



JDK Java Development Kit

JRE Java Runtime Environment

PHP Personal Home Pages / Hypertext Preprocessor

HTTP Hypertext Transfer Protocol

XML Extensible Markup Language

XAMPP Cross-Platform (X), Apache (A), MySQL (M), PHP (P) and Perl (P)
TXT Text File

Xiv



APPENDIX A
APPENDIX B
APPENDIX C
APPENDIX D
APPENDIX E

LIST OF APPENDICES

Khoja’s Arabic Stop Words List, Pacific University

Arabic Root Dictionary, Multilingual IR Project, University of Neuchatel
Corpus Collection

Arabic Stop Words List

ADPDM Files , preposissing and Experimental Result Details

XV



CHAPTER 1

INTRODUCTION



1.1 Introduction

Plagiarism is stealing ideas of others as Nnamani elt define”Plagiarism is the act of
taking the writings of another person and passing them off as one’s own. The
fraudulence is closely related to forgery and piracy-practices generally in violation of

copyright laws.” [61]

Plagiarism can define as the use of other’s work or ideas without proper citation.
Detecting and deterring plagiarism strongly needed in many areas. Academic field is at
the top of them. According to some studies about academic dishonesty [60], at least

10% of students’ work could be plagiarised in USA, Australia and UK universities [63].

Plagiarism became one of all the foremost necessary problems for universities,
schools, and researchers. It's really easy through the internet and owing to using
advanced program to search out documents or journals by students. A number of the
researchers are just repeating and pasting others works without related to the owner of
the documents. There are many kinds of plagiarism exist, as well as direct repeating of
phrases or passages from a printed text without citing the sources, plagiarism of ideas,
sources, and authorship. In addition different kinds of plagiarism, such as translate
content to a different language, presenting identical content with different media like

pictures, videos and texts, and mistreatment program code deprived of permission. [41]

Arabic language is one of the most important languages which humankind has
known over time and ages. It has been knowning since Pre-historic times, and people
began to meditate on it. They began to sing their poems, ideas and others. With the
beginning of the Islam and its spread on the Arabian Peninsula. With a great deal of
interest especially after being associated with the Holy Quran began clear and explicit
trends to search for and learn the Arabic language, in order to master the Islamic
religion, and to identify its concepts ,ideas, and manifested the Arabic language, it
became one of the most important languages. It is becomes well known, as mother
tounge. it uses for poetry, proverbs .prose and rhetoric .It is based on the principle of

learning in the first and last postion. It is no wonder when we classify as the most
2



important and famous in the history of humanity as a whole. Arabic belongs to the
Semitic language group. The main characteristics of Modern Standard Arabic (MSA)
[72, 73] , It is written from the right to the left. Its basic alphabet and contains 28
letters, one of these letters are 3 long vowels and eight other forms: The hamza with six
forms, the ta marbouta and the alif maksour as well as the ligation of the letters (L) and,
which is written (called lamalif). - A special feature of the Arabic language is that the
letters change shape depending on their location in the word. They are many

Homographs are disambiguated using the diacritics in Arabic language ([41], [2]) and
[19] [1].

1.2 Research Problem Background

Most work in document plagiarism has been prepared for academic purpose.
Detecting plagiarism is important to judge and to identify students’ work, especially for
postgraduates who strictly not allowed for cheating, rewording, rephrasing, or restating
without references. Regarding, numerous plagiarism detection systems has been
developed for Arabic documents. Most of these systems use plagiarism techniques
known as similarity detection techniques, which create special “fingerprints” for
collecting files, including metrics, such as average line length, file size, average number
of commas per line. Clearly, small fingerprint records can be compared rapidly, but this

technique 1s now considered unreliable and rarely used nowadays [3].

1.3 Research Problem Statement

Huge information of Arabic language are available on the World Wide Web (www)
and digital libraries, so it is very difficult to find an Arabic passages from different
source. [41][78]. Then, it is a research challenge to universities, schools and researchers
especially when putting on consideration the extreme verbatim and complexity in
Arabic language. In recent years, there have been several types of ways to search and
detect plagiarism although those regarding the text in the Arabic language have been
very restricted [41][78]. Due to the lack of an extensive study on plagiarism widespread
in the Arab world, researchers are suffering from this problem as well as attention of a

huge total news is certify the reasaerches on this topic. There are many studies in



plagiarism among Arab education revealing some insufficient awareness about the

attraction and description in plagiarism.[41][78]

1.4 Research Objectives

The objectives of this research are summarized as follows:

e To introduce Arabic documents plagiarism model.

e To develop tools of Arabic plagiarism detection based on introduced model
and framework which capable on detecting plagiarism in Arabic documents
and search mechanism for the similar candidate documents within the corpus
collection by developing pre-processing method including stop-word
removal, stemming and rooting.

e To evaluate the effectiveness of provides Arabic plagiarism detection tools.

1.5 Research Scope

In order to achieve the objective stated above, the scope of this research is focus on

detection of plagiarism in Arabic documents (only Arabic).

1.6  Research Methodology

The main aim of this research is to develop and implement the proposed Arabic
documents plagiarism detection model “ADPDM” tools. Which are already has
mentioned on the research objectives. In our implementation which built around a
content-based method consisting mainly in fingerprinting the texts according to Arabic
language specificity and comparing their logical representations by using heuristic
algorithm we introduced a plagiarism detection tool for Arabic language by using the
BKDR (comes from Brian Kernighan and Dennis Ritchie) [22] Hash function for
chunk(3-gram) hashing. This function returns the sum of multiplications of each
character by a special value (named seed and usually equal to 31); Seed value should be

a prime number. The second aim of the logical document representation is to save

4



computation time by avoiding unnecessary comparisons. For this reason, we define a
heuristic algorithm for each level in the tree: document level, paragraph level, and

sentence level. We measure it using the Longest Common Substring (LCS) metric.

1.7 Thesis Organization

This thesis has organized into Seven Chapters as following: Chapter has deal
with research introduction, problem background, problem statement and objectives etc.
Chapter II shows the Literature Review. In Chapter III, the researcher has described the
Arabic documents plagiarism detection model. Chapter IV deals with framework of
plagiarism detection framework and tool. Chapter V shows the development plagiarism
detection Arabic documents. Chapter VI explains experimental work done and

Dissection, the last Chapter employed with summary and future work.
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2. Introduction

This chapter introduces a definition of plagiarism, type of plagiarism and

literature review of plagiarism in Arabic documents.

2.1 The Plagiarism

Plagiarism is defined as the unauthorized use or close imitation of the language
and thought of authors and their representation as one's own original work [26][1]. It
involves literary theft, stealing (by coping) the words or ideas of someone else and
passing them off as one's own without recognizing the source. Many people think of
plagiarism as copying another’s work, or borrowing someone else’s original ideas.
However, terms like “copying” and “borrowing” can disguise the seriousness of the

offense [27][1].

Plagiarism detection is a sensitive field of research, which has gained lot of
interest in the past few years. Although plagiarism detection systems are develope to
check text in a variety of languages, they perform better, when they are dedicated to
check a specific language as they take into account the specificity of the language,
which leads to better quality results [64].

Plagiarism becomes one of the most important issues for universities, schools,
and researchers [20]. It is so easy through the internet and due to using advanced
search engine to find documents or journals by students. Some of the researchers are
just copying and pasting others works without reference to the owner of the documents.
Several types of plagiarism exist, including direct copying of phrases or passages from
a published text without citing the sources, plagiarism of ideas, sources, and
authorship. There are other types of plagiarism, such as translating content to another
language, presenting the same content with other media like images, videos and texts,

and using program code without permission. [2]



According to the Merriam-Webster Online Dictionary (“Plagiarism”, 2007),
to”’plagiarize” means: To steal and pass off (the ideas or words of another) as one’s
own, to use another’s production without crediting the source, to commit literary theft.
Alternatively To present as new and original an idea or product derived from an

existing source.

Plagiarized document detection plays important roles in many applications, such
as file management, copyright protection, and plagiarism prevention. [27,1]. Plagiarism
can take one of the popular types such as copying of the whole or some parts of the
document, rewording the same content in different words, using others’ ideas or
referencing the work to incorrect or non-existing sources [9,1]. Other ways of
plagiarism include translated plagiarism wherein the content translated and used
without referencing the original work, artistic plagiarism in which different media such

as images and videos are use to present other’s work without proper citation [15].

Citating to avoid plagiarism is one of the effective ways is Citation. Follow the
document formatting guidelines used by your educational institution or the institution
that issued the research request. This usually, entails the addition of the author(s) and
the date of the publication or similar information. The citation provides a summary
description of the book, article, web page, etc. Includes the author, title, name of
periodical and volume, publisher, date, and alternative characteristic data.Is a manner
reference you tell your readers that sure material in your work came from another
supply ,it gives a concise description of the book, article, web page, etc.Includes the
author, title, name of periodical and volume, publisher, date, and other identifying

information. [60]

Quoting A quotation is the repetition of one expression as part of another
expression, especially when the quoted expression is clearly known or explicitly

attributed by quotation to its original source and is indicated by quotation marks. [60]



A reference collects the identification data of the specific source we cited or
paraphrased. Every reference may go immediately following the citation or paraphrased
quote between brackets (...reference...) and/or be part of a numbered list of references

[1]1[2] [3]... at the end of our document or at the end of a section or page.

Paraphrasing is presenting the ideas and information you have read in your own
words - is an important academic skill. By translating content from your research into
your own words, you demonstrate to your reader that have understood and are able to

convey this content [60].

Summarization is an overview of content that gives a reader with the overarching
theme. Summaries will save a reader time because it prevents the reader from having to

really bear and filter the vital info from the unimportant [60].

2.2 Types of Plagiarism
There are different types of plagiarism and all are serious violations of academic
honesty. There may be cultural differences in the definition of plagiarism. The main

type of plagiarism can divide in the following [38]:

2.2.1 Intentional Plagiarism

Intentional Plagiarism is claiming sole authorship of a work that you know to
have been largeling written by someone else. It is happens when you claim to be the
author of work that you know was originally written completely or in part by someone

else, as showing in figure 2.1 the type of plagiarisms[33].

e Word Plagiarism or Copy & Paste The plagiarist finds a useful source and
copies a portion of that, perhaps with a few minor changes, into the text that is to
be changing the name of the author [34]. It is kind of plagiarism that is quickly

recognizable and generally granted on to be plagiarism [33].
9



Structure Plagiarism this sort of plagiarism is troublesome to regulate,
mutually should scan each texts terribly closely to envision what has been taken,
other when you paraphrase poorly, and even with citation it may be considered

plagiarism. [32][33]

Style Plagiarism is follow source material sentence-by-sentence or paragraph-
for-paragraph. Although none of your writing does not exactly match the source

material, but what is the thinking here, copy it someone else's style. [32]

Idea Plagiarism. Any time you present an idea that’s not your own, you must
properly cite and reference the source. This can get tricky because sometimes
you might think your idea is truly your own original idea. The research paper
authors have a hard time distinguishing the ideas and/or solutions provided by
the author of the source paper from public domain information. [32][33]. Public
domain information is any idea or solution about which people in the field

accept as general knowledge [6].

Metaphor Plagiarism. "Metaphors are used either to make an idea clearer or
give the reader an analogy that touches the senses or emotions better than a plain
description of the object or process. Metaphors, then, are an important part of an
author's creative style” [4][37]. to use the same metaphor as another writer, you

need to properly cite it.

Author Plagiarism. Here the author of the research paper reuses his own

previous work to produce a new work [7].
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2.2.2

Self-Plagiarism. is the use of one's own previous work in another context
without citing that it was used previously .This type of plagiarism may be new to

you, but it’s one you need to be aware of.[40]

Mosaic plagiarism Patchwork paraphrasing refers to getting content
from various sources line to constant topic ~ of interest and revising the
sentences, shift words, exploitation synonyms and improvising on
the grammar designs to finally manufacturing one’s own analysis paper while

not citing the sources [31][33]

Shake & Paste In this type, taking paragraphs from a number of different

sources is known without a functional order [32][33].

Disguised Plagiarism. Copy text from source then some effort is made in order
to hide the release. You can remove or add words, change the order of words, or
even try to redraft. However, the source is not given, or given only to part of the

text taken, this is still considered a literary theft [32][33].

Plagiarism by Translation. Plagiarism through translation is taking text from
one language and translated either manually or automatic translation assistance

system, and then used without naming the source[32][33].

Unintentional Plagiarism

Also referred to as accidental plagiarism this refers to an instance in which it

appears that a part of work has been plagiarized when in fact the person who wrote the

piece of work did not intentionally set out to commit an infraction [32][33]. As showing

in figure 2.1 the type of plagiarisms.

Poor Paraphrasing. change a few words while still keeping the overall
sentence structure, or switching the sentenced structure around but not changing

any words, it can easily look like youve committed plagiarism.[32][33]
11



e Poor Quoting. That takes a misplaced quotation mark getting a few of the
words wrong in a quotation and it might make someone think you’ve committed
plagiarism. To avoid poor quoting must make sure you double and triple-check
your quotations to ensure that they are completely accurate and hone to

perfection your paraphrasing and quoting techniques .[32][33]

o Poor Citation. Forgetting a citation here and there definitely looks like

plagiarism to anyone checking or grading your work.[33,32].

2.3 Plagiarism Detection Techniques

Plagiarism detection techniques are known as similarity detection techniques [27].
Latent Semantic Analysis (LSA) [5] is a technique used to describe relationships
between a set of documents and terms they contain. In this technique, words that are
close in meaning are assumed to occur close together. A matrix is constructed in which
rows represent words, and columns represent documents. Every document contains only
a subset of all words. Singular Value Decomposition (SVD), a factorization method of
real or complex matrix, is used to reduce the number of columns while preserving the
similarity structure among rows. This decomposition is time consuming because of the
sparseness of the matrix. Words are compared by taking the cosine of the angle between
the two vectors formed by any two rows. Values close to 1 represent very similar words,
while values close to 0 represent very dissimilar words this technique is suitable for
Arabic plagiarism detection. Stanford Copy Analysis Mechanism (SCAM) [7] is based
on a registration copy detection scheme. Documents are registered in a repository and
then compared with the pre-registered documents. The architecture of the copy
detection server consists of a repository and a chunker. The chunking of a document

breaks up a document into sentences, words or overlapping sentences.
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Figure 2.1 Type of Plagiarisms [32]
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The most popular techniques include string tiling, finding the joint coverage for a
pair of files [19, 20] and parse tree comparison [21,22]. Usually these techniques work
in pairs of files, so the comparison routine should called for each possible file pair

found in the input collection.

Alzahrani and Salim present statement-based plagiarism detection technique in
Arabic scripts using fuzzy-set IR model in which the degree of similarity is calculated
and compared to a threshold value to judge whether two statements are the same or
different. They construct and test documents with about 250 plagiarized statements,
their results show that fuzzy set IR successfully detected not only exact but also similar

statements that have different structure [23,24].

A fingerprint is a set of integers created by hashing subsets of a document to
represent its key content. Techniques to generate fingerprints mainly are base on k-
grams (a k-gram is a contiguous substring of length k) which serve as a basis for most
fingerprint methods [17]. Fingerprinting technique is widely used for Arabic plagiarism
detection. K-grams are central to fingerprinting techniques because fingerprinting
divides the document into grams of certain length k [24]. This allows the fingerprints of
two documents to compare in order to detect plagiarism. The fingerprint matching

approach differs based on the comparison unit (i.e., grams)[12].

2.4 Way and strategy to Avoid Plagiarism

It is easy to find information for most research papers, but it is not always easy
to add that information into your paper without falling into the plagiarism trap. There
are easy ways to avoid plagiarism. Follow some simple steps while writing your

research paper to ensure that your document will be free of plagiarism.[65]

2.4.1 Specific words and phrases
Use author's specific word or words, you must place those words within

quotation marks and you must credit the source.[65]
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2.4.2 Information and Ideas

Information: The information depends on part of the common knowledge you
will need to provide a source of and then document it. Ideas: The author's ideas may
include points reached, conclusions drawn, his method of a specific theory, or a list of

steps in a process or characteristics.[66]

2.4.3 Common Knowledge

General common knowledge is information considered to be in the public
domain, such as birth and death dates of well-known figures, and generally accepted
dates of military, political, literary, and other historical events. In general, information
contained in multiple standard reference works usually is considers in the public domain
[66]. In addition, in the case of both general and field-specific common knowledge, if
you use the exact words of the reference source, you must use quotation marks and
credit the source. Field-specific common knowledge is "common" only within a

particular field.[66]

To avoid plagiarism they are eight guides as following:

Firstly give credit where credit is due when paraphrasing. Always use your own
words when using someone’s ideas, information, or analysis. Remember to use all
original language when paraphrasing a source. You need to use your own style and your

own words when paraphrasing! Both stealing words and/or style is plagiarism. [67][68]

Secondly you have to Give credit where credit is due when directly quoting.
When quoting a sentence, put the person's words in quotation marks and include an

APA formatted in-text citation. [67][68]
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Third Citing a quote can be different from citing paraphrased material. This
practice usually involves the addition of a page number, or a paragraph number in the

case of web content.[ 67][68]

Fourth, reference page or page of works cited at the end of your research paper.
Again, this page must meet the document formatting guidelines used by your
educational institution. The author(s), date of publication, title, and source is is very
specific information. Follow the directions for this page carefully. You will want to get

the references right [67][68].

Fifth, Add your own analysis or thoughts after you have inserted directly quoted
words or paraphrased knowledge. This allows you to put your own spin on the research
you have used. It also allows you to illustrate the explicit connection between the

research you chose and your essay’s intent or thesis statement. [67][68]

Sixth, use a plagiarism checker to see if you plagiarized. Keep your similarity
index below 15%. “In research papers, you should quote from a source to show that an
authority supports your pointand to present a particularly well-stated passage whose

meaning would be lost or changed paraphrased or summarized”[ 67][68].

Seventh, the plagiarism checker, marking your work as suspect, will likely flag
Reused work. You can reference former papers you wrote or have published, but you
cannot present your previously written work as new. To do so, is academically

dishonest [67] [68].

Eight avoid copy from the web this will be easily flagged by the impersonation

checker or by inserting suspicious text into Google [67][68].
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2.5 Characteristics of Arabic Language

Arabic language is the language belongs to the Afro-Asian cluster, which
contains a many of privacy, making it completely different from various Indo-European
languages. It has 28 letters of the alphabet letters (s ... & ,& < 1) ,Three of them are
long vowels letters like (s ,5,') besides those residual are consonants letter as showing
in table 2.1 [41]. Arabic letters modification per their position within the word, and
should be elongated by using a special dash between 2 letters[19]. The direction for
writing Arabic is right to left, cursive, and doesn’t contain capitalization. Discretization
the Arabic is to feature and symbol (diacritic) on top of or below the letters to point the
right pronunciation and which give the meaning of the word. In the absence of
individualization most Arab media both electronic and print a challenge to under-
standing the Arabic language. Arabic language can be a pro-drop whish permits subject
pronouns to drop, like in Italian, Spanish, and Chinese [19]. There are diacritics ( <letall
4yl ,eY) which are (&7 . ""). 1) “&”The fathea character appearing on top of a letter to
give the "a" sound. 2) "%" the Dahamma character appears on top of a letter to give the
"u" sound. 3) "¢:" the kaasra character appears below a letter to give the "i" sound, and 4)
"&" the soukuun character showing on above of a letter to point that no sound from the
previous ones to thereto letter. They are many Homographs are disambiguated using the

diacritics in Arabic language.

However, Arabic letters differ in shape depending on whether the letter comes in
the beginning, middle or end of the word. it has many different local dialects. Yet the
Arabs can understand nearby dialects easily, and some of the other dialects. Although,

they can communicate easily if they use the Standard Arabic language.

The Arabic word from the stem may consist of affixes and “including some
prepositions, conjunctions, determiners, and pronouns”. It obtained by adding affixes to
stems that are successively obtained, by adding affixes to the roots. As an example, the

word bl translated Al-masajid and meaning mosques, which is derivative from the
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stem 2w translated masjid, meaning Mosque, which is derivative from the root s,

transliterated sajid, and meaning to write [19,41].

Table 2.1: The Arabic Alphabet Vowels

Name

Character

Explanation

Damma

Damma is an apostrophe-like shape written above the
consonant which precedes it in pronunciation. It represents a

short vowel u (like the "u" in "but").

Fatha

Fatha is a diagonal stroke written above the consonant which
precedes it in pronunciation. It represents a short vowel a (a

little like the "u" in "but"; a short "ah" sound).

Kasra

Kasra is a diagonal stroke written below the consonant which
precedes it in pronunciation. It represents a short

vowel i (like the "i" in English "pit").

Sukiin

Whenever a consonant does not have a vowel, it receives a
mark called a sukiin, a small circle which represents the end
of a closed syllable . It sits above the letter which is not

followed by a vowel.

Shadda (or
tashdid)

Shadda represents doubling (or gemination) of a consonant.
Where the same consonant occurs twice in a word, with no
vowel between, instead of using consonant + sukiin +
consonant, the consonant is written only once, and shadda is

written above it.

Alif

Alif is the long vowel a (a long "ahh" sound as in English

"father").

Waw is the long vowel @i (like the "00" in "moon"). It also
represents the consonant w. When Waw is used to represent
the long vowel, damma appears above the preceding

consonant.
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Ya' is the long vowel 1 (like the "ee" in English "sheep"). It

Ya' also represents the consonanty. When Ya' is used to

R

represent the long vowel, kasra appears above the preceding

consonant.

Many languages-sensitive tools for detecting plagiarism in natural language
documents have been developed, particularly in English. It is also exist, but it is
restrictive because it usually does not take into account the specific language features.
Most of the issues of plagiarism have occurred for a protracted time, however with the
advances in data technology, and drawback worse[11]. There are many tools, which
have been used to detect the plagiarism. These tools were developed only to detect
English version, while other tools were adapted to deal with French, German and
Chinese languages. However, for the Arabic language, these tools are under
development and no commercial products are available yet tell now. Therefore, this
research is amid to design tool for plagiarism detection Arabic documents, to facilitate
the process of plagiarism detection, trace and estimate the degree of plagiarism in any

Arabic text document. [11]

2.6 Plagiarism in Arabic Documents:

Despite the lack of large-scale studies of the widespread plagiarism in the Arab
world, this problem had attention from the large number of news which attest its
pervasiveness. There are also some studies that show the lack of awareness on the

definition and seriousness of plagiarism among Arab educative[16,49,78].

Most of the work in document plagiarism has been done for academic purpose.
Detecting plagiarism is important to judge and mark students’ work, especially for
postgraduates who are strictly prohibited from cheating, rewording, rephrasing, or
restating without referencing. In this regard, numerous plagiarism detection systems
have been developed for Arabic documents[15]. Now it is applied to all educational

levels both in secondary and university level. Most of these systems use plagiarism
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techniques known as similarity detection techniques, which create special “fingerprints”
for collecting files, including metrics, such as average line length, file size, average
number of commas per line. The files with close fingerprints are treated as similar.
Clearly, small fingerprint records can be compared rapidly, but this technique is now
considered unreliable and rarely used nowadays [3]. Ameera Jadalla and Ashraf Elnagar
in (2012) proposed Iqtebas 1.0, which is a primary solid and complete piece of work for
plagiarism detection in Arabic text files. It is similar to a search engine. The goal of the
Igtbas 1.0 is to compute the  originality, value of the examined document, by
computing the distance between each sentence in the text and the closest sentence in the
suspected files [2]. Farahat F. Farahat, et al in (2015) are tested experimentally ZPLAG.
This is prototype for detecting plagiarism in documents written in Arabic language,
where some hidden plagiarism forms can be detected, such as change of sentence
structure and replacement of synonym. The results show that ZPLAG system has
excellent deal with Arabic scripts and allows students to submit assignments to their
teachers in e-classrooms .The teacher, in turn, can retrieve the students’ assignments in
one of his/her classes and view a report that highlights the plagiarized parts in each

submitted assignment[27].

2.7 Fingerprint Matching Technique
Fingerprinting techniques mostly rely on the use of K- grams (Manuel et al.
2006) because the process of fingerprinting divides the document into grams of
certain length k. Then, the fingerprints of two documents can compare in order to
detect plagiarism. It has been observes through the literature that fingerprints
matching approach differs based on what representation or comparison unit

(i.e.grams) is used.

Fingerprinting Matching

A 4 A\ 4

Character-based Phrase-based Statement-based

Figure 2.2: Fingerprint Matching Technique
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2.7.1 Character-based Fingerprint Matching

The conventional fingerprinting technique uses sequence of characters to form
the fingerprint for the whole document. During 1996, Heintze divides fingerprinting
techniques into two types, which are full and selective. Infull fingerprinting, document
fingerprint consists of the set of all possible substrings of length K. For example, if we
have a document of length |D| = 5 consisting only one statement that has only one word
“touch”, then we can see that “touc” and “ouch” are the all possible substrings of length
K = 4. In general, there are |D| — k + 1 substrings or k-grams, where |D| is the length of
the document. Comparing two documents under this technique is counting the number

of substrings that are common in both fingerprints [75].

2.7.2 Phrase-based Fingerprint Matching

In 2001, Lyon et al. generates fingerprint using phrase mechanism to measure
the resemblance between two documents. During the early stage, we have to convert
each document to a set of trigrams (three words). Hence, a sentence such as “Web Based
Cross Language Plagiarism Detection” will be converted to the set trigrams {“Web
Based Cross”, “Based Cross Language”, “Cross Language Plagiarism”, “Language
Plagiarism Detection”}. Then, the set of trigrams for each document is compared with
all other using the matching algorithm. Finally, the measure of the resemblance for each

pair of documents is calculated.[18]

2.7.3 Statement-based Fingerprint Matching

The pros and cons of character-based and phrase-based fingerprinting have led
Yerra and Ng (2005) to represent the fingerprints of each statement (and thence the
whole document) by three least-frequent 4-grams. Although any value of K can be
considered, yet K = 4 was stated as an ideal choice by Yerra and Ng (2005). This is
because smaller values of K (i.e., K = 1, 2, or 3), do not provide good discrimination
between sentences. On the other hand, the larger the values of K (i.e., K =15, 6, 7...etc),
the better discrimination of words in one sentence from words in another. However each
K-gram requires K bytes of storage and hence space consuming becomes too large for
larger values of K. Therefore, we can conclude that K = 4 is an optimal or near optimal
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choice. Here is an explanation of how this 3-least frequent 4- grams works.A 4-gram of
a string is a set of all possible 4-character substrings. For example, let take a string S =
“English Word”, then the possible set of 4-grams include’engl,ngli, glis, lish, ishw,

shwo, hwor, word” with ignoring spaces.[79]

Secondly, three least-frequent 4-grams are the best option to represent the
sentence uniquely. To illustrate the three least-frequent 4-gram construction process,
consider the following sentence S “soccer game is fantastic”. The 4-grams are socc,
occe, ccer, cerg, etc. In this method, instead of comparing all possible 4-grams, only

three 4-grams that have the least frequency over all 4-grams will be chosen. [3].

2.8 Plagiarism Algorithms

As we can notice of the plagiarism, there are several methods to detect plagiarism;
we have a tendency to differentiate between two kinds of methods that to find out
plagiarism (language independent methods and language-sensitive). Base on an
independent method, the assessment the characteristic of the text, this is not inherent in
particular natural language, like the number of single figures, the median sentence
extent, called Language-independent method [35]. The language-sensitive is bases on a

sensitive way to evaluate the text attributes that are specific to one language [35].

Further methods impressed by authorship attribution, referred to as stylometry-
based methods, and may be utilized in language sensitive systems. We provide a number

of the main points of those methods within the following subsections.

Content-based methods

Base on Consisting of text analysis specifications in terms of logical structure to

detect similarities. Furthermore, it is has place confidence in specific comparisons of the
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document contents during an exact illustration. All these method they deal with stopping
“deleting stop-words” and rooting “decreasing words to practical root formula”
procedures. Tools to detect plagiarism revolve around Content-based methods, contain
CHECK [57], Wcopyfind [25,56], Turnitin [28], and EVE2 [58]. Additionally, in and
advancing practices of hidden plagiarism transform words to their greatest popular

synonyms can be help to detected.

Fingerprinting is one of the greatest common techniques used for plagiarism
detection [44]. It changes the content of the document to a collection of integers [7].
The produces are integers by the hashing divisions of a document. Fingerprints will
measure their similarity. There and a lot of there are many techniques to produces
fingerprints. The foremost acknowledge one is predicates on k-grams - A k-gram could
be a string of length k from the document. There are several ways wont to choose
fingerprints, like choosing each i hash of the document, and therefore the winnowing

technique supported windows containing hours[8].

As noted, a Technique utilized in language process to explain the connections
between a set of terms and documents are named Latent Semantic Analysis (LSA). LSA
is principally supported a matrix among that rows are the terms and columns in the

documents [5,17].

SCAM is stands for Stanford Copy Analysis Mechanism which based on
registration-copy-detection scheme. A pre-registered repository is maintained and any
new document is compared against this repository. This repository and a “chunker” are
part of the copy detection server. The document is chunked before being registered. The
chunker breaks the document into smaller units as sentences, words or overlapping
sentences. The new chunked document compared unit by unit with the repository/pre-
registered documents. Inverted index storage is used for sorting chunks of registered
documents. The units contained within the document is a pointer to the document within

which the chunk exits i.e. posting. Each posting is segmented. First segment is the
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“document name” and the second segment is the related chunk occurrence number. The
small unit of chunk raises the similarity level between documents. Each chunk unit in
SCAM is “word”. The comparison to the repository of the document is performed using
Relative Frequency Model, i.e computing the frequency of group of words among two

documents [17,11].

A method of retrieving the information has been use to found out a match
between the query and documents are called ranking. It uses similarity measure to
calculate the scores of games and query documents are sorted fade from their findings.

Highly ranked document are then returned [42].

Hoad and Zobel suggested several different formulas to measure the similarity
supported the quantity of events of comparable words in documents, like the length of
the document, the difference of the frequency of the word in the query and documents,

and a weight measurement of the weight of importance term [42].

APD 1is stand for Arabic Plagiarism Detection tool dedicated to the Arabic
language [14]. Which is based on the fingerprint of each document submitted by taking 4
grams less frequent and compares them to a group within the Corpus of fingerprints
document. It is then used in the formation of recovery technique based on fuzzy sets to

detect matches between documents.

Stylometry-based methods

Stylometry is a statistical approach used for authorship attribution. It is based on
the assumption that every author has a unique style [35]. Writing style will be analyzed
using the factors inside constant document, or by comparison the 2 documents from the
author himself The supposed plagiarism detection inside constant document and while

not considering external references, plagiarism detection considerably [31].
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Stylometry-based methods can be used in internal and external detection, but
content-based methods can be used only in external detection. Moreover, if an author has
more than one style, stylometry-based methods can detect false-positive plagiarism.
Content-based methods are generally better than stylometry-based methods in terms of

precision [16] and can give a proof of plagiarism by visualizing the results.

We distinguish among the plagiarism detection tools, “Stylometry-based” and
those called “Content-based”, the former being more oriented towards the intrinsic
plagiarism detection while the latter is designed for detection of external plagiarism.
Detecting external plagiarism is, according to [23], “about searching for sources of a
suspicious document” whereas the intrinsic detection, according to the same source, is
“about identifying plagiarized passages via Breaches of writing style”. Research in the
field of plagiarism detection in Arabic, or at least those known to us, are almost all
“Content-based”. The approach adopted is substantially the same in a large number of

researchers [17, 18, 19, 20, 21, 22], at least in that it includes two steps:

- A first step of pre-processing, consisting of a tokenization of the text, the

so-called stop-words removing, then the rooting.

- This second step, when it comes to “Content-based” research, is to study the
values returned by a hash-function (Fingerprint), the degree of similarity
between documents based on the Fuzzy IR (Fuzzy Set Information
Retrieval) model, or to group documents into clusters based on their degree

of similarity (Clustering).

Turnitin.com is used to match the digital papers presented against online

resources and a database in the former house of the papers submitted fingerprints. All
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papers are archived on auditing in the future - a feature that is especially useful if the

suspected copies of former student's papers. [31]

The plagiarism prevention methods that include punishment measures,
procedures, and interpretation of plagiarism drawback ways, and plagiarism detection
methods that involve manual methods with software tools [2], these Are two main
classes of methods used to ease plagiarism. These methods have a semi-permanent
positive result, however it needs an extended time to implement, meanwhile they have
confidence on social cooperation between very different universities and departments to
decrease plagiarism [1], each method could be combined to reduce deception and
cheating. However, the software package tools are the best way for verify plagiarism,

and may be the ultimate arbiter manually [3].

Winnowing algorithm: The winnowing algorithm is an algorithm to select
document fingerprints from hashes of k-grams [8]. To obtain the fingerprint of a
document, the text is divided into k-grams, the hash value of each k-gram is calculated,

and a subset of these values is selected to be the fingerprint of the document([8§].

Meni in 2012 introduce APlag, a new plagiarism detection tool for Arabic texts,
based on a logical representation of a document as paragraphs, sentences, and words, and
new heuristics for text comparison. We describe its main attributes and present the
results of some experiments conducted on a dummy test set. We demonstrate its
effectiveness by comparing its performance to that of APD, a plagiarism detection tool
for Arabic. Overall, preliminary results show that APlag significantly improves the
results obtained by APD in terms of recall and precision metrics[19,11,41].He
implementation of a prototype of APlag in Java and evaluate their performance on a
hand-made test data set of 300 Arab and close to about 800 words each. We extracted 20
documents of different books available on the site Alwaraq [11]. He was generated three
data sets of original documents as follows: Data sets synonymous and used to change the
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structure to evaluate the performance APlag to detect plagiarism hidden. Data set all the
data served to measure the performance of APlag above all to detect plagiarism hidden

an exact copy of parts of the texts.[41]

Kamal [21] has developed APD Tool stand-alone desktop tool base on
Winnowing local document Fingerprinting Algorithm.it has been adaptive for Arabic
and tested using three essays written by a class of Student. She has concluded that ADP

is an efficient solution to minimizing student coping.

“Bing” is a search engine, they developed a system to detect plagiarism in both
Arabic and English languages. The system which relies on plagiarism detection
algorithm is effective and can support both Arabic and English languages. Through
experiment and tests on our plagiarism detection algorithm, we found that this algorithm
reduced the un-useful comparison between texts, since it compares only between cue-
phrases surrounding words which forms the logical and natural boundaries of text

sentences [13].

Alzahrani et al., 2009 have produced an Arabic plagiarized detection (APD) tool
especially for working with Arabic language [30,45]. APD tool use the Internet to help
professors and teachers in e-learning systems identify stolen intellectual property by
utilizing Google API to find similar documents on the web [10]. The typical workflow in
APD paradigm has two major steps. The first step, students submit their assignments in
Arabic to the system, which in turn will be stored into reports database. The second step,
the teacher triggers APD tool via a user interface to check the assignments for
plagiarism. Then, the tool will compare the documents against the intra corpus
collection, which probably contains the previous assignments. Moreover, APD tool

searches the web to give similar resources as well. An automatic report will be generated
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that contains highlighted plagiarized parts and a list of similar resources ranked from

highest to lowest [30].

PlagScan supports all the language that use the international UTF-8 encoding and
all language with Latin or Arabic characters can be checked for plagiarism Supported
Languages: CheckForPlagiarism.net supports English languages, Spanish, German,
Portuguese, French, Italian, Arabic, Korean, and Chinese languages [47]. And
iThenticate supports more than 30 languages, it mean that it supports most of languages
likes “English, Arabic, Chinese, Japanese, Thai, Korean, Catalan, Croatian, Czech,
Danish, Dutch, Finnish, French, German, Hungarian, Italian, Norwegian, Polish,
Portuguese, Romanian, Serbian, Slovak, Slovenian, Spanish, Swedish, Greek, Hebrew,

Farsi, Russian, and Turkish.” [47].

“AraPlagDet”[ Arabic Plagiarism Detection] is the first shared task that addresses

the plagiarism detection in Arabic texts in “PAN plagiarism detection competition™[31].

Many researchers adopted this idea for their knowledge development and raising
of the awareness level on the plagiarism problems and the importance of its detection in
the Arab world. Modern plagiarism detection systems usually implemented using
certain content-comparison techniques. The most popular techniques include string
tiling, finding the joint coverage for a pair of files [13, 46] and parse trees comparison
[15, 49 ,17]. Some of existing plagiarism detectors that employ structure-based methods

such as plagues (one of the earliest structure-based detectors). [43]

Other approaches have been used for plagiarism detection which includes
“Swarm Summarization” [69] of documents. The idea is to use a summary of the
suspected document as query to send to a search engine and [69] conducted even to a

“dictionary-based translation” to bring documents from the web in foreign languages. In
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another approach, briefly described in a short paper [70] proposes to rely on a text
mining tool. The benefit would be a reduction of pre-processing, the “tokens” being
extracted by the text mining tool and stored in an archive. A specific text mining tool is
proposed, in this case the open source software RapidMiner [71]. This tool offering no
option for processing Arabic documents, the authors plan to develop an “add-on” for

it[64].

2.9 Plagiarism Detection Tools for Natural Language Documents

Several tools have been developed for plagiarism detection. They use variety of
document descriptors that entail different techniques. Here is a brief exploration of
eleven plagiarism detection tools: Diff, SCAM, SIF, COPS, KOALA, CHECK, MDR,
PPChecker, SNITCH, WCopyFind, and Ferret. They are also summarized in Table 2.5.

Diff is a Unix/Linux Command (Yerra and Ng, 2005) that uses line-based
representation for source code, text, and other line-oriented files. It compares files line-

by-line and captures the differences between two text documents one line at a time.

SIF, developed by Manber (1994), finds similar documents by using the
fingerprinting scheme to characterize documents. However, it cannot measure the
degree of overlap between two documents nor display the location of plagiarism.
Moreover, if files containing the same information but using different sentence

structures, they will be considered dissimilar.

SCAM (Stanford Copy Analysis Mechanism), developed by Shivakumar
(1995), performs word-based copy detection, does not specify the plagiarism

locationand can handle only small documents.

COPS, developed by Brin (1995), uses hash-based scheme for copy detection. It

compares hash values of given documents with that in the database for copy detection.
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COPS has several limitations reported by Yerra and Ng (2005). First, the use of hash
function produces large number of collisions. Next, documents to be compared by
COPS must have at least 10 sentences. Lastly, it has problems selecting correct sentence

boundaries.

KOALA, designed by Heintze (1996), selects substrings of a document based
on their usage and compares their fingerprints. This results increase the accuracy of

KOALA in comparison to COPS.

CHECK is a structured-based plagiarism detection system developed by
Antonio et al. (1997). It has some mechanism to determine the subject related to the
document and then search domain is limited to only document with the same or relevant
subjects. CHECK studies the semantics of the documents in addition to their syntax and
is applied to only documents discuss same subject until two paragraphs which are
highly related semantically are found. The paragraphs are then compared in detail, i.e.,

on a sentence-per-sentence basis, to determine plagiarised paragraphs.

MDR (Match Detect Reveal) system was developed by Zaslavsky et al. (2001)
to detect plagiarism in documents. It uses suffix-tree representation to index the
documents in a digital library. MDR applies string-matching algorithms based on suffix
trees to identify the overlap between a suspicious document and candidate documents. It
is very powerful for finding exact copy. However, constructing suffix tree for
documents is very expensive. Besides, this system is very weak at detecting modified

documents.

PPChecker (Plagiarism Pattern Checker in Document Copy Detection)
was developed by Kang et al. (2006). It uses statement-based representation for original
documents and query document. The degree of similarity between two statements is

calculated using “local-similarity-extractor” function proposed by the author. Then,
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“document-similarity-extractor” function is used to find the degree of overlap between

two documents.

SNITCH (Spotting and Neutralizing Internet Theft by CHeaters) was
developed by Sebastian and Thomas (2006) to detect copy and paste (exact match)
plagiarism in paragraph-based representation. SNITCH implements a fast and accurate
plagiarism detection algorithm using the Google Web APL. It uses a sliding window to
scan documents and locate candidate passages that might be plagiarised. The sliding-
window mechanism works as follows. First, SNITCH reads a window containing
certain number of words. Then, it calculates the number of characters in each word.
After that, the weight of the window is measured as the average of the number of
characters per word and the words in the window. Next, the program stores the
window’s weight for use later. The process will be repeated for all such windows in the
document by shifting the window forward in the document one word at a time.
SNITCH, then, orders windows in decreasing order according to their weights,
eliminates overlapping windows, and selects the top N weighted windows. Lastly, it
searches the Internet for each, gathering the top search result (if any) for each. The
output is an annotated HTML report containing the original document with hypertext

links inserted for any passages that were found on the Internet.

WCopyFind developed by The University of Virginia (2006). It uses
phrasebased representation with six or more words as a unit of comparing. It counts
thenumber of words from matching phrases and calculates plagiarism rate as a ratio of
the number of matching words and the total number of words in the
document.WCopyfind could find a partial overlap, but the user should set an adequate

word number in a phrase.

Ferret (Lyon et al. 2001; Lyon et al. 2006) is a free standalone tool for detecting
similar passages in large collections of students’ coursework. It enables large numbers
of documents to be analyzed quickly, and can also be used to identify plagiarism. The

Ferret copy detector works on phrase-based mechanism to determine the similarity
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between two documents. Usually, the results are presented in a ranked table with the
identical or most similar pairs at the top. Bao et al. (2006) used Ferret for copy detection
in Chinese documents. Corpora of students’ coursework from two Chinese universities
were collected, and Ferret was applied to investigate the detection of plagiarism.

Experiments showed that Ferret can find plagiarism inChinese documents efficiently.

The survey on plagiarism detection for Arabic language that has been reviewed.
We organize a table to explain a thorough survey of state-of-the-art plagiarism detection
techniques and to better understanding we produce some charts based on our literature
review statistics. Most techniques detect plagiarism by using certain text features along
with fingerprint matching techniques and most of the them used some algorithms in the
pre-processing stage of the system like normalization, tokenization, stemming and part
of speech (POS) tagging, stop-word removal, sentence segmentation, synonymy
recognition, number replacement, lemmatization. It is obvious that all utilized
techniques are showed in the table 2.2 has its own impact on developing plagiarism
detection for Arabic Language. Most of the studies and developments are stretched in
literal type of plagiarism while the minor works dealt with intelligent type. A few
numbers of study produced an implemented tool or software meanwhile the others
proposed a development in a particular algorithm or technique, the summery of each

study that have reviewed are explained in table 2.2.

Table 2.2: Extracted Papers Based on the Criteria

Type of | Source or
Ref. Year| Language| Techniques Result
Criteria target

Fuzzy technique
[48] | intelligent| Document| 2009 Arabic | in information

retrieval ]
detection

Stated that Fuzzy
technique is better than

Boolean IR ,in plagiarism

Syntax For the first time created

[50] literal | E-learning| 2009| Arabic Similarity  |APD tool for Arabic in e-

based detection [Learning.
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[mproved fingerprint
. matching technique
‘ ‘ fingerprint
[18] Literal Text 2010 Arabic ‘ through
matching .
Adding four key features
of the text.
APlag, a  plagiarism
[19] Literal | Document|2011| Arabic | Fingerprinting [detection tool for Arabic
language.
Discover the effect of
some well-known
. . . language-independent
[51] Literal Text 2012| Arabic | Stylysis tool. o
Sstylistic ~ features  on
Arabic text to improve
Plagiarism detection.
[t proposed mono-lingual
winnowing n- system (Iqtabs 1.0)
_ Text & ) o ]
[74] | Literal 2012| Arabic gram for plagiarism detection
Document o )
fingerprinting that  precedes  multi-
lingual
Fingerprinting
_ ‘ and
[17] Literal | Document| 2012| Arabic [mproved Aplag
Similarity
metric
[t presented a new
taxonomy of plagiarism
that highlights differences
Examined the petween  literal  and
[52] [ Intelligent Text 2013| Arabic | existing literal fintelligent plagiarism.
systems.  [They emphasized that
existing  systems  for
intelligent plagiarism

detection are failed.
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Stated that good

attribution performances

_ . with an
[53] Literal | Authorship [2013| Arabic [Word N-Grams. .
optimal score of 80% of]
good authorship
attribution
MBNB
. Attribute the author of a
‘ ‘ . technique '
[54] Literal [Authorship[2014| Arabic text with an accuracy
Naive Bayes
‘ 0f 97.43%.
classifiers
Stated that the FT
Two popular
method  has better
_ . _ classifiers: FT
[55] literal | Authorship [2014 [ Arabic q performance as
an
Accuracy of 82% was
SVM. '
achieved.
Similarity o
_ A web-based plagiarism
' _ technique _
[10] literal | Document |2015 | Arabic detection framework for

in information

retrieval

Arabic documents.

All these practices of plagiarism have a negative impact on the learning process.

Thus, how can we ensure dealing with Plagiarism systems and how is plagiarism going

to detected. A critical issue needs solutions by computer scientists. [25]

2.10 Arabic Plagiarism Detection Systems

The interested reader may refer to a number of surveys on the subject of

detecting plagiarism in the year and in other languages, but we will focus on the Arabic

languages [83], [80], [81] and [79]. In the statement of Arabic language, several

plagiarism detection systems are proposed. For instance, Alzahrani and Salim [23] have

introduced a statement-based plagiarism detection system for Arabic (FS-APD) using

34



fuzzy-set information retrieval model [82]. The degree of similarity between two
statements is computed and compared to a fixed threshold value to judge whether are
similar or not. This approach led to perform well on verbatim reproductions. To address
the rewording, they have proposed another system named fuzzy semantic-based string
similarity for extrinsic plagiarism detection (SFS-APD) [84]. This uses a shingling
algorithm, Arabic WordNet lexical database [77] and Jaccard coefficient for retrieving a
list of candidate documents. The suspicious document is then compared sentence by

sentence with the candidate documents to compute the fuzzy degree of similarity.

Jadalla and Elnagar [2] introduced a plagiarism detection system for Arabic text-
based documents named Iqtebas. It uses a fingerprint search engine to compute the
distance between each sentence in the suspected text and the closest sentence in the
source documents. Iqtebas seems to perform well the copy-and-paste (C&P) plagiarism,

but it handles neither word shuffling nor rewording.

Recently, Hussein [85] proposed a new plagiarism detection system for Arabic
documents based on modeling the relation between texts and their n-gram unique
sentences. The system involves several steps, including Part-of-Speech (POS) tagging,
text indexing, stop-words removal, synonyms substitution and heuristic pairwise phrase
matching algorithm to build documents Term Frequency-Inverse Document Frequency
(TF-IDF) model [89]. The Latent Semantic Analysis (LSA) [90] and Singular Value
Decomposition (SVD) are then used to analyse the hidden associations between text

documents. [91]

The Arabic Plagiarism Detection Shared Task 2015 (AraPlagDet)2 [16] is the
first and only shared task that addresses the evaluation of plagiarism detection methods
for Arabic texts. It has two sub-tasks: extrinsic and intrinsic plagiarism detection. A
major advantage of the AraPlagDet evaluation campaign is enabling the evaluation of
different systems on the same dataset. In AraPlagDet 2015 three systems are

participated in the extrinsic plagiarism detection subtask: Magooda [86], Alzahrani[87]
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and Palkovskii3. Two participants (Magooda and Alzahrani) among the three submitted

working notes describing their systems.

Magooda et al. [86] proposed an extrinsic plagiarism detection system named
RDI RED. In this system, Lucene search engine [88] is used to select a list of
candidate source documents. The candidate documents are aligned to detect plagiarised
segments (aligned parts). Finally, a set of rules is applied by a filtering module in order
to filter the aligned parts. RDI RED system can be easily deployed on-line. Though, it

does not address synonyms substitution and paraphrasing. [88]

Alzahrani’s [84] introduced system goes through four main steps. The first step
pre-processing, this includes tokenization and stop-word removal. In second step,
retrieve a list of candidate source documents for each suspicious document using n-
gram fingerprinting and Jaccard coefficient, the third step an in-depth comparison
between the suspicious documents and the associated source candidate documents
using k-overlapping approach [79], in final step Post-processing where consecutive n-
grams are joined to form united plagiarised segments. Table 2.3 summarizes the Arabic
plagiarism detection systems described above according to the technique used, the

comparison level and their efficiency in detecting different plagiarism types. [79]

Table 2.3: Details of the Arabic plagiarism detection systems

FS- | SFS- Aplag | Iqtebas | Hussein RO || Alzabrani
S | o | | 21 | 1ss] | e |14
[90] [89] [86]
Fingerprinting * * *
% %
3 Fuzzy-set
g SVD *
£ ;
3} LSA
- ;
Search Engine
Linguistic Resources * * *
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Word Embedding
g % % % % * %
g Sentence-Level
§T
Qo
E b_] % %
o Paragraph —Level
@)
O C&P * * * * * *
2
= Reordering * * * * * *
2]
'g Synonyms * * *
: go Substitution
~ Paraphrasing

Our plagiarism detection tool built around a content-based method. It fulfills the
three properties. The first property is to handle by a preprocessing of any input text,
including tokenization, stop-word removal, rooting and synonym replacement. It is
constracted on fingerprinting 3-grams of chunk. The second property is satisfied if 3 is
sufficiently long to ignore common idioms of Arabic language. The third property is

can demonstrate by the performance results on the datasets.

2.11 Summary
To sum up, the literature review has been investigating in Plagiarism definition
and Types, Way and strategy to Avoid Plagiarism .characteristics of Arabic
language, Plagiarism in Arabic documents fingerprint matching technique,
Plagiarism Techniques and Algorithms, Plagiarism Detection tools for natural

language Documents summarization of Arabic Plagiarism Detection Systems.
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CHAPTER III

ARABIC DOCUMENTS

PLAGIARISM DETECTION
MODEL
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3.1 Introduction

This chapter deals with the concepts and terminology of the main model

components for Arabic documents plagiarism detection. It starts with overview of main

model and goes deep on details.

3.2 Arabic Documents Plagiarism Detection Model

Figure 3.1 Shows the Main components of the introduced Arabic documents

plagiarism detection model. These components are shown below.
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Report result
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and Hash
Function
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Figure 3.1: The Main components of Arabic documents plagiarism detection Model.
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Figure 3.1 depicts the overall processes and components of the proposed Model.
The model consists of five stages. The first stage files upload and conversion. If the file
in that formation (.doc, .docx, html, .rtf,.dot) then it will converted to txt format (.txt)
this important issues. Second stage is the text pre-processing, which consists of
documents, tokenization, stop-words removing and word stemming. The aim of the
three stages is to convert the output of the previous stage to fingerprint using n-gram
method. The four stage is to save the fingerprint for each document .the five stage is to
fine the similarity matching between the input text with local database and gives

similarity detection report.

3.2.1 Details Pertaining to Arabic Documents Plagiarism Detection Model

The details pertaining to Arabic documents plagiarism detection mode as shown in

Figure 3.2.These details pertaining is components describe as follows:

3.2.1.1 Preprocessing

In this section, the preprocessing is a core natural language processing task. It aims
at creating an intermediate form from the inputted text based on the extraction of words,
the morphological analysis, and the text annotation. The researcher adopts detection
"Content-based" as primary treatment in which the removal of stop-words developed
and lowered words to form roots. Following stages are perform to transform the Arabic
text to organize and formatted of the representation, which is more suitable for the
process of detecting plagiarism. Following stages are perform to convert a document in
Arabic, to build and prepare represented that it is more agreement for the processing of
detecting plagiarism. It is handling by a preprocessing of any input document, including

tokenization, stop-word removal, rooting and synonym replacement.

A. Tokenization

The stream of Arabic text divided into words, phrases, symbols, or other meaning

parts. The list of tokens inserted input to next pre-processing steps.
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Figure 3.2: Details pertaining to Arabic Documents Plagiarism Detection Model
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B. Removing Stop Words

Arabic language has high inflections and eloquence that build words not significant
for the retrieval process because they are redundant and do not influence the meaning.
These words named stop words and may exist in both query documents and corpus
collection.Stop words are exclude words, these words are to exclude by language
automated processing of data (texts). These words are repeating in the texts, which are
contains 162 words like (¢(¢ i ¢ diec & JS ) normal and 1062 extented [4]. It is
advisable to be removed form document and not indexed in order to improve the search.
Thanks to Hans Peter Lohan (of the pioneers in information retrieval) in the use of the
term and concept development. These words do not give these words do not give any
hint values or meanings to the content of their documents, hence deleted words from the
set of index terms [4]. Omission the stop words in automatic indexing is speed of
system process, saves a huge amount of space in the index, and does not damage the
retrieval effectiveness [39]. For example, “_ e 4dia dacay a s JS dujadl ) deal caly?

becomes e 4bita dniay A joall 2eal Caly,

C. Stemming Words (Rooting)

Stemming is a process of remove the affixes. The affixes is contains prefixes,
suffixes and infixes. The prefixes “are a group of words attached at beginning of the
word”. In addition, the suffixes “are attached to the end” .and the infix “is found in the
middle of word”. (morphemes) in a word in order to generate its root word as Khoja‘s
stemmer [76].as showing in table 3.1 and figure 3.3 is an example how to extract root.
Using the root word in pattern matching provides a much better effectiveness in
information retrieval. There are several stemmers existing in the Arabic, English
language, such as Nice Stemmer, Text Stemmer and Porter Stemmer are the well-
known English stemmer that commonly been used[76]. Figure 3.4 shows the Arab

sentences and steps preprocessing in the introduce plagiarism detection model.

After remove stop-word, punctuation and delete the numbers, spaces and single

letters, then Convert letters (=), (3), (&), (1), ())into ('), and (3) into ( » ). Novelty
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the basic root of Arabic words by removing affixes (suffixes and prefixes) attached to
its root. Prefix like (J!,J¢ «JS Ju 15 ,J)) and suffix like (W,0) 44 Ol 05,0 55,6 )
table 4.1,and table 4.2.

Table 3.1: an example of the Arabic Affixes stemming

Word | Root | Prefix | Suffix | Infix
Cmalldl) Als J Y )

it
’ * \9*‘_“5* * 3% g

Figure 3.3 Arabic words extract rooting

C.1 Rules to Remove the Affixes

Removing the determiner J' : when remove the determiner “J' and its
combinations. All these characters must remove from the word, since these letters are
the leftmost prefixes that can appear in an Arabic word. Before removing any prefix or
suffix, the algorithm checks the size of the word; the number of characters remaining
word length must be greater than or equal to 3. For example, the prefix © <% ™ does not
remove from the word”™ &% 7. Some words have these same characters as root
characters (e.g. @7 sl Tand “o»" 7 T stem such words correctly we check
these patterns before removing their prefixes. Using this rule the word <", for
example, will reduce to the word™ &+ ~, as we will explain later and then return the

stem &

Removing prefixes: The next step is to remove all multi-letter prefixes that have no
duplicated. If these letters found then the first one are considered a prefix and will

remove. For example, the words <SS 7 & 7 and T v Twill be  reduced
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to - - & and" ¥ 7, respectively, Arabic stemmer rules do not check the

single letter prefixes (u-“ and“="") because these characters could be root letters and not
prefixes. For example, the letters “=” and ¢ in the words % ~and™ s =
respectively both belong to the stem. So after removing the suffixes later, the remaining

word will be retained as a stem since its length is 3.

Removing suffixes: word must reduce in order to match an appropriate pattern.
Therefore, the inflected word enters this step, the algorithm checks for the suffixes
working from the longest to the shortest one. As mentioned above, the algorithm checks
the length of the word before removing any suffix; the length of the remaining word

must be greater than 2.

Removing “=" and “s": These two letters have the meaning of (then) and (and) in
English respectively, so they written before any single letter prefix as “s", which
indicates the present form of the verb, but in Arabic they cannot be used together and
still have the same meaning. Therefore, if both of them appear, the second letter will not
be a prefix. In this step, stemmer checks one of them only. These letters can sometimes
be root letters not prefixes, for example: s 7. “we¥ 77 J@d T ete. it is difficult to
distinguish these words without using a database containing all Arabic stems. To
resolve this ambiguity we use some rules that depend on patterns. If the word matches a

certain pattern, then the letter not removed.

Although this technique resolves this problem partially, it sometimes fails with
some words, especially when two words reduce to the same string. For example,
consider the pair of words ~  9#3 7 and* 2343 = the letter =+ is a prefix in the first

word but not in the second one.

D. Arabic Synonym Replacement

The words were regenerate to their most frequent synonyms, which can facilitate to

notice advanced varieties of hidden plagiarism. Word synonyms area unit retrieved from
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Arabic WordNet (AWN). The primary word within the list of synonyms of a given

word is taken into account because the most frequent one.

Arabic File

Input Arabic Document
text

Converting To .TXT

—

’Arabic Sentence

AV4

Input text is broken up into
tokens (words).

=

Tokenization
|

Are used in any text, they
are considered as
unimportant differences
between documents. They
are removed in order to

).qq MMH.\A.@.‘ asd ds|4....ga.d\ L,J\ mum.u

AV 4

#Stop Word Removal J\ /L

ass 1 b

get more  significant
results by reducing
number of false-positives.

Morphological variants
are reduced to their root
form. Khoja‘s stemmer
[76] is used to reduce
words to their root by
removing the longest
suffix and prefix, and
then  matching  the
remaining word with
verbal and noun
patterns.

ooting (Stemming) v

JAQGM‘.AMUAJJ mi ‘,\Al

A

N | B | M—

<

Synonyms e

M Gha aa a2l e

words are converted to their most
frequent synonyms, which may help to
detect advanced forms of hidden
plagiarism. Word synonyms are
retrieved from Arabic WordNet
(AWN) [20]. The first synonym in the
list of synonyms of a given word is
considered as the most frequent one.

Figure 3.4: An example of Arabic sentence preprocessing steps
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3.2.1.2 Fingerprinting

The fingerprint matching technique is widely used in the plagiarism detection tools.
The main idea in the document fingerprinting to detect the reuse of the text is to
generate a numerical representation of the unique document (in the case of disclosure of
the exact copy), or part of the text (in the case of partial / detectors local copy). Then,
(body) will be used for these assertions in a document candidate comparison against a
set of documents. The process of creating a fingertprint consists of four main steps [30]:
the first is the function that generates hash-value from a substring in the document. The
second is the granularity; that is the size of the substring that is extracted from the
document (chunk size). The third is the resolution which is the number of hash-values
used. The fourth is the strategy that is used to select substrings from the document[29].
Included two of the main characteristics that a good technique fingerotprint should
meet: generate fingerprints that accurately represent documents, and produce the least

number of possible fingerprints fingers.[29]

3.2.1.3 Document Representation

The tree structure of the Arabic document is created to describe the internal
representation of the documents. Every document created to represent a tree to describe
the document's logical structure. The same document contains the root, and the second
level contains the vertebrac and the leaf nodes contain sentences. Figure 3.5
representation document tree appears. This representation is links to those used in the
verification of [13], and plagiarism detection system. It is consider avoiding
comparisons unnecessary among several documents. The establishment of a tree
representation of each document is then explored the trees from top to bottom, and

compared to the level of the level until a termination condition. [14]

3.2.1.4 Comparison of Similar Term

In this stage, heuristic Algorithm is used to find the longest match of two hash
strings by similarity method. In comparison at the document level scope, we compared
two documents in accordance with common hashes and their fixed threshold. If the

number of partitions in a subset of a larger crosses the threshold, then there is a possible
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similarity between the two documents. In this case, the comparison process is still at the
paragraph level, is detected any similarity is shut down the operation. If the detection
probability of similarity to the paragraph level, and then the process will continue on the
wholesale level, otherwise the process terminates. In case of similarity between two
sentences, then use longest common substring (LCS) to measured using the metric.
Uncertainty the length of the longest corporate sequence is greater than the length
multiplied by the minimum sentence threshold, then they determine similar chains in
each of the strings, but this process will continue with the following sentence. We use a

heuristic algorithm of each level of the tree base on the document, paragraph and

sentence.
Document

Paragraph Paragraph | | ............ Paragraph

1 2 n
Sentence Sentence | | ...l Sentence

1 2 n

“ .

Word-Base Word-Base | | ............ Word-Base
3-graml 3-gram?2 3-gram n

Figure 3.5: Arabic document tree representation

In the event chunking, the similar chunks found in document of sentence-based,
and then we divided based of parts parameter n, which will be grouping into the form of
sequence of n sentences into a chunk. In case of Word-based chunking gives higher
accuracy in detecting similarity than sentence-based chunking [21] .It is important to
choice a hash function that reduces collisions due to mapping different chunks to the
same hash. Our methods based on a word-based chunking method: in every sentence of

a document, words are first chunked and then hashed using a hash function[22].For
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example, given a document containing the sentences sel se2 se3 se4 seJ, if n=3 then the
chunks are sel se2 se3, se2 se3 sed, se3 se4 se5 [21]. Another example of word, given a
document containing the words wol wo2 wo3 wo4 wo3, if n=3 then the chunks are wol
wo2 wo3, wo2 wo3 wo4, wo3 wo4 wo5.There are some strings matching, algorithm
transforms one string another. levenshtein distance (LD) and Longest Common
Substring (LCS), those algorithms are measures the minimum number of operations:
insertions, deletions, or substitutions to transform one string to another[23]. Consists in
finding the common longest substring in two strings. Let us consider a longest substring
to check in "¢l and "cpll " is "¢ For plagiarism detection, if the plagiarism or
similarity ,the LD and LCS are more appropriate , because similarity requires
modification of a text . In our approaches we considered the LCS, because we believe to

use LCS, because it is based on the phenomena of similarity rather than distance.[24]

3.3 Summary

To summarize, depicts the overall processes and components of the proposed
model and details pertaining for Arabic documents plagiarism detection, which is
consists of five stages, files upload and conversion, The second stage is the document
pre-processing, the three stages is to generate BKDR fingerprint using 3-gram method
for the document. The four stage is to save the fingerprint for each document .the five
stage is to fine the similarity matching between the input text with local database and

gives similarity detection report.
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CHAPTER 1V

PLAGIARISM DETECTION
FRAMEWORK AND TOOL
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4.1 Introduction

This chapter presents the operational framework for plagiarism detection

framework and tool.

4.2 Operational Framework

This chapter was conducte according to the workflow process illustrated in
Figure 4.1. The operational framework is divided in to six phases: starting from The
starting from planning phase until summary report. The planning and preprocessing
stage include planning the research and reviewing the previous work, building the
corpus collection, proposed plagiarism detection framework includes of four main
Phases. In this first phase, upload Arabic file, second phase Preprocessing, third phase
Indexing and Hashing, and the fourth phase Similarity Matching. We focus on detecting
the Arabic - Arabic plagiarism. As a plagiarism detection system, our corpus builded up
the Internet resources that are detectable by the AraPlagDet share task 2015. Figure 4.1

shows framework Arabic language plagiarism detection.

4.2.1 Planning Phase

In the planning phase, literature search of Arabic document plagiarism
hdetection as been done in order to benefit from the previous efforts of the pre-
processing steps such as removing stop words and stemming Arabic words. In addition,
literary research on plagiarism detection techniques applied to English, which was not
use in Arabic, have explored in order to select the most appropriate, efficient and useful

methods for use in the detection of plagiarism in Arabic.

4.2.2 Building Corpus Collection

The corpus for this study will use initial data building our self and
InAraPlagDet-20-06-2015 on AraPlaDet browser and Wikipidia with 1036 documents
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chosen arbitrary about different topics including Create your own country blog, Islamic

book, Corpus of Classical Arabic and DSS.

Phase 1

Planning research and literature review
2

Phase 2 Building Corpus Collection

e V. -

Phase 3 Upload Arabic File

Arabic File Upload

—
Converting To .TXT

Phase 4 Preprocessing Tokenization

\~

Remove stop words

T Stemming of word

e ——

- ﬁ Synonym Replacement
Vi

Phase 5 Indexing and Hashing
Fingerprinting & Indexing

==

Phase 6 Similarity Matching
Identify similar documents in corpus

Comparison of similar pattern

Summary result and Report
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Figure 4.1: Flow chart of the Framework for Arabic Document

Moreover, we preferred to save the corpus documents in TXT file format using
UTF-8 encoding. Various browers support UTF-8 and it is unnecessary to set-up a
language encoding. These advantages make UTF-8 encoding practical, and of much
help in our case, to support bilingual documents (Arabic) since we will use PHP in

developing and testing the techniques.

4.2.3 Input Documents

In this step we accept file include (.doc, docx, html, .txt). Before we use as the
query documents for further detection process. The files [(.doc, docx, .html] must
convert to .txt format. For example, “ e 4tia dniar as JS dnjadl ) 2eal cady” this

sentence can in different formation file extension.

4.2.4 Tokenization

The stream of Arabic text will divided into words, phrases, symbols, or other

meaning parts. The list of tokens becomes to input for next preprocessing step.

4.2.5 Removing Stop Words

Stop words are excluded words are words that are excluded by language
automated processing of data (texts). It is words that repeated in the texts, which are
contains 162 words like (¢¢x¢ S ¢ diee A S ) It is advisable to be removed form

document and not indexed in order to improve the search.

4.2.6 Stemming (Rooting) Proceeding

Arabic words demonstrate an intricate morphology[4]. The Arabic language can
be said to use root-and-pattern morphotactics where a pattern can be thought of as a

template adhering to established grammatical rules.
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Check Arabic
Stop list

Remove and
Normalizatio

Figure 4.2: Arabic stop word list removable process

In this example, will explain how to extract the word roots as showing in figure
4.5, (which are simple bare verbs that are three letters in length) to form their parent root
by an verb weight from the word ("cpall") that mention in table 3.1 chapter3. For
rooting (stemmer process) is (213), so will go throw the process below. The mechanism
begins by receiving word by word from document A ~ and then entering the first test. Is
the word found in the Arabic dictionary list, if it matches a reservation in another file,
(if not matching prefix, suffix and infix if found A ~~). so “cpI&l” Is not among the
words in the dictionary and then enter the test (Prefix List) to remove from the list of
prefix they rules that mentioned above so the determiner “J" is removed returning
“alla” then no prefix are found and then enter the test of (Suffix List) will determiner
“0” are founded in the list will removed returning “ AW then no suffix are found and

H\H

then enter the test of (infix List) will determiner """ are founded in the list will removed

returning “aa”,
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Arabic File
Stemmed

"A" Arabic File
for Stemming

Mext Arabic File \L

Mext Word Input ward by word from
Arabic Doc form stemming

Check after Infix

Check after Suffix | Check a

If the frabic

word in Arabic D

Root Dictionary?

If word = 3
letter Check
Prefix List?

YES
Removed  |g—

&

If word = %
L Removed - Tes letter Check
Suffix List?
I
Removed YES Listhier Chisck MO

F 1

Infix List?

Figure 4.3 : Arabic stemming (root) process
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Figure 4.4:Extracting the stem of the word “xal” from the pattern "Jel" Arabic

stemming
File A~ After
-Stop word removed
-Normalization
y
Arabic Word
RS
Arabic Root List
I_ -— -
I LB 16
S b Check If the Yes B
| ™ Word in Print into File
10 5 Arabic Root A~~ |
\_/_
Stemming Finish
S
I ST | 9
e -

v
Keep to the list

>
<

Figure 4.5: Example of an Arabic(call) Stemming (Root) word process
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Table 4.1 : Arabic prefixes

Prefix |[Example
- 3_bdl
& SRalls
o cadls
s e s
J Lol

i RN
s ) 838
J pliil
< e
¢ O siliis
U JS i
S JS 5
J 5 Sl

Table 4.2: Arabic Suffixes

Suffix | Example | Suffix| Example
4 A i) o Ol
U Lasia o Ol

W5 | L saiu S sab
e Ol o Ay pa
WS LSyl 5 8 a
o | il Al \ S|
Sl S| ¢ | SN
EN T e o

& i
<l eV
O Ol
P } i<
- —
o e
S | oS
| elie
Laa Laga SI
L Ll sl
b | G
L | gaS e Hli
4 aall
s GLAAA‘)M

56




4.3 Fingerprinting Process

The fingerprint matching technique is widely used in the plagiarism detection tools.
The main idea in the document fingerprinting to detect the re-use of the text is to
generate a numerical representation of the unique document (in the case of disclosure of
the exact copy), or part of the text (in the case of partial / detectors local copy). Then,
(body) will used for these assertions in a document candidate comparison against a set
of documents [1, 41]. The process of creating a fingerprint consists of four main steps
[2]: the first is the function that generates a hash-value from a substring in the
document. The second is the granularity; that is the size of the substring that was
extracted from the document (chunk size). The third is the resolution, which is the
number of hash-values used. The fourth is the strategy that used to select substrings

from the document. [41]

A. Document Representation

As shown in figure 3.5 in chapter 3, the stem consists of the tree basic document, the
second level consists of all refined text paragraphs, and the third level of the tree
encompasses the sentences of the paragraph. The tree structure of the Arabic document
is created to describe the internal representation of the documents. Every document
created to represent a tree to describe the document's logical structure. The same
document contains the root, and the second level contains the vertebrae and the leaf
nodes contain sentences. Figure.3.5 representation document tree appears. This
representation is links to those used in the verification of [13], and plagiarism detection
system. It is consider avoiding comparisons unnecessary among several documents. The
establishment of a tree representation of each document is then explored the trees from

top to bottom, and compared to the level of the level until a termination condition. [14]

Then sentences are divided into word-based 3-grams, and using a proper hash
function, they are converted into a number. In this manner, the processing speed is
increased in the copy detection operation. In figure 4.6, there is a tree representation of

the single sentence paragraph . shae g aile o sall o)) a3 Ll
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Document text : e aile ol ) e ila

Preprocessing : Dhe ae O i il
Paragraph Level: ] .

e e Oy il

-

Sentences Level: g .

ha me o) i (il

~ e~

Word-based — T~
3-gram level et Gl e Oload ik

Figure 4.6 Arab document preprocessing base on 3-gram

It is important to select a hash function that minimizes the collisions due to mapping
different chunks to the same hash [6, 10]. In this implementation, the BKDR hash
function is used. This function is the sum of each character's multiplication in a certain
value named "seed" that usually has the value of 31. The seed value must be an odd
number because odd numbers are unique, and multiplication of a number in an odd
number creates a unique hash value as shows in eqation (1) [6, 10]. The steps for the
above example of fingerprinting are shown in figure 4.7. The fingerprint of this single

sentence paragraph is 937118507.

Hash value = s[0] * 31" 1 + s[1] 31" 2+ .. + s[n—1] (1)

Using int arithemrtic, where s[i] ith ith character unicode of the string, n is the lenght of

1. . ..
chunck ,"" is indecates exponentiation.

1534994777 e ae () s 1534981671 e Oy il

o~ /

2112705166 | 1534994777 1534981671

A 4

937118507 2112705166

Figure 4.7: Arabic Document Fingerprinting example
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According to figure 4.7, after breaking all the words contained in sentences into 3-
grams, it is time to hash operations at sentence-level. Through this procedure, the
hashes obtained from words-based 3-grams are broken into 3-grams in tree sentence-
level, and a hash operation is run on them. In the final step, the hashed 3-grams will be
converted from sentence-level into paragraph-level 3-grams. Therefore, the document

fingerprints obtained contain paragraph-level hashes of the document.

4.4 Comparison of Similar Term

Many similarity metrics exist for fingerprint comparison, including Levenshtein
distance [23], Longest Common Substring (LCS), and Running Karp-Rabin Matching
and Greedy String Tiling (RKR-GST) [23]. The Levenshtein distance measures the
minimum number of operations: insertions, deletions, or substitutions to transform one
string to another. For example, the Levenshtein distance between "Saturday" and
"Sunday" is three. The Longest Common Substring (LCS) consists in finding the
common longest substring in two strings. For example, the common longest substring in
"Saturday" and "Sunday" is "day". RKR-GST [24] is use for comparing amino acid bio-
sequences. It consists in tiling one string with matching substrings of a second string.
RKR is an improvement technique to speed up the GST algorithm. A hash value is
created for each substring of length s of the pattern string and for each substring of
length s of the text string. Each of these hash values of the pattern string is compared
with the hash values of the text string. If the pattern and text hash values are equal, then
there are matches between the corresponding pattern and text substrings. A key issue in
similarity detection is to choose the adequate metric. For plagiarism detection,
Levenstein distance and LCS are more suitable, since plagiarism involves modification
of a text (insertion, removal ...). In ADPDM, we choose to use LCS, because it is base

on the concept of similarity rather than distance [41].

In the event chunking, the similar chunks found in document of sentence-based, and

then we divided based of parts parameter n, which will be grouping into the form of
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sequence of n sentences into a chunk. In case of Word-based chunking gives higher
accuracy in detecting similarity than sentence-based chunking [21], .It is important to
choice a hash function that reduces collisions due to mapping different chunks to the
same hash. Our methods based on a word-based chunking method: in every sentence of
a document, words are first chunked and then hashed using a hash function[22].For
example, given a document containing the sentences sel se2 se3 se4 seJ, if n=3 then the
chunks are sel se2 se3, se2 se3 sed, se3 se4 se5 [21]. Another example of word, given a
document containing the words wol wo2 wo3 wo4 wo3, if n=3 then the chunks are wol
wo2 wo3, wo2 wo3 wo4, wo3 wo4 wo5.There are some strings matching, algorithm
transforms one string another. Levenshtein distance (LD) and Longest Common
Substring (LCS), those algorithms are measures the minimum number of operations:
insertions, deletions, or substitutions to transform one string to another [23]. Consists in
finding the common longest substring in two strings, let us consider a longest substring
to check in "W and "cpll " is "¢ For plagiarism detection, if the plagiarism or
similarity ,the LD and LCS are more appropriate , because similarity requires
modification of a text . In our approaches we considered the LCS, because we believe to

use LCS, because it is based on the phenomena of similarity rather than distance.[24]

4.5 Text Comparison Heuristics

Heuristic Algorithm is used to find the longest match of two hash strings by
similarity method. In comparison at the document level scope, we compared two
documents in accordance with common hashes and their fixed threshold. If the number
of partitions in a subset of a larger crosses the threshold, then there is a possible
similarity between the two documents. In this case, the comparison process is still at the
paragraph level, is detected any similarity is shut down the operation. If the detection
probability of similarity to the paragraph level, and then the process will continue on the
wholesale level, otherwise the process terminates. In case of similarity between two
sentences then, use longest common substring (LCS) to measured using the metric.
Uncertainty the length of the longest corporate sequence is greater than the length
multiplied by the minimum sentence threshold, then they determine similar chains in

each of the strings, but this process will continue with the following sentence. We use a
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heuristic algorithm of each level of the tree base on the document, paragraph and

sentence.

A tree representation is created for each document to describe its logical structure.
The root represents the document itself, the second level represents the paragraphs, and
the leaf nodes contain the sentences. This representation is similar to the one used in
CHECK [13]. It is intended to avoid unnecessary comparisons between several
documents. Trees are then explored top-down and compared first at document level,

then at paragraph level and finally at sentence level.

Heuristic algorithms for each level of the tree: Algorithm 1 (document level),
Algorithm 2 (paragraph level), and Algorithm 3 (sentence level).At document level, two
documents are compared according to their common hashes and a fixed threshold. If the
number of hashes in the intersection subset is greater than the threshold, then there is a
potential similarity between both documents. In that case, the comparison process
continues at paragraph level, otherwise no similarity is detected and the process is
stopped. If a possible similarity is detected at paragraph level, then the process
continues at sentence level, otherwise the process terminates. If there is a possible
similarity between two sentences, then it is measured using LCS metric. If the length of
the longest common sequence is greater than the length of the minimum sentence
multiplied by a threshold, then similar strings are identified in both sentences, otherwise

the process continues with the next sentence.

Algorithm 1: Document level heuristic

Input :Docl, Doc2 // Two input documents
Output: Matching similarity
Begin
DocMinSize = min (|Docl|, [Doc2|)
DoclntersectionSize = [Docl N Doc2|

If (DoclntersectionSize>= DocMinSize*DocThreshold) Then
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//Possible similarity

//Check similarity at paragraph level
similarity = true

Else
similarity = false

End

Algorithm 2: Paragraph level heuristic

Input :Parl, Parl // Two input paragraphs
Output: similarity

Begin
ParMinSize = min (|Parl|, |Par2|)
ParIntersectionSize = [Par]l N Par2|
If (ParIntersectionSize>= ParMinSize*ParThreshold) Then
//Possible similarity
//Check similarity at sentence level
similarity = true
Else
similarity = false
End

Algorithm 3: Sentence level heuristic

Input :Senl, Sen2
Output: similarity, similar substrings in Senl and Sen2
Begin
SenMinSize = min(|Sen1|, |[Sen2|)
SenIntersectionSize = |[Senl N Sen2|
If (SenlIntersectionSize>= SenMinSize*SenThreshold) Then
LongestCommonSeq = LCS (Senl, Sen2)
If (|[LongestCommonSeq| >= SenMinSize*SimilarityThreshold) Then
//Similarity detected
//Determine similar

62




//substrings
similarity = true
Else
similarity = false
Else
similarity = false

End

The precision , recall and F-Measure were used to evaluate detected as
plagiarized statements regarding the total number of plagiarized statements at the
document level on one hand, and to evaluate the retrieval process of detected documents
as containing plagiarism regarding actual number of plagiarized documents in the
corpora on the other hand. Performance results were measured using Recall (2) ,

Precision (3) and F-Measure (4)metrics.

TP

Recall = TPIEN) (2)
, . TP

Precision = TPiFP) 3)

RecallxPrecision
F — Measure = 2 = —— (4)
Recall+Precision

Where, true positives (TP): is the number of cases that plagiarized correctly detected.
False positives (FP): is the number of cases that is detected False False negatives (FN):

is the number of cases that plagiarized detected False.

4.6 Summary of the Framework

After addressed the problem of plagiarism detection in Arabic documents,where

characteristics of Arabic language have been presented, and An operational framework
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and detection method for Arabic Documents Plagiarism is introduced which, is go
further for some hidden plagiarism such, as sentence structure change and synonym
replacement. The main components of the framework is clearly described which, used
heuristic algorithms for comparing fingerprints of Arabic documents at different logical

levels (document, paragraph, and sentence) to pass up redundant comparisons.
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CHAPTER V

DEVELOPMENT OF
PLAGIARISM DETECTION
TOOL FOR ARABIC
DOCUMENTS
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5.1 Introduction

In this chapter present the development of plagiarism detection tool for Arabic
documents. The system of APDAM consist of two interface the first interface web-base
build in PHP and MySql that allow create user from logion to the system. That system
accept file upload and conversion after logion . If the file in that formation
(.doc,.docx,html,.rtf,.dot) then it will converted to txt format (.txt) .the TXT file format

using UTF-8 encoding.

5.2 Development Tool for Arabic Plagiarism Detection

5.2.1 NetBeans

NetBeans is an open-source integrated development environment (IDE) for
developing with Java, PHP, C++, and other programming languages. NetBeans is also
referred to as a platform of modular components used for developing Java desktop

applications.

The Java Development Kit (JDK) is a software development environment used for
developing Java applications and applets. It includes the Java Runtime Environment
(JRE), an interpreter/loader (java), a compiler (javac), an archiver (jar), a documentation

generator (javadoc) and other tools needed in Java development.

The JRE or the JDK. To run Java applications and applets, simply download the
JRE. However, to develop Java applications and applets as well as run them, the JDK is

needed.

5.2.2 XAMPP for MySQL Database:

XAMPP is a free and open source cross-platform web server solution stack
package developed by Apache Friends [2]. consisting mainly of the Apache HTTP
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Server, MariaDB database, and interpreters for scripts written in the PHP and Perl
programming languages. As shows in figure 5.1 it is a simple, lightweight Apache
distribution that makes it extremely easy for developers to create a local web server for
testing and deployment purposes. Everything needed to set up a web server — server
application (Apache), database (MariaDB), and scripting language (PHP) — is included
in an extractable file. XAMPP is also cross-platform, which means it works equally well
on Linux, Mac and Windows. Since most actual web server deployments use the same
components as XAMPP, it makes transitioning from a local test server to a live server

extremely easy as well.

2 XAMPP Control Panel Application — ©
XAMPP Control Panel Shell
(Apache Friends Edition)
Setup
Modules Port-Check
[+] swe Apache  Running Stop Admin Explore
[+] 5we MySgl  Running Stop Admin SCM
[(swe FileZilla Start Admin Refresh
[Jswve Mercury Start admin Help
Swe Tomcat Start Admin Exit
XEMED Control Panel Versiom 2.5.8 (200%-07-28)
¥BEMPP for Windows Versiom 1.7.3
Windows &€_.2 Build 3200 Platform 2
Current Directory: C:o'\xampp
Stcatus Check O
£ >

Figure 5.1 XAMPP Control Panel Application (Apache Friends Edition)

For Database we use MySQL Database because it is easy to handle the
information and it useful to save the data when user lose his mobile , like saving cloud
in server and we don’t need more secure because the information in this application is
generally it is not like Security Agencies. As whows in figure 5.2 present, the

phpMyAdmin use to management MySQL database .
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x localhost / 127,001 |ph 4k (=] - o X
CINR - 3¥3] localhost/phpmyadmin/ @ | O >
p h p M 7server 127.001 A

oale 1 Databases || SQL §, Status =° Useraccounts =+ Export .. Import ° Settings | Replication ¢ Variables = Charsets ¥ More

Recent Favorites . = -
s | \

t o New

T information_schema

« Server: 127.0.0.1 via TCP/IP

= i [t 3 M
= Server connection collation &:  utf8mb4_unicode_ci « Server type: MariaDB

+ mysql

‘+_ performance_schema = Server version: 10.1.30-MariaDB - mariadb.org binary distribution
‘+ phpmyadmin i « Protecol version: 10

El smart_health_assistant i earance settil « User: root@localhost

} ——— + Server charset: UTF-8 Unicode (utfB)

e | (i)

§&'Language @  English v

« Apache/2.4.29 (Win32) OpenSSL/1.1.0g PHP/7.2.2

& Theme: | pmahomme ¥

- Fontsize: 82% v + Database client version: libmysql - mysgind 5.0.12-dev - 20150407
- §ld: 38fea24f2847fa7519001be390c98ae0acafe3s7 §
#° More settings « PHP extension: mysqli & curl & mbstring &

« PHP version: 7.2.2

« Version information: 4.7.7, |atest stable version: 4.8.0.1
« Documentation

» Official Homepage

« Contribute

« Get support

« List of changes

« License

m Cnnsnle lacalhast/phpmyadmin/db_structure php?servers=18db=smart_health_assistant8itoken=caf0eb29202831825efde5Sedbed65e7

Figure 5.2: phpMyAdmin for Management Database

Were design some activities using the XML code as shows in figure 5.3 untike
figure 5.5 and implement the activities using Java code for test basis. We also
implement the MySQL database for our application. To connect with database (Papers),

we use PHP code to insert the data into the database.

& — C | @ localhost/phpmyadmin/index php?db=paperséitoken=cle 1b66a38d9d30858dch1 220420632 "

mwmm i Server: localhost » [ Database: papers
B Structure mSQL  OSearch @Query jhExport Falmport eEDesigner 4% Operations g3Privileges fEDro
qsL S & Exp port _ ¢aDesigner  $0p gaPrivileges 5 Drop

Table « Action Records? ~ Type Collation Size  Overhead
Database file_upload ¥ E X 75 InnoDB  latin1_swedish_ci 452 kig
papers (2) M user,_info #E X 7 InoDB  latini_swedish ci 6.0 ti8
papers (2) 2table(s) Sum 182 MylSAM latin1_swedish_ci 64.0 xi8 a8
4 Check All/ Uncheck All With selected: v
B fie_upload
B uzer_info

% Print view 3 Data Dictionary

Name: Number of fields:

@ May be approximate. See FAQ 3.1

= Open new phpMyAdmin window

Figure 5.3: XAMPP for Papers Database
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[ ATwo-Level Plagiarism © X ) i localhost/ lacalhost /pz X ¥ [7 File Upload and Convert X { G XAMPP stands for - Jms - X Y n - g

& C | ® localhost/phpmyadmin/indexphp?db=papers&itok

MP.M;]:MIJ‘JJH &3 Server: localhost » 1 Database: papers » [ Table: file_upload

@@ [E Browse 5 Structure £ S0L  Search Zclnsert [EExport ffjimport xOperations fEEmpty [ Drop
Field Type Collation Attributes  Null Default Extra Action
Database file_id int(8) No  Nome  auto_increment S X @ M )
papers (2) M file_oname  varchar(256) latin1_swedish_ci No  None =N a T
papers (2) file_type varchar(8)  latin1_swedish_ci No  None y a4 T
. file_category varchar(32) latin1_swedish_ci No  None g 4, X 1] T
il d
Bl e upload_by  varchar(32) latin1_swedish_ci No  None 7, X T
upload_dt  varchar(24)  latin1_swedish_ci No  Mone = O 7
1 Check All/ Uncheck All With selected ;X ]
1 Print view 42 Relation view [ Propose table structure
F: Add|1 field(s) @ AtEnd of Table () AtBeginning of Table () After| file_id v | Go
+ Details.
= | Open new phpMyAdmin window
Figure 5.4: Arabic Document Uploaded in table users
ATwo-Level Plagiarism [ X ) .4t localhost / localhost/p: X ¥ [ File Upload and Convert X Y & XAMPP stands for - ciou - X =
g A p G o B-v

& — C | @ localhost/phpmyadmin/indexphp?d

papersBitoken=

pﬁpMme]n & Server: localhost » [z Database: papers » [ Table: user_info
@@ [EBrowse EStucture 250l Search Insert [EFxport PElmport 4EOperations [fEmpty [ Drop

Field Type Collation Attributes  Null Default Extra Action
Datahase user_id varchar(32)  latin1_swedish i No  None X B BB T
papers (2) M user_password  varchar(32)  latin1_swedish_ci No  None 72 X il T
) user_name varchar(64)  latin1_swedish_ci No  None B s X ] T
user_mobile  varchar(32)  latin1_swedish_ci No  Nene ENVARS i} T
Eﬂi‘“jﬁfd user_position  varchar(32) latin1_swedish ci No  Nene VRS i} A
user_university varchar(256) latin1_swedish_ci No  Nene ENVAR S i) T
user_country  varchar(64) latin1_swedish_ci No  None B s X ] T
user_type varchar(8)  latin1_swedish_ci No  None P X i T
user_moderator varchar(32)  latin1_swedish_ci No  None /X A [ T
1 Check All/ Uncheck All With selectad: 2 X B B
1 Print view {3 Relation view (53 Propose table structure
Fe Add 1 field(s) @ AtEnd of Table (; AtBeginning of Table () After  user_id | Go

+ Detalls

= Open new phpMyAdmin window

Figure 5.5 Arabic Document Uploaded in table File upload

5.3 Development User Interface

The Arabic Plagiarism Detection System (WAPDS) web sited contents as showing
in follows figuers. Firstly, registration on the website for uploads the Arabic document
and then logion to system. It consist of four Menu bar Home Page, Upload File ,

Download , Modulator and Logout.
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& = C | @ localhost/convert/loginphp o i

Login Form

Login

Figure 5.6: The website form Interface for Logion

& C | @ localhost/convert/new_user.php L 4

New User Registration

User ID
Password (sseseess
Name |yaali123
Mobile
Position
University
Country v

Save | | Cancel

Figure 5.7: website new user registration

€ € | ® localhost/convertfindexphp #

Arabic Plagiarism Detection

System (WAPDS)

Home Upload Download Moderator Logout

User : Yahya Ali Abdelrahman Ali

Total File Uploaded

Total Upload Files : 81
Doc/Docx/RTF : 1
HTML/TXT: 80
Categories Wise

File Category No of Files
e 1
AL 21
Dz 10
D3 10
DSsS 20
Information_System a
Papers 2

Figure 5.8: Interface Home Page
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& C | @ locathost/convert/index,php w

Arablc Plagiarism Detection
System (WAPDS)

Home  Upload Download Moderator  Logout

User : Yahya Ali Abdelrahman Ali
File Upload

Total File Uploaded
File Check

Doc/Docx/R

HTML/TXT: 80

Categories Wise

File Category No of Files

g 1

AL 2

D2 10

D3 10

Dss 20

Information_System g

Figure 5.9: Interface upload menu page

i &« C | @ localhost/convert/index.php g

S
__ . Arabic Plagiarism Detection
' System (WAPDS)

Home Upload Download Moderator Logout

. User : Yahya Ali Abdelrahman Ali
File Download

Total File Uploaded

Total Upload Files : "
Doc/Docx/RTF : File Galary

HTML/TXT: 20

Categories Wise

File Category No of Files
ses 1

AL 21

D2 10

D2 10

Dss 20
Information_System ]

Itk frriemmrtfirday nhedt

Figure 5.10 the download menu page
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& C | @ localhost/convert/index.php w

Arabic Plagiarism Detection
System (WAPDS)

Home Upload Download Moderator Logout

- User : Yahya Ali Abdelrahman Ali
Plagiarism Check

Total File Uploaded
Total Upload Files :
Doc/Docx/RTF :

File History

HTML/TXT: 1y
Categories Wise

File Category Mo of Files
e 1
Al 21
D2 10
D3 10
D55 20
Information_System 9
Papers 2
5 8

Contact Us

Figure 5.11 : The modulator task menu page

As showing on the follows, figures (5.12 to 5.18) are ADPDM Java Application using

NetBeanse IDE 8.0.2 for plagiarism detection Arabic document tool.

Q NetBeans IDE 8.0.2 - a
File Edit View Navigate Source Refactor Run Debug Profle Team Tools Window Help Q- Search (Cri+D)
5 53 GRa N LB . R .
PEES DE = T H DB O
Projects X |Files | Services — |[ startpage (2} MainFramejava ||| document rep.java

=~ Arabic Plagiarism
[} Source Packages
B8 ArabicPlagiarism
] Chunk.java
LB MainFrame.java
- [E stemjava

& document.java
IS E‘l document_rep.java My Ne'lBeanS
“|[&]| paragraph java

LJE]| sentencejava
B Libraries

@9 NetBeans o

Recent Projects Install Plugins

Add support for ather languages and technologies by installing plugins from

<no recent project> the NetBeans Update Center.

Havigator X -

ORACLE’

Qutput X -

<No View Available:

Figure5.12: ADPDM Java Application using NetBeanse IDE 8.0.2
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|5 & Arabic Plagiarism
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ﬂ document.java
|8 document_rep.java
& paragraph.java
;@. sentence.java

[ " Swing Layout Extensions - swingHayout-1.0.4.jar
-8 10K 1.7 (Default)

Figure5.13 : Source Packages Application using NetBeanse IDE 8.0.2 and Libraries
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Figure 5.14: The ADPDM user interface
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Figure5.15: Interface allow to show Overviews Arabic File (opensbutton)
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Figure 5.16: Interface allow to show Dataset selected to find the similarity
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File path

Arabic Plagiarism Detection

sers\AdministratorDocuments\Arabic F'Iagiarism\F'art‘l\DatasetS\.suspicious—documentﬂﬂ%.bﬂ|

Open
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Matching files ( click || Open
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3 suspicious-documentD054.txt 209 KB Text Docum... 6/24/20151:..
3 suspicious-document0094.txt 13.3 KB Text Docum.. &6/24/20151:..
3 suspicious-documentD096.txt 22.0KB Text Docum... &6/24/2015 1.
3 suspicious-documentD102.txt 21.0KB Text Docum... 62412015 1:..
suspicious-document0110.bd | 15.9KB TextDocum.. 6/24i2015 1-...
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Figure 5.17: Interface allow select Dataset files in (.TXT) file format
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Figure 5.18 : Interface allow Shows matching files and statistical report
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5.4 Summary

The summarization of this chapter is limited Development Tool for Arabic
document Plagiarism Detection, that tool consist of website using PHP with XAMPP
Control Panel Application for MySQL Database that allow for uploaded Arabic files in
(.txt) format with UTF-8 encoded. When the file uploaded doesn’t in (.txt) format con
converted to that format, but must include (.docx , htm and rtf ) for converted. Our
main tool was built in java application NetBeans IDE 8.0.2 witch content of source
Packages include(Chunk.java , document rep.java, document.java , MainFrame.form ,
MainFrame.java ,paragraph.java , sentence.java ,Stem.java) and libraries. Finally we
explained in details the development User Interface for website and ADPDM

application.
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6.1 Introduction

Plagiarism detection process has four main stages shown in Figure 6 .1. The first stage
i1s to submit a query document wherein we want to detect and judge plagiarism. Next
includes pre-processing steps of the submitted document. Different techniques require
different pre-processing steps as explained thoroughly in the methodology chapter.The
third stage is to apply the plagiarism detection technique(s) to detect similar, probably
plagiarised , patterns between the query document and the corpora. As a result, if
plagiarism is found, plagiarized statements will be counted and highlighted, and a list of

similar resources will be given.

4

L4

e 2

(B S

Figure 6.1: the Main step for ADPDM

This chapter discusses results of some experiments carried out using our
plagiarism detection tools ADPDM and WCopyfind 4.1.5.exe. Then, we shed light on
the preprocessing results from accomplishing stage 1 and 2 in Figure 6.1 This includes
building the corpus collection, constructing the query documents, removing on essential
data from both corpora and query documents to be ready for the last two stages. Next,
we discuss the experimental results of fingerprints matching with and heuristic
algorithm for each level with LCS matrix for plagiarism detection in Arabic documents
that fulfill stage 3 and 4 in Figure 6.1. The completion of stage 4 designates the

achievement of the goal of our study.
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6.2 Experimental Evaluation

We implemented a prototype of Arabic plagiarism detection documents in Java
and evaluated its performance on a handmade data test set of 102 Arabic documents of
about 900 words each. We extracted tree type of data set each data set consist of 20
documents from different books available on AraPlagDet website [25]. We selected 3
datasets from the original documents and 1 dataset replaces the original documents

randomly from 10%, 25%, and 40% 65%, 80% and 100% as follows.

Table 6.1: The datasets categories

Datasets Number File Size KB No of
word

Datasets1 30 182.84 19,141
Datasets2 30 297.48 31,175
Datasets3 30 535.61 56,693
Datasets4 12 60.48 5,685

Total 102 1076.41 112694

6.3 Datasets Information Details

6.3.1 Datasetl

As showing on table 6.2, they are 30 candidate documents were generated from
each original document from AraPlagDet website the number of words in each
document in range between 324 to 938 with size between 3.01 kb to 8.4 kb, the total of
all datasetl 19,141 words and total size 182.84Kkb.

6.3.2 Dataset2

As showing on table 6.3, they are 30 candidate documents were generated from

each original document from AraPlagDet website the number of words in each
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document in range between 823 to 1782 with size between 7.01kb to 16.5kb ,the total
of all dataset2 31,175 words and total size 297.48 kb.

6.3.3 Dataset3

As showing on table 6.4 , they are 30 candidate documents were generated from
each original document from AraPlagDet website the number of words in each
document in range between 1245 to 2540 words with size between 12.4 kb to 24.8kb
,the total of all dataset3 56,693 words and total size 535.61Kkb.

6.3.4 Dataset4 Structure change

As showing on table 6.5 candidate documents were generated from each original
document Created from me from the book “ )il ac2 4akil” and another document with
same title that I mention it. the number of words in each document in range between
105 to 1387 words with size between 1.18 kb to 14.5kb ,the total of all dataset3 5,685
words and total size 60.48kb.

Table 6.2: The Arabic file Dataset1

Dataset1

No File name Size \Sgr(zifs
1 suspicious-document0921.txt 3.21kb 324
2 suspicious-document0909.txt 3.56kb 362
3 suspicious-document0818.txt 4.57kb 482
4 suspicious-document0119.txt 5.40kb 547
5 suspicious-document0261.txt 5.40kb 582
6 suspicious-document0045.txt 5.41kb 527
7 suspicious-document0118.txt 5.49kb 577
8 suspicious-document0049.txt 5.69kb 552
9 suspicious-document0334.txt 5.74kb 597
10 suspicious-document1013.txt 5.83kb 547
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11 suspicious-document0191.txt 5.85kb 584
12 suspicious-document0114.txt 5.85kb 582
13 suspicious-document0329.txt 5.90kb 662
14 suspicious-document0444.txt 5.97kb 643
15 suspicious-document0357.txt 5.99kb 650
16 suspicious-document0819.txt 6.06kb 548
17 suspicious-document(0234.txt 6.07kb 662
18 suspicious-document0127.txt 6.08kb 639
19 suspicious-document0347.txt 6.08kb 637
20 suspicious-document0363.txt 6.09kb 658
21 suspicious-document0248.txt 6.7 kb 755
22 suspicious-document0743.txt 6.7 kb 705
23 suspicious-document0470.txt 6.8 kb 750
24 suspicious-document0485.txt 6.8 kb 705
25 suspicious-document0742.txt 7.2 kb 719
26 suspicious-document0580.txt 7.2 kb 762
27 suspicious-document0308.txt 7.2 kb 778
28 suspicious-document0729.txt 7.2 kb 765
29 suspicious-document0466.txt 8.4 kb 902
30 suspicious-document0507.txt 8.4 kb 938

Total Word Uploaded 182.84kb 19,141

Table 6.3: The Arabic file Dataset2
Dataset2

No File name Size Noof

Words
1 suspicious-document0011.txt 7.01 823
2 suspicious-document0328.txt 7.03 735
3 suspicious-document0563.txt 7.34 801
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http://localhost/convert/download_files.php?file_category=Application&files=ac&file_id=116
http://localhost/convert/download_files.php?file_category=Information_System&files=bc&file_id=117

4 suspicious-document0505.txt 7.25 761
5 suspicious-document0238.txt 7.45 749
6 suspicious-document0348.txt 7.53 782
7 suspicious-document0575.txt 7.74 860
8 suspicious-document0568.txt 7.95 860
9 suspicious-document0749.txt 7.95 790
10 suspicious-document0478.txt 7.99 860
11 suspicious-document0254.txt 8 873
12 suspicious-document0212.txt 8.04 798
13 suspicious-document0298.txt 8.14 932
14 suspicious-document0414.txt 8.21 917
15 suspicious-document0715.txt 8.41 850
16 suspicious-document0482.txt 9 986
17 suspicious-document0690.txt 9.22 978
18 suspicious-document0090.txt 10.01 1119
19 suspicious-document0981.txt 11.8 1062
20 suspicious-document0844.txt 12.01 1015
20 suspicious-document0844.txt 12.01 1015
21 suspicious-document0067.txt 11.7 1270
22 suspicious-document0630.txt 11.6 1191
23 suspicious-document0501.txt 11.7 1272
24 suspicious-document0642.txt 12.1 1280
25 suspicious-document0600.txt 12.1 1296
26 suspicious-document0093.txt 12.2 1263
27 suspicious-document0725.txt 13.8 1407
28 suspicious-document0184.txt 13.8 1348
29 suspicious-document0472.txt 13.9 1515
30 suspicious-document0549.txt 16.5 1782
Total Word Uploaded | 297.48kb 31,175
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http://localhost/convert/download_files.php?file_category=Information_System&files=bc&file_id=118
http://localhost/convert/download_files.php?file_category=Information_System&files=bc&file_id=119
http://localhost/convert/download_files.php?file_category=Information_System&files=ac&file_id=120
http://localhost/convert/download_files.php?file_category=Information_System&files=bc&file_id=121
http://localhost/convert/download_files.php?file_category=Information_System&files=bc&file_id=122
http://localhost/convert/download_files.php?file_category=Information_System&files=bc&file_id=123
http://localhost/convert/download_files.php?file_category=Information_System&files=bc&file_id=125
http://localhost/convert/download_files.php?file_category=Information_System&files=bc&file_id=126
http://localhost/convert/download_files.php?file_category=Information_System&files=bc&file_id=127
http://localhost/convert/download_files.php?file_category=Information_System&files=bc&file_id=128
http://localhost/convert/download_files.php?file_category=S&files=bc&file_id=131
http://localhost/convert/download_files.php?file_category=S&files=bc&file_id=132
http://localhost/convert/download_files.php?file_category=S&files=bc&file_id=133

Table 6.4: The Arabic files Dataset3

Dataset 3
No of
No File name Size
Words
1 suspicious-document0708.txt 12.4kb 1245
2 suspicious-document0581.txt 12.5kb 1327
3 suspicious-document0785.txt 12.7kb 1348
4 suspicious-document(0784.txt 13kb 1360
5 suspicious-document0255.txt 13.0kb 1428
6 suspicious-document0639.txt 13.01kb 1407
7 suspicious-document0094.txt 13.3kb 1375
8 suspicious-document0163.txt 13.4kb 1369
9 suspicious-document0825.txt 14kb 1558
10 suspicious-document0310.txt 14.9kb 1645
11 suspicious-document0021.txt 15.4kb 1662
12 suspicious-document0110.txt 15.9kb 1630
13 suspicious-document0311.txt 16kb 1721
14 suspicious-document0477.txt 16.9kb 1857
15 suspicious-document0219.txt 17kb 1706
16 suspicious-document0186.txt 18.2kb 1807
17 suspicious-document0302.txt 18.2kb 2052
18 suspicious-document0481.txt 19.3kb 2102
19 suspicious-document0033.txt 19.3kb 1854
20 suspicious-document0102.txt 21kb 2092
21 suspicious-document0841.txt 20.7 2359
22 suspicious-document0054.txt 21 2080
23 suspicious-document0446.txt 21 2280
24 suspicious-document0832.txt 22 2497
25 suspicious-document0383.txt 22 2358
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http://localhost/convert/download_files.php?file_category=AI&files=bc&file_id=142
http://localhost/convert/download_files.php?file_category=AI&files=bc&file_id=143
http://localhost/convert/download_files.php?file_category=AI&files=bc&file_id=144
http://localhost/convert/download_files.php?file_category=AI&files=bc&file_id=145
http://localhost/convert/download_files.php?file_category=AI&files=bc&file_id=146
http://localhost/convert/download_files.php?file_category=AI&files=bc&file_id=147
http://localhost/convert/download_files.php?file_category=AI&files=bc&file_id=152
http://localhost/convert/download_files.php?file_category=AI&files=bc&file_id=158

26 suspicious-document0096.txt 22 2246
27 suspicious-document0447.txt 23.9 2617
28 suspicious-document0616.txt 24.1 2534
29 suspicious-document0655.txt 24.7 2637
30 suspicious-document0656.txt 24.8 2540

Total Word Uploaded | 333-061kb | 56 693

Table 6.5 : The Arabic file Dataset4

Dataset 4
) . No of
No File name Size Words
) txt.) ) Il acd 1.42kb 135
3 txt. ) )l Al aca 2.74kb 261
4 txt. YAl aca 2.74kb 261
5 txt. Y )l Al aca 3.71kb 364
6 txt. £ )l Al aca 4.36kb 395
7 txt.V Il aca 5.30kb 471
g txt. 3 Al aca 5.43kb 503
9 txt. )+ Al aed 5.66kb 529
10 txt.Aal aca 5.76kb 564
1 txt.o Al aca 7.68kb 710
12 txt. VAl aca 14.5kb 1387
Total Word Uploaded 60.48kb | 5,685

6.4 Results From our ADPDM Tools

We developed an ADPDM to compare two documents. This tool is simple and
iterative that walks through files that already processed at the same time, table 6.6 untile

table 6.12 and figure 6.2 untile figure 6.8 are visualizes results from our experiment.
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http://localhost/convert/download_files.php?file_category=DSS&files=bc&file_id=167

After input 30 Arabic files, “suspicious-document” in (.TXT) format with

different sizes between 3.21 to 8.4 KB and number of word in rang 823 up to 1171

words, the result we reached as showing in Table 6.6 and figure 6.2. 14% Proportion of

plagiarism detection in datasetl.

Table 6.6: The result obtained by ADPDM on dataset1

Datasetl
Total no of Time
Size in No of File
No File name . ot | sy Word Duration in
Detection Second
1 [suspicious-document0921.txt 3.21 3 0 0 3.2
2 |suspicious-document0909.txt 3.56 3 0 0 3.6
3 |suspicious-document0818.txt 4.57 29.25 8 11 59.32
4  |suspicious-document0119.txt 54 11.02 0 0 4
5 [suspicious-document0261.txt 54 70.15 15 583 155.32
6  |suspicious-document0045.txt 541 3 0 0 3.2
7  |suspicious-document0118.txt 5.49 3 0 0 3.6
8  |suspicious-document0049.txt 5.69 3 0 0 3.2
9  |suspicious-document0334.txt 5.74 1654% 1 2 4.25
10  [suspicious-document1013.txt 5.83 3.2 0 0 3.59
11 |suspicious-document0191.txt 5.85 31.97 11 173 91.6
12 |suspicious-document0114.txt 5.85 2.7 0 0 2.50
13 [suspicious-document0329.txt 5.9 2.62 0 0 3.01
14 |suspicious-document0444.txt 5.97 33.01 12 278 108.11
15 |suspicious-document0357.txt 5.99 36.06 10 23 112.74
16 [suspicious-document0819.txt 6.06 56.48 14 124 224.29
17 |suspicious-document0234.txt 6.07 2 0 0 2.12
18 |suspicious-document0127.txt 6.08 3 0 0 3.16
19 |[suspicious-document0347.txt 6.08 23.7 9 257 61
20 |suspicious-document0363.txt 6.09 37.34 9 334 130.57
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21 |suspicious-document0248.txt 6.7 27.23 8 312 14.97
22 |suspicious-document(0743.txt 6.7 22.03 4 8 8.96
23 |suspicious-document0470.txt 6.8 13.91 6 110 8.79
24 |suspicious-document0485.txt 6.8 18.07 5 180 18.85
25 |suspicious-document0742.txt 7.2 1.84 0 0 3.66
26  |suspicious-document0580.txt 7.2 20.24 4 134 19.08
27 |suspicious-document0308.txt 7.2 7.41 2 89 18.29
28  |suspicious-document0729.txt 7.2 8.3 2 41 12.64
29  |suspicious-document0466.txt 8.4 5.85 1 4 25
30 |suspicious-document0507.txt 8.4 2.98 0 0 3.56
Total 182.84 | 19141 121 2663 501
Percentage of All 14%
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Arabic Documentof in Dataset 1

Figure 6.2: Performance dataset] result using ADPDM
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In dataset2 after input 30 Arabic files “suspicious-document” in (.TXT) format with

different sizes between 7.01 to 16.4 KB and number of word in rang 823 up to 1171

words, the result we reached as showing in Table 6.7 and figure 6.3. 8.46% Proportion

of plagiarism detection in dataset?2.

Table 6.7: The result obtained by ADPDM on dataset2

Dataset2
No File name ifilz(eB ggr(;fs ml;itl:h on0 z:’lo?g })E:;I::on
Detection | in Second
1 | suspicious-document0011.txt | 7.01 823 7 7 2.8
2 | suspicious-document0328.txt | 7.03 735 15 177 2.89
3 | suspicious-document0563.txt | 7.34 801 15 177 29.25
4 | suspicious-document0505.txt | 7.25 761 0 0 11.02
5 | suspicious-document0238.txt | 7.45 749 0 0 70.15
6 | suspicious-document0348.txt | 7.53 782 15 160 2.9
7 | suspicious-document0575.txt | 7.74 860 14 49 2.93
8 | suspicious-document0568.txt | 7.95 860 14 412 3.09
9 | suspicious-document0749.txt | 7.95 790 0 0 16.54
10 | suspicious-document0478.txt | 7.99 860 12 88 3.2
11 | suspicious-document0254.txt 8 873 10 465 31.97
12 | suspicious-document0212.txt | 8.04 798 4 8 2.7
13 | suspicious-document0298.txt | 8.14 932 10 486 2.62
14 | suspicious-document0414.txt | 8.21 917 8 131 33.01
15 | suspicious-document0715.txt | 8.41 850 0 0 36.06
16 | suspicious-document0482.txt 9 986 6 138 56.48
17 | suspicious-document0690.txt | 9.22 978 8 83 2.13
18 | suspicious-document0090.txt | 10.01 1119 3 4 2.6
19 | suspicious-document0981.txt | 11.8 1062 4 64 23.7
20 | suspicious-document0844.txt | 12.01 1015 2 2 37.34
21 | suspicious-document0067.txt | 11.7 1270 0 0 27.23
22 | suspicious-document0630.txt | 11.6 1191 0 0 22.03
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http://localhost/convert/download_files.php?file_category=Information_System&files=bc&file_id=125
http://localhost/convert/download_files.php?file_category=Information_System&files=bc&file_id=126
http://localhost/convert/download_files.php?file_category=Information_System&files=bc&file_id=127
http://localhost/convert/download_files.php?file_category=Information_System&files=bc&file_id=128
http://localhost/convert/download_files.php?file_category=S&files=bc&file_id=131
http://localhost/convert/download_files.php?file_category=S&files=bc&file_id=132
http://localhost/convert/download_files.php?file_category=S&files=bc&file_id=133
http://localhost/convert/download_files.php?file_category=S&files=bc&file_id=134

1234567 8 91011121314151617 18 1920 21 22 23 24 25 26 27 28 29 30
Arabic Document Files in Dataset 2

23 | suspicious-document0501.txt | 11.7 1272 1 1 13.91
24 | suspicious-document0642.txt | 12.1 1280 1 11 18.07
25 | suspicious-document0600.txt | 12.1 1296 2 11 1.84
26 | suspicious-document0093.txt | 12.2 1263 0 0 20.24
27 | suspicious-document0725.txt | 13.8 1407 1 4 7.41
28 | suspicious-document0184.txt | 13.8 1348 3 7 8.3
29 | suspicious-document0472.txt | 13.9 1515 5 28 5.85
30 | suspicious-document0549.txt | 16.5 1782 6 135 2.98
Total 29748 | 31,175 166 2648 501
Percentage of All |  8.46%
2000
1800 f
1600 /
- 1400
5
= 1200
5
o 1000 =4—Number of
@ Words
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£ 800
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N A
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Figure 6.3: ADPDM result performance on Dataset2

As showing in Table 6.8 and figure 6.1 dataset3 after input 30 Arabic files

“suspicious-document” in (.\TXT) format with different sizes between 12.4 to 24.8 KB
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file:///C:/Users/Administrator/AppData/C:/Users/Administrator/Documents/Arabic%20Plagiarism/Part1/Dataset2/suspicious-document0642.txt
file:///C:/Users/Administrator/AppData/C:/Users/Administrator/Documents/Arabic%20Plagiarism/Part1/Dataset2/suspicious-document0600.txt
file:///C:/Users/Administrator/AppData/C:/Users/Administrator/Documents/Arabic%20Plagiarism/Part1/Dataset2/suspicious-document0093.txt
file:///C:/Users/Administrator/AppData/C:/Users/Administrator/Documents/Arabic%20Plagiarism/Part1/Dataset2/suspicious-document0725.txt
file:///C:/Users/Administrator/AppData/C:/Users/Administrator/Documents/Arabic%20Plagiarism/Part1/Dataset2/suspicious-document0184.txt
file:///C:/Users/Administrator/AppData/C:/Users/Administrator/Documents/Arabic%20Plagiarism/Part1/Dataset2/suspicious-document0472.txt

and number of word in rang 1245 up to 2540 words, the result we reached. 18%

Proportion of plagiarism detection in dataset3.

Table 6.8: The result obtained by ADPDM on dataset3

Dataset3
Total no of Time
No File name Stzein | Noof File Word Duration
KB Words | match

Detection | in Second
1 | suspicious-document0708.txt 12.4 1245 8 60 63.76
2 | suspicious-document0581.txt 12.5 1327 12 279 204.34
3 | suspicious-document0785.txt 12.7 1348 0 0 5.25
4 | suspicious-document0784.txt 13 1360 0 0 4.94
5 | suspicious-document0255.txt 13 1428 3 10 177.14
6 | suspicious-document0639.txt 13.01 1407 15 140 162.59
7 | suspicious-document0094.txt 13.3 1375 0 0 2
8 | suspicious-document0163.txt 13.4 1369 1 9 120
9 | suspicious-document0825.txt 14 1558 1 200 71.65
10 | suspicious-document0310.txt 14.9 1645 8 827 250.98
11 | suspicious-document0021.txt 154 1662 0 0 120.23
12 | suspicious-document0110.txt 15.9 1630 0 0 0
13 | suspicious-document0311.txt 16 1721 6 3276 180
14 | suspicious-document0477.txt 16.9 1857 8 1575 100
15 | suspicious-document0219.txt 17 1706 15 1300 0
16 | suspicious-document0186.txt 18.2 1807 11 51 288.3
17 | suspicious-document0302.txt 18.2 2052 11 568 170
18 | suspicious-document0481.txt 19.3 2102 10 256 206.33
19 | suspicious-document0033.txt 19.3 1854 10 243 4.6
20 | suspicious-document0102.txt 21 2092 0 0 2.53
21 | suspicious-document0841.txt 20.7 2359 9 71 105.27
22 | suspicious-document0054.txt 21 2080 7 68 111.68
23 | suspicious-document0446.txt 21 2280 6 299 71.61
24 | suspicious-document0832.txt 22 2497 6 15 56.53
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http://localhost/convert/download_files.php?file_category=AI&files=bc&file_id=144
http://localhost/convert/download_files.php?file_category=AI&files=bc&file_id=145
http://localhost/convert/download_files.php?file_category=AI&files=bc&file_id=146
http://localhost/convert/download_files.php?file_category=AI&files=bc&file_id=147
http://localhost/convert/download_files.php?file_category=AI&files=bc&file_id=152
http://localhost/convert/download_files.php?file_category=AI&files=bc&file_id=158

1000

500

25 | suspicious-document0383.txt 22 2358 5 523 117.62
26 | suspicious-document0096.txt 22 2246 4 25 153.83
27 | suspicious-document0447.txt 23.9 2617 3 81 54.97
28 | suspicious-document0616.txt 24.1 2534 2 38 27.41
29 | suspicious-document0655.txt 24.7 2637 1 22 30.84
30 | suspicious-document0656.txt 24.8 2540 0 0 14.93
Total 535.61 | 56693 100 9936 1696.45
Percentage of All 18%
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Arabic Document in Dataset3

Figure 6.4: Performance Dataset3 result using ADPDM
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As showing in Table 6.9 and figure 6.5 dataset3 with contain 30 Arabic files

“suspicious-document” in (.\TXT) format with different sizes between 1.18 to 14.5 KB

and number of word in rang 105 up to 1357 words, the result we reached. 94%

Proportion of plagiarism detection in dataset4.

Table 6.9: The result obtained by ADPDM on dataset4

Dataset4
No File name Size \gzr(:ifs ml;i:zh File match Name To&lol:; ! DIT:;I:ieon
Detection
1 txt.) YAl aca 1.18kb 105 7 6,5,4,3,2,1,11 351 36.22
2|t AN e 1.42kb 135 8 9,8,6,5,4,1,2 655 56.85
3 txt. ) DIl aca 2.74kb 261 7 9.,8,6,5,4,2 989 79.32
4 txt. VI Al ac 2.74kb 261 6 9,8,6,5,4,2 731 61.88
5 txt. Y Il aca 3.71kb 364 5 9,8,6,5,4 679 71.42
6 txt. € )l aca 4.36kb 395 4 9,8,6,5 480 86.57
7 txt.VOlal aca 5.30kb 471 0 - 0 3
8 txt. 3 )1 Al aca 5.43kb 503 3 8,6,5 598 229.13
9 | txt) ol aes | 5.66kb 529 0 - 0 2
10 | txtALAN acd 5.76kb 564 2 5,6 812 49.55
11 txt.0 Al aca 7.68kb 710 1 6 44 6.85
12 | txt.Ial ae 14.5kb 1387 0 - 0 2
word | sess | 9| TomlWord | g5 | Word
Uploaded
Percentage of All 94% | 105 - 1387
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http://localhost/convert/download_files.php?file_category=DSS&files=bc&file_id=167
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Figure 6.5 :Performance Dataset4 result using ADPDM

6.5 Results From WCopyfind64.4.1.5 Tools

In figure 6.6 and figure 6.7 as showing below present 30 Arabic files was uploaded
to find the plagiarism. An experimental datasetl tested by Wcopyfind4.1.5 application,
0 files plagiarized found with total percentage 0%.
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| o

U Old Document Files [compare only with new documents, not with one another]

WCopyfind 4.1.5 - 64 Bit

- 0

Right-click in Box for Menu of Actions

C:AUzers‘Administrators D ocuments\Arabic PlagiarismbPart14D atazets1hsuzpicious-document 01 27 bt
C:hUzers'ddministratorsDocumentswarabic PlagiarizmbPart14D atazets1hsuzpicious-document 0224 bt
C:AUzers‘administratorsDocumentsiarabic PlagiarismPart14D atazets1hsuspicious-document 0243, txt
C:AUzers‘Administrators D ocuments\Arabic PlagiarismbPart14D atazets1hsuzpicious-document D303, bt
C:A U zerssddminigtratorsDocumentsarabic PlagiariembPart14D atazete1\suzpicious-document D347 tat
C:AUzers‘administratorsDocuments'arabic PlagiarismPart14D atazets1 4 suspicious-document D357 txt

~

L

MNew Document Files [compare with old files and with one another)]

Right-click in Box for Menu of Actions

C:hUzers‘administratorsDocumentsiarabic PlagiarismiPart14D atazets1\suzpicious-document 0045 bt
C:hUzers\AdminiztratorsDocunments\Arabic PlagiarizmbPart1\D atazets1\suzpicious-docurment D043 bt
C:hUzers‘ddministratorsDocumentswarabic PlagiarismbPart14D atazets1hsuspicious-document01 14 bt
C:AUzers‘administratorsDocumentsiarabic PlagiarismiPart14D atazets1hsuzpicious-document01 1 8.kt
C:AUzers‘Administrators Documents\Arabic PlagiarismbPart14D atazets1hsuzpicious-document 0119, bt
C:hUzers'ddministratorsDocumentswarabic PlagiarizmbPart14D atazets1hsuzpicious-document 0197 bt

~

Comparizon Rules

Shortest Phrase to Match: 305 wiords  Fewest Matches o Report:| 1003 whords

[ lanare &l Punctuation [] Skip Mon-words

[ 1gnaore Outer Punctuation [ Skip “ords Longer than
[ lanare Mumbers
[1lanare Letter Case

Folder for the Report Files
D:MNrhayareporthDataset]

20| Characters

[] Basic Characters Orly [in DOC Files) Language: | English

Compare Documents

Most Imperfections o dllow;

Mirimumn £ af kMatching *»ords:

Browse

Double-click on an Line to Wiew Comparions

Perfect Match Owerall Match File L File R

-

Figure 6.6 :Wcopyfind 4.1.5 uploaded Arabic files Dataset1

| | a D:\Yhayareport\Dataset\matche 0 + & ” (= File Comparison Report ‘ ‘

File Comparison Report

Produced by WCopyfind.4.1.5 with These Settings:

Shortest Phrase to Match: 3

Fewest Matches to Report: 100
Tenore Punctuation: No

Ignore Quter Punctuation: No

Ignore Numbers: No

Ienore Letter Case: No

Skip Non-Words: No

Skip Long Words: No

Most Imperfections to Allow: 0
Minimum % of Matching Words: 100

Perfect Match H Overall Match ‘

View Both Files H FileL H File R ‘

Run
[ Brief Report
M ake Wocab

Close

WCopyfind.4.1.5 found no matching pairs of documents.
You may want to lower the thresholds for matching and try agamn.

Figure 6.7 :Wcopyfind4.1.5 Report Arabic files Datasetl
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In figure 6.8 and figure 6.9 as showing below present 30 Arabic files was
uploaded to find the plagiarism. An experimental dataset2 tested by Wcopyfind4.1.5
application, O files plagiarized found with total percentage 0%.

= WCopyfind 4.1.5 - 64 Bit = =
Old Document Files [compare only with new documents, not with one another] Right-click in Box for Menu of Actions

% C:SUzersadministrators.D ocumentsrabic PlagiarizmSPart1 <D ataset2hsuspicious-document0011 k=t -~

C: M zersAdminiztrators.D ocuments®Aarabic Plagiarizm P art1 D atazet2hsuspicious-document D067 bxt

C: U zersAdminiztrators.D ocuments®Aarabic Plagiarizm P art1 D atazet2hsuspicious -docunment 0030, bxt

C: M zersAdminiztrators.D ocuments®arabic Plagiarizm P art1 D atazet2hsuspicious -document0033. b«

C: M zersAdminiztrators.D ocuments®arabic Plagiarizm P art1 D atazet2hsuspicious-document01 S4. bt

C: U zersAdminiztrators.D ocuments®arabic PlagiarizmtFPart1 D atazet2hsuzpicious-document027 2. bt L
Mew Docurnent Files [cormpare with old files and with ane another] Right-click in Box for b enu of Actions
C:SUzersAdminiztratori.D ocumentsArabic PlagiarizmSPart1 <D ataset2hsuspicious-document0507 b=t -~

C:SUzersAdministrators.D ocumentzstrabic PlagiarizmSPart1 <D ataset2hsuspicious-document0505. bk
C:SUzersadministrators.D ocumentzstrabic PlagiarizmSPart1 <D ataset2hsuspicious-document0549 bk
C:sUzershadminiztratori.D ocuments arabic PlagiarizmsPart1 <Dataset2hsuspicious-document0563. ket
C: U zersAdministrators.D ocuments®Aarabic Plagiarizm P art1 D atazet2hsuzpicious-document 0568, b«
C: U zersAdminiztrators.D ocuments®Arabic Plagiarizm P art1 D atazet2hsuzpicious-document 0575, bxt L

Comparizon Rules

Shortest Phrase to Match: 3% words  Fewest Matches to Report:| 1003 “words  Most Imperfections o Allow: =
[1lanore &l Punctuation [ Skip Mon*w/ords Minimurm # of Matching Words: [ q1pols] #
[1lanore Outer Punctuation [ Skip “ords Longer than 20| Characters

[J1gnore Mumbers [ Basic Characters Only [in DOC Files) g

[1lanore Letter Case Language: | English A

Folder for the Feport Files

DA hagareports D atazet?

Compare Documents Crouble-click. on an Line to Yiew Comparions
Perfect katch Owerall Match File L File B Fiun
[] Brief Repart
Make Yaocab
Cloze !

Done. Total CPU Time: 0.274 seconds

Figure 6.8 : Wcopyfind 4.1.5 uploaded Arabic files for Dataset2

i <) 2] D:\Yhayareport\Dataset2\matche O ~ & || (3 File Comparison Report (& File Comparison Report ) 2.8 597

\

File Comparison Report

1| Produced by WCopyfind.4.1.5 with These Settings:

Shortest Phrase to Match: 3

Fewest Matches to Report: 100
Ignore Punctuation: No

Ignore Cuter Punctuation: No

Ignore Numbers: No

Ignore Letter Case: No

Skip Non-Words: No

Skip Long Words: No

Most Imperfections to Allow: 0
Minmimum % of Matching Words: 100

|| Perfect Match H Overall Match |

View Both Files || FileL H File R ||

WCopyfind.4.1.5 found no matching pairs of documents.
You may want to lower the thresholds for matching and try again.

Figure 6.9 :Wcopyfind 4.1.5 Report for Dataset2
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5

In figure 6.10 and figure 6.11 as showing below present 30 Arabic files was

uploaded to find the plagiarism. An experimental dataset3 tested by Wcopyfind4.1.5

application, 7 files plagiarized found with total percentage 6.33%.

WCopyfind 4.1.5 - 64 Bit

0ld Dacument Files [compare only with new documents, not with one anather)
CA]sershddministratorsDocumentshrabic PlagianzmsFart1\D atazetIhsuspicious-document 0033, txt
C:A]zershAdministratorsDocumentshrabic PlagianemyPart1 D atazetIhsuspicious-document0054. tut
C:AzershddministratorsDocumentshirabic PlagiansmiFart1\D atazetIhsuspicious-document 0036, txt
C:]zershAdministratorsDocumentshrabic PlagianzmhPart]\D atazet hsuzpicious-docurment 07 02 txt
C:AU zershdminiztiators D ocumentsharabic PlagiansmhPart1h0 atazet3hsuspiciousz-document 07 86 k=t
C:A]zershAdministratorsDocumentshirabic PlagiansmsPart1\D atazethsuspicious-document 0302 txt
Mew Document Files [compare with ald filez and with one another)

Carmparizon Fules
Shortest Phraze to Match:
[ T1gnore &1l Punchuation

35 words  Fewest Matches to Report:) 1005 Woaords

[]5kip Monwords

[Tlgnore Duter Punctuation [ Skip Words Longer than 20 Characters

[ T1gnare Numbers
[ T1gnare Letter Caze

Falder for the Feport Files
%' hagareporth D atazet3

Compare Documents

Perfect Match

7 [E% L, 5% R)
132 (8% L, BXR)
104 (7% L, 3ZR)
121 [B% L, VX R)

[ ] Basic Characters Only [in DOC Files)

Ovwerall Match File L

N7 (8% 117 (5%) R zuzpiciouz-document0d0...
132 [83%)1L; 132 [BE]R sUzpicious-documentd]
104 (73] L; 104 [3%] R suzpicious-documentd2...
121 [BXIL 121 [FZ]R sUzpicious-documentd3, .

Done. Total CPU Time 344 second:

- N

Right-click in Box for Menu of Actions

~

W

Right-click in Box for Menu of Actions
L] zershAdministratorsDocumentshrabic PlagianzmhPart1\D atazethsuzpicious-document0027  txt
C:AU zershdminiztiatorsDocumentsharabic PlagiansmhPart1h0 atazet3hsuspicious-document 0094 k=t
C:A]zershAdministratorsDocurmentshirabic PlagianzmsFart]\D atazethsuspicious-docurment 07 10.txt
C:hU zersddminiztratorsDocumentsharabic PlagiansmhPart1hD atazetZhsuspiciouz-document07 63kt
C:AzershddministratorsDocumentshirabic PlagiaizmyFart]\D atazetIhsuspicious-document 0273 txt
L] zershAdministratorsDocumentshrabic PlagianzmhPart1\D atazet hsuszpicious-document 0255, bt

Most Imperfections to Allow:

~

Minirum % of Matching Words: | {ppls] #

Language; English

Browsze

Double-chick on an Line to Yiew Comparnons

Filz R

suzpicious-documentdl ..
suspicious-documentd]
suzpicious-documentDd.
suzpicious-documentds..

Fun

[ Brief Repart
Make Yocab

Cloze

Figure 6.10 : Wcopyfind 4.1.5 Dataset3 Arabic files uploaded
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<= )= | 2] D:\Yhayareport\Dataset3\matches.html L ~-c || =} File Comparison Report 2 File Comparison Report

LY 2

File Comparison Report

Produced by WCopyiind.4.1.5 with These Settings:

Shortest Phrase to Match: 3

Fewest Matches to Report: 100
Ignore Punctuation: No

Ignore Outer Punctuation: No

Ignore Numbers: No

Ignore Letter Case: No

Skip Non-Words: No

Skip Long Words: No

Most Imperfections to Allow: 0
Minimum % of Matching Words: 100

Perfect Match Overall Match View Both Files FileL File R

117 (8% L, 3% R) || 117 (8%) L; 117 (5%) R || Side-bv-Side suspicious-document0094 txt (| suspicious-documentD102 txt

132 (8% L. 6% R) || 132 (8%0) L; 132 (6%) R || Side-bv-Side suspicious-document(110.ixt || suspicious-document0102 txt

104 (7% L. 320 R) || 104 (7%0) L; 104 (3%) R || Side-bv-Side suspicious-document0255 txt (| suspicious-document0447 txt

121 (6% L. 720 R) || 121 (6%0) L; 121 (V%) R || Sade-by-Side suspicious-document(311 ixt || suspicious-document03 10 txt

WCopyfind.4.1.5 found 4 matching pairs of documents.

Figure 6.11: Wcopyfind 4.1.5 Plagiarised detection Report for Dataset3

In figure 6.12, figure 6.13 and figure 6.14 as showing below present 12 Arabic
files was uploaded to find the plagiarism. An experimental dataset4 tested by

Wcopyfind4.1.5 application, 7 files plagiarized found with total percentage 84.33%.
A WCapyfind 4.1.5 - 64 Bit - =

Old Document Files [compare only with new documents, not with one another) Right-click in Box For Menu of Actions
a C:aUzersAdministratorsDocumentsiarabic PlagiarizmsFart1 D atazetdt1 5l 500 acs b=t

C:UsersvAdministratorsDocuments'Arabic PlagiarismsFPart1 D atasetd 11 50 580 aos b=t

C: AU serstadrministratorsD ocuments'Arabic Plagiarisms Part] WD atasetdt ] 250 80 s et

C:UzersAdministratorsDocumentsArabic PlagiarnismsPart] D atasetd 25 50 ass st

C:tUsersAdministratorsDocumentstArabic PlagiarismsFart1 D atasetd 3 50 ass st

C: AU serstAdmministratorsD ocuments'Arabic PlagiarismsPart] WD atasetdsd ) o580 sss but

Mew Docurment Files [compare with old files and with one another] Right-click in Box for M enu of Actions
C:UsersAdministratorsDocuments'Arabic PlagiarismsFPart1 D atasetd 1 00 58 ass b=t

C: AU sersthdmministratorsD ocuments'arabic PlagiarizmsPart] WD atasetdh Sl 50 mss bt

C:xUzersvAdminizstratorsDocumentsiArabic PlagiarizmsFart1 D atasetd Bl 50 ass b=t

C:UsersvAdministratorsDocuments'Arabic PlagiarismsFart! D atasetd 7ol 80 ass st

C: AU serstadrministratorsD ocumentsarabic PlagiarismsPart] WD atasetd S, o580 sss but

C:UzersAdministratorsDocumentsArabic PlagiarnismsPart1 D atasetd W90 50 ass st

Comparizon Rules

Shortest Phrasze to Match: 25| wards  Fewsest Matches ta Report:) 10005 wards  Most Imperfections bo Allaws: =

[ 1ganore &ll Punctuation [ Skip Mon-words Minimurn 22 of Matching Words: | qpols| =
[ lanore Outer Punctuation [ | Skip “Wards Langer than 20) Characters

[lgnore Mumbers [ Basic Characters Only (in DOC Files] :

[1lgnare Letter Case Language: |English ~

Faolder far the Report Files

Dy hagareporthD atazetd

Compare Docurents Double-click on an Line to Yiew Comparions

Perfect Match O-erall Match Fil= L File R Fun
[ Brief R eport
tMake “Yocab

Close

Figure 6.12 : Wcopyfind 4.4.1.5 Application uploaded Arabic files Dataset4 for
checkup
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> & file/ /DY hayareport/L O -~ & |

& File Co...| @ File C... | & FileC... | & File C... | & File... | | ok

h ,

File Comparison Report

Produced by WCopyiind.4.1.5 with These Settings:

Shortest Phrase to Match: 3

Fewest Matches to Report: 100
Ignore Punctuation: No

Ignore Quter Punctuation: No

Ignore Numbers: No

Ignore Letter Case: INo

Skip Non-Words: No

Skip Long Words: No

Most Imperfections to Allow: 0
Minimum %o of Matching Words: 100

Perfect Match Orverall Match View Both Files File L. File R
223 (31% L. 82% R) 223 (31%) L; 223 (B2%0) R Side-bv-Side D77 PPPTTDS ek || 27T PIVPP?N
135 (1820 L. 992 R) 135 (18%e) L: 135 (99%) R Side-bv-Side TF? PPPTITTS et || FT? PIPITTAN ot
111 (15% L. 99%0 R) 111 (15%) L; 111 (9920) R Side-bv-Side TPP? PFTIITS et || FF? PIPITILD e
305 (4226 L. 8520 B) 305 (42%) L: 305 (85%) R Side-bv-Side DT PPPVTDS At || FTT? PIVVVID et
223 (31% L. 82% R) 223 (31%) L; 223 (B2%0) R Side-bv-Side D77 PPPTTTS k|| 2?T? PIVIVTI ot
404 (56% L. 100% R) (| 404 (36%) L; 404 (100%20) R || Side-bv-Side 2T ATEIIIS axt || 2F? PIITINL et
598 (972 L_41% R) 598 (97%) L: 598 (41%) R Side-bv-Side PTT PPPITITIB ot || 7TT? PTIIVVO ot

WCopviind.4.1.5 found 7 matching pairs of documents.

Figure 6.13: Present Wcopyfind Application Report plagiarized on Dataset4

=Y WCopyfind 4.1.5 - 64 Bit = = '

Old Document Files [compare only with new documents, not with one another] Right-click in Box for Menu of Actions
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CaserssadministratorsD ocurmentssarabic PlagiarismsPart] D atasetd g gl 80 ass bt

Mew Daocument Files [compare with ald files and with one another) Right-click in Box far Menu of Actions
C:AUzerssadminiztratorsD ocumentssarabic PlagianzmsPart1 D atasetd 1 0 580 ass txt

C:nUzerssadministratortsD ocurentzhdrabic PlagianzmsPart1 WD atazetd WGl 8 azz bt

C:aUsers“AdministraborsD ocurnentssArabic PlagiarismsPart D atasetd B ;| 5 azs bt

CraUserssadministratorsD ocurmentssarabic PlagiarismsPart 1D atasetd 7l 580 sss bt

C:AUzerssadministratorsD ocumentsiarabic PlagianzmPart1 WD atazetd Gl 5 ass bt

C:aUserssAdministraborsD ocurnentssarabic PlagiarsmsPart15D atasetd WO 8 azs bt

Comparizon Rules

Shortest Phrase to Match: 3% words  Fewest Matches to Report: 1003 “words  Most Imperfections to Allow: 05
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Done. Total CPU Time: 248 seconds

Figure 6.14 : Wcopyfind 4.4.1.5 Application plagiarized on Dataset4
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6.6 Comparison between ADPDM Results andWCopyfind64.4.1.5 Tools

In this paragraph we would like to make a compare the tested performance between

our tool “ADPDM” and WCopyfind 4.1.5 application on same datasets that mentioned

above in term of their performance in detecting the plagiarism of the Arabic documents

and the time taken. Table 6.10 and figure 6.15 as showing below.

Table 6.10: The comparison result between “ADPDM” and WCopyfind 4.4.1.5

ADPDM WcopyFind 4.15
Datasets Percent.age Time in Percent'age Time in
Detection | Second | Detection Second
Datasets1 14% 501 0% 135
Datasets2 8% 1374 0% 475
Datasets3 18% | 1430.45 6.33% 271
Datasets4 94% 682.79 84% 357

Performance Datasets Plagiarism Detection Percentage between ADPDM and

Datasets1

Datasets2

%
== WcopyFind Percentage Detection —é—=ADPDM Percentage Detection

Datasets3

Datasets4

84%

100%

90%

80%

70%

60%

50%

40%

30%

20%

10%

0%

Figure 6.15: The performance of datasets plagiarism detection percentage between

ADPDM and WcopyFind
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The following figure 6.16 and table 6.10 discuss the compersion between our
tool “ADPDM” and WCopyfind 4.1.5 application on same datasets that mentioned
above in term of their performance in taken duoring plagiarism dectection of the Arabic
documents. The result shows the time consuming to detection plagiraised by apply
ADPDM toole on datasetl are 501 second while WcopyFind 4.1.5 present 135 second ,
dataset2 take 1374 second in ADPDM , 475 second Wcompyfind 4.1.5 .in dataset3 the
time present 1430.45 sencond in ADPDM tool, where Wconpyfind 4.1.5 get 271 second
.Finaly ADPDM on dataset4 shows 681.79 second time taken while Wcopyfind 4.1.5

present 357 second.

Performaus Time in second between ADPDM and WcopyFind in All Datasets
1600
1400 f 4‘\
1200
=
5 1000 // \\
@
A
z W / N
g 600
E 4
= 400 /.\\./.
200 =
0
Datasetsl Datasets2 Datasets3 Datasets4
~4—ADPDM Time in Second 501 1374 1430.45 682.79
=#-WcopyFind Time in Second 135 475 27 357

Figure 6.16 The compersion performance between ADPDM and WcopyFind time taken

in second

6.7 Evaluation Measures

We evaluate through apply recall, precision, and f-measure important measures in
the efficiency of the plagiarism detection as mention in chapter 5. As showing in table

6.11 present our datasets performans in the three measures and figure 6.17 as well.
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Table 6.11 The datasets performans in the Recall, Precision and F-Measure

ADPDM

Datasetl Daraset2 Dataset3 Dataset4

Recall 0.566667 | 0.766666667 0.80 | 0.988071579
Precision 1 1 1 0.977056537
F-Measure | 0.723404 | 0.867924528 | 0.8888889 | 0.982533187

0.9
0.8
0.7
0.6
0.5
0.4
0.3
0.2
0.1

Datasetl Daraset2 Dataset3
ADPDM

i Recall 0.566666667 | 0.766666667 0.80 0.988071579

H Precision 1 1 1 0.977056537

M F-Measure| 0.723404255 | 0.867924528 | 0.888888889 | 0.982533187

Dataset4

Figure 6.17 The dataset performans in the Recall, Precision and F-Measure

Also we apply a compersion evaluation between ADPDM and diffrent AraPlagDet
tool through important measures in the efficiency of the plagiarism detection recall ,
recall, precision, and f-measure in dataset] ,dataset2 and dataset3. As showing in table
6.12 and figure 6.18 are present the compersion evaluation between ADPDM and
diffrent AraPlagDet tool[31] . Where recall and precision results were taken from a
source AraPlagDet website [31]. Through the application of recall ,precision we
conclude that evalutation result shows Magooda 2 is beast on recall 0.8314955 ,
Precision 0.8521183 and 0.84168059 F-Measure in the first rank. In the second rank
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comes the ADPDM with recall 0.71 , Precision 1 , F-Measure 0.831168831.
Palkovskii_1 comes in the third rank recall 0.5422843 , Precision 0.9774681 and F-
Measure 0.697568373 more details as showing on table 6.12 and figure 6.18.

Table 6.12 The compersion evaluation between ADPDM and diffrent AraPlagDet tool[31]

ADPDM Basel ine | Palkovskii_1 | Alzahrani | Magooda_ 2

Recall 0.71 0.5349007 | 0.5422843 0.530459 0.8314955

Precision 1 0.990391 0.9774681 0.830882 0.8521183

F-Measure 0.831168831 | 0.6946354 | 0.697568373 | 0.647521 | 0.84168059

Comparison of ADPDM and diffrent AraPlagDet Method
1.00
0.90
0.80
0.70
0.60
0.50
0.40
0.30
0.20
0.10
0.00
ADPDM Baseline Palkovskii_1 Alzahrani Magooda_2
m Recall 0.71 0.5349007 0.5422843 0.5304589 0.8314955
% Precision 1 0.990391 0.9774681 0.8308816 0.8521183
w F-Measure, (0.831168831 0.694635445 0.697568373 0.64752138 0.841680594

Figure 6.18: The compersion evaluation between ADPDM and diffrent AraPlagDet tool
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6.8 Summary

In summary, this research aims at develop and implement the proposed “ADPDM”
Arabic documents plagiarism detection model tools based on the introduced model that
is capable in detecting plagiarism in Arabic documents. The preliminary experiments
were carried out that our tools ADPDM tools it can detected Arabic document
plagiarized. Then, we summarized Datasets Information Details (Corpus) which tested
by ADPDM. This tool has gave honorable results compared to Wcopyfind in All
datasets on the detect plagiarism in Arabic document. On the other hand the time spent
to get the result we find Wcopyfind faster than ADPDM. Wcopyfind doesn’t support
UTF file format.
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CHAPTER V11

CONCLUSION AND
FUTURE WORK
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7.1 Introduction

This chapter presents a concluding remark for the work done to meet the project
objectives. The main goal of this research is to develop and implement the proposed
“ADPDM” Arabic documents plagiarism detection model tools based on the introduced
model that is capable in detecting plagiarism in Arabic documents and search
mechanism for the similar candidate documents within the corpus collection. The
second goal of the logical document representation is to save computation time by
avoiding unnecessary comparisons. For that reason we define a heuristic algorithm for
each level in the tree: document level, paragraph level, and sentence level. We measure
it using the Longest Common Substring (LCS) metric. In Chapter 4, we explained the
framework that contain of six stages to detected Arabic document. In Chapter 5 we
development of plagiarism detection tool and user interface for Arabic documents tested
and analyzed results obtained from both. And here, findings and contributions of the

study will illustrate the gap bridged by this research.

7.2 Findings

Our main finding is Arabic plagiarism best can be handled using heuristic
Algorithm approach since it can cover more practices of plagiarism for Arabic language
by using the Brian Kernighan and Dennis Ritchie (BKDR) hash function for chunk (3-
gram) hashing. the logical document representation is to save computation time by
avoiding unnecessary comparisons. For that reason we define a heuristic algorithm for
each level in the tree: document level, paragraph level, and sentence level. We measure
it using the Longest Common Substring (LCS) metric. In this study, preliminary
experiments were carried out using our tool ADPDM and WCopyFind. The result
shows that in dateset] 14% plagiarize detection during 501 second where WCopyFind
detected 0% in 135 second, dataset2 shows 8% in 1374 second where WCopyFind
detected 0% in 475 second, And also dataset3 18% plagiarize detection during 1430
second where WCopyFind detected 6.33% in 271 second , dataset4 94% plagiarize
in1682.79 second where WCopyFind detected 81.44% in 357 second. The main

conclusion is that ADPDM best resulthandled plagiarism detection while it is weak in
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the time taken and WCopyFind it is weak to handled plagiarism detection while it best

in the time taken.

7.3 Future Work

The future work might include, but not limited to, the following.
1. Enlarging the corpora and query to have thousands of documents.
ii. Upgrading the APDM to increase speed for detection plagiarism in Arabic
documents by addition another method like Genetic Algorithm (GA).
iii. Enhance of detection Plagiarism report to include all spoofed files in a single
detailed report
iv. Integrate the Web page with the Java program to be a single integrated module

7.4 Conclusions

Based on the literature review, introduced an Arabic documents plagiarism
detection model, the framework for the introduced model that is capable in detecting
plagiarism in Arabic documents and preliminary experiments performed in this study.
The main conclusion is that ADPDM best result handled plagiarism detection in arabic
document while it is weak in the time taken and WCopyFind it is weak to handled
plagiarism detection while it best in the time taken. After apply the recall, precision, and
f-measure to measures in the efficiency of the Arabic plagiarism detection in ADPDM
the result shows recall average of all dataset is 0.780351, precision shows 0.994264 in
average of all datasets and for f-measure is harmonic mean of precision and recall ,
result shows 0.865688 of f-measure. Then I made a comparison between the results that
have obtained on ADPDM tool and the results that achevied by AraPlaDet 2015 tested
different tool. The recall, precision and f-measure equations applied to those tools in
same datasets. We conclude the comparative that our tool very impressive results cames
in second rank with recall 0.71 , Precision 1 , F-Measure 0.831168831. Forthanmore,
Magooda 2 is beast on recall 0.8314955 , Precision 0.8521183 and 0.84168059 F-

Measure in the first rank.
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APPENDIX A

Khoja’s Arabic Stop words List, Pacific University
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APPENDIX B

Arabic Root Dictionary
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APPENDIX C

CORPUS COLLECTION
Doc Name Doc Author Link
Dataset] InAraPlagDet-20-06-2015 http:// migcfi?rtzc}.]g:;/z‘;r;’f;),;llr)lztﬁ:}/]??iolidatasets
Dataset2 InAraPlagDet-20-06-201° http:// misc-umc.;il,;iizslzzll()et/ ?1=1#datasets
Dataset3 InAraPlagDet-20-06-2017 http:// miscc—zrrgz:li)?:/ilrzs;;::})l:tr/%?icl #datasets
Dataset4 wikipedia.org https://ar.wikipedia.org/wiki/ )} A aca pUas
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http://misc-umc.org/AraPlagDet/?i=1#datasets
http://misc-umc.org/AraPlagDet/?i=1#datasets
http://misc-umc.org/AraPlagDet/?i=1#datasets
https://ar.wikipedia.org/wiki/نظام_دعم_قرار

APPENDIX E

ADPDM Files and Result Details

= Arabic Plagiarism -0 -
Home Share View v 0

@ 4 L » ThisPC » Documents b Arabic Plagiarism + v (| Search Arabic Plagiarism p
' Favorites A Name ’ Date modified Type Size
I Desktop . Arabic files /2018 10: File folder
& Downloads 1. build T/5/20181:31PM File folder
1| Recent places | dist A10/201810:54 PV File folder
|\ nbproject 41/20186:24PM File folder
) Homegroup 1 Part! S10/20185:06PM  File folder
| Rootfiles 7/5/20181:34PM  Filefolder
18 This PC J s 2/25/20185:48PM  File folder
1 Desktop | StemmerFiles 41/20186:24PM File folder
I Documents 11 synonymsBihashes 471/20186:24PM File folder
& Downloads @ buid 0/7/201710:28PM XML File 4B Selecta il o preien.
® g0 peg) || manifestmf 11782008 413AM  MFFile 1B
® 13 pe-19)
4 Music
® pcid (pe-18)
=| Pictures
# Videos

i) Local Disk (C)

Example of Fingerprinting Documents base on 3-gram hash

K12 m=! Rootfiles = =
“ Home Share View v 0
® < & L » ThisPC » Documents » Arabic Plagiarism » Rootfiles v| ¢ | SearchRoofiles »

S Favorites Name Dste modiied Type Size ~

B Desktop [ ¥Ahya Doc Jlin_Roots Text Document 1KB

18 Downloads [ YAhya Doc3 Jlis Roots 0:37AM  Text Document KB

%] Recent places [ ¥Ahya Doc 2tz Roots 4/20/20186:16PM  Text Document KB

] 4yl ac> Roots 4/20/2018229PM  Text Document 4KB

+& Homegroup 1 2,0yl as3_Roots 4/20/2018 Text Document 4KB

(13,0l acs_Roots 4/20/201 Test Document 3KB

1% This PC ] yohysalid, all ac524112017111218copy_Roots 4/20/20181:42PM  Text Document 4KB

1% Desktop 1 1,1yl ac2_Roots 4/20/2018 11: Text Document 1KB

[ Documents | yahya5666_Roots 4/20/2018 Text Document 9KB

|/ Arabic Plagiarism || suspicious-document0215_Roots 4/20/2018 Text Document 21 kB

1\ Visual Studio 2010 || suspicious-document0012_Roots 4/20/201812:21 AM_Text Document 37 KB

& Downloads EE = YAhya Doc Jlie_Roots - Notepad o = KB

A Music Ut 'Fle Edit Format View Help B

Hl Pictures Y| gp3s2a010 873924991 1484173250 1312552480 2143314335 A

& Videos L y| | 1456580430 1871939257 1420334690 1216551284 1571529739 KB

iy Local Disk (C) ]y | 1381730484 669966758 136792369 1589744574 1216551315 S|k

s Local Disk (D) B KE

s Local Disk (E) | stispicious-documentuuT 1_Koots Te Document T0KB

] suspicious-document0001_Roots Test Document B4KB
€ Network || suspicious-document1024 Roots Text Document K

. . o T . .

T7items  1item selected 163 bytes
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o[ 0= Rootfiles -
Home e view v 0
@ ~ 4 . » ThisPC » Documents » Arabic Plagiarism » Rootfiles v ¢ Search Rooffiles p-]

Name Date modified Type Size A 2063800469 1432230483 ~
*T Favorites 1143380609 1178350812
Bl Desktop | yaali12325062018154152suspicious-document(096_Roots 018 5:36 PM Text Document 23KB 131858423 1598800087 408324419
1§ Downloads [ suspicious-document0656_Roots 0185:24PM  Text Document 26 KB 150820 197134803
. 1822840231 QATTATSTA
2 Recent places | suspicious-document0021_Roots /2018 441PM  Tect Document 18 KE 073410530 556440810
[ yaali12325062018153527suspicious-documentD656_Roots D18424PM  Text Document 26K8 909930969 1283532867
) Homegroup [ suspicious-documentd310_Roots [20183:42PM  Text Document 17k8 852058001 1768712682
i 1068412788 1501311566
|| suspicious-document0825_Roots 2018331PM Tt Document 16 KB 55 43047504
188 This PC | suspicious-document0096_Roots /2018313PM  Ted Document 23 K8 2000525812 11220020
= . 2082024143
12 Desktop 4 suspicious-document0785_Roots - Notepad - B
£l Docume
File Edit Format View Help e712
4 Downlo: 847908777
U Msic | |OP00M60 140200403 1143080509 17630902 898011015
. 131858423 1508809087 408324418 2006159820 107134003 1820840081 047747071 1073430630 550440810 909930960 1283632867 8520681 S0684024
FlPictures| 1067813217 1617276712 1264056343 847908777 1733390964 1698011016 795670500 506640242 1447271115 1361862721 713264404 805799 Taetasao1
H Videos 216465474 2131100134 973118829 48755026 1324367397 798804312 1724626858 1024444773 931187087 391168420 1202612433 3995741 805790870
) Local o | 20308685483 1 2013801289 700620631 127595080 1423608128 1736219248 4THT3ET2V 1958785318 382717841 271020895 104556 783080
1 2126827018 Q0OTGTIT JUTI05 1360074456 T24150370 1463835330 1156393002 515637245 770088388 501695135 1845461375 2007885431
a Local Dig 2014115858 923533324 568489010 639133309 1904742434 839035839 1431981031 137417227 399313668 905460862 1027325262 150746: corTesrTr
a Local Dig | 1621188437 674136640 1417335245 754584791 1094432155 1445462008 172832919 1654503375 504356579 42857550 847819274 908474 1175881845
1923019043 23185151 1536250785 655287020 1040747017 461438853 1000423207 1820730378 1130632029 302399710 1268368801 1201121 1500504981
@ 1620452224 357650000 54824130 1604214502 1705106398 1080337300 037008463 303084978 1423260702 1011856905 1793818027 554126 02376150
W Network | |gg7g55 2137203398 1057783051 1287901274 1672421301 1572703467 302888065 999962529 498618562 1779515606 223835560 835183037 1654283355
2013147374 576142295 624761655 2121716772 250507037 1136718716 548541779 351298102 1959462176 260549285 512621359 167684 1828569108
486 1946969978 1910101538 39692 1149101651 1138416898 2080004700 1951908381 1209676319 1710902529 499144 1858520529
301 9essicaT 1101955543 326492307 275485 1280008570 1583666173 1702403630 250478641 1731978568 1503543491 951706342 2030746220
431124310 1844847210 2R100R3NT 12073R0R05 TRORZ440R 20053511 12309772413 199671455 1 AR17601604 1407704288 1070184 B—
.
Experimental Result Datasetl
Datasets yahya updateed (Autosaved) last 2 [Last saved by user] - Microsoft Excel
i i i i = E -
Arabic Plagiarism Detection
;
File path

= 1l

A

Co|

—

mor—

—

i3

=

|C:‘.Users‘.ﬁ\dministratonDocuments\Arabic F'Iagiarism‘.Part11.Datasets1\suspicious—documenm:?m.bd| ‘

Open

Matching files ( click on the file name to view informations) ‘

Find matching

Isusﬁdws-dowmentﬂ?ﬁl?.txt
|suspicious-document0308.txt
I.r.u.r.piciwsnommenmza,s.m

-

Statistics

The plagiarisim percentage in suspicious-document0308.txt=22.15569 %
The plagiarisim percentage in suspicious-document0261.txt = 16.55481%
The number of matching words in suspicious-document0308.txt =67 words
Paragraph 9 contains the most matching words { 30 words )

The number of matching words in suspicious-document0261.txt =62 words
Paragraph 3 contains the most matching words (12 words )

ID

4]

suspicious-document0261.txt suspicious-document0308.txt

s S oy b jea e pad
oA s e el yade D L

dpde 88 g gy e g Al o i

24

i ol 1]

g e Alees Ty e )

g e i Lo il J o 18 gl e

1] |

(o
i

JEdyede
deel =yl

| »

| [»
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Datasets yahya updateed (Autosaved) last 2 - Microsoft Excel

Formulas Data Review View Team

|| Arabic Plagiarism Detection = B

File path

|C:1Usersv\dministratonDocumentsmrabic F'Iagiarism‘nF'art1\Datasets‘l‘nsuspicious—document0248.bd| | Open

Matching files { click on the file name to view informations) |

Find matching

Imsﬁciws-dowmnm?ﬂm
Jsuspicious-document0729.txt
Immdw;dowmnmmm

M

1]

Statistics

The plagiarisim percentage in suspicious-document0729.txt=12.62136 %
The plagiarisim percentage in suspicious-document0248.txt = 14.444445%
The number of matching words in suspicious-document0729.txt =70 words
Paragraph 1 contains the most matching words { 35 words )

The number of matching words in suspicious-document0248.txt =71 words
Paragraph 6 contains the most matching words ( 8 words )

[»

4]

suspicious-document0248.txt

suspicious-document07 29.txt

i alayade oo 1 Qe g a0
158 caly e Sl Loe e
4o Ly el
ciladll ad)

ol alyyagls. 1, La

mah 2d
A I

1]

4| L] | »

experimental Result Dataset2

|2 Arabic Plagiarism Detection = B

File path

|C:1UsersU\dministratonDocuments\Arabic F'Iagiarism‘.F‘art'1\DatasetQ\suspicious—document0414.1xt| | Open |

Matching files ( click on the file name to view informations) |

Find matching |
suspicious-document0478.txt =
suspicious-document0444.txt [=|
|suspicious-document0363.txt |
1 — -
Statistics
The plagiarisim percentage in suspicious-document0363.txt=7.638889 % -

The plagiarisim percentage in suspicious-document0414.txt = 9.421842%
The number of matching words in suspicious-document0363.txt =17 words
Paragraph 19 contains the most matching words ( 5 words )

The number of matching words in suspicious-document0414.txt =44 words
Paragraph 4 contains the most matching words ( 14 words ) =

suspicious-document0414.txt suspicious-document0363.txt
A &l il = [ s P g W s e g vgrserr =y PN

g e pasll o5 4T ads ppainy
AN e a0Sa i alie s e

8 jlimaly sl daLIED o a8 sl
uta e L 38Ty ol gmy cpian o e e e e J‘

Age Sifia o alageis DI on ) Rl S0 0

[

<] | Il | D

[ Lom [ |»

135



Experimental Result Dataset3

|| Arabic Plagiarism Detection = =

File path

|C:1UsersmdministratonDocumentsWabic F'Iagiarism‘.F'armDatasetQ‘nsuspicious—documentDQQS.m| | Open |

Matching files { click on the file name to view informations) |
suspicious-document0347.txt
suspicious-document0328.txt
stpiciws—documnmz'm.m
1 -

Find matching |

| »

m

Statistics

The plagiarisim percentage in suspicious-document0261.1xt=57.71812 %
The plagiarisim percentage in suspicious-document0298.txt = 35.390945%
The number of matching words in suspicious-document0261.txt =126 words
Paragraph 15 contains the most matching words ( 26 words )

The number of matching words in suspicious-document0298.txt =246 words
Paragraph 18 contains the most matching words ( 48 words )

»

4

suspicious-document0298.txt suspicious-document0261.txt

54 2] { b o] 4]
b ol g Sl ey b oy o B Ly o g ) i oL 4

e e

|E544T { 2525
b o ima LT e 5 0

3 ey Bl gy gy o 2 T Y
U e s 2 e gyl

s Al anlE R Bt L T et el

]

4| Lo | D I | T
4| Arabic Plagiarism Detection = =
File path
|C:\Users\»‘\dministrator\Documents\.ﬁ\rabic F'Iagiarism\F’arﬁ\Dataset3\suspicious—d0cument0311.1xt| | Open |

Matching files { click on the file name to view informations) |
[suspicious-document0639.1xt
[suspicious-documentd581.txt
|suspicious-document0310.txt
1 —

Find matching |

] »

4]

Statistics

The plagiarisim percentage in suspicious-document0310.txt = 89.490654 %
The plagiarisim percentage in suspicious-document0311.txt = 92.967186%
The number of matching words in suspicious-document0310.txt =807 words
Paragraph 11 contains the most matching words { 132 words )

The number of matching words in suspicious-document0311.txt =1338 words
Paragraph 47 contains the most matching words { 145 words )
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Eprementail Result Dataset4

|| Arabic Plagiarism Detection - b
File path
‘C:\Usersv\dministratunDocumentsWabic PlagiarismiPart1\Datasetd\ 113 =it ‘ ‘ Open
Matching files ( click on the file name to view informations) ‘ Find matching
[peai= ]
Jixt.300 5= a2
|D;L?.;'ﬁ"eﬂ =
Statistics
The plagiarisim percentage in 2,/ & &=2.txt = 38.76923 % il
The plagiarisim percentage in 11,40 s=atxt = 101.6129%
The number of matching words in 2,4 =txt =137 words i
Paragraph & contains the most matching words { 49 words )
The number of matching words in 11, & =+.txt =126 words
Paragraph 5 contains the most matching words { 49 words ) [+ |
X110 s tHt2 A as
P asio 31 8 g i 5 1 il ool oha a0 TS oall g aoall ppeia 2R 4| | 0 il el oha a0 TN S sall a7 ol o pgie -2, Lty Lad Aloifially Al 2 4|
1] L | D 0 ™
(%] Arabic Plagiarism Detection = =

File path

|C:\Users\Administrator\Documents‘.-‘\rabic Plagiarism\Part1\Datasetd\§ i =2 tet |

Matching files { click on the file name to view informations)
[ixto 20 oo
|

Ilmnﬂnrm

Statistics

| Open

| Find matching

The plagiarisim percentage in 5 & z=2txt = 24,296295 %

The plagiarisim percentage in 6.8 s&=atxt = 12.654321%

The number of matching words in 5/ & &=.txt =44 words
Paragraph 24 contains the most matching words ( 13 words )
The number of matching words in 6./ &) &=..txt =164 words
Paragraph 2 contains the most matching words { 36 words )
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”
|£| Arabic Plagiarism Detection

File path

|C:\Users\yaali\Documents\Arabic Plagiarism\Part1\Datasetd\1_1_a0 =2 bt

| Open

Matching files ( click on the file name to view informations) |

Find matching

XLB A s
XL5) A s

) Al s

o fnf |

Statistics

The plagiarisim percentage in 4,/ &) s=..txt = 58.49057 %

The plagiarisim percentage in 1.8 s=atxt = 90.416664%

The number of matching words in 4./ & s=.txt =454 words
Paragraph 13 contains the most matching words { 102 words )
The number of matching words in 1./ &0 s=.txt =217 words
Paragraph & contains the most matching words ( 51 words )
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| £ Arabic Plagiarism Detection e - - . B - -

LB B et )

File path

|C:\Users\yaall\Documems\Aramc Plagiarism\Part1\Datas et4\11 L2 =2t

‘ Open

Matching files ( click on the file name to view informations)

| Find matching

-
X3 A s

| »

A pea

txt. 1A s

Statistics

The plagiarisim percentage in 2 & s=stxt = 38.76923 %

The plagiarisim percentage in 114 & s=atxt = 101.6129%
The number of matching words in 2./ & &=2.txt =137 words
Paragraph & contains the most matching words { 49 words )
The number of matching words in 11,4 &=..txt =126 words
P 5 tains the most words { 49 words )

IC

4]

TRt A1 s

TXE2,0 A0 s

SYETE P S RWERT JRERSS B LRI PRER LIS RIS, =

4005 Cn Al e it s S5

AN a2 i ageia =] AN s ali duaaly

4

[» 1

Ti] D

138



|§| Arabic Plagiarism Detection

File path

|C:\Users\yaa|i\DocumentsWabic Plagiarism\Part\Datasetd2 i _ =2t

Matching files { click on the file name to view informations) |

Open

Find matching

txt.8,1 &l s
txt60 2 =

I

L5Jljllesa

<]

Statistics

The plagiarisim percentage in 5./ & =txt= 48206295 %

The plagiarisim percentage in 2 & &a.txt = 100.30769%

The number of matching words in 5, & s=..txt =357 words
Paragraph 24 contains the most matching words { 86 words )
The number of matching words in 2 & s..txt =326 words
Paragraph 1 contains the most matching words { 121 words )
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