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ABSTRACT

This research contributes to the area of Question Answering (QA) to
develop a novel QA system for the holy Quran. Q A is an important
research area concerned with developing an automated approach that
answers questions posed by humans in a natural language. None of the
existing QA systems on the Quran has been tested on a Quran question and
answer corpus using question redundancy with the aim of question
answering. In this thesis, a basic beginning arises from the usability and
limitation of a restricted domain knowledge base. We considered the
special domain knowledge base important and useful to answer new
question asked by a user, as it contains a lot of similar or relevant question
information. This work aims to compile a question and answer bilingual
corpus in order to develop a QA system that answer Arabic and English
questionsabout the holy Quran. This corpus has been collected from
several credible sources,and hence it canbe used for the evaluation of
question answering systems or any other application where questions and
answers are needed. Considering these, first we investigated different
techniques and tools necessary to build a novel QA system. WEKA and
Nooj have been tested and explored by conducting some experiment, but
they are not suited to build a QA system. Then we built our own
implementation: QAEQAS a Quranic Arabic/English Question Answering
System. As a complete QA solution, we used python and its toolkit to
process the user question and the corpus, as well as to implement the search
engine to retrieve candidate results and then extract the best answer. A
central argument of this thesis is that it relies on a specialized search
corpus, and data redundancy by integrating a range of knowledge bases
from different sources as well as reformulating the corpus questions in
different ways in differing context. Two prototype versions of QA system
were developed. QAEQAS presents its usefulness that deals with a wide
range of question types in addition to its high accuracy. QAEQAS used the
most common evaluation metrics in Information Retrieval (IR) and QA to
evaluate the effectiveness and correctness of the system results, namely
precision and recall. The resultshave shown that the performance of the
system is increased with more data redundancy;it registered a precisionand
recall of 96% and 94%for Arabic, 90% and 89%for English respectively.
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CHAPTER |

INTRODUCTION

1.1 General Overview

Advances in information technology and the tremendous amounts of
electronic data on the internet give rise to the development of advanced
search engines and document retrieval systems such as Google, AltaVista.
A natural language search engine would in theory find targeted answers to
user questions as opposed to keyword search. Conventional search engines
ignore the question and instead search on the keywords. Natural language
search, on the other hand, attempts to use natural language processing to
understand the nature of the question and then to search and return a ranked
list of short answers, or subset of the web that contains the answer to the
question effectively, results would have a higher relevance than results
from a keyword search engine. However in both cases the user currently
bears the burden of searching through the returned result in order to find
the required answer. That encouraged researchers to create question
answering (QA) system which,aims at providing precise answer to

question.

Automated Question Answering is the task of providing answers
automatically to questions asked in natural language. Question answering
system is a specialized form of Information Retrieval system, in which a
direct answer is expected in response to a submitted query, rather than a set
of references that may contain the answers. The fundamental aim behind

the QA system is to facilitate human-machine interactions (Shawar and

1



Atwell, 2009). QA is concerned with developing an automated process that
answers questions posed by humans in a natural language. A QA
implementation, usually a computer program, may construct its answers by
querying a structured database of knowledge or information, usually a
knowledge base. QA systems can extract answers from an unstructured
collection of natural language documents. The processing of a QA system
may broadly compose of three stages, i.e., question analysis: parsing,
question classification and query reformulation; document analysis: extract
candidate documents, identify answers; and answer analysis: extract

candidate answers and rank the best one.

Research on QA Systems dating back to sixties, in late 1990s the
research communities decided to focus on factoid questions whose answers
are relatively short and well-defined. Many different techniques and
approaches have been investigated by many researchers during the last
years in order to provide reliable QA systems for answering online user
questions. These recent trends in QA have led to numerous studies
focusing on presenting answers in a form which closely resembles a human

answer.

1.2 Problem Statement and its Significance

Many people do not find accurate answers for their Islamic questions
although the Quran provides wide and thorough teaching, not only about
rituals but also about all aspects of life.Many people prefer to find their
religious answers from the internet. Most search methods available through
search engines cannot satisfy all users’ needs to get exact and specific
information. The user bears the burden of searching through all the
documents(Abdelnasser et. al, 2014) to find the required answer, which is

tedious and time consuming.



Developing a QA system to automatically provide brief and precise
answer to a natural language question has been a long-standing research
problem for its obvious practical and scientific value (Yih, Ma, 2016).An
automated answering system is an important component of a distance

teaching platform.

QA systems have been developed for a variety of purposes but still
their level of accuracy, efficiency remains a problem and requires further
research (Jilani, A., 2013).The focus was fundamentally around factoid
questions, which constitute a small part of user information needs.One of
the QA problems that have recently attracted a great deal of attention in the
research community is the information source used for extracting answers
(Yih, Ma, 2016.

The Quran is a vital book as it is a core text which contributes to the
lives of millions of people today.There is a need for more research on
Quran so as to make more sources available and accessible. Quran texts
are interesting and challenging for evaluation researchers and Language
resources. It can also have a great effect on society, helping the general
public to access and understand religious texts (Atwell et al. 2012).).
Question and answer corpus for the holy Quran is a valuable resource for
the Question Answering research communities and may attract more useful

research.

There is a need for a system to answer user’s questions about the
Quran.Our challenges are to specify exactly the requirements of
knowledge-base, identify how to obtain this knowledge-base or make it
available, and finally extract the desired answer that satisfies the user need.



1.3 Research Question/Hypothesis/Philosophy

1.3.1 Research Question

The research proposed will answer the following two questions. Firstly, is
it possible to build a Question answering system based on advanced search
techniques, tools,and specialized search dataset corpus? Secondly, how can
these search techniquesand tools be used to build a system that returns an
acceptable answer in an efficient and effective manner to a question posed

by a user in order to fulfill his particular information need?

1.3.2 Research Hypothesis

Question Answering (QA) Systems that find an optimal answer to satisfy
the user needs is a problem because mapping a user question to a piece of
information (answer) -from a knowledge base- is difficult. Methods to find
the optimal answer are needed. Knowledge base that is used in recent
works has shown their shortage in solving the problem and finding the
exact answer. More focus should be given to the knowledge base.

Determining a good knowledge base can be used as resolution.

Obtaining a Closed-Domain Question answering system can be
enhanced to give an accurate and direct answer by compilingspecific-
domain knowledge base composed of questions along with their correct
answers, and by applying sophisticated search approaches for both

information retrieval and information extraction.

1.3.3 Research Philosophy

The Philosophy of this research is on automated Question Answering that

tries to imitate the typical human Question Answering process of asking



questions in natural language and receiving a correct answer. Asking
questions can be done a plenty of different forms, systems that handle these
different ways of asking questions can currently be built by
collectingquestions from real world so the question can be found in
different ways in differing contexts, which may optimize the performance

of the Question Answering System.

1.4 Research Objectives

The main objective of this research is to investigate the techniques and
tools necessary to build a novel QA system for the holy Quran using
information retrieval, and natural language processing. These techniques
and tools will aim to extract accurate answer to a question posed by a user.
Additional objectives are listed as follows:
1. To understand the research problems by reviewing and evaluating
existing QA systemsand computational research on Quran texts
2. Creating specific-domain knowledge base for the holy Quran by
compiling bilingual dataset corpus composed of questions along
with their correct answers from credible different sources.
3. Using data redundancy to improve the system performance.
4. To employ the best search techniques, tools andevaluate its

accuracy.
The research outcomes achieved from the above objectives are:

v New data sources for the holy Quran which may be used by other
researchers.

v A new application (question answering system)

Throughout this thesis, we showed how this aim and objective were

fulfilled. A question answer pairs for the holy Quranwere collected, anda



QAEQ&AC (corpus dataset waswell prepared;to form a knowledge base
for our system. This dataset is about1500 questions along with their correct
answers. Data redundancy was used by reformulatingquestions. A
question answering system for the holy Quran was designed tested and
evaluated. The system performance was improved by applying data
redundancy. The QAEQAS a Quranic Arabic/English Question Answering
System was built using the python natural language toolkit (nltk) to process
the user question and the corpus, as well as to implement the search engine

to retrieve candidate results and then extract the best answer.

1.5 Research Methodology

The objectives of this study can be grouped into two main targets: (i)
compiling the first Quranic Arabic/English Question and Answer
Corpus(QAEQ&AC)and (i) designing an automated Quranic
Arabic/English Question Answering System (QAEQAS), which aims to
map a user’s question to the most relevant question(s) from the Quran
question and answer corpus, and then extract the answer for this question.
We can drive the methodology that guided us to carry out this research in

the following steps:

1. Investigation of the current research works that dealt with the area
of QA system issues and challenges specially in Quran domain
Investigation of the techniques related to the area of QA system
Specification of the open issues that need to be addressed.

Identification and formulation of the research problem.

o &

Development of the proposed solution’s architecture as follows:
e Design the proposed solution.

e Determine the appropriate methods and tools.



e Implementation of the proposed solution

6. Evaluate the overall solution

[ Investigate the techniquesrelated to the area of QA system ]

[ Investigate the current research works ]

Specify the open issues that need to be addressed

[dentify and formulate the research problem

/Dev&lﬂpm ent of the proposed solution’s arclﬁt&chjre\

Design the proposed solution

Determine the appropnate tools

Im plem ent the proposed solution

Evaluate the solution

Figure 1.1Block diagram for research framework to carry the research objectives



1.6 ThesisContribution

To the best of my knowledge, there is no bilingual question and answer
dataset corpus for the holy Quran has been compiled earlier. The work of
this research lies in trying to apply existing advanced IR techniques
coupled with NLP to a special domain of question and answer corpus using
Python nltk to develop a question answering system for the holy Quran.

This contribution can be summarized as follows:

e Compiling a bilingual Quranic Arabic/English Question and Answer
Corpus(QAEQ&AC) datasetfrom scholarly sources: First the data
were collected, and then prepared in many stages: merged,
reformatted, cleaned, and then converted into the required format.

e Conducting machine learning experiments utilizing Quranic Q&A
Corpus dataset to investigate their suitabilityin designing a Quranic
question answering system or any other application where questions
and answers are needed.

e Designing QAEQAS:a Quranic Arabic/ English Question Answering
System.

Most of the research works presented in this thesis during the Ph.D have
been published. Studies have been presented in the following Published

papers:

e Quran question and answer corpus for data mining with WEKA. In
2016 Conference of Basic Sciences and Engineering Studies
(SGCAC) (pp. 211-216). IEEE,IEEE Xplore digital library

e Using an Islamic Question and Answer Knowledge Base to answer

questions about the holy Quran, International Journal on Islamic



Applications in Computer Science And Technology, Vol. 4, Issue 4,
December 2016, 20 -29

Compiling a Quran Question )a <! (1 jall 4 sal g o) 45 520 asens J
S sulaldl duia g o glal Jgall aigall 3 50100353l <(and Answer Corpus
& VLAtV s e sbeall bl dsall jaigall ZAEN 5 g0l ae el 5L (ICCA
ICCA'2016 International ) #2016 o w( TICET ) cu il g aledll

(Conference on Computing in Arabic, 2016

e Evaluation corpus for restricted-domain question-answering systems
for the holy Quran, International Journal of Science and Research
(IJSR), Volume 6 Issue 8, August 2017

It is expected that contributions of this novel research will attract more
researchers towards the subject, since we are planning to further extend the

Quran guestion and answer corpus and make it freely available for reuse.

1.7 Research Scope

The work in this thesis covers the Quran as a whole, which makes it a
massive domain for further work. The scope of this thesis is restricted to
limited questions of the Frequently Asked Questions of the Quran. For
example, detailed experimentation could be performed with the focus on
1500 question along with their correct answer. Most of these questions
could be from community question answering (CQA) websites, which
contain different types of questions and answers from real world, and cover
the topics of interest within the Quran. It could be later enhanced to cover

the questions about the Quran as a whole.



1.8 Thesis Outline

The rest of this thesis is organized as follows:

Chapter 2 is devoted to a background introduction of the main topics
related to this thesis, particularly areas under data mining and processing.
It also reviews literature on computing research on the Quran, and question
answering system, investigates the existing solutions and gives more details
about the research problem. Chapter 3 describes briefly the important parts
of the methodology used in this thesis to achieve our contributions, and
some theoretical underpinnings related to it. It includes an introduction
clarifies the goals of our experiment and data gathering techniques. It also
describes different concepts and methods of Information Retrieval and

Natural Language Processing used by our methodology.

Chapter 4described in details how the proposed methodology has
been implemented, the extensive methodology which includes all the
pertinent information of the research: It gives a detailed description of the
compilation of our knowledgebase source contributed through this thesis,
namely the Quran Arabic/English Question and Answer Corpus
(QAEQ&AC). It shows the automatic processing of Quran’s question and
answers corpus using WEKA and NOOJ. Furthermore this chapter
describes the steps used to create a Quranic Arabic/English Question
Answering System (QAEQAS) using Python nltk in detailed. Chapter 5
presents discussion about the results and evaluation of the proposed
solution.  Chapter 6 concludes this thesis summarizing the main
contribution and discussing potential work where this research could be

extended in future.
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1.9 Summary

The development of an automated question answering system depends on a
good corpus; and various comprehensive technologies and tools. This
research suggests a new QA system specialized for the Holy Quran. The
system aimed for would accept a user question about the Quran, retrieve
the most relevant questions, then extract the bestquestion from the Quran

Questions corpus data set, and then retrieve the answer for that question.

This research focuses on building a special dataset resource that
would eventually enter into beneficial text mining applications. The main
contribution of this thesis has been the development of a novel resource,
namely, a corpus of Quranic questions along with their correct answers
compiled from scholarly sources. This resource is used in a question
answering system for the holy Quran, and can be further used in text
mining applications and machine learning experiments were Quranic

questions and answers are needed.
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CHAPTER 1l

LITERATURE REVIEW

2.1 Introduction

Question answering system can be defined as an automated system capable
of processing a natural language question asked by a user, and retrieving an
answer providing the requested information. Question answering tasks
combines techniques from Artificial Intelligence (Al), Natural Language
Processing (NLP), statistical analysis, pattern matching, Information
Retrieval (IR), and information extraction (IE). This research is an inter-
disciplinary project, proposes a methodology of Question Answering, gain
benefit from existing advanced Information Retrieval and Natural
Language Processing techniques using domain-specific resource to build a

question answering system for the holy Quran.

Why guestion answering on the Quran

Quran is the holy book of Islam, it was verbally revealed through an angel
Gabriel, to Prophet Mohammed (PBUH) before about 14 hundreds years,
to be memorized by him and then passed on to others. This has been done
gradually over a period of 23 years. Quran is written in Arabic language, it
is the most truthful speech, it contains Allah’s message to all people.
Quran is the main source of guidance and rules. It tells people how to act
correctly and guide them to right way of life. The Holy Quran is the
highest accepted source of religious legislation for around 1.5 billion
Muslims around the world, Muslims read the Quran to understand the true

teachings of Islam, where they find their religious teachings, knowledge
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and rulings. Muslims consider the Quran to be the only revealed book that

has been protected by God from distortion or corruption.

This chapter serves as an introductory review, which describes
relevant work: section 2 reviews some technologies of the main topics
related to this thesis, used in QA systems, such as text mining, Natural
language processing, pattern matching, information retrieval and
information extraction. Anattention is also given to some text analysis
tools like Knowledge Discovery (Data Mining) tools which semi-automate
the process of discovering patterns in data. Section 3 discusses different
approaches to the existing Quranic search techniques, text-based search
techniques, and semantic search techniques which were used to search

Quran and/or creating a QA system.

2.2 Background Studies and Related Technologies

2.2.1 Question Answering System

A Question Answering (QA) system is an automated approach to retrieve
correct answers to questions written by users in natural language (Pujaret
al, 2015). A QA system is a computer program that extracts its answers
from a collection of structured (database) or unstructured (text) data known
as the knowledge base. QA system enables users to access the knowledge
resources in a natural way,by asking questions and to get back a relevant
and appropriate response in a few words. The main goal of a QA system is
to facilitate human-machine interactions, by getting quickly a precise

answer rather than a list of documents.

To answer a question, a system must capable of analyze the natural
language question, it has to find one or more answers by consulting

existing knowledge base. QA systems are classified into two

13



categories(Kangavari, et al, 2008): Closed domain and open domain QA
systems. Closed-domain QA systems deal with questions in a specific
domain such as Quran, medicine, or agriculture; closed-domain might point
to a condition where only a limited type of questions are used, such as
questions asking about description or fact. While open domain QA
systems answer questions about anything in all domains and depend on
general ontologies and world knowledge; moreover, open domain systems

usually need much more data to extract the answer.

Even though QA systems have different applications, various
design,but still there are some main concerns such as understanding a
natural language question. In general, the processing of a QA system is
composed of three stages: question analysis, document analysis, and
answer analysis. The question is analyzed and classified to determine the
question type and the major concept involved in the question; it is also
reformulated to an appropriate query. The documents are analyzed to
extract candidate documents that contain answers. The answer is analyzed
to extract candidate answers and then rank to find the best one. Figure 2.1

shows the general Architecture of a Question Answering System.
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Question Analysis

I

Document Analysis

l

Paragraph Extraction

l

Answer Extraction

Figure 2.1General Architecture of a Question Answering System

The idealistic model of QA system should be able to understand a
natural language question posed by a user, locate the desired information,
extract this information from its sources and return it in the form of an
answer. There has been decades of research aimed to achieve this goal and
create this ideal QA system. Question answering (QA) received attention
from the information retrieval, information extraction, machine learning,

and natural language processing communities.
2.2.2 Natural Language Processing

Natural language processing (NLP) is a field of computer science, artificial
intelligence, and computational linguistics concerned with interactions
between computers and human natural languages. NLP is the

computerized approach to analysing text that is based on both a set of
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theories and a set of technologies. Since text can contain information at
many different level, from simple word or token-based representations, to
rich hierarchical syntactic representations, to high-level logical
representations across document collections. Developing aNLP application
iIs a challenge because to the nature of the problems of complexity and
ambiguity the natural Language poses.QA systems have recently become
the focus of an increasing number of natural language processing projects.
The computer normally requires humans to communicate to it in a precise,

unambiguous and highly structured language.

Human speech, however, is not always precise, it is often ambiguous
and the linguistic structure can depend on many complex variables,
including slang, regional dialects and social context (Rouse, 2017).
Current approaches to NLP are based on machine learning, a type of
artificial intelligence that examines and uses patterns in data to improve a
program's own understanding. NLP is a technique that includes both natural
language understanding and natural language generation. NLP is widely
used to understand the meaning of the user query. Some of the most
commonly tasks in NLP are:  Automatic summarization, Machine
translation, Morphological segmentation, Named Entity Recognition
(NER), Natural language generation, Natural language understanding, Part-
of-speech tagging, Parsing, Information retrieval, Information extraction,

and Question answering.
2.2.3 Data Mining

Data mining is defined as the process of discovering useful patterns in data.
The process should be automatic or semiautomatic (Witten et al 2011) Data
mining is the exploration and analysis of large quantities of data in order to

discover valid, novel, useful, and understandable patterns in data.Data
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mining is sometimes called knowledge discovery from databases. In
knowledge discovery, what is retrieved is not explicit in the database
rather, it is implicit patterns. Data mining finds these patterns and
relationships using data analysis tools and techniques to build models.
There are two main types of models in data mining. One is predictive
models, which use data with known results to develop a model that can be
used to explicitly predict values. Another is descriptive models, which
describe patterns in existing data.  All the models are abstract
representations of reality, and can be guides to understanding business and

suggest actions.

The two high-level primary goals of data mining, in practice, are
prediction and description. The main tasks for data mining are:(1)
classification: learning a function that maps (classifies) a data item (record
or instance) into one of several predefined classes, (2) estimation: given
some input data, coming up with a value for some unknown continuous
variable, (3) prediction: same as classification and estimation except that
the records are classified according to some future behavior or estimated
future value, (4) association rules: determining which attribute or feature
values typically go together in a data record or instance, also called
dependency modeling, (5) clustering: segmenting a population of data
records or instances into a number of subgroups or clusters, (6) Description
and visualization: representing the data using visualization techniques, for

human inspection of patterns.

Learning from data is categorized in two types: directed (supervised)
and undirected (unsupervised) learning. Classification, estimation and
prediction are examples of supervised learning tasks, while association
rules, clustering, and description and visualization are examples of
unsupervised learning tasks. In unsupervised learning, no variable is

17



singled out as the target; the goal is to establish some relationship among

all variables. Unsupervised learning attempts to find patterns without the

use of a particular target field. Data mining steps in the knowledge

discovery process are as follows (Jagtap, S. B., 2013):

3 Data cleaning: To remove noise and inconsistent data.

4 Data integration: To combine multiple sources of data.

5 Data selection: The retrieval of relevant data from the database.

6 Data transformation: The consolidation and transformation of data into
forms suitable for mining.

7 Data mining: Using intelligent methods to extract patterns from data.

8 Pattern evaluation: To identify the interesting patterns

2.2.4 Text Mining

Data is unstructured text, and so text mining encompasses a new subfield of
DM, focussing on Knowledge Discovery from unstructured text data.Most
of text data faced on a daily basis is unstructured or free text, which is the
more common type of text appearing in every day sources, unstructured
text is the text that has not been processed into structured format (Miner,
G., 2012).Text mining is known as intelligent text analysis, as text data
mining or Knowledge-Discovery in Text (KDT) generally refer to the
process of extracting useful and significant information and knowledge
from unstructured text. Text mining is a young interdisciplinary field
which draws on information retrieval, data mining, machine learning,
statistics and computational linguistics.While structured data management
is usually done using a database system, management of text data is done
by the search engine due to the lack of structures. Search engines allow a
user to obtain useful information from a collection conveniently with a

keyword query (Aggarwal, et al., 2012)
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Text mining is the process of deriving high-quality information from
text, which derived through the devising of patterns and trends through
means such as statistical pattern learning. Text mining usually involves the
process of structuring the input text, (usually parsing, along with the
addition of some derived linguistic features and the removal of others, and
subsequent insertion into a database), deriving patterns within the
structured data, and finally evaluation and interpretation of the output.
Typical text mining tasks include text categorization, text clustering,
concept/entity extraction, production of granular taxonomies, sentiment
analysis, document summarization, and entity relation modelling (i.e.,

learning relations between named entities).

Text analysis involves information retrieval, lexical analysis to study
word frequency distributions, pattern recognition, tagging/annotation,
information extraction, data mining techniques, visualization, and
predictive analytics. The overarching goal is, essentially, to turn text into
data for analysis, via application of natural language processing (NLP) and
analytical methods. A typical application is to scan a set of documents
written in a natural language and either model the document set for
predictive classification purposes or populate a database or search index

with the information extracted.
2.2.5 Machine Learning

Machine learning is the subfield of computer science, classed as a type of
Artificial Intelligence. The basic task of machine learning is the
construction of algorithms that can receive input data and use statistical
analysis to predict output value within an acceptable range (Rouse, 2017).
Machine learning provides computers with the ability to learn without

being explicitly programmed, developed from the study of pattern
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recognition and computational learning theory in artificial intelligence,
machine learning finds the study and construction of algorithms that can
learn from and make predictions on data, these algorithms overcome
following robustly static program instructions by making data driven
predictions or decisions, through building a model from sample inputs.
Machine learning is employed in a range of computing tasks where

designing and programming explicit algorithms is infeasible.

Machine Learning allows computers to find patterns and predict
classifications, clusters, associations and linking threads in a given set of
data. The process of machine learning is similar to that of data mining.
Both systems search through data to look for patterns. However, in data
mining applications human uses his own understanding to discover pattern
in data, while in machine learning patterns are detected automatically and
the actions of the program are adjusted accordingly. Machine learning
algorithms are frequently categorized as supervised or unsupervised.
Supervised algorithms can apply what has been learned in the past to new

data. Unsupervised algorithms can draw inferences from datasets.
2.2.6 Text-analysis Tools

2.2.6.1 Waikato Environment for Knowledge Analysis

The Waikato Environment for Knowledge Analysis (WEKA) is computer
software developed at the University of Waikato in New Zealand. WEKA
is free Java software available under the GNU General Public License. It is
a collection of machine learning algorithms to solve data mining problems.
WEKA has become one of the most widely used data mining systems while
it offers many powerful features (Witten, Frank, 2005). WEKA support
many different data mining tasks such as data preprocessing and

visualization, attribute selection, classification, prediction, model
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evaluation, clustering, and association rule mining. It is written in Java and
can be run with almost many computing platform. WEKA can be used to
preprocess without writing any program code, and it comes with a
graphical user interface to provide easily used tools for beginner users to
identify hidden information from database and file systems in a simple way

by using options and visual interfaces.

There is a specific default .ARFF data file format that WEKA
accepts. The data should be as a single flat file or relation; the data can be
imported from a Comma Separated Value (.CSV) file, a database, a URL
etc.,where each data point is described by a fixed number of attributes.
WEKA supports numeric, nominal, date and string attributes types.
WEKA can be used to learn more about the data by applying a learning
method to a dataset and analyze its output, and it is also used to generate
predictions on new instances by using learned models, as well as to apply
several different learners and compare their performance in order to choose
one for prediction. The desired learning method is selected from a menu.
A common evaluation module is used to measure the performance of all

classifiers.

The most valuable resource that WEKA provides is the
implementations of a wide range of data filtering tools, machine learning
schemes, evaluation methods, and visualization tools. Filters are used to
preprocess the data; we can select filters from a menu and then adjust their
parameters according to our requirements. WEKA also includes
implementations of algorithms for learning classifiers, association rules,
clustering data for which no class value is specified, and selecting relevant
attributes in the data. Also, there are many tools developed by third parties
as add-ons. For example, WEKA was not designed for multi-relational

data mining, but there is separate software for converting a collection of
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linked database tables into a single table that is suitable for processing
using WEKA. Another important area that is not covered by the algorithms

included in WEKA is sequence modeling (Jagtap, 2013).
Clustering

Arranging data into reasonable groups is one of the essential methods of
understanding and learning. Clustering is a technique in data mining where
object are divided automatically into natural groups. These clustering
algorithms attempt to identify similar objects and put them in one cluster.
Clustering is an unsupervised Machine Learning technique where we only
provide our dataset without class definitions, then the machine make
natural divisions into two or more clusters. These clusters should then be
inspected to find the relation between these objects (Muhammad A. B.
2012).

In general, clustering uses iterative techniques to group objects in a
dataset into clusters that contain similar characteristics. These groupings
are useful for exploring data, identifying abnormality in the data, and
finally for making predictions. Clustering models also can help in identify
relationships in a dataset that might not derived by browsing or simple
observation. For these reasons, clustering is often used in the early phases

of machine learning tasks, to explore the data.

The aim of clustering is to find structure in data and is therefore
exploratory in nature. Clustering is widely used for a variety of machine
learning tasks, such as detecting abnormal data, clustering of text, and
analysis of a dataset prior to using in other classification or regression
methods. In clustering the data that used to train the model were not need a

label column. In other words, we don’t need to know any of the cluster

22



categories in advance; the algorithm will find possible categories based just

on the data.

Comma-Separated Values Files

Comma-Separated Values (.CSV) files are a common data exchange format
that stores tabular data in plain text format (Hamoud and Atwell, 2016),
which can be read using any standard text editor. CSVis supported by
many applications and therefore a large amount of tabular data can be
transferred between these applications. Each line of the CSV file is a
record composes of one or more fields, separated by commas. Records are
separated with end of line character, and this is used by the preprocess
system.  The tab-separated values and space-separated values are
commonly used field delimiters in CSV files. CSV files are given the
extension .csv. While there are various specifications and implementations
for the CSV format, there is no official standard format and there are a
variety of interpretations of CSV files. There is variation in the handling of
fields which contain long strings, quote and double quote marks, and/or
line-breaks; these are commonly found in Text Analytics datasets, where
each data item may be a string representing a document, such as a news
story, or a chapter or verse from a book. The format that is applied by most

implementations is summarized as follows: (Dominic John Repici, 2010)

« Each record is placed on a separate line, delimited by a line break
(CRLF), but a record may span to more than one line when fields
contain line-breaks (and field that containing line-breaks must be
surrounded by double-quotes)

« The first record in the file may be a header record containing fields
(columns) names, with the same format, and the same number of

fields as the records in the rest of the file
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« All records must contain the same number of fields throughout the
file

« The last record in the file may or may not end with an ending line
break

« Fields are separated with commas.

« The last field in the record must not be followed by a comma.

« Each field may or may not be enclosed in double quotes (some
programs, such as Microsoft Excel, do not use double quotes). If
fields are not enclosed with double quotes, then double quotes may
not appear inside the fields

« A field which contains commas inside it must be enclosed in double-
quote characters

« A field that containing line-breaks must be surrounded by double-
quotes

« A field which contains double quote characters must be enclosed in
double-quotes, and each of the embedded double-quotes must be also

enclosed in double quotes

2.2.6.2 ARGO

ARGO is web-based text mining workbench, developed by The National
Centre for Text Mining (NaCTeM) at The University of Manchester. It
provides a graphical user interface through a web browser, which allows
the user to create complex processing workflows composed of processing
components and multiple branching and merging points. The Workflow
processing is done on remote servers; the users can follow up the progress

and see the results.

ARGO has a library of components comprising of natural language

processing, text mining analytics, and user-interactive components such as

24



Manual Annotation Editor, which pauses the processing of workflows and
waits for input from the user. Argo is a multi-user system, which shares
workflows and documents between users and all eligible users can modify
the shared objects. ARGO does not need installation procedures. However

it needs an internet connection.

2.2.6.3 aConCorde

aConcorde is a free, multi-lingual concordance tool which was developed
by AnderwRobers (2006) for native Arabic concordance. It has
concordance functionality in addition to English and Arabic interfaces, is
written in Java, supports Unicode (UTF-16), UTF8 and ASCII encoding,
and is a frequency analysis tool, able to use different kinds of file types
such as XML, HTML, RTF and Word files. It saves concordance output to
a file (as plain text or HTML aligned tables), and saves the frequency list to
file (as plain text or HTML table). However it ignores mark-up annotations

within a corpus.

2.26.4 WordSmith

WordSmith (Scott, 2012) is a software package primarily meant for
linguists, in particular for work in the field of corpus linguistics. It is a
collection of modules aimed at searching for patterns in a language. It has
a 'Keywords' function to compare corpora. It can be used for finding all
instances of a word or phrase, and it helps find noticeable words in a text or
set of texts, and then lists the words in alphabetical and frequency order. It
also finds duplication of words, known as dependency words. The
software is also available in several languages. Limitations include no real
SGML/XML awareness, but there are possible solutions to this problem.

Xml could for example be used first to annotate the text.
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2.2.6.5 AntConc

AntConc (Laurence, 2011) is a freeware corpus analysis toolkit for
concordance and text analysis developed by Laurence Anthony. It is fully
Unicode compliant, works with all languages; allows full regular
expressions for very complex searches, does word lists and keywords (by
comparing against a reference corpus); does distribution plots of
occurrences within each file; can handle lemma lists; and can handle XML-
type and underscored tag-type part-of-speech tags. Furthermore the
developer continually improves it and is open to feedback. Its
disadvantages include it providing very minimal support for
SGML/XML/HTML corpora, as it simply ignores rather than intelligently

mines structural tags.

2.2.6.6 NooJ

NOOQJ is a free linguistic software that created by Max Silberztein in 2002.
NOOJ processes text and corpus to build concordances, it is also used as
information extractor for search engines, text mining and intelligence
applications. As a corpus processing tool, NooJ allows users to apply
sophisticated linguistic queries to large corpora in order to build indices
and concordances, annotate texts automatically, perform statistical
analysis, etc. Linguistic modules can already be freely downloaded in

many languages. Nooj characteristics:

e Can process texts in many different file formats, including HTML,
PDF, MS-OFFICE, and all variants of UNICODE.

e Can import information from, and export its annotations back to,
XML documents.
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e Has an annotation system that allows all levels of grammars to be
applied to texts without modifying them; this allows linguists to

formalize various phenomena independently (Silberztein, 2008)

2.2.6.7 Gate Tool

GATE is free software under the GNU licenses and others, developed by
The University of Sheffield (1995-2015), which can be used to solve a
problem with text analysis and human language processing. GATE has
been used for many IE projects in many languages and problem domains.
GATE has a built-in IE component set called ANNIE, which is composed
of many components included with GATE, such as Document Reset,
Tokerniser, sentence splitter, RegEx Sentence Splitter, Part of Speech

Tagger and semantic tagger.

2.2.7 Pattern Matching

Pattern matching is a mechanism for checking a value against a pattern. A
successful match can also deconstruct a value into its constituent parts.In
computer science, pattern matching is the action of checking a given
sequence of tokens to find the constituents of some pattern, while in pattern
recognition, the match usually has to be exact. Normally the patterns have
two forms: sequences and tree structures. Uses of pattern matching include
finding the locations (if any) of a pattern within a token sequence, to output
some component of the matched pattern, and to substitute the matching
pattern with some other token sequence (i.e., search and replace).
Sequence patterns (e.g., a text string) are often described using regular
expressions and matched using techniques such as backtracking. Tree
patterns are used in some programming languages as a general tool to

process data based on its structure.
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Primitive pattern is the simplest pattern in pattern matching; it is an
explicit value or a variable. More complex patterns can be built from the
primitive patterns to form tree patterns. Pattern matching can be used to
filter data of a certain structure. In symbolic programming languages, it is
easy to have patterns as arguments to functions or as elements of data
structures. A consequence of this is the ability to use patterns to
declaratively make statements about pieces of data and to flexibly instruct
functions how to operate. The most common form of pattern matching
involves strings of characters. In many programming languages, a
particular syntax of strings is used to represent regular expressions, which

are patterns describing string characters.
2.2.8 Ontology

Ontology is a description of concepts with properties to be used in
knowledge engineering as a knowledge base. Ontologies are used in
information retrieval to retrieve more relevant information from a
collection of unstructured information sources. Many ontology based
information retrieval methods have been developed to make the
information retrieval more effective, and these approaches can be

categorized as: probabilistic, vector space, and semantic based.
2.2.9 Information Seeking

Information seeking is a form of problem solving (Marcus 1994,
Marchionini 1992). It subjects the interaction among eight operations:
problem understanding and admission, problem definition, selecting the
search system, query formulation, query execution, checking the results,
information extraction, and reflection/iteration/termination. In order to
carry out effective searches the following user’s experience have to be

developed: knowledge about different sources of information, skills in
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defining search problems and applying search strategies, and efficiency in
using electronic search tools. The information need, may be well or
ambiguous defined by the user, so the analysis of the information need can
be challenging, because users are faced with the general vocabulary
problem as they are trying to translate their information need into a
conceptual query. This is because a single word can have different

meaning; as well the same concept can be described using different words.

Moreover, the concepts used for documents representation might be
different from the user concepts. The conceptual query can take the shape
of a natural language statement, so, it has to be translated to a new query
that can be understood by the retrieval system. In a similar way, the
documents have to be transformed in the form of text that can be processed
by computer. The text can consist of multiple fields, such as the
introduction, conclusion, and descriptor fields to catch the meaning of a
document at different levels of resolution or focusing on different
characteristic aspects of a document. When the user query has been
executed by IR system, a user is offered with the retrieved documents. If
these documents do not satisfy the user need, he modifies the query to start
a new search. The modification of the query depends on user evaluation of

the retrieved documents. Information retrieval is an interactive process.

In general information seeking involves data retrieval, or information
retrieval, more specific information extraction. The widespread of huge
amount of information on the internet, require the evolution of different
systems and tools to simplify the retrieval, extraction, and searching for
information or data from the internet and corpus. Information retrieval and
information extraction are both associated with natural language
processing, where computational linguistic techniques and theories play big

role. IR is the process of retrieving relevant documents, which might be
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useful to user query. Information extraction process is a method for sorting
a huge amount of text to extract relevant information and ignore the
irrelevant ones. The IR system collects the relevant documents, and then

the IE uses these documents to extract the relevant information

2.29.1 Information Retrieval

Since question answering is a special form of information retrieval, it’s
reasonable to consider IR as an important technique sponsor in QA system
.Information retrieval (IR) is the process of obtaining information resources
relevant to an information need from a collection of information resources.
An information retrieval process starts when a user posts his/her query into
the system. A query does not uniquely identify a single object within the
collection, but several objects with different degrees of relevancy may
match the query. Information retrieval systems such as Google and Yahoo
are used to remotely access and search a large information source, based on
matching keywords and retrieving large amounts of information via web
pages, with IR systems providing many matching algorithms, such as

stemming query words, to rank the retrieved results.

Manning, C.D., Raghavan, P.and Schutze, H.,(2009) claim that:
“Information retrieval is finding material (usually documents) of an
unstructured nature (usually text) that satisfies an information need from
within large collections (usually stored on computers)”. Information
retrieval is quickly turned to the prevalent form of information access,
overtaking conventional database style searching. The search can be relies
on full-text or other content-based indexing. IR is also used to facilitate
semi structured search such as finding a document where the title contains

“python” and the body contains “matching". The information retrievalarea
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also covers supporting the browsing or filtering collections of document,

furthermore processing a set of retrieved documents.

For efficient retrieving relevant documents by IR strategies, Users
have to elicit their information need in a format that can be understood by
the retrieval system, and the contents of large document collections need to
be described in a form that allows the retrieval system to determine the
likely relevant documents easily. Usually the user query is formulated, and
the documents are transformed into a suitable representation, each strategy

consolidates a certain model for its document representation purposes.

The evaluation of an information retrieval system is to evaluate how
well a system meets the user’s needs of information. Some evaluation
metrics were designed for evaluating the performance of information
retrieval systems, such as precision and recall as well more measures have
also been proposed, generally, the measurement take into consideration a
collection of documents to be searched and a search query, every document
is known to be either relevant or non-relevant to a certain query. Modern
information retrieval systems allow us to locate documents that might have
the associated information, but the majority of them leave it to the user to

extract the useful information from an ordered list.

2.2.9.2 Information Extraction

Information Extraction (IE) is to automatically extract structured
information from unstructured and/or semistructured documents. More
often this action interested in processing natural language texts by using
natural language processing techniques. A main goal of IE is to do
computation on unstructured data. In information retrieval automatic
statistical methods have been developed to index large document

collections and classify documents. The natural language processing is
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another complementary approach, which has solved the problem of
modeling human language processing with large success. In terms of both
difficulty and emphasis IE treats with tasks in between both IR and NLP.
In terms of input, IE deals with a set of documents which have some
similar entities or events, but the details are different, each of these

documents has its own template.

The present significance of IE is related to the increasing amount of
unstructured information. The Internet is considered as a web of
documents, and more of the content is made available as a web of data.
The web often consists of unstructured documents lacking semantic
metadata, knowledge included within these documents can be made more
accessible for machine processing through transformation into relational or
XML forms. An ideal application of IE is to inspect a set of documents
written in a natural language and establish a database from the extracted
information. In order to apply information extraction on text, the text
should be simplified by creating a structured view of the information

existent in free text.

The overall goal is to create a readable text to be easily processed by
machine. IE include: Named entity extraction: such as named entity
recognition; Semi-structured information extraction: which tries to restore
some kind information structure that has been lost through publication such
as table extraction, Comments extraction; Language and vocabulary
analysis: Terminology extraction such as finding the relevant terms for a
given corpus. Many approaches combine multiple sub-tasks of IE in order
to achieve a wider goal. Machine learning, statistical analysis and/or

natural language processing are often used in IE
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2.3 Quran Computing

Answering from the Quran is related to research on the Holy Quran, and
question answering systems. Currently, many approaches to searching the
Quran, and question answering systems exist. Some of these are discussed

below:

The computational Quranic linguistics team at University of Leeds in
the UK has accomplished a very distinct and notable work and techniques
on Arabic language and Quranic field. Their most researches are about
developing researching techniques and tools for the Holy Quran. Some of
their current projects on the Quran are:Quranic Arabic corpus (Atwell et
al.,, 2011), Syntactic Annotation Guidelines for the Quranic Arabic
Dependency Treebank,(Dukes, Atwell, Sharaf, 2010), QurAna: Corpus of
the Quran annotated with Pronominal Anaphora(Sharaf, Atwell, 2012),
QurSim: A corpus for evaluation of relatedness in short texts(Sharaf,
Atwell, 2012), LAMP: a multimodal web platform for collaborative
linguistic analysis (Dukes, Atwell, 2012), An Artificial Intelligence
approach to Arabic and Islamic content on the internet(Atwell, et al, 2011),
Arabic Language Computing applied to the Quran, and many more. They
are currently working on a Quranic knowledge map, text mining hadith
(Prophet Mohammad's teachings) and building Arabic question answering
systems.

2.3.1 A New Question Answering System for Arabic Language

In the system(G. Kanaan et al. 2009) the user enters a short Arabic
question; the system processes this question, and finds appropriate answers.
The input for the QA system is a short question written in Arabic and a
small set of ranked documents retrieved by the IR system. The System
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uses an existent NLP tagger to analyze both the users question and the
documents, then it determines the assignment of each word to its root and
its part of the speech, and finally it saves them in the project database. First
the question analysis process is done by the NLP, then the system uses the
IR system to retrieve candidate documents containing information relevant
to the user’s query; and after that the system chooses the most appropriate
document according to the top similarity values, which are calculated by
the IR system. The system uses keyword matching to generate the answer
by matching the simple structures extracted from the question and the ones

extracted from the candidate documents.

Their primarysource of knowledge is a collection of Arabic text
documents. The researchers claimed that the overall success of the system
was limited because the answer depended on the user query and the
documents that contained the answer. Thus, if the user query was
ambiguous; the retrieved documents would not contain the exact answer
and would instead have to be ranked according to their relevance to the
query. Sometimes users cannot find any answers for their questions,
because the information needed is only retrieved from Arabic documents,
meaning answers that may be found in other language documents are
ignored. Furthermore the system does not cover all question types; rather it

ignores some of them such as “how”.

2.3.2 Semantic Query for Quran Documents Results

This system(M. A. Yunus et al. 2010) uses Quran documents in three
languages (Malay, English, and Arabic): it translates words of an input
query with semantics into another two languages, and then retrieves verses
that contain words matching the translated words. It uses flat file

documents and the searching process is done through pattern matching.
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Formula is applied to test and evaluate query words and query numbers,
and to calculate the percentage of precision and recall occurring. From
their results it has been noticed that the system gives a better performance
when retrieving more relevant document, compared to single query results.
Unfortunately the system retrieval included some irrelevant documents
which can go on to affect the system performance, and additionally it
doesn't provide an actual question answering system just a way of ranking

documents according to relevance to a inputted search query.

2.3.3 Quran ‘Search for a Concept’ Tool and Website

The creator(N H Abbas, 2009)developed an English/Arabic search tool for
the Holy Quran which enhanced the recall to 87% and precision to 58%.
‘Mushaf Al Tajweed’ ontology of the Quran was used. The program
covers about 1100 concepts in the Quran It extends the keyword search to
synonyms and uses eight parallel English translations, with the search
process also covering lemmas and morphemes to increase the search
accuracy. The Quran corpus here consists of fifteen main concepts which

cover all the themes of the Quran.

2.3.4 The Quranic Arabic Corpus System

In this system (Atwell et al., 2011) a Quranic online tool was designed that
uses an Arabic language grammar based parsing for most of the main
verses in the Holy Quran. It builds Quranic ontology of concepts based on
the knowledge contained in traditional sources of Quranic analysis.

However the system doesn't provide question answering tools.
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2.3.5 Design of Automatic Question Answering System Base on CBR

This system (L Zhengiu. 2012)would receive a question from a student,
parse the question, extract the key words by thesaurus-based mechanical
segmentations and then search the historical questions database according
to the keywords to get the candidate questions. It would then calculate the
similarity between the new questions and candidate history questions, and
if the similarity reached the required threshold, the system would show the
answers of retrieved history questions. If the difference between the
questions and the history questions exceeded a certain threshold, the
questions would be recorded in the answering database as a new question,
and then end the program. If no similarity was achieved, the system would
enter the full-text search module according to the keywords of the

questions in order to search the full-text.

If the calculated similarity did achieve the required threshold, the
system would display results of the full-text search; if not it would record
the question and wait for answer to be provided. The researcher claimed
that, the system is being continuously improved through the automatic
adding of new questions and answers into the answering database, and it
does not need a domain expert’s interference. However the question used
by this system should be short, and it being too long or complex may result

in a wrong answer or no answer being provided at all.

2.3.6 Ontology Based Semantic Search in Holy Quran

In this system (H. Khanet al. 2013) a Quranic semantic search tool was
suggested that worked by developing simple domain ontology for the
Quran which was based on living creatures, including animals and birds

that were mentioned in the Quran, in order to provide a Quranic semantic
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search. They built the ontology using the editor Protégé, and SPARQL was
used to answer a query. The ontology provided 167 direct or indirect
references of animals in the Holy Quran based on information found in the
HewanatEIQuran book. However their developed ontology is based on the
domains animals and birds only, and does not cover all main domains in

Quran, and it is not a functioning QA system.

2.3.7 AHybrid Approach for Question Classification in Persian

Automatic Question Answering Systems

This system (E. Sherkatet al. 2014) combines rule-based and machine
learning question classification approaches. Their approach is used
practically in an online automatic question answering system named
quranjooy. They created question taxonomy for the Quranic domain by
collecting questions from the frequently asked question section (FAQ) of
Quranic web sites. They defined a first version of their question taxonomy
based on the knowledge of two Quranic expert and some existing question
taxonomies, then manually associated these question taxonomy to the
gathered questions. They then merged, deleted and amended some

question classes and also added some new classes.

Finally they manually created their final version of taxonomy with
their tagged classes by gathering more questions from credible websites
and adding some new questions designed by expert, after which they
associated the new questions created with the latest version of the
taxonomy. Their taxonomy consists of 33 coarse grain and 75 fine grain
classes. Their system architecture consists of: The Feature Extraction and
Question Preprocessing; Rule-based Section; Machine Learning section. In

The Feature Extraction and Question Preprocessing section the question
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being asked would be normalized and tokenized and then some feature

would be extracted

In the Rule-based Section the question class would be determined,
and questions that could not be categorized would be detected. In the
Machine Learning section the question class would be predicted, and a
feature vector would be prepared based on the features determined in the
first section. The researchers claimed that their system used a high number
of question classes, and they obtained high accuracy results. They also
state that the machine learning section could be improved from time to time
by considering the feedback of the users on the correctness or incorrectness
of the detected class of the user's question. However, this would be very

complicated work.

2.3.8 Semantically Answering Questions from the Holy Quran

This system (H. Shmeisani et al. 2014)finds the interpretation for user
questions that are written in the Arabic language in order to find the best
answer from the semantic representation of the Quran. They started by
building an Arabic Ontology Extractor (AOE), which could create
ontologies, from Quran Arabic texts. They detected about 380 concepts
and 50 relations from Quran text. Examples of some concepts are:
messenger, book, mountain and miracle. Examples of some relations are:
live, create and show. To create instances of these concepts and relations
they assumed that the relations are verbs, and the concepts are nouns.
These two tags could then be detected from the POS-tagged Quranic text,
and used to generate triples to store within the ontology.

The same patterns were also used in converting user queries. The

developers specified three patterns that their system used to build the
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ontology, with other patterns to be added in the future. The patterns were
based on the location of the verb with relevance to nouns within a sentence:
a) two nouns followed by a verb, b) a verb followed by two nouns and, c) a
verb between two nouns. The system was comprised of 3 layers: Question
Preprocessing, Semantic, and Query Builder. In question preprocessing
question cleaning is applied, and this involves finding the POS by using
Standford parser, removing all stop words, and finding the answer type.
After that the remaining concepts with their grammatical tags are passed to

the semantic layer.

In the semantic layer synonyms for question words are created if
they do not already exist in the ontology. Here the synonym dictionary at
“AlMaany” was used to carry out the semantic feature for the system. In
Query Builder POS tagging isused when building a SPARQL query which
IS run against the ontology to try and find an answer. The evaluation of
their system is done by randomly choosing 35 asked questions. They claim
that precision for this test data was 94%, and recall was 94%. However the
current version of the system does not cover all relations and concepts

found in Quran, moreover the system processes only factoid questions.

2.3.9 Al-Bayan: An Arabic Question Answering System for the Holy
Quran

This system (H. Abdelnasseret al. 2014) prompts the user to enter an
Arabic question about the Holy Quran. It retrieves relevant verses from the
Quran along with their Arabic explanations from Tafseer books, then goes
on to extract the text that contains the answer. Their corpus is made up of
the Quran and its interpretation (two Tafseer books). The system
integrated the Quranic Arabic Corpus Ontology (Dukes, 2013) and the
Quranic Ontology (Abbas, 2009) to form 1,217 Quranic concepts, in
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addition to all the verses from the Holy Quran. The system has three
phases: question analysis, IR, and answer extraction. In question analysis,
the MADA toolkit is used (Morphological Analysis and Disambiguation
for Arabic) (Habash et al. 2009) to produce part of a speech (POS) tag and

a stem to each word included in the question.

Then all stopwords are removed so that they do not affect the
information retrieval indexing like conjunctions, pronouns, prepositions,
and other POS types. A support Vector Machine (SVM) is used to classify
questions, though questions in which the question word is omitted can also
be classified with SVM. In the IR stage, the system is based on the explicit
semantic analysis approach (Gabrilovich and Markovitch, 2007), that
improves keyword-based text representation with concept-based features,
and where these features are automatically extracted from the Quranic

Ontology.

Then the IR module retrieves related verses from the Holy Quran,
and their interpretation from Tafseer books. In the answer extracted stage
the named entities in the input question are identified, and then several
features are extracted so that they can be used in the ranking of each
candidate in order to extract the final answer to the input question. The
researcher here claimed that the overall system accuracy reached 85%,
using the top-3 results. However, it does contain some blemishes as some
user queries may not match any concept from within the Quranic ontology

used.
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2.3.10A Rule-Based Question Answering System on Relevant
Documents of Indonesian Quran Translation

This system (RH Gusmita et al. 2014) was developed using a combination
of two different architectures to complement each other: one of them used
relevant documents and the other used a rule-based method. The rule based
method used lexical and semantic heuristics to look for evidence that a
sentence contained the answer to a question. For document analysis, the
system implements a rule-based method on relevant documents, and adopts

calculation to extract the correct answer.

The QA system produces question type, keywords, and keywords
entity by analyzing user's question. The keyword is then used to find
relevant documents from a related corpus, and then the retrieved documents
are splatted into passages to easily find an answer. The named entity
recognition would put a tag on every word contained in each passage that
has the entity's name, and after that every passage would be scored based

on the number of words that had a similar entity's name of answer type.

Finally, the system would find the answer from the passages that
have a high-score. The researcher claimed that the system results indicated
that it is not better than the previous one that used the rule-based method
only. Furthermore this system is limited to processing only the first chapter
in Quran (Al-Bagarah). Also, the rules were implemented for specific

question types: (who, what, and where) and ignore other ones.

2.3.11A Proposed Model for Quranic Arabic WordNet

The creators (M AlMaayah et al. 2014) proposed to develop a WordNet

for Quran by building semantic connections between words in order to
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achieve a better understanding of the meanings of the Quranic words using
traditional Arabic dictionaries and a Quran ontology. The Quran corpus
will be used as text and Boundary Annotated Quran Corpus will be used to
explore the root and Part-of-Speech for each word and the word by word
English translations. Traditional Arabic dictionaries will be used to find
the Arabic meaning and derived words for each root in the Quran Corpus.
Then, these words and their meanings (Arabic, English) will be connected
together through semantic relations. The achieved Quran WordNet will
provide an integrated semantic Quran dictionary for the Arabic and English

versions of the Quran.

2.3.12Support Vector Machine Based Approach for Quranic Words

Detection in Online Textual Content

The creator (T Sabbahet al. 2014) proposed a machine learning approach
to detect Quranic words in a text extracted from online sources. They
apply Support Vector Machine to generate a learning model of Quranic.
Support Vector Machine (SVMs) is a set of supervised learning methods
used for classification, regression and outliers’ detection. (SVM) is based
on the procedure of learning a linear hyper plane from a training set that
separates positive examples from negative examples. The hyper-plane is
located at the point in the hyperspace that maximizes the distance from the

closest positive and negative examples (called support vectors).

Thus, SVM is designed to simultaneously minimize the empirical
classification errors and maximize the geometric margin between positive
and negative examples. There are several advantages of SVM as text
classifier. First;, SVM can handle exponential or even infinitely many

features, because it does not have to represent examples in its transformed
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space, the only thing that needs to be computed efficiently is the similarity
of two examples. Redundant features (that can be predicted from other
features), and high dimensional features are well-handled, thus SVM does

not need an aggressive feature selection.

Second, it processes error-estimating formulas, which can help SVM
in predicting how well a classification is functioning. This eliminates the
need for cross validation techniques. Filter and tokenizer were used to
extract the textual content of the online resource. (Preprocess), then
diacritics, and statistical features were performed. The JSP language is
used for the user interface. Their system used a classification model in
order to classify the words from online content. They used different
features categories to develop prototype. Result gives high accuracy.
However high complexity is involved in the process, more over the system
doesn't provide question answering. Table 2.1 below summarizes some of

these researches with their advantages and limitation.

Table 2.1 Summary of Quran computing systems

Inde | Paper title Method Advantage | Limitation
X &Authors
1 | A New Question | Key word Simple Sometimes
Answering matching IR there is no
System for the techniques answer or a
Arabic Language | joined with wrong
(G. Kanaan et NLP approach. answer is
al. 2009) generated.
Does not
cover all
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question

types.
Semantic Query | Semantic. Totally Retrieval of
for Quran Pattern relevant some
Documents matching retrieval irrelevant
Results (M. A. |search based on documents,
Yunus et al. Cross-language | documents | the system
2010) information of three doesn’t
retrieval(CLIR) | languages. provide
technique. question
answering.
Design of Uses Case- System May be
Automatic based intelligence | gives wrong
Question reasoning(CBR | is improved | or no
Answering ) techniques. continuously | answer for
System Base on long
CBR (LIANG Does not questions.
Zhenqiu. 2012) need domain | Sometimes
expert’s there is no
interference. | answer for
short
questions.
Ontology Based | Semantic They created | Did not
Semantic Search | search. more classes | cover all
in Holy Quran Ontology to be main
(H. Khanet al. Based. expandable | domains in
2013) in the future. | Quran.
Is not a QA
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system.

A hybrid

approach for

Combining

rule-based and

The machine

learning

Itisnota

simple

question machine section could | process, but
classification in | learning. be improved | rather very
Persian by complicated
automatic considering | and time
question the feedback | consuming
answering of the users. | QA system.
systems(sherkat,
E etal. 2014)
Semantically Semantic Built the Does not
Answering method. Arabic cover all
Questions from ontology relations
the Holy Quran extractor and
(H. Shmeisani et (AQE) to concepts in
al. 2014) create the Holy
Arabic Quran.
ontology for | Processes
the Holy only factoid
Quran Questions.
(reusable).
Al-Bayan: An Semantic IR Uses Some user
Arabic Question | approach. sophisticated | queries may
Answering Word tools such not match
System for the matching. MADA for |any concept
holy Quran. (H. | Machine question from  the
Abdelnasseret al. | Learning reprocessing, | Quranic
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2014) techniques. SVM for ontology.
SVM. guestion
classification
A Rule-Based Rule-based Word match | Is
Question method. scoring implemente
Answering functionis | d on only
System on used on one chapter
Relevant relevant from the
Documents of document Quran (Al-
Indonesian only and not | Bagarah).
Quran all Rules were
Translation (RH documents, | implemente
Gusmita et al. which can d on who,
2014) increase the | what, and
systems where, and
performance. | neglected
other
question
types.

2.4 Current Questioning Answer on Factoid Question

While answering all types of question is difficult, successful automated
solutions to answer factoid questions have been recently developed by

I.B.M has developed Watson Question Answering system to

compete in Jeopardy-like games.
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factual questions range from shallow to deep. Shallow approaches use




shallow linguistic methods combined with heuristic-based scoring
techniques to locate and rank answers. Deep approaches rely on world
knowledge and inference mechanisms to retrieve correct answers. There

are several important outcomes resulting from these researches:

e The factoid questions and factoid Question Answering processes has
become more understandable.

e Many useful Question Answering systems in different languages
were developed.

e Search engines have become more advanced as a result of researches
that have been developed. Now Search engines take queries in the
form of natural language questions and provide a ranked list of short

answers instead of just documents.

High-performance Question Answering systems have been built to be
precise and fast enough to compete in real-time with top human contestants

of the Jeopardy Game.

2.5 Conclusions: Quran Question Answering Systems

Question-Answering (QA) is an important research area, which is
concerned with creating a system that automatically answers questions
posed by humans in a natural language. By reviewing subsequent and
more recent literature it has been found that the existing search techniques
used in the Quran are Text-based search techniques or semantic search
techniques. Text-based techniques can be a keyword-matching method
which returns results that contain any query words. A Morphological-
based method provides a root word search, where it generates all other
forms of the query word and then finds all results matching these word

forms.
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The semantic search can be an ontology-based method that searches
for the concepts matching a user query and then returns results related to
these concepts. Cross-language information retrieval (CLIR) technique:
translates words of an input query to another language, and then retrieves
results that contain words matching the translated words. The synonyms-
set method: produces all synonyms of the query word using WordNet and
then finds results that contain words matching these words’ synonyms or

the query words.

Each of the existing techniques has their insufficiencies according to
the retrieved results. The text-based search techniques retrieve some
irrelevant results, while some relevant results are not retrieved.
Furthermore the sequence of retrieved results sometimes are not in the right
order, so the keyword-based technique’s limitations include
misunderstanding the exact meaning of the input words forming a query.
Moreover, current semantic search techniques in the Quran have some
limitations with regard to finding requested information. This is because
these semantic searches use uncompleted Holy Quran ontologies.

Additionally, these concepts have different scopes and formats.

Most of the recent works integrate two or more approaches to
enhance their systems. It has been noticed that there are many differences
in the content of the ontologies used by different systems, with some
systems merging different translations of Quran ontologies, and others
using only one language. The used ontology can cover the entire Quran in
some systems while others use some parts of it, or only specific topics.
Question class taxonomy may vary from one system to another. Some
systems exploit general taxonomy for semantic classes like who, when,
what, where and why type questions, while others utilize domain specific

taxonomy. Also the tools used for building and representing the ontology
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can be different, and the evaluation methods that verify the ontology can be
used in different ways (Alrehaili and Atwell, 2014).

A technical review of different QA system models and
methodologies also shows that a typical QA system consists of different
components to accept a natural language question from a user and return its
answer back to the user. These components are used to understand the user
question by applying a sequence of NLP processing operations, and then
represent it in a format to be understandable by a machine, as well as can
be mapped to an answer in the knowledge representation using different
available techniques. In the recent research, researchers still agree that
analyzing and understanding the meaning of a sentence written in natural

language is by far one of the most difficult computing challenges.

To create QA systems a knowledge base is needed to extract the
expected answer to the user question. This knowledge base is either
domain-specific knowledge base for close domain systems that built
specifically for the system, or domain-independent knowledge base for
open domain systems such as the World Wide Web or a text repository.
Different tools and techniques are available, but their selection is relied on

the nature of the system under design.

From the previous sections in this chapter, many researchers have
paid their attentions to answer questions about the holy Quran but none of
them were use a corpus of questions along with their correct answer as
knowledge base. The process of question answering on Quran's data can be
considered as finding a domain specific special corpus to satisfy the query
need. Our model is different in using specialized corpus composed of
questions along with their correct answers as well as using data redundancy

in order to improve the accuracy of the system.It extracts the best answer of
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the most similar question in the corpus as the answer to the new user

question (Bogdanova, D., 2015)
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CHAPTER Il1

PROPOSEDSOLUTION

3.1 Introduction

Developing a QA system to automatically provide brief and precise
answers to a natural language question has been a long-standing research
problem, for its obvious practical and scientific value. This research aims
to create a QA system for the holy Quran that extracts accurate answer to a
question posed by a user from its knowledge base. There are many issues
that should be considered when designing a QA system such as the
knowledge base: which provides a means for information to be searched. It
is the source of knowledge likely to contain the answer to the question.
Determine exactly the requirements of knowledge base and identify how to
obtain this knowledge base. Furthermore consider the suitable tools and
techniques that are used in data processing, searching, scoring and ranking
by examining and exploring some alternative NLP technologies to
investigate how suitable they are to build a QA system for answering

questions about the Quran.

The main objective of this thesis is to develop a novel QA system for
the holy Quran considering the knowledge base from which the correct
answer for a question can be extracted, as well as the techniques used for
searching and extracting this answer. In order to achieve this goal,
knowledge base of questions along with their correct answers were
compiled from a range of trusted sources. Then WEKA (Waikato
Environment for Knowledge Analysis), NOOJ and Python NLTK tools

have been examined and explored by conducting some experiments to
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investigate how suitable they are to build a QA system about the Quran.
The rest of this chapter presents the proposed solution as well as describes
briefly the methodology used in order to solve the research problem. Some
theoretical underpinnings that are related to this chapter were also

presented.

3.2 Theoretical Underpinnings

3.2.1 Knowledge Base

In general, a knowledge base is a central store for information: a public
library, a database of related information about a particular subject that
provides a means for information to be collected, organized, shared,
searched and utilized. It can be designed either for machine or for human
use. The knowledge base is the source of knowledge likely to contain the
answer to the question. This knowledge can be structured in the form of a
corpus such as the British National Corpus (BNC). It may be in the form
of unstructured text such as on the World Wide Web or it can be
constructed in machine understandable forms such as Databases and

Semantic Web.

3.2.2 Corpus

“Corpus is a collection of writings, conversations, speeches, etc., that
people use to study and describe a language “(Merriam-Webster). The
corpus can be in written language or spoken language or both. Text corpus
is a structured set of a large text stored in many files that share the same
parameters, usually, the language, the structure and the encoding. Some
popular  corpora  are British National Corpus (BNC),
COBUILD/Birmingham Corpus, and IBM/Lancaster Spoken English
Corpus. Corpus is used in many task such as hypothesis testing, statistical

analysis, checking occurrences, and in the study of historical documents.
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Monolingual corpora represent in only one language; bilingual
corpora represent in two languages while multilingual corpora represent in
multiple languages. To make the corpora more useful they are often
undergoing to an annotation operation, such as morphological, Statistical
and semantics analysis. Corpora are used as essential knowledge base in
corpus linguistics. Corpus may be open or closed. The analysis and
processing of different types of corpora are the theme of a lot of work in
computational linguistics, machine translation and speech recognition such

as part-of-speech tagging to signal the lemma form of the word.

3.2.3 Stop Words

Stop words are the most common words in any language such as short
function words (“the”, “a”, “is”, “and”) in English language, which help
build ideas, for example, linking sentences or words, but do not give any
meaning. There are also some words within a domain specific corpus that
may be appear very frequent, such words do not play a significant role in
processing. Therefore these words are less considerableeither in the
context of a language or in domain specific corpus. These words are
considered as stop words, and need to be removed at some stage during the
processing. During processing, the presence of these words may give
misleading results by distorting the statistics in frequency-based methods as

well consume valuable processing resources

There is no specific standard list of stop words that is used by all
natural language processing tools. In fact not all tools use a stop words list.
Some tools do not remove these stop words to help in phrase searching
(Ullman et al. 2011). Any collection of words can be selected as the stop
words for a specific purpose; it is not easy to determine the stop words, and

on the other hand, stop words differ according to the case used. For
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example some search engines remove some of the most common words —
including lexical words, such as "want"— from a query in order to improve
performance. The English stop words list that included within NLTK can
be imported to be used, as well as some extra Quran domain specific words
can be added to this stop word. Arabic, stop words list are not included in
NLTK; hence we can use any proper version of Arabic stop words list such

as the one that is created by TahaZerrouki.

3.2.4 Tokenization

Tokenization is a method of breaking up a piece of text into many pieces,
such as sentences and words. It is the process of splitting a string into a list
of tokens. A token is a piece of a whole, so a paragraph is tokenized into
sentences; a sentence is tokenized into words. In other words we can say a
sentence is a token in a paragraph, and a word is a token in a sentence.
This tokenized text or tokens are used as an input for further processing
such as parsing or text mining. For example if we want to get to
generalizations about words, such as the lemmas or parts of speech the first
step we need to find the words. The tokenization occurs at the word level
iIs sometimes difficult to define what is meant by a "word". Often a

tokenizer relies on simple heuristics, for example:

. Punctuation and whitespace may or may not be included in the
resulting list of tokens.

. All contiguous strings of alphabetic characters are part of one
token; likewise with numbers

. Tokens are separated by whitespace characters, such as a space or

line break, or by punctuation characters.
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3.2.5 Similarity Measure

Similarity measure is a quantitative value that states the degree of similarity
between two objects. In the case of a QA system the user question and the
corpus document can be considered to be the two objects that need to
obtain the degree of similarity between them. The value of similarity is
between 0 and 1, when there is no match between the two objects the
measure is equal to 0, which indicates irrelevant documents. The measure
1 represents the highest level of similarity, which might occurred when all
the terms of user question are found in a document. The similarity measure
is calculated for every document in the corpus, and then these documents
are ranked using their relatedness to the user question. There are different
methods to calculate the similarity measure, selecting a method depends on

the nature of problem being solved.

3.2.6 Scoring

Candidates may have different importance in evaluating how a document
matches a query. The candidates’ results that obtainedafter searching can
be classified according to the degree of match to the user query, a score can
be given to each of these candidates according to the number of user query
words it contains, and how close these words are to the candidate, the more
and the closer the better. The score for candidate results can be calculated

using different methods.

3.2.7 Ranking

A ranking is a relation between a set of items such that the items are
organized in ascending or descending order according to specific criteria.
Using rankings, information can be easily evaluated according to a
particular norm, for example, the search engine ranks the pages according

to their relevance to the user query, which makes it simpler for the user to
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select the pages they want. Documents candidates can be ranked based on
numbers of keywords matched, measures of distance between keywords,

and other similar heuristic metrics.

Ranking of query results is one of the essential problems in
information retrieval. Given a query g and a collection D of documents
that match the query, the problem is to rank that is sort the documents in D
according to some criterion so that the "best" results appear early in the
result list displayed to the user. Classically, ranking criteria are phrased in
terms of relevance of documents with respect to an information need

expressed in the query.

3.3 Proposed Solution

Most QA systems goal is to answer factoid questions, which identify some
factual information, and since the questions in Quran domain, are normally
searching for knowledge; our proposed methodology will answer all types
of questions. This thesis proposes to use a corpus composed of questions
along with their correct answers as knowledge base, as well as it benefits
from data redundancy by reformulating the corpus questions in different
ways in differing contexts to optimize the system performance. A major
challenge in automated QA system that uses question and answer corpus,
lies in identifying similar corpus questions to the user’s questions. There is
a need to find questions in a corpus that were semantically similar to a
user’s newly posed question. This will help in retrieving a high-quality
answers that are associated with similar questions in the corpus as well as
reducing the time lag associated with searching in CQA (community

question answering) service (Li, S., 2011).

Our proposed solution uses a combination of advanced Information

Retrieval and Natural Language processing tools and techniques to develop
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a Question-Answering system for the holy Quran. In this section we
describe briefly the methodology used for the proposed solution. More
discussion and details about this solution, and how this solution will be
implemented to solve the research problem will be presented in chapter 4.
Finallythe discussion about experimental results will be presented in

chapter 5.

3.3.1 Preparing the Corpus

Most QA Systems mapping a user query to the most relevant document and
identify the specific paragraphs or snips of the document that contain the
information required to answer the question or contain the answer itself.
While mapping a user’s question to a piece of information from these
documents is difficult, we used a corpus of question and answer which has
been manually collected from a wide range of sources and designed to
represent the Quranic Arabic-English Question and Answer Corpus
(QAEQ&AC). ltis a written bilingual corpus, which comprises Arabic and
English text of question and answer pair. First, question-answer pairs have
been collected from several trusted expert sources. Then a number of
preprocessing steps were undertaken for the Quran questions and answers
corpus: different data subsets were integrated by transforming multiple
corpora into a merged form. After that the data were cleaned using
Microsoft Excel to eliminate irrelevant and unwanted data, and then
converted to a format that suitable for mining tools, where we have created
a comma-separated value (CSV) file format.

3.3.2 Exploring WEKA and NOOJ

WEKA and Nooj have been tested and explored by conducting some
experiment to investigate how suitable they are to build a QA system about

the Quran. Some prototype experimental work have been done using
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WEKA (Waikato Environment for Knowledge Analysis) to try and see if
there are any problems which already exist, and to help me to identify
technical issues. In doing this work, first some example of questions along
with their answers have been selected from the Quran Question and answer
corpus and then converted into a CSV (Comma Separated Value) format
for a Machine Learning toolkit experiment. Finally this file format has
been tested with WEKA,; some clustering work has been done. Details

have been provided in chapter 4 section 4.3.1.

We concluded that WEKA is good for classifiers and clusters but
does not have functionality to build a question-answer interface. We then
went on to investigate Nooj platform. A module forNooJhas been
presented, which analyze, annotate and present the automatic processing of
Quran question and answers corpus; details have been explained in chapter
4 section 4.3.2, again it is found that NOOJ is a good linguistic
development environment that allows users to create formalized
dictionaries and grammars and other theoretical work but it is not suited to
a QA interface for Quran QA. So a third approach is to build my own
implementation using Python and NLTK, this allowed me to develop a

prototype QA system.

3.3.3 Developing QAEQAS Prototype

This thesis proposes a novel method utilizes the Quran Arabic-English
Question and Answer Corpus (QAEQ&AC) as knowledge base and
applying existing information retrieval and natural language processing
techniques to develop a Quranic Arabic English Question Answering
System (QAEQAS). QAEQASIs unlike other question answering systems
that focus on the generation of new answer; it is a natural language

question-answering system that uses a corpus of question and answer as
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knowledge base to retrieve existing answers found in the corpus (Song W.,
et al, 2007)

QAEQAS aims to map a user query to the most relevant question
from the Quran question and answer corpus, and then find the answer for
this relevant question as answer for the user question. To achieve this goal
a series of operations to the user question and documents (corpus
questions) were applied to find ranked questions. As a complete question
answering solution, python and toolkit were used to process the user
question and the corpus, as well as to implement the search engine to
retrieve candidates’ results and then extract the best answer. These
operations can be classified into fourphases. Each of them performs a
specific operation to produce an output which is used as the input for the

successive step. Figure 3.1 is the block diagram for QAEQAS.

1. Data Preprocessing

2. Information Retrieval
3. Scoring and Ranking
4

. Answer Extraction

59



/ PreProcessing Module \

MNormalization

Removing the punctuations

Tolkenization

\ Removing the stop words /

W

Information Retrieval Module

Filtering questions from answers
|

.dr.
Searching for candidate questions

o /

Wb

Scoring and Ranking Module

[ Answer Extraction Module

Figure 3.1 QAEQAS block diagram
1. Data Preprocessing

The first stepperformed in preprocessing is normalization: for English
version the user question and the corpus questions were converted to lower
case. For Arabic version normalization has been done in order to handle
some problems with Arabic letters. Then the whitespaces and punctuation
characterswere removed from user question and corpus questions for both
Arabic and English versions. After that the user question wastokenized, by
splitting it into linguistic units known as tokens. Then stop words
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wereremoved from the user question. Stop words are composedof existing
stop words list that found in python nltk for English, and Arabic stop words
list which created by TahaZerrouki, in addition tosome words in the corpus
thatdeemed to be stop words. The remaining words are known as terms,

which are used in searching the corpus questions.
2. Information Retrieval

In this phase the user question is mapped to corpus questions. This is done
by comparing all terms of the user question, one by one, with every corpus
question. This phase was used to retrieve all questions from the corpus
questions that probably relevance to the user question, in other words all
questions that contain one or more term of the user question were retrieved.
These extracted questions are known as candidate questions. The objective
of this phase is to identify if there is any document (question) that is
relevant to the user question, and then include all relevant documents in a
list of candidate question aggregation. As a result all irrelevant documents
are discarded by filtering them out whereas all relevant question(s) are
included in the candidate questions aggregation to be used for further

processing to compete for more relevant question.
3. Scoring and Ranking

In this phase the similarity measure - the degree of relatedness of each
candidate question to the user question- was obtained. In the LESK based
similarity measure, raw document weight can be treated as a similarity
measure. It is based on the argument that the higher the number of
common terms between the user's query and a candidate result the higher
the similarity measure. So a document having higher number of term is
more related to the question than a document contains lower number of

term, it depends on term count. In our method, document weighting
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depends on the number of terms in the document. A score was then given
to each of these candidates according to the number of question terms it
contains. Then we use a ranking method to identify the best matched
document to a given user’s question. So candidate documents are ranked
according to their similarity measure. The higher the similarity measure,
the higher will be the rank and vice versa. Candidate results are sorted in
descending order of their similarity so that the best question is found at the

top of the list.
4. Answer Extraction

In this final step ranked candidate documents determined in the previous
step were used to pick up the top candidate question, which is the most
related one to the user question. As we have explained before that the
corpus file we used consists of lines, and every line is composed of
question and answer. Our approach relies on finding the correct question
from the corpus that matches the user question, and then the complete line
which contains the best question is obtained. To obtain the answer
Python’s split() function have been used to divide the line and get the

answer part, which represents an answer to the users question.

3.3.4 QAEQAS andData Redundancy

The knowledge base used by QAEQAS is relied on the data redundancy
that already found in the corpus due to data collection from several
different sources. In addition to that another set of questions were created
to be semantically identical but syntactically different from the original
questions, by manually reformulating each of the corpus questions into
different contexts. In the first version of QAEQAS prototype, each question
was reformulated so that each question has two extra variants in different

context. In the second version of the prototype more data redundancy were
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used by reformulating each question into up to six different variants. This
set was then added to the Quran question and answer corpus files; at the
end our new data set files will list the original questions and the set of

variants for that original along with their answers.

3.3.5 The Evaluation Method

Characteristics of QAEQAS have been investigated through user-oriented
testing. Evaluating QAEQAS is based on domain expert knowledge, since
the corpus is composed of pairs of questions, and its correct answers from
credible sources. Since we do not have a Gold Standard for the Quran
questions to compare with the results, we relied on an expert user group of
Muslim university academics to ask the two versions of QAEQAS some
questions in our questions domain. Details of evaluation method are

presented in chapter 5.

3.4 Conclusions: Proposed Solution

This Chapter presents a brief summary ofthe research methodology for our
proposed QA system, which based on Information retrieval, Natural
language processing, and special corpus composed of question and answer
pairs using the data redundancy, by adding differentvariants of the
question. The chapter also describes different concepts and methods of
Information Retrieval and Natural Language Processing used by our
methodology. The next chapter presents more details about the proposed

solution and how they will be implemented to solve the research problem.
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CHAPTER IV

IMPLEMENTATION OF THE PROPOSED

SOLUTION

4.1 Introduction

This chapter presents in details how the proposed methodology has been
applied, as well as the idea behind the techniques tools and functions that
have been used in order to carry out the proposed method. Furthermore,
the chapter discusses the Python and natural language toolkit that has been
used to implement the proposed methodology. Finally, the chapter presents

a brief conclusion summarizing what have been done in this chapter.

The main objective of this thesis is to develop a QA system for the
holy Quran, whichconsidering the knowledge base to return a correct
answer and achieve better accuracy. This research, proposes tousea
knowledgebase of question-answer pair and data redundancyaiming to
minimize the retrieval of non-relevant document (questions) and hence
retrieving the correct answer. This objective is achieved by applying a
series of operations using information retrieval, natural language
processing techniques and domain-specific resources. These operations
can be classified into three distinct phases each of these phases performs a
specific operations.

e Creation of an Islamic question and answer data set corpus.
e examination and exploration of some alternative NLP technologies:
» Machine learning experiment using WEKA
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» Using Nooj as an analysis tool for Quran question and answer
corpus
» Parsing the Quran question and answer corpus using Python
and Natural Language ToolKit (NLTK).
e Developing an automated question answering system for the holy

Quran

Figure 4.1 is the block diagram which states the three main phases for the

proposed solution
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Figure 4.1 block diagram of the proposed solution
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4.2 Creating an Islamic Question and Answer Data Set
Corpus

4.2.1 Background

There is wider interest in evaluation of restricted-domain QA
systems, in contrast to open-domain QA systems. A main characteristic of
question answering in restricted domains is the integration of domain-
specific information that is either developed for question answering or that
has been developed for other purposes. We chose the Quran domain to
develop a question and answer corpusfor the reason that :The Quran is the
holy book of Islam, it contains Allah’s message to all humanity. The
Quran is the main source of guidance and rules. Muslims read the Quran to
understand the true teachings of Islam. There were no adequate existing
resources specifically designed for Quran question and answer corpus.
Existing Quran question and answer sources are scattered between different
webpages, each of these sources has its own format and style. There is a
need to create a unified dataset for Quran questions and answers, to be used
in testing and evaluation in applications for Quran search and question-

answering system.

In recent years, large amount of question and answer corpora have
been searched and developed: De Smet, H.(2009) developed Yahoo-based
Contrastive Corpus of Questions and Answers (YCCQA), it has been
compiled using material downloaded from http://answers.yahoo.com/. The
site offers an environment in which users post questions and answers.
YCCQA contains about 90,000 question-answer pairs which make 29
million words of text. All the material collected has been posed by users
between 2006 and 2009. Language material, consisting of questions and
the accompanying answers, has been extracted for English, French,
German, and Spanish. Ravichandran, D., Ittycheriah, A., &Roukos, S.
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(2003) developed the KM database corpus, which is composed of question-
answer pairs obtained from Knowledge Master (1999). Each of the pairs in
KM represents a trivia question and its corresponding answer, such as the

ones used in the trivia card game.

Soricut, R., & Brill, E. (2006) built a large training corpus
consisting of question-answer pairs of a broad lexical coverage. They
collected 1 million question-answer pairs. From FAQ pages this corpus is
used to train various statistical models employed by their QA system in
query analysis and answer extraction modules. Their system was intended
to be applied to non-factoid questions. Burke, R. D., et al, (1997)
developed a collection of approximately 30,000 question-answer pairs from
the internet, obtained from more than 270 Frequently Asked Question
(FAQ) files on various subjects. The obtained FAQ were used by their
project FAQFinder.

Tomas, David, et al. (2009) developed a corpus of English question-
answer pairs. The corpus consists of more than 70,000 samples. Each of
these samples contains information that relates a question with its answer in
four different contexts: exact match, sentence, paragraph and document.
They claimed that their corpus suited to train on every stage of machine
learning based QA system: question classification, information retrieval,
answer extraction and answer validation. Feng et al., (2015) created
InsuranceQA Corpus, a question answering corpus in insurance domain,
contains questions and answers collected from the website Insurance
Library. The content of this corpus consists of questions from real world
users, the answers were composed by professionals with deep domain

knowledge; this dataset is provided for research purpose only.
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4.2.2 Community Question Answering

In order to create an accurate QA system, we need to integrate a
wide range of knowledge, and use many ideas in natural language
processing. Over the years of question answering research the focus was
fundamentally around factoid questions, which constitute a small part of
user information needs. Factoid questions are usually defined as questions
that can be answered with a short phrase such as number. To solve the
problem concerned with other types of questions beyond the scope of the
factoid question is to ask community question answering (CQA) websites
such as Islamic Knowledge, TurnTolslam,ALQuran, Islam web, etc. The
CQA became widespread, and currently contain different types of
questions and answers from real world. The majority of these questions

can be classified as non-factoid questions (Jilani, A., 2013).

When more and more CQA services become available, the QA
system can use question available, hence the CQA services can provide
quite valuable resources for the QA system research(Li, S., 2011).
Preliminary analysis of questions and potential answer sources gave an
insight that the best data source is answers to similar questions in case they
exist and we can find them. People often have similar tasks and situations
which pose same questions. Therefore, it’s frequently the case that a
similar question was already asked by someone and potentially even
received a good reply and can be reused to answer new questions .As there
are a lot of different types of questions that users post to CQA websites, our
system is based on Frequently Asked Questions: a combination of CQA

archive beside other sources.
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4.2.3 Compilation of Quran’sQuestion and Answer Corpus

In the following sections we describe the compilation of the Quran Arabic-
English Question and Answer Corpus (QAEQ&AC) through the
integration of different data sets. QAEQ&AC is a written bilingual corpus
which comprises question and answer pair in two languages, mainly Arabic
and English. The logical basis behind this is to make the Quran question
and answer corpus accessible to the English speakers, in the majority of
Non-Arabic Muslim countries, such as Malaysia and Pakistan or any other
people who speak English. Instead of applying sophisticated analysis our
focus is on the data, so we used a specialized corpus of knowledge to find

anNSWers.

4.2.3.1 Data Collection and Sources

Data collection is the systematic approach to gathering information from a
variety of sources to get a complete and accurate data of an area of interest.
Accurate data collection is essential to maintaining the integrity of
research, and to guarantee the quality assurance. The first step of building
a corpus is to think about the resources of data. The process of collecting
data can be relatively simple according to the type of tools used to collect
the data. Data collection tools are used to collect information that can be
used in many aspects such as evaluation of project performance. The
collected data can also be reused for analysis purposes after refinement and

cleaning. There are several tools that can be used to collect data.

The data collection tools should be good enough to collect useful
data in order to have better evaluations for the research. Selecting specific
tools depend on the nature of the task, as well as the type of the required
data. Question-answering research in the religious domain involves ethical

concerns. Answering questions about Islamic beliefs requires great care to
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give an accurate answer for a given question, which can be accepted
religiously and universally. For instance, the answers should be evidenced
as mentioned in Holy Quran as well as in Hadith books. Collecting
questions and answers from authoritative and credible sources is an
important issue; and low accuracies or wrong answers are not acceptable in

the religious field especially in the Islamic domain.

Since there are not enough existing resources specifically designed
for Quran questions and answers, we propose to merge different data
subsets to comprise the Quran questions and answers dataset, as well as to
have different questions from a range of different sources. Frequently
asked question (FAQ) answering is a very useful in automated question
answering systems, as it is effective to improve the efficiency of the whole
system (Song W., et al, 2007). So,for our task we proposed to use
Frequently Asked Questions (FAQs) from many sources to collect Quran

questions and answers
In this thesis we selected fourtools to collect Quran questions and answers:

e A web-based tool, created by a group of scholars interested in the
Islamic field.

e The Quran text book.

e Eliciting questions and answers from Muslims who came to the Holy
Mosque in Makkah anda group of scholar from the Holy Mosque in
Makkah

e From previous research.

Since the Internet is rich with data and easily accessible, the first and
main source for our corpus collection is a web-based tool created by a

group of scholars in the Islamic field (community question answering
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websites services). We proposed to focus on Frequently Asked Questions
(FAQs), the reason behind this is that Muslims who use the Q & A services
in these Islamic web sites to send their queries, give an insight into the
practical aspects of the Muslim people who want to learn more about Islam,
as well as non-Muslim people who want to know about Islam and compare
it with different religions, maybe they want to convert to the religion that
they deem appropriate from their perspective, and hence it can be argued
that these are the topics of interest that need to be addressed. In order to
collect the questions and answers from the web, we started by searching for
web resources as raw data sources, the following are some of the selected

web sites:

e TurnTolslam.com: is widely acknowledged to be one of the best
places to learn about Islam, as it contains a huge library that covers
many topics about Islam in many languages. It answers questions,
shares Videos, Polls, Events and more. It aims at strengthening and
uniting the nations and helping to show the beauty of Islam to the
world, as well as building a kind, friendly community, on Islamic
values.

e [slamic Knowledge/Come towards Islam which is another widely-
used web site, which contains monthly archives covering many
topics concerned with Islam such as questions and answers about the
Quran, understanding Islam, Islamic facts, holy Quran chapters,
teachings of the prophet Muhammad, haram (forbidden) food and
drinks, Ramadan, women in Islam and many more topics. We
examined its archives running from March 2011 till February 2015.
This web site also provides the Quran text translated into many
languages, as well as an Islamic resource for reading and listening to

the Quran online with translation in various languages.
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e All-Quran web site, which aims to have the holy Quran available to
everyone in the world by having an easy way of audio streaming for
a variety of Quran reciters and audio translations. It contains a tab
for Islamic FAQ, in addition to further information about the holy
Quran. It has been a commercial-free website since it was created.

e Siasat daily: The Siasat web site, which also provides questions and
answers about the holy Quran. It is written in three languages:
English, Urdu, and Hindi.

e Sultan Islamic linksDiscover Islam, Muslim People, Holy Quran and
Islamic Religions. It has the linklslam FAQ (Frequently Asked
Questions) and the resource “you ask and the Quran answers”

e Islamic question and answer which contains many question about
Islam written in 13 languages.

e A set of questions along with their answer were gathered from some
forum such as the official forum for Sheikh Dr. Mohammad Al
Arifi, and hussaballa forum.

Most of the content of the web based corpus consists of questions from real
world users, the answers were given by professionals with deep domain

knowledge.

We did not rely exclusively on web sources. A small set of
questions and answers were gathered from some Muslims who came to the
Holy Mosque in Makkah, and posed their questions to a group in the Holy
Mosque who are leaders in the field of Islamic studies. Normally this
group gives their expert answers to Islamic questions. As well as we
included small test sets of questions and answers from previous research
(Gusmita et al, 2014), (Abdelnasseret al, 2014), (Hamdelsayed& Atwell,
2016), (Shmeisania, H., et al, 2014) Furthermore some questions were

72



taken directly along with their answers from the Quran text book, while

others were extracted from it.

There are some questions along with their answers stated in Quran
book, such as the questions that were directed to Prophet from different
denominations - Muslims, Jews and Christians. These questions were
taken directly along with their answers from the holy Quran book. For
example ; sl s edl) e ol gl (L zadls (bl Cul e o J AlaY) (e cligllay)
Jin AY) ALY e dae clllia g (., Legndi o ST Lagal] 5 il adlin g S o) Lagd 8
&z sl ol 35 el laal (e JIsadisuch questions and their answers
were subjected to reformulation, Table 4.1.shows some examples.
Furthermore we extracted a set of questions and answers from some
chapters of the Quran book, Table 4.2 shows some examples. To
reformulate these questions and their answers optimally and add some
explanation to it we used some interpretation reliable books such as
Almokhtsar in the interpretation of the Quran, Tafsir Center for Quranic
Studies. Then all these data sets were copied from their original sources
and pasted into Microsoft word documents and then subjected to some

preprocessing work.

Table 4.1 Examples of questions and answers directed to Prophet
Mohammad
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Table 4.2: Example, questions and answers extracted from Quran book

The location in the Quran book, Extracted Extracted
where the question and answer Question answer
were extracted
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4.2.3.2 Data Preparation

Since there were no existing resources specifically designed for Quran

Q&A, we merged different data subsets for the purpose of a Quran question

and answer corpus task. Data preparation covers all tasks to build the final

dataset from the initial raw data. Tasks include table, record, and attribute

selection; merging; formatting; cleaning; and transformation for modeling

tools. These tasks can be performed multiple times, and not in a specific

order (Chapman, P., et al., 2000).
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Creation of the Data File:

The obtained data must be processed or organized for analysis. For
instance, these involve placing data into rows and columns in a table format
for further analysis, such as within a spreadsheet. While our collected data
sets have different format and style, a data file was created using Microsoft
Excel 2010, and the collected data were transferred from Microsoft office
word to Microsoft office Excel’s documents by using the manual method
“copy/Paste” and merged into standard spreadsheet worksheet format.

After that their style and format were unified using Excel tools.
Data Cleaning

Data cleaning is the process of detecting and correcting corrupt or
inaccurate data. Data quality problems exist in single data collections, such
as files and databases, due to misspelled during data entry, missing
information or invalid data. As for the data that is integrated from multiple
sources, the need for data cleaning is largely increase due to the presence of
heterogeneous data sources. Data cleaning is a phase in which noise and
irrelevant data are removed from the collection; it refers to identifying
incorrect, incomplete, inaccurate, etc. parts of the data and then replacing,
modifying, or deleting this noisy data. Unclean data can contain mistakes
such as punctuation errors, incorrect data associated with a field,
incomplete or outdated data, or even data that has been duplicated in the
database. Data cleaning may also involve activities like harmonization and
standardization of data.

The goal of the data cleaning process is to maintain a meaningful
data by removing elements that may hinder the analysis which affects the
quality of the results, as the use of incorrect or inconsistent data may

inevitably lead to false results. When we import or paste the data from the
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Internet into Excel’s worksheet, this may end up with unclean data, for
example, may appear redundant spaces between words, and / or non-
printable characters, etc., which will cause errors in the next phases. At
this phase the original data were copied to another worksheet, and then
cleaned by removing the inconsistent and the unwanted data from the

dataset.

To clean data we used two methods: the manual method, and the
automatic method. Manual method was used to remove incorrect or
incomplete data while the automatic method may be not useful in such a
situation. In automatic method XLTools was used to remove extra spaces,
line breaks, delete non-printable characters etc., while the manual method
may take painstaking hours or may not guarantee to detect and remove all
the mistakes. We also handled the blank cells as they can create problems
if not treated in advance. The duplicated data were removed as well as
spell checker were applied on the data set to correct spelling errors, where
it is nothing that reduces the credibility of the work more than spelling

error.

While the search and replace in data cleaning is indispensable, we
searched for inappropriate words and then replace them with more
proportional ones. The text can also be changed to the uppercase,
lowercase or other common capitalization, as well as the transformation of
cell formats can be applied to change numbers to text and vice versa.
Figure 4.2 bellow shows data cleaning using Excel tools (xITools). Figure
4.3 and Figure 4.4 show examples of Arabic and English data respectively
after cleaning.
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Figure 4.3 examples of Arabic data after cleaning
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3 From whom did humans learn about making graves? From a crow
4 At what month was the Holy Quran revealed? Ramadan
5 What cursed tree that mentioned in the Quran? Zaggqum
6 How was our mother Hawa created? From the leftrib of Adam
7 What is the miracle of Noah? Ship and the flood
8 Who is the last messenger? Muhammad (PBUH)
9 For how many consecutive days did it rain during the great floods? Forty nights and days continuously
10 When is the Day of Judgment? Only Allah knows
11 Whao is the Father of Mary? Umran
12 Which Surah starts with words Tabaruk allazi? Mulk and Furkan
13 What is the book of Jesus? The Bible
14 In which surah the holy war of Badr is mentioned? Surah Anfal
15 What animal swallowed Younis? El-Hoot
16 What is the book of Moses? EL-Tawrat
17 Which Nabi was first come on earth? Adam
18 Who is the mother of Jesus? Maryam
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20 What surah that has the laws about marriage? Surah Nesa L
R V' ¥| RawbData | Cleanedbata /%3~ T 4] ] y |
Ready | | (B @ 1003 (=) " (+)

Figure 4.4 examples of English data after cleaning

Data Transformation

Data transformation is the process of converting data or information
from one format to another, usually from the format of a source system into
the required format of a new destination system. Data transformation
allows the mapping of the data from its given format into the format
expected by the modeling tool. Excel is a great tool to use when we need
to take the data in a specific format, then processed to be converted into
another format, then push the results to another tool to further processing.
For example if we want to export Excel file to other applications that
support the comma-separated value format (CSV) format, we can convert
the worksheet first to CSV format and then export the .csv file to those
programs. Excel works as a transfer tool for the data to be transferred from
one system to another, where it supports many file formats.
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In this phase the cleaned data were copied to another excel
workbook, because CSV format does not support workbook containing
several worksheets. After that the workbook was saved as a CSV format.
CSV files are a common data exchange format that stores tabular data in
plain text format, which can be read using any standard text editor. CSV is
supported by many applications and therefore a large amount of tabular
data can be transferred between these applications, (Hamoud and Atwell,
2016) whichincreases its popularity and its ability to survive, at least as an
alternative format to import and export data. Since the CSV files are plain
text, this makes it easy to be understand by normal user or even by

beginner, as well as it allow users to diagnose data problems easily.

4.2.4 Result: QAEQ&AC

A Quranic Arabic/English Question & Answer Corpus (QAEQ&AC) has
been developed. QAEQ&AC is a written bilingual corpus, comprises
Arabic and English text. In its current form, QAEQ&AC contains about
1500 question-answer pairs, which makes about 42500 words of text.
These questions and answers are divided over the Arabic and English
languages as follows: 1000 Arabic question-answer pairs, which make
about 20.000 words, and 500 English question-answer pairs, which are
about 22500 word, Figure 4.5 and Figure 4.6 show the questions and
answers, and the word count by each language respectively. Contrary to
other contrastive corpora, this version of our corpus does not contain
parallel translated texts. All texts are originals. As a result, the
subcomponents of the corpus can be used independently as language-

specific corpus.

The QAEQ&AC is not a general corpus; it is specifically dedicated

in Quran domain, it includes different question types such as what, when,
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why, etc., Table 4.3 shows different types of questions. The answers can
be in different length, a short answer, or longer text for questions that need
more explanation. We anticipate that the current and subsequent versions
of our corpus will be a valuable evaluation resource for computational
linguists investigating Quran question and answer; it might be used as a
gold standard in researches, that dealing with natural language processing,
information retrieval, artificial intelligence. This corpus can be subjected
to an annotation to derive linguistic information such as morphological,

syntactic, semantic, and lexical information.
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question-answer pair Word
Figure 4.5questions and answers Figure 4.6 word count by language
by language
Table 4.3 question types
Domain _
. The Meaning
Identifier
What Indicates a question asking about things
Who Indicates a question asking about persons
When Indicates a question asking about time
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Where Indicates a question asking about a place.

How many | Indicates a question asking about countable things

Why Indicates a question asking about cause
How Indicates a question asking about the condition or situation
Others All other questions

4.2.5 Preparation for further Investigation and Analysis

Text analysis is a set of linguistic, statistical and machine learning
techniques that contribute to the extraction of informational content in text
sources. Text analysis indicates a derivation of high-quality information
from text, and this is done through devising patterns. Text analysis
involves the retrieval of information; lexical analysis to study the frequency
distribution of words; pattern recognition; tags/annotation; information
extraction; and data mining techniques, whichinclude visualization, and
predictive analysis. The main objective of these operations is to convert
the text into data that can be analyzed, through the application of natural
language processing (NLP) and analytical methods. This information
content is used in many areas such as research and studies or exploratory

analysis of the data.

Typical tasks of text mining include classification and aggregation,
extract concepts, etc. Some preprocessing steps can be applied for the data
to be ready for further analysis. For example WEKA filters can be used for
preprocessing the data such as removing a certain attribute or removing
instances that meet a certain condition, or to convert the attributes from a
type that WEKA fails to tokenize and mine to another type (the correct
type) that it can work on by using filters such asStringToWordVector.
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After data preprocessing data mining techniques such as classification,

clustering, visualization can be applied.

4.2.6 Conclusions: QAEQ&AC

In this section, we described the compilation of the Quran question-answer
pair’s collection, through harvesting data from websites, Islamic experts,
and existing research datasets. The corpus has been manually collected
from a wide range of sources, and designed to represent the Quran Arabic-
English Question and Answer Corpus (QAEQ&AC). QAEQ&AC is a
written, bilingual corpus, which comprises Arabic and English text. First,
question-answer pairs have been collected from several trusted expert
sources. Then the data were merged and cleaned using Microsoft Excel.
After that data were converted to the format that suitable for mining tools,

where we have created a comma-separated value (CSV) file format.

The corpus obtained consists of about 1500 question-answer pairs,
which is equal42.500 words, divided over Arabic and English languages. It
includes different question types such as what, when, why, etc., and
different answer length. Collecting data manually is a big challenge, as the
automatic method has not always been successful in filtering inappropriate
or unwanted data. We believe that creating an integrated Quran guestion
and answer corpus dataset is an important resource that we would like to
apply in a task challenge, aimed at improving the state-of-the-art of online

Quran question answering systems.

4.3  Using Text Analysis Tools to Analyze Quran’s QA Corpus

After the Quran’s Q&A corpus were compiled, our second step is to
investigate some advanced computerized automated analysis tools for

automatic processing of our written corpora and to develop a question
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answering system for the holy Quran. In this research we investigated
three text analysis tools mainly WEKA, NOOJ and Python NLTK to
analyze the Quran’s QA corpus.

4.3.1 Machine Learning Experiments using WEKA

WEKA (Waikato Environment for Knowledge Analysis) is a collection of
machine learning algorithms to solve data mining problems. The WEKA
Graphical user Interface (GUI) Chooser provides a starting point for
launching WEKA'’s applications, this GUI Chooser consists of four
buttons, to start applications (Remco R., et al ,2014). Figure 4.7 shows The
WEKA Graphical user Interface Chooser. The main application is the
Explorer, which explores data with WEKA. The simple command line
interface (SimpleCLlI) allows direct execution of WEKA commands for
operating systems that do not provide their own command line interface.
KnowledgeFlow supports the same functions as the Explorer but with a
drag-and-drop interface, and it provides a framework for incremental
experiments in machine learning. The Experimenter is used to carry out

experiments and perform statistical tests between several learning schemes.

i '

o Weka GUI Chooser. = B | 3%

Program Visualization Tools Help
Applications

e _'; E K A —

The University

of Waikato Experimenter
Waikato Environment for Knowledge Analysis KnowledgeFlow
Version 3.7.11
[c} 1999 - 2014
The University of Waikato Simple CLI

Hamitton, New Zealand

b, ")

Figure 4.7the WEKA Graphical user Interface
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The Explorer is the most used tool, and is composed of several
panels to allow access to the main components of the workbench : (1) the
Preprocess panel which is used to import data , and preprocess this data by
using filters to transform the data and prepare it according to specific
criteria, (2). the Classify panel which allow applying classification and
regression algorithms to a dataset, (3) the Cluster panel enables access to
the clustering techniques in WEKA, (4) the Associate panel provides
access to association rule learners that attempt to identify all important
interrelationships between attributes in the data, (5) the Select Attributes
panel gives algorithms for identifying the most predictive attributes in a
dataset, (6) the Visualize panel shows picture representations of data and
results, such as a scatter plot matrix, where individual scatter plots can be
selected and enlarged, and analyzed further using various selection

operators.

The first four buttons at the top of the Preprocess section enable us to
load data into WEKA, by importing it from any file in the default ARFF
format supported by WEKA, or any other format accepted by WEKA for
which a filter is implemented, such as Excel Comma Separated Value
(.CSV) file, a SQL database, a URL, etc., for preprocessing.

4.3.1.1 Preparing CSV File for WEKA

A representative sample of 30 questions along with their answerswere
selected from the collected questions and answers dataset, to include
representative samples covering all methods and sources that were used to
collect them, and the questions types, as well as the length of the answer.
There are some questions that need a long explanation for their answers.
The selected dataset required cleaning prior to data usage; therefore the

data were cleaned according to WEKA needs by removing control
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characters, and resolving formatting problems concerned with some
characters such as double quotes, single quotes, comma, apostrophe, etc.
.this sample were entered in an Excel worksheet and then converted to a
CSV file

4.3.1.2 Loading the Corpus into WEKA

To load the CSV file, from WEKA chooser GUI we selected Explorer
application button, and then the Preprocess panel, which is used to choose
and modify the data being acted on. After that we chose the Open File
button to display a dialog box allowing browsing for our CSV data file.
From the dialog box we selected Open button to load our file into WEKA.
WEKA also enables us to load data from other locations by selecting the
desired button. The Open URL button allows asking for a Uniform
Resource Locator web-address where the data are stored. The Open DB
buttonis used when we want to read data from a database. The Generate
button enables us to generate artificial data from a variety of
DataGenerators. Using the Open File button we can read files in a variety
of formats: ARFF, CSV, C4.5, or serialized instances format, these format

have the extensions .arff, .csv, .data and .names, .bsi.

WEKA has converters for some file formats such as Spreadsheet
files with extension .csv, C4.5’s native file format with extensions .names
and .data, etc., This list of formats can be extended by adding custom file
converters to the WEKA core converters package. The appropriate
converter is used based on the file extension. If WEKA cannot load the
data, it tries to interpret it as ARFF. |If that fails, it pops up the generic
object editor box, which is used throughout Weka for selecting and

configuring an object. In this case the CSVLoader for .csv files is selected

85



by default and the “more” button gives us more information about it.

Figure 4.8 shows the Quran question& answer corpus file into Weka

o Weka Explorer| = |[ = |[ 52 |

Preprocess | Classify | Cluster | Assodate | Select attributes | visualize |

[ Open fie... ] [ Open URL... ] [ Open DB... ] [ Generate. .. ] Undo [ Edit... ] [ Save... ]

Filter

Current relation Selected attribute
Relation: Quran guestion and anwer corpus Attributes: 1 MName: guestion;answer Type: Mominal
Instances: 30 Sum of weights: 30 Missing: 0 (0%) Distinct: 30 Unigue: 30 (100%G)

Attributes Mo. Label Count Weight
On which night ... |1 1.0
Who revealed th...
Through whom ...
To whom was th...
Who took the re...
How many Surah. ..
\a’hat are tha co...
s

[ Al ] [ None J[ mwet ][ Pattem |

=)
m|»

MNo. MName

1 [l question;answer

NCEIF I

Class question;answer (Mom) Vlsuallze All

Status

Figure 4.8 the Quran question& answer corpus file loaded into Weka

4.3.1.3 Clustering the Quran Question and Answer Corpus

After loading the CSV file into WEKA’s Explorer, this dataset were
processed into vectors of word frequencies using the StringToWordVector
filter, which converts a string attributes to a “bag of words”, a vector that
represents word occurrence frequencies. The StringToWordVector filter
produces numeric attributes that represent the frequency of words in the
value of each string attribute. The set of words (the new attribute set) is
determined from the full set of values of all the strings in the full dataset.
The list of all attributes, statistics and other parameters can be utilized as
shown in Figure 4.9. There are 30 instances and 196 attributes in the

“Quran question and answer” sample relation file.
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Figure 4.9the processed CSV file into WEKA

Clustering is used for data in which no class value is specified. In
clustering, relevant attributes in the data are selected to decide the cluster.
In some algorithms the number of clusters can be specified by setting a
parameter in the object editor. For probabilistic clustering methods,
WEKA measures the log-likelihood of the clusters on the training data: The
larger this quantity, the better the model fits the data. Increasing the

number of clusters normally increases the likelihood.

To cluster the Quran question and answer corpus, the ‘cluster’ pane
was clicked to choose the requested clustering algorithms. We start with
‘SimpleKMeans’, the default number of cluster for SimpleKMeans
algorithm is 2; but users can specify any number of clusters they want. K-
Means clustering requires the user to input the desired number of clusters,
but that might not be interesting as the user normally would not know in

advance the number of clusters, and would be expecting the algorithm to

87



cluster them into optimal groups. For this reason we used ‘expectation

maximization’ or EM algorithms.

Our processed data were further analyzed using EM cluster. In EM
clustering, the algorithm repeatedly refines an initial model to fit the data
and find the probability that a data point exists in a cluster. The algorithm
terminates the processing when the probabilistic model fits the data. The
log-likelihood function is used to determine if the data were fit in the
model. In case empty clusters are created during the process, or if one or
more of the clusters have low populations that falls below a given
threshold, then these clusters are reseeded at new points and the EM
algorithm is rerun. The results of the EM clustering method are
probabilistic. This means that every data point belongs to all clusters, but
each assignment of a data point to a cluster has a different probability.
Because the method allows for clusters to overlap, the sum of items in all
the clusters may exceed the total items in the training set. The EM
clustering algorithm offers multiple advantages in comparison to k-means

clustering:

e Requires one database scan, at most.

e Will work despite limited memory (RAM).

The result ofEM algorithm inFigure 4.10 shows the attributes which
are clustered, the number of clusters, and the number of instances each
cluster contains. Figure 4.11shows WEKA cluster visualizer in which the
attributes are clustered into 4 groups. The Visualize panel helps to
visualize a dataset itself. It displays a matrix with a two-dimensional

scatter plot.
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Figure 4.11 visualizing the Quran questions and answers dataset
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4.3.1.4 Results: WEKA

Figure 4.8 and Figure 4.9 show that 18 instances were clustered in cluster
0, 1 instance in cluster 1, 8 instances in cluster 2, and 3 instances in cluster
3. From Table4.4, it is evident that cluster 2 has questions of "how many"
with number answers, and in cluster 3 the questions contain some of the

29 <

same words, for example the words “name”, “prophet

29 ¢¢

, “mentioned”, and
“Quran “ were found in the questions. Cluster 1 has questions containing
words that did not appear in any other question like the words “Islamic”,

“view”, and “Abortion”. Cluster O contains the rest of the questions.

We concluded that WEKA is good machine learning tool for
classification, clustering etc.,but does not have functionality to build a
question-answer interface and hence we continued to examine and explore
NOOQOJ tool.

Table 4.4 example questions and answers in each cluster

Cluster Question Answer
no.
Cluster 0 | Who revealed the Quran? Allah revealed the Quran

On which night was the Quran | LailatulQadr

first revealed?

Through whom was the Quran | Through Angel Jibraeel

revealed?

Who took the responsibility of | Allah himself

keeping the Quran safe?

In which Surah (chapter) the | Surah al-Nessa
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law of inheritance IS

mentioned?

What are the conditions for

holding or touching the

Quran?

One has to be clean and to

be with ablution

Why do Muslims believe that
the Prophet Muhammad is the
final prophet?

Muslims believe that the
Prophet Muhammad is the
final prophet on the
grounds that the Quran and

hadith state so

To whom was the Quran

revealed?

To the

Mohammed

last  Prophet

Which is the longest Surah
(Chapter) in the Quran?

Surah al-Bagarah

Cluster 1 | What is the Islamic view on | Islam considers abortion as
Abortion? murder and does not permit
it
Cluster 2 | How many verses are there in | 6666
the Quran?
How many parts are there in | 30
the Quran?
How many Makki Surah |86
(chapter) are there in the

Quran?
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Cluster3 |What is the name of the | Moosa (Alahis-Salaam)
Prophet that mentioned and

discussed most in the Quran?

Who is the relative of the | Abu Lahab
Prophet Mohammed
(SallallahuAlaihiWasallam)

whose name is mentioned in

the Quran?

4.3.1.5 WEKA Errors while Loading Data

To load data into WEKA, we have to put it into a format that WEKA
understands. WEKA needs the data to be present in ARFF or XRFF format
in order to perform any tasks. When the format is incorrect while loading a
certain file an error will occur; there are some reasons that caused that error
for example wrong encoding file format or incompatible characters in the
CSV Like a percentage sign (%), an apostrophe (“), incorrect endings, and,

any extra commas, etc.

4.3.1.6 Conclusions: WEKA

A representative sample of the question and answer corpus were selected to
be used in WEKA model. Then the data were cleaned to improve data
quality to the level required by the WEKA tool, and then converted to a
comma separated value (CSV) file format to provide a suitable corpus
dataset that can be loaded into WEKA. Then StringToWordVector filter
was used to process each string into a bag or vector of word frequencies for

further analysis with different data mining techniques. After that we
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applied a clustering algorithm to the processed attributes, and show the

WEKA cluster visualizer.

We tried to move forward to develop a system that answers questions
about the holy Quran using WEKA. We found that, WEKA is a good tool
and very useful for classification and clustering etc., but does not have the
quality of being suited well to serve our purpose in developing a question

answering system for the holy Quran.

4.3.2 Using Nooj as an Analysis Tool for Quran Q&A Corpus

NOOQJ is a free linguistic software that created by Max Silberztein in 2002.
It processes text and corpus to build concordances; it is also used as
information extractor for search engines, text mining and intelligence
applications. NOOJ’s architecture is based on the .NET technology; this
allows NOQOJ to work on documents on any computer, as well it allows
other .NET applications to access NOOJ’s public methods. NOOJ working
on more than 100 file formats, including all different form of ASCII,
Unicode, and HTML (Silberztein, Max, 2008). This section presents a
NooJ module which aims to analyze, annotate and present the automatic

processing of Quran’s question and answers corpus.

4.3.2.1 Creating NOOJ file:

A CSV file containing a representative sample of 59 questions along with
their answerswere selected from the collected questions and answers
dataset to be imported to NOOJ. NooJ is usually used to work with text
files that were created with another application. We need to import these
files to Nooj in order to create a “.not” file and to parse them with NooJ.
When we create a new NOQOJ file we should have to perform a Linguistic

Analysis before applying any queries and/or grammars to the text. Any
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“not” file can be modified, by using TEXT > Modify, as soon as we
modify a text file, NOOJ erases all its Text Annotation Structure (TAS).
Therefore, we need to perform a Linguistic Analysis again before applying

any queries or grammars to it.

NOOIJ processes the Text’s Units (TUs) one at a time. It is important
to tell NOOJ what the text’s units are, because they control what exactly
NOOQJ can find in the text. Text Unit Delimiter that NOOJ uses are: (1) No
delimiter: The whole text is seen as one large text unit, this option is useful
when texts are small, and the information to be extracted is located
everywhere in the text. (2)Text Units are lines/paragraphs: This is the
default option. (3) PERL regular expression: This option allows users to
define their own text unit delimiter. PERL regular expressions allow users
to describe more sophisticated patterns. (4) XML Text Nodes: allows users
to process structured XML documents. To import our CSV file in NOOJ,
three parameters need to be set: we set the text’s language to “English”, file
format to “ASCII or Byte-marked Unicode (UTF-8, UTF-16B, UTF-16L)”,

and Unit Delimiters to ”Text Units are lines/Paragraphs™.

4.3.2.2 Applying Linguistic Analysis

After we imported the text file, we set the default working language,
default fonts to display texts, as well as the lexical and syntactic resources
that we want to apply to the Quran questions and answers text by using
Info > Preferences control panel. Then the Tex > linguistic Analysis has
been applied. The file has been saved in NOOJ’s format, because Nool
uses its own file format (.not) to process texts. Basically, “.not” NooJ text
files store the text as well as structural information, various indices and

linguistic annotations in the Text Annotation Structure. “.not” files,
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contains the text associated with linguistic information: usually, the text has

been delimited into text units.

Each text unit is associated with a Text Annotation Structure, some
dictionaries, morphological and syntactic grammars have already been
applied to the text. As we can see in Figure4.12 as a result of linguistic
analysis, NOQOJ has produced some information, displayed above and to the
right of the text window. Double click in the Results window, will display
the lists of the text’s Characters, Tokens, Diagrams, Unknowns, etc.
Tokens are the basic linguistic objects processed by NOQJ; they are
classified into three types: Word Forms, Digits; and Delimiters. Diagrams
are pairs of word forms. The Annotations display the information that is
being associated to the text, and the Unknowns display the word forms that
have not been associated with any annotations (Max, Silberztein,. 2003) In

the result we can see that there are 4 unknown entries.
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Figure 4.12 the information produced as a result of linguistic analysis
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Figure.4.13 shows Nool’s text annotation structure that gives the
linguistic analysis of each word form in our sample question “What cursed
tree that mentioned in the Quran? Zaqqum . Annotation is a pair
(position, information) that represents that a specific sequence of the text
has certain properties. When NOOJ processes a text, it produces a set of
annotations, stored in the Text Annotation Structure (TAS); annotations
and original text file are always remains synchronized with each other’s.
Annotations contain information that can represent: lexical, morphological,
syntactic, semantic, etc. NOOJ morphological and syntactic parsers
possess tools to automatically add and remove annotations to and from a
TAS.

L& Quran questions and answers.jnot

5l=| f 58 Tus okens -
Digrams
Unknowns |E |
Ambiguities .
Linambiguous Words - = lie
Show Text Annotation Structure P I T P 'I = - =34 = T |

At what month was the Holy Quran revealed?:Ramadan
What cursed tree that mentioned in the Quran?:Zagqum (=]
How was our mother Hawa created?;From the left rib of Adam
Who 1s the last messenger?:Muhammad (PBUH)

For how many consecutive days did it rain during the great
floods?;Forty nights and days continuously

When is the Day of Judgment?;Only Allah knows

Who ie the Father of Wfar:?-T Trnran

I 12 I 3 il b1 .
a,0ET hat,DET rurse, W+ Tense=PT+Pers=1-+nMNbh=s tree, MN+Mb=s+Distribution=Conc thie |
hat, IMNTI curse, W+ Tense=PT+Pers=zZ+nhb=s tree, W+ Tense=IMNF ; N
hat, PR rurse, W+ Tense=PT+Pers=3+hb=s tree, W+ Tense=PR+Pers=1+Hkb==s ;
curse, YW+ Tense=PT+Pers=14+MNb=—r tree WM+ Tense=PR4+-Pers=2+Mb=5 ; T
« 11 3

Figure 4.13 the text annotation structure for a sample question
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4.3.2.3 Using Regular Expressions to Retrieve Simple Patterns

The regular expressions are used in order to describe and retrieve simple
morph-syntactic patterns in texts. To locate pattern in Quran question and
answer data set, the TEXT >Locate Panel was used, then the option “a
NoolJ regular expression” was selected, after that the regular expression
“surah | sura” was entered. To display the result we clicked one of the
colored button in the window, NooJ let us know that it found 3 matches for
our query, and then displayed a concordance in the selected color (green) as
shown in Figure 4.14. The concordance of a sequence is an index that
represents all of its utterances in context. NooJ concordances are displayed
in four columns: each occurrence being presented in the middle column,
between its left and its right context. If a corpus composed of a set of text
files being indexed, rather than a single text file, then the first column
displays the text file name in which each match occurs. It is also possible
to apply a PERL regular expression, or a Nooj grammar or simply writing a

string of character in the locate Panel’s text box.

o5 Concordance for Text Quran questions and answers.not [Modified] (=] =] =2

(" charact
Reset Display: 5 & E.':rrcEI‘fDEr:s before, and 5 after. Displaydw Matches [ Outputs

Text | Before | Seq. | After
Father of Marv?,Umran Which Swah  starts with words Tabarulk Al
Jesus?:The Bible In which surah the holy war of Badr
law of inheritance is mentioned?; Sura MNesa When I stone the

OQuerny 33

Figure 4.14 the concordance for the query “Surah | sura”
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4.3.2.4 Displaying Vocabulary for the Quran Q&A Corpus

In order to analyze texts, NOOJ needs dictionaries which, contain all words
of a text and the description for these words, as well a mechanism to link
these lexical entries to the corresponding inflected and/or derived forms
that occur in texts. Dictionaries usually associate words or expressions
with a set of information. NOOJ dictionary can include simple words,
multi-word units, and can link lexical entries to a canonical form. NOOJ’s
dictionaries store syntactic and semantic information. Generally, the
dictionary of a given language contains all of the lemmas of the language,
and associates them with a morph-syntactical, possible syntactic and
semantic codes, and inflectional and derivational paradigms. Figurel5-a,
and Figure.4.15-b shows a vocabulary which describes all of the words that
comprises the Quran questions and answers in our CSV file, as a list and as

table respectively.

| Untitled [Madified] [ = ==
90 Lexical entries:
Entry Siemma Category CmS Distrbution MNb Pers Tense
s as con
as as L} Linit. P
A as PREP
oy body H - 5
bady body - NF
body body P
body body 5
body body P 2
baody body 5 2

v
"

v

v

"
body body v
o come v
Come come v
o come v
o come v
oo come v
come come v
o come v
EAmple example 1]
Enample example v
"

v

"

Vv

v

N

N

N

N

N

AZRBAIZRBAERZ

F4
b |

Exnample example
example example
example example
example example
example example
i Fi

Fr Fir

Fira Fira
Frag Frau

BAEBERBE

EEER

Firaun Firaun

for for CONJ
for for PREP
Future future A
future future ] - s

generations generation N - D

B R u - k1 PR

Figure 4.15-a dictionary describes all words as a table
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. .
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example  V+Tense=FE+Pers=1+MNb=p
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example V+Tense=EFE+Per Z+Hb==s
example  V+Tense=FE+Pers=3+MNb=—p
Fi, H+ER

Fir, N+PR
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for, COMNT

for, PREFE

future, &

future, H+Hb=s

generations, generation, H+lb=g
has, have, V+Tense=FRE+Pers=3+MNb=s

i

Figure 4.15-b dictionary describes all words as a list

4.3.25 Creatinga Grammar

Grammar is used to represent a large spectrum of linguistic phenomena, it
Is used to extract sequences of interest in texts, and to describe various
linguistic phenomena. Grammars can contain a large number of embedded
graphs. In NOOJ; there are different types of grammars: (a) Inflectional
and derivational grammars (.nof files) are used to represent the inflection or
the derivation properties of lexical entries. These descriptions can be
entered either graphically or in the form of rules. (b) Lexical,
orthographical, morphological or terminological grammars (.nom files) are

used to represent sets of word forms, and associate them with lexical
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information, (c) Syntactic, semantic and translation grammars (.nog files)

are used to recognize and annotate expressions in texts.

All types of grammars are represented by organized sets of graphs.
A grammar is a collection of one or more queries; each query has a name,
and must be ended by a semi-colon. We can store any numbers of queries
in a single grammar file. Each NooJ grammar contains only one special
rule named Main, each query may contain references to other queries. We
tried to create a small grammar to locate some specific pattern in our
corpus; Figure4.16 shows that the rule “Main” refers to the four rules
Verbs, Nouns, Adjectives and Expressions Then we applied the created
grammar to our text to display the concordance as shown in Figure4.17.

Nooj’s grammars are more powerful than regular expressions.

L4

a5 _Quran ( and A Syn_grammer.nog o || B &

# Output Language 1s: en -
¥
# Special Characters: '=' "' U\ TMD LU oagronjrongn e
¥
# Special Start Rule: Main
#

Main = :Verbs | :Nouns | :Adjectives |:Expressions;

Verbs = <come> | <{create> | <{reveal:> ;

Nouns = <judgment>|<Adam>|<Ramadan>|<sin> ;

Adjectives = <{cursed> | <relative> | <small> ;

Expressions = <last> messenger | <holy> Quran | <day> of judgement ;

m

Figure 4.16 the “Main” rule composes of four rules Verbs, Nouns,

Adjectives and Expressions.
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o5l Concordance for Text Quran Question_Answer.not [Modified] == | 28|

" characters -
Reset Display: 5 & word farms before, and 5 after. Displayd¥ Matches [ Outputs

Text | Before | Seq. | Adter
from whom the human race came mto existence? Adam From whom
human race came into existence?; Adam From whom did humans learn
At what month was the Holy Quran revealed?;Ramadan What cursed tree
month was the Holy Quran revealed ?:Ramadan What cursed tree that
was the Holy Quran revealed?; Ramadan What cursed tree that mentioned
Holy Quran revealed?.:Ramadan What cursed tree that mentioned in the
How was our mother Hawa created 7. From the left rib of
:From the left rib of Adam What is the miracle of
the flood Who is the last messenger 7:Muhammad (PBUH) For how many
When is the Day of Judgment 7:0nly Allah knows Who is
Tawrat Which INabi was first come on earth? . Adam Who is
was first come on earth?; Adam Who is the mother of
example for future generations to  come ?.Firaun What is the Islamic
homosexuality and considersita sin What are the other names
night was the Quran first revealed 7 LailamlQadr Who revealed the Quran
Quran first revealed?:LailamlQadr Who revealed the Quran?; Allah revealed the
Who revealed the Quran? Allah revealed the Quran Through whom was
Through whom was the Quran revealed 7. Through Angel Jibracel To whom
To whom was the Quran revealed ?.To the last Prophet Muhammed
with ablution Which is the smallest Surah(chapter) in the Quran
(Alahis-Salaam) Who is the relative of the Prophet Muahmmed whose
the Quran?;28 Which language did Adam speak in Paradise?;Arabic Which
Read Where was the Quran revealed first?;In the cave of
than Allah is the greatest sin which is called shirk and
Querny 2474

Figure 4.17 the concordance for the created grammar

4.3.2.6 Importing and Exporting Documents to and from Nooj

NOQJ can import an XML document, and automatically converts XML
tags to NOQOJ annotations. The ability to import XML tags as NOOJ’s
lexical or syntactic/semantic annotations allows NOOJ to parse texts that
have been processed with other applications. NOQOJ can also export a Text
Annotation Structure as an XML document by using TEXT > Export
annotated text as an XML document. NOOJ’s annotations will be
represented as XML tags and inserted in the resulting text and can be used
by other applications

4.3.2.7 Conclusions: Nooj

NooJ is a linguistic development environment that allows users to create
formalized dictionaries and grammars and use these resources to build

some NLP applications. NooJ allows users to process large sets of texts.
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In this section, we explored the use of Noojto process our Quran Q&A
Corpus. We found that Nooj offered some analysis methods but Nooj does
not offer enough tools for question answering system development. So, we

had to experiment with another toolkit instead.

4.3.3 Python &Natural Language ToolKit (NLTK)

Python is a high-level programming language; developed by Guido van
Rossum and first released in 1991. It is a widely used general purpose
programming language. Python is an interpreted and object-oriented
programming language. It possesses strong build-in libraries which make it
simple and easy to learn and use. Python is regarded as platform
independent language; the program created in python can be run on
different platform and under different operating systems. The syntax and
the semantics of python are very clear and concise; it has philosophy in its
design which emphasizes code readability where it uses whitespace
indentation to delimit code blocks rather than curly braces or keywords,

and a syntax which allows programmers to express concepts in fewer lines.

Python’s NLTK is a leading platform for building Python programs
to work with symbolic and statistical natural language processing. It is a
comprehensive Python library for natural language processing and text
analytics (Perkins, J.2014), such as classification, tokenization, stemming,
tagging, parsing, and semantic reasoning. NLTK includes graphical
demonstrations and sample data. It provides easy-to-use interfaces to more
than 50 corpora and lexical resources such as WordNet. It was developed
by Steven Bird and Edward Loper in 2001 as part of a computational
linguistics course in the Department of Computer and Information Science
at the University of Pennsylvania. Since then it has been developed and
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expanded with the help of many contributors. It has now been used as the

basis of many research projects. (Bird, S., et al, 2014)

4.4  Developingan Automated QASystem forthe Holy Quran
4.4.1 Introduction

Question Answering (QA) systems can be defined as automated systems
capable of accepting a question posed in natural language, processing this
question, and returning the required information as an answer to the asked
question.  This thesis proposes to compile QAEQ&AC (Quranic
Arabic/EnglishQuestion and Answer Corpus) as knowledge base and
applying existing advanced information retrieval techniques, and natural
language processing methods to create a QA system for the holy Quran,
which is called QAEQAS: Quran Arabic/English Question Answering
System. As a complete question answering solution, we used the python
and toolkit to process the user question and the corpus as well as to
implement the search engine to retrieve candidate results and then extract

the best answer.

A question answering system relies on a good search corpus: If
documents do not contain the answer the system cannot do more. If the
answer to a question is not existent in the data sources, a correct answer
will not be obtained, even if the question processing, information retrieval
and answer extraction models are doing well. It is thus clear that larger
collection sizes of corpus normally deliver better QA performance; this can
be done by integrating an enormous range of knowledge-bases. The
greater the number of sources of information from which we extract the
required results, the easier the task becomes, because the required result
can be expressed in different ways. The data redundancy in huge

collections means that some of the information may be phrased in many
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different ways in differing contexts, thus the onus on the QA system to
perform complex NLP techniques to understand the text may be reduced
because the right information appears in many forms. Our system is
different from most question answering systems that it depends on a
knowledge base composed of question-answer pair and data redundancy

instead of using complicated linguistic analyses.

In the previous section we explained all the steps to create the corpus
for the holy Quran. This corpus is composed of a set of frequently asked
questions along with their correct answers, which have been collected from
several trusted expert sources, and then pre-processed. Different data
subsets were merged for the purpose of a Quran Q&A task. The corpus
collection comprises new data and some existing data from various small

test-sets.

This section consists of three main ideas. Users are allowed to type a
question in natural language throw a graphical user interface (GUI); the
system will match the input with the stored corpus questions to extract the
semantically similar question and then find the attached answer for this
question. This is the principle of a FAQ answering system, which has been
widely used in different manner and purpose and becoming an important

component of QA system.

4.4.2 System Architecture

The general architecture of our question answering system is presented in
Figure 4.18. It consists of four main modules: 1- Pre-processing module,
2- Information Retrieval module, 3- Scoring and Ranking Module, 4-
Answer extraction Module.
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Pre-Processing Module: It is a natural language analyzer module that
includes mainly four operations:

Normalization

Removing the punctuations
Tokenization

Removing the stop words

Information Retrieval Module: It is a word matching module, the main
target of this module is to provideaset of candidate questions that includes
the question similar to the user question and return the results to the ranker
module. This module includes two operations:

e Filtering questions from answers.
e Searching for candidate questions

Scoring and Ranking Module: The scoring and Ranking Moduleidentifies
the closest question of the candidate questions that matches the question
asked by user, by assigning scores tothe candidate questions which are
retrieved from IR module, and then ranking the candidate questions in

descending order.

Answer Extraction Module:The Answer Extraction Module finds the best
candidatequestion according to their scoresand then extract its answer as an

answer for the user’s question
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Figure 4.18 the general architecture of QAEQAS

4.4.3 System Model

One experiment has been conducted for each version of the prototype. The
first version used three variants of each question. While in the second
version the question redundancy has been increased by using six variants of

each question. This means that the redundancy for the second prototype is

106



two times compared with the first prototype. This redundancy has been
done by manually reformulating each question in different context to be

semantically similar but syntactically different to the original question.

443.1 GeneralDescription

In our prototype versions to answer questions about the holy Quran, a
single source of data has been used as knowledge base for each of Arabic
and English version. Keyword-based techniques have been applied to
return an answer. The general idea of QAEQAS is: In the input stage the
system takes and accepts a Natural Language (NL) question from the user
through a graphical user interface. Then matches this question with the
questions found in the data set. In the outputstage the system returns the
answer for the matched question as an answer for the user question. The
answers may be short phrases or longer answers, like sentences, or even

many paragraphs, to provide for question clarification.

As a complete question answering solution, the Python and natural
language toolkit (nltk) was used to process the user question and the
corpus, as well as to work as search engine to retrieve candidate results and
finally extract the answer. While the context of the input question can
differ from user to user, some of the questions were phrased in different
ways in differing contexts. Data redundancy in large collections makes it
easier for the system to find the right information. QAEQAS deals with a
wide range of question types including: facts, definitions, how, why, etc.

4.4.3.2 Preparing the Knowledge Base File

Some questions along with their answers have been selected from the
collected dataset, which were used as examples for the model. This dataset

Is composed of 500 questions along with their answers for the Arabic and
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350 for the English. Then some of these questions were manually
reformulated so that each question has two extra variant in different context
and then added to the same file to be used in the first prototype version.
The same work has been done for the second version, but this time each
question was reformulated into up to sixvariants. Since the Excel
application produces and uses CSV files, these questions and their answers
for each language were entered in one sheet of an Excel workbook file, so
that each question and its corresponding answer is a record (row). The
table consists of two column with heading “question” and “answer”. After
that the excel file has been converted into the appropriate comma-separated
value (CSV) format which is convenient and suitable for our question

answering system.

4.4.3.3 Building a Graphical User Interface

Python tkinter module was used for creating a graphical user interface
(GUI) that facilitates user interaction with QAEQAS. The GUI allows a
user to enter his/her question in natural language, and accepts the question.
After the system processes the question and searches for the answer, the
GUI accepts the returned answer if there is any, or a message telling the
user that there is no answer for the question. Python has more than one
GUI package, but tkinter is the standard and the most commonly used one.
The tkinter module (Tk interface) is also the standard Python interface to
the toolkit GUI from scriptics. tkinter comprises of a number of modules.
The Tk interface is provided by a binary extension module named _tkinter.
The public interface is provided through a number of Python modules. To
use tkinter, we should import the tkinter module using: import tkinter, or,
from Tkinter import * (Lundh, 1999).
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4434 Pre-processing Module

The most common pre-processing tasks in natural language processing are:
Shifting everything to lower case, normalization, stripping punctuation,
tokenization, and removing stop words. First the user question and the
corpus questions were converted to lower case for English version, then the

following steps has been done:

Normalization of Arabic Text

For a number of purposes Arabic text must be normalized, namely
noise characters should be deleted, the orthography of problematic letters
should be unified, etc.The Python’s re.sub() function was used to unify the
orthography of alifs, hamzas, and vyas/alifmagsuras, considering the
probabilities that the user may use to writes Arabic characters, e.g., he may

2

write “Alif” character without ” alifs, hamzas™; or with alifs, hamzas.,
above or below the Alif. The short vowels and other symbols (harakat) that
interfere with computational manipulations with Arabic text were also
handled using re.sub() method. One of the most important re methods that
use regular expressions is sub. This method substitutes all occurrences of

the RE pattern in string with new ones and returns modified string.

Removing the Punctuations

Punctuation marks are symbols that are used in writing to separate
sentences and their elements to aid the clarity and comprehension of
written language. Some commonly used punctuation marks in Arabic and
English grammar are: the period, question mark, exclamation point,
comma, semicolon, colon, dash, hyphen, parentheses, brackets, braces,
apostrophe, and quotation marks. What punctuations that should be

removed aredepending on the nature of the data, and the task that should be
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done. Before tokenizing the user’s question, the punctuations that will

probably affect the processing were removed.

Tokenizing the User Question

Tokenization is the process of segmenting a text into linguistic units such
as words, punctuation, numbers, alphanumeric, symbols, phrases,
paragraphs, sentences or any other expressive elements, which known as
tokens. This tokenized text is used as an input for further processing.
Python Natural Language Tool Kit NLTK provides a number of tokenizers
in the tokenize module, which are used to split strings into lists of
substrings (Bird et al, 2009). They provide several ways to tokenize text:
word_tokenizetokenizer is used to detect words and punctuation in a text, it

needs the Punkt sentence tokenization models to be installed.

NLTK also has a simple tokenizer known as wordpunct_tokenize,
used to divide text on whitespace and punctuation. wordpunct_tokenize is
based on regular expressions. Tokenization can also work at the level of
sentences. Using the sentence tokenizer by importing sent tokenize,
word_tokenize to divide the text to sentences and then to words (Perkins,
2014). One extra problem with Arabic questions and answers is that these
tokenizers work on decoded version of a Unicode string only and not
encoded version, therefore with Arabic text the string should be decoded
first. To decode a string in Python we use the s.decode(“utf8”). The
word_tokenizer(s) was used to split the user question into tokens composed

of words and punctuation.

Removing the Stop Words from the User Question

Stop words are the most common words in any language such as (“the”,

(1P

a”, or “and”) in English language, which help build ideas, for example,
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linking sentences or words, but do not give any meaning. Stop words are
words that we decide not to index at all, and therefore do not contribute in
any way to retrieval and scoring. These words probably appear in many
questions, so they are often separated out and removed before or after the
processing of natural language data (text). There is no specific standard list
of stop words that is used by all natural language processing tools. Any
collection of words can be selected as the stop words for a specific purpose,

stop words differ according to the case used.

It is clear that the words in a document (question) are not equally
important;some of the most common words within a corpus do not play a
considerable role in processing, such words are examples of domain-
specific stop words. During processing, the presence of these words may
give misleading results. There is no definite list of stop words as different
systems use different stop words according to their requirements. For
example some search engines remove some of the most common words —
including lexical words, such as "want"— from a query in order to improve

performance.

Our methodology used the English stop words list that included
within NLTK, and a version of Arabic stop words list created by
TahaZerrouki (Zerrouki et al 2014)as Arabic stop words list are not
included in NLTK. As well assomedomain-specific words which,
frequently appear in the Quran Q & A corpus were added to the stop word
list for both Arabic and English. Then all these stop words were removed
from the user question to minimize their effect and hence improve the

performance of the system.
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4.4.3.5 Information Retrieval Model

The mission of the IR module is to perform a first selection of documents
(questions) that are considered relevant to the input question. The selection
of an adequate retrieval model that fit the specific characteristic of the
supplied data is considered as a core part of the task. To find similar
questions and extract their corresponding answers. Priorto preprocess the
corpus, the questions have been filtered from their answers using Python’s
split() method. Python provides a very straightforward and easy function
to split or breakup a string and adds the data to a string array using a
defined separator. If no separator is defined when we call upon the
function, whitespace will be used by default. In simpler terms, the

separator is a defined character that will be placed between each variable.

As soon as the QA system receives a question from the user, it first
retrieves a set of candidate questions from the Quran questions. The
regular expressions (re) module in Python provides full support regular
expression matching operations. Regular expressions are a powerful and
flexible mechanism of specifying patterns. In order to find matches among
user guestion and corpus questionswe used regular expressions as they are
very effective for string matching. Regular expression is special sequence
of characters that helps to match or find other strings or sets of strings
using a specialized syntax held in a pattern. A pattern is simply one or

more characters that represent a set of possible match characters.

Regular expressions are patterns that permit us to “match” various
string values in a variety of ways. In regular expression matching, we use a
character (or set of characters) to represent the strings that we want to
match in the text. The “re” package is used to carry out queries on an input

text file. It has several functions such as re.match(), re.search() and
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re.findall(). Each of these functions takes a regular expression, and string
to find matches. The match function only finds matches if they exist at the
beginning of the string. The re.search function scans forward through
string looking for a position where the regular expression pattern finds a
match, and then returns a corresponding matched result. Both functions
return “None” if no match can be found. To retrieve candidate questions
the re.search() function has been used to search the corpusquestions. This
is done by comparing all terms of the user question, one by one, with every
corpus question to return the candidate matched questions. The regular
expression “re.I” can be used to enable a case-insensitive mode (ignoring

case), for example, “surah” will match the string “Surah”.

First, the corpus has been searched without doing any preprocessing
for the user question, in this case no answer has been found. Then after
tokenizing the user question and without removing the stop words, the
result was too many matches. But after removing the stop words there
were fewer matched displayed than before. After that this group of stop
words has been studied and examined against the corpus, in both English
and Arabic, and we realized that there are some words that appear in many
questions of the corpus, but were not included within the standard stop
words lists. Some of these words are used to help in building questions
such as the Arabic words: (2,5 ¢S «aas «sij),and English words
(mention, describe etc.). Other words are considered as common words in
Quran domain or might be used frequently in Islamic literature such as
Arabic words, ((u=) « Sl «Jase M «dlaa), and English words (Peace,
upon, Sallallahu, Alaihi, Wasallam, holy, etc.). Such words should be
added to the stop words lists to improve the search performance. After
adding this word to the stop word list and removing the stop words from

the user question very fewer matched questions was displayed
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4.4.3.6 Scoring and Ranking Model

As it has been seen before in the information retrieval model, QAEQAS
displays a collection of candidate results, but we don’t know which the best
ones are. The main task of the scoring and ranking model is to select the
more relevant question from the candidate results in order to return the best
answer. One possibility is to use a similarity measure to rank the
candidates. The ideal ranking method for this task should be adaptable
enough to fit the specific characteristics of the data in use. One good
feature is the degree of match between the user query and each of the

candidate results.

The score for thecandidates’ result that were returned after searching
were used for this purpose. It is essential for python’s search engine to
rank-order the candidate results matching a query. To do this, the search
engine computes, for each candidate result, a score with respect to the
query at hand. A score was then given to each of these candidates
according to the number of question words it contains, the more the better.
Assigning scores represents the degree of results relevance in respect to the

user question.

It has been noticed that sometimes the same word may appear more
than once in the candidate and gives it increased scores. This problem has
been handled by counting the repeated word only once in the score. To do
this the python set() method is used to allow no duplicate words.The score
for each candidate question was calculatedusing the intersection among
words between candidate question and the user question. After that the
results have been ranked in descending order according to their score to
obtain the best question. The python’s sorted ( ) built-in function was used

for this purposein order to build a new sorted list. There are many ways to

114



use this function to sort data, sorted () functions accept a reverse parameter
with a Boolean value. This is using to flag descending sorts. It has been

used to get the candidate questions in reverse order according to their score.

4.4.3.7 Answer Extraction Model

The last task in question answering system is answer extraction. Answer
extractionis one of the main tasks for QA systems in order to return the best
answer. The input for the Answer Extraction Model is the ranked
candidate questions, which produced by Scoring and Ranking Model. In
our prototype the answer extraction process relies on extracting the best
question -which matches the user question- from the ranked candidate
questions, and then uses this question to find the complete line which is
composed of the question along with its answer. After obtaining the line,
Python’s split() function have been used to divide the line into two
partsnamely the question and the answer, then the answer for this similar

question will be display as an answer for the user question.

4.4.4 QAEQAS with More Data Redundancy

As we have mentioned before the greater the question redundancy in
the source, the more likely it is that we can find a question in the corpus
that semantically matches the user question. As well as the larger the data
set from which we can draw answers, the greater the chance we can find an
answer. Our approach to question answering is to take advantage of data
redundancy, since the same question can be asked many times but in
different context. In our methodology the data redundancy in huge
collections means that some of the information may be phrased in many

different ways in differing contexts.
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Both versions of the prototype were benefited from the data
redundancy that already found in the corpus due to data collection from
different sources, hence the same question can be found in different
context. In addition to that more data redundancy has been used in both
versions of the prototype by manually reformulating some of the corpus
questions into different contexts to be similar in semantic sense but
different in syntactic sense, and then added to the file of the Quran question

and answer corpus.

In the first version of the prototype each question was found into
three differentvariants, the original question plus two extra variant. In the
second version of the prototype the data redundancy has been increased
two times in comparison to the first version, by reformulating each
question into up to six different variants. Both versions of the prototype
were tested using a set of questions asked by expert user group of Muslim
university academics. Different results were obtained; the accuracy of the

system was more increased by increasing the data redundancy.

4.45 Results: QAEQAS

Searching for answers in questions & answers corpus (knowledge base)
without tokenizing the user’s question gives no relevant result as shown in
Figure.4.19 and Figure 4.20, because the system searches for the whole
question. It gives an answer only when the user question is a full exact

match to a question found in the corpus, and that may happened rarely.
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No answer found for this question
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Figure.4.19 the search result before tokenizing an Arabic user question

r? Answer Quran’s Question

Enter your question, then press the (Answe button] to get the answer

What are the reasons that prevent us from entering heaven?

Mo answer found for this question

Answer

Cacel

Figure.4.20 the search result before tokenizing an English user query

After tokenizing the user question, many answers have been
displayed, because the system searches for matches in the corpus questions
for every keyword found in the user question. After removing standard
stop words the numbers of answers became less than before. When adding

some words to the standard stop words and removing other stop words, the
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system displayed even fewer answers; Figure 4.21 shows the candidates
result for the user’ question “What are the reasons that prevent us from

entering heaven?”, after removing all stop words.

| & *Python 34.1 Shell = B X

File Edit Shell Debug Options Windows Help
Python 3.4.1 (v3.4.1:c0e311e010fc, May 18 2014, 10:38:22) [MSC v.1600 32 bit (Intel |

)] on win3z

Type "copyright™, "credits" or "license()" for more information.
P RESTART

s

how will god determine who goes to heaven and hell ?

if everything is predestined, if god already knows if we are going to heaven or hel
1, why doesn't he just put us there ?

what is it that keeps us from entering heaven?

iz it really sensible that god will reward heaven only to muslims and punish others
that can easily add up to millions or even billions of people of various religions
?

what about non-muslims do, they go to heaven ?

do we believe that allah created the heavens and earth in 6 days ?

what facts about the month of ramadan have been related by hadith in regards to wha
t takes place related to heaven and hell ?

do vou believe that non-muslims go to heaven ?

iam afraid of not going to heaven. 1 want to please god but i feel lost and confuse
d. i was raised catholic, and i feel that if i1 pray the way the other religions ta
ught me god will not approve ?

goes to heaven and hell ? you should not feed people who are trying to find the t
rue way of islam your false ideas or your own opinion.

what do muslims think about paradise and heaven ?

if islam's teachings promote equality and being nonjudgmental, why is there a ' jud
gment ' day and 2ome people go to heaven and some go to hell ? does the islamic rel
igion believe in the possibility of reincarnation ?

are all muslim's destined to go to heaven after they complete their time in hell ?

]

Ln: 7|Col: 46

Figure 4.21: Search result after removing the stop words from the user
question

Furthermore, it has been found that more relevant results were
achieved after scoring and ranking the candidates. Figure4.22 shows the
search result after scoring and ranking -to find the best answer- which

significantly improves the search performance. It has been realized that the
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system produces wrong answers, when the user’s question is very short i.e.
composed of few keywords, or when the context of the user question is

totally different from the context of the question found in the corpus.

In the second prototype when QAEQAS has been tested using the
same questions set that were used in the first version, its accuracy was
more increased due to the increment of question redundancy by adding
more different variants to the original question. Most questions that were
got wrong answers in the first version prototype have got right answers in

this version. Details have been explained in chapter 5

[ = B 52

(? Answer Quran’s Question

Enter your question, then press the (Answe button) to get the answer

What are the reasons that prevent us from entering heaven?

Worship of anyone other than Allah is the greatest sin. It is called shirk, and this is
not forgiven except through repentance.

Anzwer

Cacel

Figure 4.22search result after scoring and ranking

We also noticed that when the user entry is not found in our corpus,
instead of getting no answer, sometimes we get wrong answer because this
entry may contain a word or more that are found in the corpus questions.
Figure 4.23 shows the Arabic question “¢ (all s8 W, which is not found in
our corpus. Instead of having no answer for this question, we obtained a

wrong answer,”3l=ll 5 s “which is the answer for the question: « 3, sall 4 L
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Line U8 Grans | sl 5 all Led acisl 31, Table 4.5 shows some Arabic questions
that were incorrectly answered by the system. Figure 4.24 shows a long
answer given by QAEQAS.

[ c? Answer Quran's Question = | B 2 |
Enter your question, then press the (Answe button) to get the answer
Coadldle
(CXCUERT R RN STE
Answer
Cacel
\ J

Figure 4.23 example of a question that has a wrong answer

Table 4.5example of Arabic questions that were incorrectly answered by

the first version of the prototype

User question Corpus question
auly O 3 S5 Al il s e | aa Lo W) il el A Dl (S aledall S
¢ sl il ) 5 (sad s o ) )
Crad S ) Al A el g anle ) La ¢ o Al
£
OlAY 3 GtV Ll e | g ySI ol 3l 6 e jS Ll i) g ) i L
OVAN 8oy oS3l sl 8 ) ala a)SI ol b SD Ca Camaal L
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Enter your question, then press the (Answe button) to get the answer

Does islam care about the science 7and how?

There are numerous verses in the Quran that reference scientific phenomena,
including discussions of astronomy, geography, biology, and other aspects of nature
and the universe. The Quran includes, for instance, a detailed description of the
different stages that the embryo goes through in the womb, as well as descriptions
of the creation of the earth and of the interaction between fresh and salt water.
These repeated Quranic references to nature and injunctions to seek knowledge
helped create a fruitful environment for science in Islamic history when during the
“Golden Age of Islam” in the Middle Ages, Muslims were in the forefront of such
fields as mathematics, astronomy, physics, chemistry, botany, zoology, and
medicine. Unfortunately, the economic and political decline of the Muslim world in
later centuries brought about a decline in scientific and technological endeavor until
recent decades. However, today, many American Muslims and Muslims worldwide
work in science-based professions such as medicine, dentistry, and various fields of
engineering, and many are leaders in their fields.

Answer

Cacel

Figure 4.24 example of a question that has long answer

4.4.6 Conclusion: QAEQAS

This section presents QAEQAS,the Quranic Arabic/English Question
Answering system, which takes and accepts a Natural Language (NL)
question in English or Arabic from the user - through a GUI - as an input,
then matches this question with the knowledge base questions, and then
returns the corresponding answer. The system relies on a specialized
search dataset corpus using data redundancy. Our corpus is composed of
questions along with their correct answers. The questions are phrased in
different ways in differing contexts to optimize the system performance.
As a complete question answering solution, the Python and NLTK natural
language toolkit has been used to process the user question and the corpus,
as well as to implement the search engine to retrieve candidate results and
then extract the best answer.
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To obtain the answer, a keyword based search was used first some
preprocessing techniques were applied for the user question and the corpus.
Then the user question was tokenized to get the keywords, and the stop
words were removed. The remaining keywords were used for searching
the corpus looking for matched questions. After that, the system used
scoring and ranking to find the best matched question and then return the
corresponding answer for this question. QAEQAS deals with a wide range
of question types including facts, definitions and it produces both short and

long answers.
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CHAPTER V

RESULTS ANALYSIS AND EVALUATION

5.1 Introduction

The main objectives of this research can be categorized into two targets: (i)
compiling the first Islamic question and answer dataset corpus and (ii)
developing an automated Arabic/English Question Answering System for
the holy Quran. From the user’s perspective the problem is to find the best
appropriate answer for his/her question from any resource. In an ideal
world, we need to measure the answers in terms of being correct and
concise. As performance evaluation has been recognized as an important
issue for automatic answering systems, in this chapter we mainly discuss

about result analysis and performance evaluation.

Chapter 4 already includes someresults analysis and evaluation for a
range of experiments in stages of our research:4.2.6 Result: QAEQ&AC;
4.2.8 Conclusions: QAEQ&AC; 4.3.1.4 Results: WEKA;4.3.1.6
Conclusions: WEKA;4.3.2.7 Conclusions: Nooj; 4.45 Results:
QAEQAS;4.4.6 Conclusions: QAEQAS. In this chapter, we present some
more detailed evaluation of our final system, QAEQAS.

In order to evaluate QAEQAS a wrong answer is not acceptable.
This is because a wrong answer could provide misleading information that
IS not acceptable for religious reasons. This section introduces the
QAEQAS evaluation method. The QAEQAS has been developed and

implemented with the goal to evaluate the proposed methodology.

123



QAEQAS accepts English or Arabic language questions as an input. The
output of QAEQAS is the answer of the best candidate question from the
Quran corpus. Our methodology evaluation method uses a set of 71
questions for Arabic and 63 for English asked by user group of Muslim
university academics to test both versions of the prototype against the
corpus. A set of candidate questions are retrieved against each user
question. When the system provides an empty set that meansit was not
able to answer this question. The candidate questions are ranked according
to the degree of relatedness to the user question as determined by
calculating the scores. The higher the score number the higher the degree

of relatedness and vice versa.

5.2 System Evaluation

5.2.1 Data Set

Restricted Domain QA System (Pre-defined Knowledge Base)

An effective way to improve the performance of QA system can be
achieved by restricting the domain of questions and the size of knowledge
base which resulted in the development of restricted domain knowledge
base and hence restricted domain question answering system. This system
overcomes the difficulties incurred in open domain and hence achieving
better performance (Sasikumar, U., &Sindhu, L., 2014). As specific
domain knowledge base systems are generally applied to problems that
have long-term information needs for a particular domain (Dwivedi, S. K.,
& Singh, V. 2013), and due to the fact that the text of the Quran doesn't
change; we used a pre-defined knowledge base.

Credibility of Data Set
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The data set for Quran is a domain expert knowledge that composed of
pairs of questions, and its correct answers from credible sources,some of
these sources were mentioned in chapter 3. The answers for these
questions are expert answers which have been provided by the domain
experts, i.e. the Islamic Scholars. Often, scholars use references taken
directly from the Quran in the form of complete or partial verses of the
Quran. In most cases scholars also use multiple references to the verses to
provide an answer. They usually refer to other Islamic resources such as
Hadith, Sunnah and Tafsir (interpretation) of the Holy Quran. This
happens because in answer to a question, the scholars usually refer to more
than one verse of the Holy Quran along with references from other
resources. In addition to supporting the argument, the scholars can refer to
other Islamic resources such as Hadith and Tafsir in answering this
question (Jilani, A., 2013).In addition to that some question along with
their answers were extracted from the Quran text book as it has been

explained in chapter 4.
Different Types of Question

To solve the problem concerned with answering other types of
questions beyond the scope of the factoid question most of our corpus was
compiled from community question answering (CQA) websites such as
Islam web, TurnTolslam, ALQuran, Islamic Knowledge , etc. The CQA
contain different types of questions and answers from real world. The

majority of these questions can be classified as non-factoid questions.
Data Redundancy

Our approach to question answering is to take advantage of data
redundancy, that already found in the corpus due to data collection from

different sources, since the same question can be asked many times but in
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different context.

been reformulatedin different ways in differing contexts.

In addition to that some of the corpus questions have

In the first

version of the prototype each of the original questions was reformulatedso

that each question is found in threedifferent variants.In the second version

more data redundancy was used by reformulating each question into up to

6different variants. Tables5.1.a and 5.1.b show a question in English and

Arabicrespectively that phrased in 6 different variants and has the same

meaning.

Table 5.1 anExample of an English question phrased in 6different variants

Question

Answer

What happened to the previous
nations when they did not obey
Allah?

What is the end of the previous
nations that did not obey God?

What did God do with the folks
that disobeyed Him and did

many sins?

What is the punishment that
Allah has inflicted on the sinful

nations?

What is the end of the previous
nations that did not obey God?

what did Allah do for the folks
who disobeyed him and make

sins

(29:40) So We punished each (of
them) for his sins, of them were some
on whom We sent Hasib (a violent
wind with shower of stones) (as on the
people of Lut (Lot), and of them were
some who were overtaken by As-
saihah (torment — awful cry. (As
Thamud or Shuabs people), and of
them were some when We caused the
earth to swallow (as Qarun (Korah),
and of them were some whom We
drowned (as the people of Nuh
(Noah), or Firaun (Pharaoh) and his
people). It was not Allah Who
wronged them, but they wronged

themselves.
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Table 5.1 b Example of an Arabic question phrased in 6 different variants

Ayl I i)
Aol () -
B s ) PR Ol (B A pa 4l S0 A lsiallan) SO
B la p ) € oAl (Al SO A Alaaall s (e

e o a | 990 0m Sl LA (A 355 (0a) sl Alaa (0 ol el

Bl or ) €58 On el (b (02) bl Jsm ) Blaaa (40 (il S

EHla cp ) SOIA (8 Aa) a4l 2 ) s Alaallic (1

Different results wereobtained; the accuracy of the system is
increased when increasing the question redundancy. However, the greater
the question redundancy in the source, the more likely it is that we can find
a question in the corpus that semantically match the user question, and
hence its answer. Furthermore, the larger the data set from which we can
draw answers, the greater the chance we can find an answer. Given a
source, that contains only one or two formulations of question may be
faced with the difficult task of mapping corpus questions to user questions
and hence it need to apply complex lexical, syntactic, or semantic
relationships between user question string and corpus string. Therefore, we
will overcome the difficulties facing when applying a complicated

techniques for natural language processing. (Brill, E. et al, 2001).

The occurrence of the question in multiple different phrases
(question redundancy) serves our task of question answer as follows: the

occurrence of multiple linguistic formulations of the same question
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increases the chances of being able to find a question from different

phrases that found in the corpus using a simple pattern matching the query

5.2.2 Information Retrieval

The evaluation of an information retrieval system is the process of
estimating the ability of the system, how well a system satisfies the
information required for the users. Many measures for evaluating the
performance of information retrieval systems have been proposed.
Traditional evaluation metrics, designed for Boolean retrieval or top-k
retrieval, include precision and recall. Generally, measurement considers a
set of documents that are searchable and the query that is being searched.
Every document is known to be either relevant or irrelevant to a certain
query. The selection of an appropriate retrieval model that suite the
specific characteristic of the provided data is considered as a core portion
of the task.

The task of the IR module is to carry out a first selection of
documents (questions) that are considered relevant to the user query.
Applying inadequate retrieval function would return a result where the
right answer could not appear. Regular expressions in Python provide a
vigorous mechanism for string matching. It is used in order to find
matches among user question and Quran corpus questions. As well as the
ideal ranking function should be adapted enough to fit the data
characteristics (Pérez-Iglesias, et al, 2009). Ranking of query results is one

of the essential problems in information retrieval.

As it has been seen before, QAEQAS displays a collection of
candidate results, but we don’t know which the best ones are. One
possibility is to use a similarity measure to rank the candidates. The ideal
ranking method for this task should be adaptable enough to fit the specific
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characteristics of the data in use. One good feature is the degree of match
between the user query and each of the candidates. The score for each
candidate that is returned after searching was calculated according to the
number of question words it contains, the more the better. Assigning
scores represents the degree of results relevance in respect to the user

question. Then the candidates were ranked according to their high score.

Evaluation Parameterthe system has been tested under different

parameter:
Normalization

The performance of the system has been more improved after normalizing
both the corpusquestions and the user question text: the noise characters
were deleted; the orthography of problematic letters were unified; and short
vowels and other symbols that interfere with computational manipulations

with Arabic text were also handled.
Punctuation

Removing non-important punctuationis an important task in information
retrieval which improved results in the form of high speed, increased

relevancy, and higher accuracy and recall measures.
Tokenization

As shown in chapter 4 searching for answers in the Quran questions &
answers corpus (knowledge base) without tokenizing the user’s question
gives no relevant results, because the system searches for the whole
question. And it gives an answer only when the user question is a full
exact match to a question in the corpus, and that may happened rarely.

After tokenizing the user query, many answers have been displayed,
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because the system searches for matches in the corpus questions for every
keyword found in the user question. In this case most corpus questions will
appear as candidates because these questions contain what so called stop

words.
Duplicate Words

Some candidates may contain duplicate terms, which can lead to additional
weight for a particular candidate. Given this situation sometimes leads to
wrong answer, handling the term duplication will improve the accuracy of

the system.
Stop Words

After removing standard stop words from the user question, the numbers of
candidate results became less than before. When adding some common
words that are found in Quran domain and the words that might be used
frequently in Islamic literature,in addition to the words that used to help in
building questions to the standard stop words, and then removing the entire
stop words, the system displayed even fewer candidate results. This is
because only few words of the user question words are remaining. These
words are the important words that can be used in searching the corpus.
After scoring and ranking the search result will significantly improves the

search performance.

It has been realized that sometimes the system produces wrong
answers;this is because: 1- the user’s question is short i.e. composed of
few keywords, 2- the context of the user question is totally different from
the context of the question found in the corpus, this problem can be
handled by increasing the question redundancy, by adding more different

variants of the original question to the corpus question, 3- the same word
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may appear more than once in the candidate and gives it increased scores,
thisproblem has been handled by counting the repeated word only once in
the score. Table 5.2 shows some examples of Arabic questions that were

incorrectly answered by the first version of the prototype and the reason

behind that.

Table 5.2 is an example of questions that were incorrectly answered by the

first version of the prototype and the reason behind that.
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Evaluation Metrics

The evaluation of an information retrieval and question answering systems
is to evaluate how well a system meets the user’s needs of information.
Some evaluation metrics were designed for evaluating the performance of
these systems. QAEQAS uses the most common evaluation metrics in
Information Retrieval and Question Answering to evaluate the
effectiveness and correctness of the system results, namely precision and
recall. Recall typically is a measure of the percentage of relevant
documents in the document set that are retrieved in response to a query,
whereas precision is a measure of the percentage of retrieved documents

that are relevant.

Characteristics of QAEQAS have been investigated through user-oriented
testing. Evaluating QAEQAS is based on domain expert knowledge, since
the corpus is composed of pairs of questions, and its correct answers from
credible sources. Since we do not have a Gold Standard for the Quran
questions to compare with the results, we relied on an expert user group of
Muslim university academics to ask QAEQAS some questions in our
questions domain. Table 5.3 details the evaluation of the two versions of
the prototype, for Arabic and English questions with the answers retrieved
by the system; Table 5.4 shows the accuracy of the two versions of
QAEQAS prototype.
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Table 5.3 Evaluation of the two versions of QAEQAS prototype

Question Redundancy

No. of Questions

The first version,
the question in 3

different variants

The second
version, the
guestion in 6

different variants

Arabic | English | Arabic | English

Total number of questions 1 63 71 63
number of correctly answered

_ 54 46 67 56
questions
number of incorrectly answered

_ 14 15 3 6
questions
number of answers the system

. 3 2 1 1

failing to return
total number returned answer 68 61 70 62

Accuracy for the First Version of the Prototype

Arabic
Precision =rlv/ra -
Recall =rlv/ta -
English
Precision =rlv /ra -
Recall = rlv/ ta -

54/68 = 79%

54/71 = 76%

46/61 = 75%

46/63 = 73%
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Accuracy for the Second Version of the Prototype

Arabic
Precision =rlv /ra > 67/70 = 96%
Recall =rlv/ta > 67/71 =94%
English
Precision =rlv /ra > 56/62 = 90%
Recall =rlv/ ta > 56/63 = 89%

rlv = the number of correctly answered questions ( relevant )

urlv = the number of incorrectly answered questions (irrelevant )

ra = the total number returned answer (rlv+urlv)

urta = the number of answers the system failing to return (unreturned )

ta = the total number of questions (returned + unreturned )

Table 5.4 the accuracy of the two versions of QAEQAS prototype

acy by language Arabic English

Redundancy Precision | Recall | Precision | Recall

3 variants of the question
79% 76% 76% 73%

6 variants of the question 96% 94% 90% 89%
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Figure 5.1 the accuracy of the 2 versions of QAEQAS prototype

From Table 5.4 we can see that the accuracy of the systemis increased by

increasing the data redundancy, Table 5.5 shows the increment in precision

and recall due to data redundancy for both Arabic and English.

Table 5.5 the increment in precision and recall due to data redundancy

Arabic English

Precision Recall Precision Recall

17% 18% 14% 16%

From the above results,we can realize that both precision and recall are
higher for the Arabic Language than it is for English, although the
processing of the Arabic language is more difficult than the English
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language. Arabic is the original language of the Quran, and religious
scholars may suggest this is a reason why Quran QA in Arabic works
better, because Arabic is the desired language for this message. We can
speculate or guess at reasons but we cannot prove readily what the
interpretation should be of these results:

e Problems of Arabic characters such as the orthography of
problematic letters, the short vowels and other symbols (harakat) that
interfere with computational manipulations has been addressed.

e The Arabic stop words which created byTahaZerrouki are too much
than the English stop words list that included within NLTK.

e In addition to that the Arabic stop words are containing all forms of

stop words.

5.3Conclusions: Evaluation of QAEQAS

This chapter reviews the analysis of the results obtained from the
experiments that has been conducted in the previous chapter to solve the
research problem. Furthermore it presents the evaluation of the proposed
solution, and shows its usefulness in dealing with a wide range of question
types, with a precision of 96% and a recall of 94 for Arabic; and a precision
of 90% and a recall of 89% for English.
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CHAPTER VI

CONCLUSION AND FUTURE WORK

6.1 Overview

6.1.1 Overall Findings

Muslims believe that the Quran is the most authoritative source for
knowledge, guidance, rule, sole and legislations for all human. It has been
a big challenge for the computer scientists to design accurate systems that
answer users question in any domains. In this thesis we developed
QAEQAS a question answering system that can answer the user question
about the Quran in both Arabic and English languages. First we have
developed a special data set of around 1500 questions along with their
correct answers compiled from scholarly sources. This data set has been
used later in QAEQAS, and can be used in text mining applications where

Quran guestions and answers have to be searched.

Different alternative NLP technologies has been examined and
explored to investigate how suitable they are to build a QA system for
answering questions about the Quran. Some clustering work has been done
using WEKA tool, in which the relevant attributes in the Q&A data set
were selected to decide the cluster. Furthermore aNoojmodel has been
developed to presents some solutions for automating the processing of an
English version of Quran Q&A corpus. Moreover, Python and natural
language toolkit (nltk) has been used to automate the processing of the user

question and the corpus; as well as to implement the search engine to
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retrieve candidates result and then extract the best answer.This new
resource and models presented yet for Quran question answering system
will set up a reliable foundation for many interesting linguistic and corpus-

based studies.

QAEQASanswers all questiontypes and returns an acceptable short
and long answers.From previous results, we can realize that the system
performance is increased by increasing data redundancy: both precision and
recall are high for Arabic and English. But the results of QAEQAS are
different for English and Arabic this is because the processing steps are
different for each.QAEQAS presents its usefulness: efficient and
effectiveness that deals with a wide range of question types in addition to

its speed and high accuracy.

Thisresearch focuses on building a resource that would enter into beneficial
text mining applications. The main contribution of this thesis has been the
development of novel resource, namely, a Quranic Arabic-English
Question and Answer Corpus (QAEQ&AC)that compiled from scholarly
sources. This corpus was used as a knowledge base to developQAEQAS
(Quranic Arabic English Question Answering System). This corpus can
alsobe used in text mining applications and machine learning where Quran

questions and answers are needed.

6.2 Future Work

I am looking forward to continue the work on the topic explored in this
thesis;we spenta lot of time and effort into the task of compiling the Quran
Q&A dataset: collecting questions along with accurate answers, merging
reformatting, cleaning, and converting it to required format. After having

these dataset at my disposal a number of experiment and text processing
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task were conducted. we left out a number of possible tasks as future

improvements. The following provide an outline.

6.2.1 Improvements on Quran Q&A Dataset

The work in this thesis covers the questions and answers of the Quran as a
whole, which makes it a huge domain for further work. This scope could
be not cover all questions and answers of the Quran, later can be enhanced
to cover the whole questions and answers of the Quran. The Quran Q&A
corpus was developed as a first and second version, in future this dataset

can be further improved in a number of ways:
Extending the Quranic Q&ACorpus

e The Arabic and English Corpus can be extended by adding more
questions and answersfrom credible sources

e Increase the question redundancy by adding more phrases in many
different ways in differing contexts to all corpus questions in order to
further improve the performance of the system.

e Compiling more Q&A dataset corpus in other languages
Validation

Most of questions and answers of this dataset were created from scholars
works found on the internet and hence one would assume they were
accurate and verified. However, they need to be subjected to further
manual validation by Quranic scholars before making it available on the

internet and incorporating them into wider applications.
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6.2.2 Collecting Extra QuranicCorpus

In addition to our Q&A corpus, Quran QA system require more pre-
constructed knowledge sources, such as domain ontology, Quranic corpus,
which combines the Holy Quran, Hadith, and other parts of the Islamic
faith.

6.2.3 Understanding the User Question

The Quran may use many different words to describe the same concept, or
one term to point to completely different meanings, depending on the
context of the sentence. Hence complex linguistic analysis of user question
can be applied in order to understand as much as possible about the

meaning of the questions being asked.

6.2.4 Extending QA to Other Religious Texts

The system can be extended to cover other religious texts such as Bible, by
collecting question and answer,and also other text corpus for Bible or other

religious.
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Appendix B stop words

NLTK English Stop Words

[, 'me’, 'my', 'myself', ‘'we', 'our’, ‘ours’, 'ourselves', 'you', 'your', 'yours',
'yourself', 'yourselves', ‘he', 'him’, 'his', 'himself', 'she’, 'her’, 'hers', 'herself’,
it', 'its', 'itself', 'they', 'them’, 'their', 'theirs', 'themselves’, 'what', ‘'which’,
‘who', 'whom', 'this', 'that', 'these’, 'those’, 'am’, 'is', 'are’, 'was', 'were', 'be’,
'been’, 'being’, 'have’, 'has', 'had’, 'having’, 'do’, 'does’, 'did', 'doing’, 'a’, ‘an’,
'the’, 'and’, 'but’, 'if', 'or', 'because’, 'as’, 'until’, ‘'while', 'of', ‘at', 'by', ‘for’,
‘with', ‘about’, 'against’, ‘between’, 'into’, 'through’, 'during’, ‘before’, ‘after,
‘above’, 'below’, 'to’, ‘from’, ‘'up’, ‘down’, 'in’, ‘out’, ‘on’, 'off', 'over’, ‘under’,
‘again’, 'further’, 'then’, 'once’, 'here’, 'there’, 'when', ‘where', ‘why', 'how’,
all', ‘any’, 'both’, ‘each’, 'few', 'more’, 'most’, ‘other’, 'some’, 'such’, 'no’, 'nor’,
'not’, ‘only’, 'own’, 'same’, 'so’, 'than’, 'too’, 'very', 's’, 't', ‘can’, ‘will', "just’,
‘don’, 'should’, 'now’, 'd', 'II', 'm’, '0’, 're', 've', 'y', 'ain’, ‘aren’, ‘couldn’, 'didn’,
‘doesn’, 'hadn’, ‘hasn’, 'haven’, ‘isn’, 'ma’, 'mightn’, 'mustn’, 'needn’, 'shan’,
'shouldn’, ‘wasn’, ‘'weren’, 'won', ‘wouldn’, 'What', 'Who', 'Why', 'While',
‘Where', '"How', 'Which', 'Whom', 'When']
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Example of Generated Format Python Arabic Stop Words File
#file name ../data/stopword0.6.csv)
STOPWORDS[U'less¥']=U"lasusY';
STOPWORDS[U'lexsY 5T=U"lassY- §';
STOPWORDS[U'lessd ] =U e -
STOPWORDS[U'sie]=U' 5"
STOPWORDS[U' s s]=U'cse- 5
STOPWORDS[U' sei']=U' s
STOPWORDS[U'=u' "
STOPWORDS[U' <l sT=u' - 5';
STOPWORDS[u'l=u' -;
STOPWORDS[u's"]=u's!";
STOPWORDS[u'sls]=u'sk-
STOPWORDS[u' sl =u'sl-;
STOPWORDS[U'oki'=u' ol
STOPWORDS[u'ghl s]=u' el s
STOPWORDS[u'okl]=u' -’
STOPWORDS[u'cx'l=u'cal’;
STOPWORDS[u'csi s]=u'cal- 5';
STOPWORDS[u'cxlé]=u'cxl-;
STOPWORDS[U'sS]=u'Ss
STOPWORDS[U'sS: 5']=u'sS- 5
STOPWORDS[U'sS4 =0 S
STOPWORDS[u'les]=u'\y;
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STOPWORDS[uU': s]=U'"les- 5';
STOPWORDS[U'wd]=U"\es- '
STOPWORDS[u'Wwii"]=u'"le-1;
STOPWORDS[u's sl =u'les- 5
STOPWORDS[u'Lesi]=u"les-a- 1
STOPWORDS[U" e ]=ul3key';
STOPWORDS[U'3es =0 3er- 5

STOPWORDS[U'N e ]=U13kas-i'

STOPWORDS[U'¢']=u'ca';
STOPWORDS[U' G5 =0 Ge- '
STOPWORDS[U' (ed']=U' (e
STOPWORDS[U'sS=u'sS"
STOPWORDSJ[U'sS s']=u'aS- 5",
STOPWORDS[U'sS8"=u'sS-3';
STOPWORDS[u'«aS']=u"as";
STOPWORDS[u'«@sS s'l=u'-as- §;

STOPWORDS[U"—S88']=u'" s,

STOPWORDS[u'W]=u'l";
STOPWORDS[u'Ws']=u"\-';
STOPWORDS[U'w]=u"e-";
STOPWORDS[u'3]=u'13"
STOPWORDS[u"3% s =u"s- ';
STOPWORDS[U' e )=y 3le-i';
STOPWORDS[u'13i"]=u"l - 1"
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STOPWORDS[U'13e 5']=ul - 5-1";
STOPWORDS[u'l 3l =y'lsbe-a- '
STOPWORDS[U'sie]=U' 5"
STOPWORDS[U' e s =U' e '
STOPWORDS[U' e =U e
STOPWORDS[uU'ws]=U"ss';
STOPWORDS[U's 5]=U"\se- 5
STOPWORDS[U'eed'] =y las-';
STOPWORDS[u'lesl]=u"boe-T;
STOPWORDS[U'les sI"=0"bes -1
STOPWORDS[u'lesil']=U"las-i-T;
STOPWORDS[U'cses']=U'cses'
STOPWORDS[U' (e s'T=U'Cas- '
STOPWORDS[U'csesd]=U"csan-s';
STOPWORDS[U'c<]=U'<;
STOPWORDS[U'cse sT=U'e- 5';
STOPWORDS[U's']=U"cse-3'
STOPWORDS[U'=u' "
STOPWORDS[U' s sT=u' - 5';
STOPWORDS[u'ld=u'-";
STOPWORDS[u's"]=u's!’;
STOPWORDS[u's!s]=u's-5;
STOPWORDS[u'¢lé]=u'sl-";
STOPWORDS[U'cki'=u' ol

166



STOPWORDS[u'0kl sT=u'c- '
STOPWORDS[u'cklé]=u'cll-';
STOPWORDS[u'cal'l=u'cs";
STOPWORDS[U'0#l s1=U' G- 5
STOPWORDS[U'old]=u" -
STOPWORDS[U'Wul]=u'leisl;
STOPWORDS[u'\Wil s]=u'"\isl- 5
STOPWORDS[u'leulé']=u"leil-';
STOPWORDS[u'Wia"]=u'ldss;
STOPWORDS[ Ui s'=u'leia- §';
STOPWORDS[u'léund]=y ' Leai;
STOPWORDS[uU'etS']=u'leiS';
STOPWORDS[U'LeiS s'=u'leis-
STOPWORDS[u"LiSé]=u" LS ',
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