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1 The Meanings Of The Holy Qur'an by Abdullah Yusuf ali



Dedication

G dedicate 14is 2o

Wy God who delighted ws his work Grace
of God and #is strength,

The apiritof my father and my brothers
Wy methon

Wy wifo and chitdion

W, Ettoyed Etthamy Widammed who
Wmﬁmmwmmyw



Acknowledgement

Firatly, S woutd lide 2o cxpress my Honest
Lhankfutlness to my advirer Profl Erie S
A twell for #is aupport of my FH D atudy
and related research, for Sis pationce. s
guidonce Helfped me all the lime 2o go the
riphtway



Abstract

This thesis investigates Question answering system in general and then applying it in
a specific domain: Arabic language and Holy Quran. A corpus of questions and
answers from Albagarah and Alfatihah chapters was built, using three types of files:
excel worksheet, texts and database table. This corpus was collected from many
resources and validated by Islamic scholars from Gabrah college. The thesis contains
six chapters: Chapter one defines the problem statement, objectives and motivation,
and research methodology. Chapter two gives a general introduction and history to
question answering systems, natural language processing, and corpus. Chapter three
reviews related work in Arabic language processing, Holy Quran, Corpus, question
answering systems. Chapter four covers special characteristics and challenges of
processing Arabic language in the Holy Quran. Chapter five contains methodology,
methods, and experiments. Six sets of experiments were done. The first one uses
baseline NLP question answering system removing stopwords, diacritics, and special
symbols. The second uses Lucene indexing and J:=\& pattern. The third uses indexing
and Jelé «Jelad ‘Jue\ss pattern. The fourth uses the dynamic corpus built from real
user questions. The fifth uses Exaggeration formulas pattern. The sixth uses singular,
dual and plural pattern. Finally there are results and discussion. The experiments
showed that removing stop words and diacritics enhanced the search results; also the
new patterns added more value to the question answering system and enhanced recall

and precision.
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1 Chapter one Introduction

1.1 Background
Internet data, increasing rapidly and growth in the last decade. Search engine

and informational retrieval systems retrieve all documents that relevant to the query,
this process depending on matching of keywords in documents and then retrieve the
corresponding documents. These retrieved documents may not contain the required
information, although if it found it may be in an unknown position in the document.
One of the techniques to solve this problem is question answering systems.
A Question answering system is a process of entering a question and processes it to
find an exact answer for the question. Many processes were done to reach the exact
answer explained through this research.

Arabic language which is the main language of the Holy Quran, also it took
attention in the recent decades, so there would be a breakdown for the
computerization of the Arabic language and the Holy Quran will be among the folds

of this research.

1.2 Problem statement
This PhD project investigates the applicability of Question-Answering

methods from Natural Language Processing research to answering Islamic users’
questions, supplying answers from the Quran. We will review Question-Answering
systems developed by NLP researchers for a range of other domains, including
education[1] , biology and medicine [2], linguistics [3], and general answers from the
Web [4] . In general, Question-Answering systems share three components: (1)
Question Classification, as different types of question (definition, factoid, list, yes/no
etc) require different processing [5]; (2) Information Retrieval, to fetch and rank the
documents that are relevant to the question; and (3) Answer Extraction, to extract the
required definition, fact, or other information from the retrieved documents. To
apply this generic architecture to Question-Answering from the Quran, we treat each
verse as a separate document or record; hence, the Information Retrieval stage aims
to find and rank Quran verses which have the best match with the users’ question.

Given that each “document” or target Quran verse in this case is a short text, the third
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stage of Answer Extraction may not be applicable or appropriate: for many users, the
“answer” they want is just the relevant verse (or verses), for the reader to interpret
themselves. For some users it may be helpful to extract and highlight the part(s) of
the verse most pertinent to the question; but some scholars hold that it is not
appropriate to “extract” and reformulate the words of Allah into another sentence.

To evaluate the applicability of different Question-Answering methods for
answering Islamic users’ questions, the research will include collating a “gold
standard” corpus of Islamic questions asked by real users, and answered by Islamic
scholars. We compare Q-A systems based on stemming and keyword-match (e,g,
[6], [7]) against Q-A systems using Key-word matching and removing stopping
words . Our evaluation will show us whether, for the task of finding Quran verses
relevant to the question without “answer extraction”, stemming and keyword-
matching methods suffice; and whether there is significant added value from more
sophisticated key-words matching and removing stopping words architectures.

1.3 Objectives
Our overall aim is: to investigate the applicability of Question-Answering

methods from Natural Language Processing research to answering Islamic users’
questions, supplying answers from the holy Quran.

This breaks down into the following objectives:

- To adapt a question answering system based on stemming and keyword-match to
holy Quran-Q-A-1.

- To adapt an alternative question answering system using key-words matching and
removing stopping words to holy Quran-Q-A-2.

- To collate a “gold standard” corpus of Islamic questions asked by real users, with
answers -relevant Quran verse or verses - as judged by Islamic scholars.

- To comparatively evaluate the two different approaches to Quran-Q-A.

- To build a question answering system framework for Arabic and Islamic

application.

1.4  Scope
The research investigates Question-Answering research and systems, a broad

research field; but will focus on how the general methods adapt to the specialized
18



task of Question-Answering from the Quran. As shown below, the overall research
project breaks down into more specific objectives and work-packages, each of which

is challenging but not insurmountable.

1.5 Arguments and Motivations
A clear motivation is to apply an academic research theory on Question-

Answering to a useful domain with many potential users. Quran websites attract
millions of users, and a Quran website augmented with an automated Question-
Answering system could become very popular and useful. The research is also
academically valuable, publishable in journals such as Applied Ontology Journal or
Applied Artificial Intelligence Journal or International Journal of Computational

Linguistics and Applications.

1.6 Research Methodology
1.6.1 Tools: software and hardware

1.6.1.1 Software: The software which is used in this project
e Java.

e Lucene search engine package.

e NetBeans IDE 8.5.2.

e Microsoft word.

e Microsoft soft Excel for some statistical calculations.

e Diagram designer.

1.6.1.2 Hardware requirement
e PC computers

e Network and internet connection.

1.7 Thesis layout

The thesis consists of six chapters, structured as follows: The first chapter
explains general background, Chapter two general introduction to terms and
concepts, chapter three related work, chapter four Arabic language and Holy Quran,
chapter five is for experiments and results, chapter six is for conclusion and

recommendations.
19



1.8 Contributions

1. Building Corpus from question and their answers from two Holy Quran
chapters (Albagarah and Elfatihah).

2. Designing a general algorithm for Holy Quran question answering system .
3. Developing Six prototypes for Holy Quran question answering system .

4. Designing a general conceptual framework for the Arabic Question
answering system.
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2 Chapter two Background and Related Work

Natural language processing is one of the important computer science
branches, which deals with languages understanding and generation; one of the
important applications is question answering systems which apply many NLP
techniques. For this this chapter contains more details and discussions about NLP
and question answering system. This part explains general concepts , some
copmutational linguistical terms, and their classifications. Also in question answering

system history take place, its components, techniques used and domains.

2.1 Natural language processing
It is a branch of computer science that concerns with generating and

understanding natural language processing, this includes the three main skills for
language which are: reading, writing and speaking. In general, computer see the text
but it doesnot understand it and need some knowledge to reason, for this many
processes were done depending on many linguistics theorems and many tools. In

this part the researchers review this area in more details.

211 Terms
In this part the researchers will discuss some important terms in language and

then discusses how can computer deal with these terms and their usefulls in
computation.
e Synonymy: different words that have the same meanings.
Different: diverse, unlike.
Refer: mention, state.
o Antonyms: words have opposite meaning.
High: low.
Big: small.
o Hypernyms : words that refer to a general category and a specific instance of that
category.
Color is a hypernyms of red.
e hyponyms: is the inverse of hypernym.
Red is a hyponyms of color.
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https://en.wikipedia.org/wiki/Antonym
https://en.wikipedia.org/wiki/Hypernym
https://en.wikipedia.org/wiki/Hyponym
https://en.wikipedia.org/wiki/Hyponym

e Polysemy: poly means many and semy means sense in general a word that has
two meaning or more such as the word get and set.

Accept: agree, admit.
e Homophones: are words that have different meanings, but the same
pronunciation.

Fisher: fissure.
e Homographs: words that have different pronounciations, but have the same
spelling.

The plural of axis, axes - the plural of ax or axe

Frequent: visit a place with regularity, occurring regularly to

® Homonyms: are words that have the same pronunciation or spelling, but have
different meanings.

Meat: Meet.

Bee: Be.

In computation linguistics these terms are very important, because we can
build many relationships between words to use it in the semantic process after
building many rules and laws. Many tools can be built depending on these relations
in computational languages, one of these tools is Wordnet. These relations can be
used with words only, also an application can apply this is: information retrieval and
question answering system query expansion. Another term used in a word sense is:

e Synset: which is a semantic relation between word senses.
e Patterns: defined by Cambridge English dictionary® as: " a particular way in

which something is done, is organized, or happens” and some times called template.

e Corpus: defined by Cambridge English dictionary® as : "a collection of written

or spoken material stored on a computer and used to find out how language is used ".

? http://dictionary.cambridge.org/dictionary/english/pattern
* http://dictionary.cambridge.org/dictionary/english/pattern
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2.1.2 Natural language processing and techniques
Also, many techniques are common in language computation such as:

stemmer and tokenizer. In the following part the researchers discuss them in more
details.
e Removing: is the process of removing some texts that not belong to the main text
such as code, some symbols such as ?,. and ", removing diacritics.
e Encoding: is the process of changing the type of encoding character from system
to another, such as: ANSI to EBCDIC and EBCDIC to Unicode. It used to display
characters in the right way.
e Tokenizing. : is the process of dividing the sentences to words depending on the
sentences separator which is vary from sentence to another and the boundary of the
words of the sentence. It is defined by [8] as " Tokenization is the task of cutting a
string into identifiable linguistic units that constitute a piece of language data" .
Many separators can be used such as: space, , , -,etc.
e Stemming: is the process of removing some additional characters from the
word to categorize a group of words into one main category to help in semantic
analysis. It is defined by [9] as "is the task of correlating several words onto one
base form™
e Morphological analysis: is the process of dealing with relationship of the words
with the same inflection (structure of the word depending on its position and its
classification in the sentence).
e Part of speech tagging, POS tagging: is the process of "Automatically
assigning parts-of-speech to words in text is" [8], which hepls in finding accuarte
answers in question answering system[10].
e Segmentation: is the process of splitting the text in to meaningful parts such as:
words, sentences.
e Capitalization: is the process of writing the first character in the word with
capaital letter. This characteristic is very important in named entity recognition

NER to identify the right answers.
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2.2 Anintroduction to question answering system
Question answering (QA) system is a big research area in many fields and

domains, which can help users in specific or general domains to find exact and
precise short answers if found, instead of returning a ranked documents that contains
phrase or word(s) in phrase matches any words of documents in information
retrieval. Many fields of science intersect with QA such as information retrieval
(IR), information extraction (IE), Natural language processing (NLP), artificial
intelligence (Al), and computational linguistics.

[2] Explain that the main aim of QA is to provide users with exact and precise
answers by using Information extraction (IE) and NLP techniques.

[11] Explains that in question answering systems we must consider the
following factors: applications, users, question types, answer type, evaluation, and
presentation.

2.2.1 History
In this part the researchers need to revise the history of question answering

system from the earlier time till now. What is the technologies was used, methods
and applications and other things.

[12] proposed Chatter bot which is a program that simulate conversation
between peopole and machine (robot answer the user question) in Tamil language.
The system initiate the conversation user can write its query (from simple to
definition questions to complex) in any way then the system which is called POON
GKUZHALI reformulates the question and gives the answers. Each question is
processed separately, also can be references for the other question in knowledge
base.

The first proposal in this area written by Simmons, R. F., "Answering
English Questions by Computer: A Survey,"” [13].

One of the first question answering system is the BASEBALL: AN
AUTOMATIC QUESTION-ANSWERER which is used to answer the question
about base Ball in America for one season. The system accepts the question in
English phrase and then compares it with data stored in punched cards if the answer

is extracted then the system answer the question. The system has a four NLP

25



routines which are: question read-in, dictionary look-up, syntactic analysis, and
content analysis [14].

[15] explained that many question answering system described and revised in
translation and coversation. These systems were classified as inferential, text based,
and data basd. Also, he explained the difficulties facing peoples at that time such as:
measuring, ambiguities, translating , and searching .

[16] represented that most of the question answering system in that time
developed for syntactic, semantic, and logical analysis for texts. They used small
subset of data, but the main problems was the generality of questions, grammar, and
semantics.

[17] explained the semantic models in that time were based models of human
cognitive processes and were applied to a small dataset of English. Most of these
models are tentavives because semantic processes are not drafted rigorously.

[13] Nasa Manned Spacecraft Center supported Lunar as research prototype

for geologist to easy access, analysis, and evaluate chemical data on Lunar rock and
soil that sent by Appolo moon mission. The query put in formal query language and
then use some predicate calculus, then manipulated to drive inferences or access
database directly to drive other inferences.
[18] proposed an English language question answering system for a large relational
database of aircraft flights (PLANES system). PLANES uses augmented transition
network for matching phrases with a specific meaning compared with history keeper
and concepts case frames; These used for judging the significance of the questions.
Also PLANES used dialogue to deal the question partially to clarify the question and
the system solve the problem of ellipsis and pronoun reference. The system accepts
the natural language question if it is wrong in grammar,then the system returns
explicit answers in form of text, number, and graph if possible. Also the system is
tolerant with grammar and spelling errors,online, interactive, easy, and gives about
75% and 90% and more right percentages.

[19] proposed QUEST which is a question answering system to simulate
answers that produced by human in open class question(when,who,etc.) and closed
class question( is y true or false). The system identifies the relevant information

sources, these sources organized in graph structure. It used artificial intelligence and
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computational liguistics concepts, also the system intended to be psychological of
question answering.

[20] proposed MURAX which is used robust linguistic methods are used in
answering closed class questions using acorpus to answer general question using an
online encyclopedia. The methods inspect the answer is a noun phrase and return the
relevant texts to the users. These matching text used with question to assure phrase
relation implied by the question. The query build autaomatically and then passed to
the IR to find relevant result which is analyzed. Noun phrase extracted as result and
new relation for various hypotheses.

[21] proposed QACID which is an ontology-based question answering
system. It is accepted the user queries in natural language then it retrieves the
information from formal ontologies. The system applied in cinema domain. The
approach it depends on collections of user queries, also the system present simple
adaptation to deal with multilingual capabilities, inter-domain portability, and
changes in user information requirements.

[22] proposed VNEWSQA/ICT which is question answering system deal
with questions that accepted by the system then use two models one to deal with
Vietnamese language as natural language processing and the other deal with
Vietnamese semantics. The system extract the answer extracted from titles of
Vietnamese news in the domain of information and communication technology.

We notice the question answering systems ranging from simple text question
answering sytems with the earliest problems of measuring, ambiguities, translating,
and searching to advanced question answering system that used semantics and
syntactic models specially, and from specicfic domains to general domains specially

that systems which used English language.

2.2.2 Question answering (QA) system Definitions
Question answering (QA) system is a specialized type of information

retrieval that returns precise short answers to queries posed as natural language
questions [5]. Also [23] defined it as Question Answering (QA) Systems allow the
user to ask questions in a natural language and obtain an exact answer. [24] defined

it as: Question answering (QA) system is a specialized area in the field (IR)of
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information retrieval which is concerned with providing relevant answers in response
to question proposed in natural language processing. | can define it as a system that
accept a question from users in natural language then processes it by applying natural
language processing techniques to obtain an exact and short answers instead of
retrieving full documents as result of the users questions if found by applying many
Al and linguistics methods.

2.2.3 Question answering system Components
In general, Question answering system has three main components: Question

classifier, Information retrieval (IR) and answer extraction. Each one of these three
components can be applied as a module with its characteristics that it can vary from
system to another, domain to another, language to another. . Figure[1] below explains

the general main components of question answering system.
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2.2.4 Question classifier (Analysis)
[25] determine that: there are three types of methods that used in classifying

texts those are: template based approach, machine learning approaches and
knowledge based approach.

There are many different types of questions, used to identify the answers
( two categories of questions in Tasks and Program Structures to Roadmap Research
in Question & Answering (Q&A) which is guide to build QA system).

The first taxonomy is: Arthur Graesser’s Taxonomy of Inquiries
which contains eighteen questions: Verification, Comparison, Disjunctive, Concept
completion,  Definition, Example, Interpretation, Feature specification,
Quantification, Causal antecedent, Causal, Consequence, Goal orientation,
Enablement, Instrumental /Procedural, Expectational, Judgmental, Assertion,
Request / Directive. The second category is : The 13 conceptual question categories
used in Wendy Lehnert’s QUALM : Causal Antecedent, Goal Orientation,
Enablement, Causal Consequent, Verification, Disjunctive, Instrumental /Procedural,
Concept Completion, Expectational, Judgmental, Quantification, Feature
Specification, Request.

[26] explains that Arabic is one of the most rich and more complex |,
morphologically, also Qur'anic Arabic is more complex, for this we need to applying
morphological analysis to identify structure such as: morphemes, affixes, roots, part
of speech, stem, etc.

There are many preprocessing methods and techniques used in analyzing text

such as:

2.2.4.1.1 Tokenizing the question
Lexical analysis is the process of converting a sequence of characters into a

sequence of tokens. Tokenizing the question means divide the question phrase
entered by users to words to use each one in matching with other word s in the

database or knowledge base or information resources for the system. We can use the
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words as it is instead of using any other linguistics techniques in search but this
decrease the answers e.g. WordNet.

2.2.4.1.2 Stemming words after tokenizing
[27] defined it as method of word standardization for matching terms

morphological related. In Arabic language, we add affixes: (prefix, infix, and suffix)
to modify the meaning of the word. By stemming word the matching words in the

result may be increased by finding many words have the same meaning.

2.2.4.1.3 Parser

The parser is used to find out the grammatical structure of sentences and
sometime tagging words as in Stanford parser. Also, there is a chunking which is a

partial parsing which is dealt with partial syntactic structure.

2.2.4.1.4 Part of speech (POS) tagging
Part of speech is to put words into classes or lexical categories. Eight types

of POS which are noun, verb, adjective, adverb, pronoun, preposition,
conjunction, interjection, and sometimes numeral, article or determiner.

The tag is grammarian agree, where part of speech tagger is to processes a
sequences of words to find the corresponding POS to each word-tagging can be done
manually or by machine or both to disambiguate word structure or word category.

We use tagging with systems that check the syntax.

2.2.4.1.5 Ontology
[25] defined ontology as a technology used to enable the domain knowledge

at the high level and improve the query time used in question answering system. We
use an ontology with systems that check the semantics of the sentences and words.
Many other features used in question analysis, such as: Sentence boundary
detection which it concerns with where the sentence begins or ends, Sentence pattern
detection many structure used to define these sentences such as 9/1/2015 6:14:10 PM
for date and time, Named entity detection. Also in this part, we need to remove: stop
word (common words in a language that has less value in research), diacritics to

enhance the word matching in this stage.
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All the analysis and processes to formulate and rephrased the query entered
by users, to find accurate and suitable answers.

In this part some important techniques to expand the query by adding new
key words to the main key words of the query after making the important
preprocessing. These  techniques  are: language resources  (
lexicon[28],dictionary[29] and thesaurus[9] ), ontology[25], stemmer (Khoja[30]
stemmer which abstract the word to its root and Arabic light stemmer [31] which
remove some prefixes and affixes) and patterns[32].

AT last we can summarize this stage in three main processing: Analyzing the
query to find the main key words to answer the question, classification the question
to identify the type of question, reformulate the query to enhance it and to pass it to

the IR system.

2.2.4.2 Information retrieval (IR)
From this[11] said that :this part has been active research area since mid

1950s. [33] explained that standard IR is: " Information retrieval (IR) has most
usually been constructed as the problem of selecting texts from a database in
response to some more-or-less well-specified query”. Also [34] define it as :"
Information Retrieval (IR) is the discipline that deals with retrieval of unstructured
data, especially textual documents, in response to a query, which may itself be
unstructured like sentence or structured like Boolean expression™. Search depends
on query users and full text search, meta data,indexing, etc.

The goal of IR is to retrieve accurate documents contain results and
ranked[35] depending on users queries. In IR if the key words matching any words,
lexical or semantically in the document resources (structured, semi structured,
unstructured) depending on many methods such as: Boolean, probabilistic, vector
space and semantic this leads to a good performance. Also IR has the following
features: matching partially or full, induction inference, probabilistic model, the
source of data is documents, the query may be in natural language or not, matching
may be relevant,etc.

When the query passed to the IR system, the system search in one corpus or

many corpora to find the relevant document(s), that matches the phrase or key words
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in the query then the IR system must return Ranked the documents depending on
many criteria's such as : matching full phrase, matching key words, number of key
words matches,etc and filtering the documents to find the repeated documents to
decrease the number of candidate documents.
The main problems of dealing with IR systems in Arabic stated by [26] in
three main points as follows:
1. The search engine retrieves the relevant documents but not the exact answer,
this means you need to search inside the documents for answers.
2. The quality of data because users of social media explains their opinions.
3. Challenges of Arabic language.

2.2.4.3 Answer Extraction
In information retrieval the search engine returns the documents that contains

the keys or terms in query after preprocessing the query, then you need to search
inside the documents because their main aim isto retrieve only documents [36]. But
in information extraction there is a deep processes inside the documents to extract
structured texts from un structured texts[37].

The answer depends on the application answer source which were divided
into three categories : structured data (databases), semi-structured data (for example,
comment fields in databases) or free text [11].

In this part there are three main processes which must be done: first when the
IR returned the relevant documents after identifying the type of answers by parser
such as Named Entity Recognition (NER) and taggers(here some answers are
identified directly in this stage ). Second part is used ranked candidate answers by
the previous steps then the system uses a set of heuristics to extract the relevant word
or phrase also depending on many criteria such as full phrase matching, number of
key words in the result, distance between number of key words etc. Then the
candidate answers returned depends on many measurements such as probabilities of
number matched words between query and answers, the type of question and its
expected answers, the relationship between Is-A and its answers in a definition

questions, the maximum count of NE(Named Entity) occurred in the question and
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candidate answers, the distance between matched terms in passage[38], these
measurements are for Name Entity Recognition.

[39] explains that many criteria's can be decided about the right answers
based on a set of characteristics that describes:
e The interoperability between question and answers types.
e The redundancy of answers across the stream.
e The overlap and non-overlap information between question-answers pair and the
supporting text.
Also [40] explained many features to evaluate answers, these features are:
¢ Relevance: we need to find the relevance between documents in the system.
o Correctness: the answer must be right.
e Conciseness: we need to count the number of byte answers and remove
unimportant part of the answers.
e Completeness: the answer must be complete, if we had to use additional sources.
e Coherence: an answer must be consistent.
e Justification: the answer must be supplied with sufficient inference tools to
determine why the answer had been chosen.

2.3 Question answering system domains

In general question answering system classified into two main domains: open

domain and closed domain [41].

2.3.1 Open domains
Question answering system open domain deals with general questions about

anything rely on universal ontology and information such as web. Many question
answering system proposed in the domain such as : [42] proposed Processing
Definition Questions in an Open-Domain Question Answering System, [43]
proposed Designing an interactive open-domain question answering system, and
[44]proposed Domain Ontology Construction using Automatic Concept Relation

Learning for Question Answering Systems.
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2.3.2 Closed domains
Closed domains answering systems deals restricted and specific domain

(cinema, health, sport ) Many researches in many areas were done such as:

e Health :[45] proposed Creation and use of language resources in a question-
answering e-health system.

e Education : [46] proposed A Hindi Question Answering system for E-learning
documents, and [47] proposed BionQA Multi document Question Answering
System: Providing Access to E-learning for masses.

e Biomedicine : [48] presented Multilingual Question/Answering System applied to
trusted health information, and [5] proposed Usability survey of biomedical question
answering systems.

e Linguistic: [3] proposed: A Proposed Online Approach of English and Punjabi
Question Answering, and [23] A prototype framework for a Bangla question
answering system using translation based on transliteration and table look-up as an
interface for the medical domain.

2.4 Question answering system frameworks and architectures

Many architectures proposed in question answering system, which is vary in
its components and shapes, but in general, most of these architectures Agree on its

basic components.

Core question answering architectures proposed by [43], this architecture
consist of the many parts question, question classification, web retrieval, web
documents, documents processing, factiod question to determine the type of
questions if factoid or no factoid to use suitable answer extraction for the factoid or

nonfactoid answers.

An architecture of base line serial system with no feed back proposed by
[49], this system has the following processing: keyword preprocessing (split, bind
and spell), consruction of question representation, derivation of expected answer
type, keyword selection, keyword expansion, retrieval of documents and passages,

identification of candidate answers, answer ranking and answer formulation.
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A generic architecture for question answering system proposed by [11] which
Is depending on requests from users and responses from the system. The users enter
question, this question analyzed by user model, dialogue context and respone
generation, then send two messages to candidate document selection to select
candidate documents and answer extraction. Then the candidate documents
selections send these documents to answer extraction to select right answers and

ranked them.

An other intelligent system architecture proposed by [50] which is
PIQUANT's system architecture. The system consist of four part question analysis,
answering agents, knowledge sources, and answering resolution. The search use two
methods: semantics and keyword search. Answering agents consist of four types:
knowledge based, statistical, definition and CYC based(CYC: a large-scale
investment in knowledge infrastructure [51]). The system also uses many resources

such a corpus, database and ontology.

Also PiQASso designed by [52], the system accepts the question and parses it
through MiniPar parser, then the system classifies question and expands it by using
WordNet. The system search paragraph in documents to search for the relevant
paragraph with matching relation and type, also using WordNet. The last steps to

score and rank answering to display the answer.

A question answering architecture for Hindi proposed by [46], the system
classifies user question depending on some rules and parsing it. After this the system
formulates the query to use their words for matching answers from corpus, then the system

retrieves passages after scoring and ranking.

A semantic processing model for Vietnamese architecture designed by [22],
the system use a Vietnamese dictionary to determine question words and their
syntactic categories, the grammar rules used to determine phrase, analyze and
syntactic structure, by using semantic representation rules to determine the semantic
representation of the question, lastly, there is a matching semantic representation of

the question with semantic representation of the database.
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A Quranic question answering system architecture proposed by [26]. The
system has two main parts: Online and Offline. The first part for question analysis
(classification and processing), information retrieval to retrieve verses that
containing answers and answer extractin which containg ( Arabic NER and extract
answer). The second parts containing Quranic ontology, Off line processing for
Quran verses to weight vector of concepts of each verse. The system merge the two

parts to extract the right answer.

2.5 Corpus:

This term until now there is no agreement to it[53], but we can use this
definition which is: A corpus is “A collection of naturally occurring language text,
chosen to characterize a state or variety of a language ” [54]. The singular is a
corpora. Many and large texts written and spoken, these texts can be used for more
statistical and researches to reach to good informations and knowledges. These texts
can be collected from many resources such as: conversations, perliamints documents,
medicine records, news papers etc. It can be use one language or two or more which

is called comparable corpora[53].

2.5.1 History and features
The first corpus created in early 1960s designed by Nelson Francis and Henry

Kuceéra, which is Brown Corpus. It is a standard corpus of American English which
consisting of 1,014,312 words.

It comes from the Latin word, which means the body. A corpus (singular is
corpora) is a linguistics approaches the study of language in use as expressed in
examples through corpora. It is a collection of examples in real world texts that used
in analysis of bodies corpora (large bodies of data) to produce a large set of data
suitable for computer processing such as: which pattern is associated with
grammatical and lexical features and how these patterns are varieties within
sentences and registers

A corpus gives users good features for languages such as: frequent words

and phrases in languages, differences between spoken and written languages, use of
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tenses and prepositions, uses of phrasal verbs, use of words in formal and informal
situation, uses of words in conversations, etc.

2.6 Chapter summarization

This chapter investigates natural language processing in general, some term
and its techniques. Also question answering system explained and their components,

domains and frameworks. Finally a corpus introduced with its features and history.
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3 Chapter three: related work
There are many researches were done in this area. We will divide this part to

three parts, which are: general question answering systems, Arabic computation and
corpus, Arabic question answering systems and Islamic computation and question

answering systems for holy Quran.

3.1 General question answering systems
Many question answering systems were proposed from early sixties, but we

will ~ concentrate our studies in some important system and see some of its
characteristics.

[55] proposed REQUEST which is question answering system implemented
in lisp, it had the ability of analyzing and answering many types of questions and
deal with 500 of databases. The goal of the request is to build an interactive machine
that communicates between people and computer. He thought about the conflicting
requirements between human and machine, and taking into consideration three
important characteristics: the use of restricted English; Linguistic analysis based on a
transformational grammar; and a two phases, compiler like organization. Its goal is
to cover limited scope of semantics. The system has more than one hundred
transformational rules for grammar. One of the draw backs of Request: can't be
applied in general domains, limited coverage of questions, it covers small database
from 1967 to 1973.

[56] proposed a system uses a clue words that used to defined the suitable
topic from all topics that used to retrieve the documents and interacts with user to
explain are these clue words are suitable for the reformulated query. The system
modifies the clue words in each query as a constraint then these words classify to
groups for Named Entity Recognition. The system uses these clue words to expand
the search space and retrieve documents to increase possibility of getting answers
candidate, and then displays the expected documents that contains answers, then
interact with users to determine the appropriate answer. This stage repeated until the
user reach to the right answers. Although the system use a small topics of questions,

sentence generation method for interaction is need to improve.
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[57] proposed approach to identify the word sense in the sentences. They
explain that word sense disambiguation can see as classifier for context and classes
to provide evidence. Each occurrence of the word can be evidence, and these
occurrences can give finite sets of senses from resources. word sense disambiguation
algorithms can be classified as corpus base approach and knowledge base approach.
The system uses database and the relevant relationships created by WordNet. Then
designing an algorithm to serve many and wide groups of words in specified domain.
The evaluation of the algorithm compared with heuristic approach shows that there is
a higher precision recall rates for the algorithm. However, the system has a high
precision but it used only five words for its experiments which is not suitable for
evaluation the system results.

[58] they used domain ontology as source of knowledge for question
answering system. They state that the ontology can supply the term with many other
meaning of the term if it defined well. They explained that automated ontology
solved many problems of building manual ontology such as: difficult and time
consuming task, the dynamicity, potential size, and complexity of a specific domain
increase the difficulty of building manual ontology. The solution of these problems
is to use automated ontology. They proposed methodology to build an empty
ontology to update one by extract relation from unstructured data using Naive Bayes
classifier, which extended to learn concepts relations from extracted association.
Then the predicted relations used to model the domain concepts for the resulting
ontology. In addition, they proposed framework for the concepts relational Ontology
based for question answering system processes. The question answering system
framework consist of a dynamic concept relational (CR) ontology construction
module to extract new concepts from the web and then keep it in Ontology
knowledge base, an answer extraction module.

Then they proposed Concept Relational Ontology-based Question Answering
system (CRO-QAS) that consists of question analysis component, answer extraction
component, automatic ontology construction component. To extract the answer from
the ontology they used Attribute-Based Inference (ABI), which was introduced by
[21]. The system use three types of questions: factoid, list, and definition. The

relation extraction evaluated using benchmark data sets. The experiment explained
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that the system can used to construct generic domain ontology with high accuracy.
Then the system developed to question answering system framework. However, the
system is more complex and use only three types of questions.

[59] explains answering system based on CBR (case-based reasoning), which
is a problem-solving technology based on experience, this technology used historical
and valid answers to answer new question. Also he illustrates the CBR advantages
which are:

e Easy access to knowledge.
e Easy maintenances the knowledge database.
e Does not need domain experts interference.
The system applied in distance teaching platform. By applying CBR to the
answering system, the system does the following:
e Classify and extract the questions.
e And classify and extract the answers which stored in the library.
e Build a case base that data complete, accurate, easy, organized
retrieval and maintenance.

The main challenge of the system when a new question is entered, the system
can improve itself by adding the question and its answers to the database.

The system used automatic segmentation, questions similarity calculation,
improve search efficiency which they can improve search efficiency. The system
uses the method of redundant storage the keyword to improve the speed. The results
of experiments show that the system can improve the accuracy and intelligence of

answering systems.

3.2 Arabic question answering system
[60] proposed an Arabic question answering system QARAB which is

accepts the question in natural language (Arabic language text) and tries to find short
answers to the questions under the following assumptions: the answer strings
extracted from the Al-Raya newspaper published in Qatar and all the answers appear
in one documents. The system has four main processes, which are: enter the
question, matching the key words of the question with the database of answers,
retrieve passages which contain candidate answers and displaying five ranked
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answers with its document references. The system tagged the question words and
add it to lexicon if it is not there. Then the system classified the question types to
determine the type of answers. The system uses QIRS Quick Information Retrieval
system, which is retrieved passages that matches the queries, then the system parsing
these passages to recognize named entity to be possible first five answers.

Two experiments were done: question answering using the modified-word
strategy (bag of words) and question answering using the root-based strategy
(question expansion). These two experiments were judged by the users that testing
the system by entering the question and then see the results are correct or not correct
by using MRR (Mean Reciprocal Rank ) give result about 86% of correctness in
general. The system uses a simple type of question, but not used complex question
such as what, why and how.

[61] proposed QASAL which is an Arabic question answering system used
natural language techniques to handle Arabic factoid questions. QASAL consist of
three components: Question Analysis, Passage Retrieval, and Answer Extraction.
Then QASAL uses Nool’s platform, and developed to answer Definition questions
(questions asked for person profile, full name of concepts, or an organization) by
using three modifications: first, using of question patterns, second, using of the
Google search engine and the Web as resources, and last using of a list of lexical
patterns to extract answers. The system results obtained are recall equal to 100% and
precision equal to 94%. However QASAL targeted only factoid and definition
questions and uses lower of question numbers.

[28] introduced QAS which is an Arabic question answering system models
that using Arabic grammar and morph-syntactic patterns. The NLP system has many
modules which are Tokenizer, Tagging System (or type finder), Feature Finder,
Proper Noun Phrase Parser. The IR models retrieves all relevant documents based
on Salton’s vector space model. The system uses dependency on data redundancy
instead of complicated NLP analysis. The system is limited because the number of
available tools developed for the Arabic language, also the system experimented by
using twenty five documents and twelve queries.

[62] developes Yes/No Arabic question answering system that contains

three question analysis module, text retrieval module and answer selection module.
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The first module removes the following: the question mark, the interrogative particle,
the stop words, the negation particles, and the other processes, which are tokenizing,
tagging, and parsing. The system checks the question depending on nominal and
verbal sentences, and then the system generates the required logical representation.
After this check if the question negated or not, else reject it. In the verbal sentences,
the system returns a list of synonyms and antonyms for the verb and in the nominal
the system returned the root depending on the thesaurus provided by the Microsoft
word Arabic supported version. The main idea of the system is logical
representation, it used 12 Logical representations for the Nominal and verbal
Sentences. These representations described based on the syntactic knowledge
extracted from Arabic sentences that determine the structural role of certain words.
For the semantic, the system uses certain word meanings and how these meanings
joined in sentence representations forms. After these processing there are two types
of information retrieval: document technique and paragraphs technique. Each
document split into paragraphs and each one with its reference number and then
tokenized, then it ranked by a mathematical formula. Also the documents use
tokenizing and removing some addition like stopping word, then ranked documents
depending on mathematical formulas. Last the yes or no answers generated after
some processes. The system uses a corpus of 20 Arabic documents and a collection
of 100 different yes/no question. The results comparing with answers generated
manually they found that the paragraph techniques results better than documents. A
percentage of error results are about 12% was due to the failure of the automatic
tagging, the syntax of the user question, different words have the same root.
However, the system uses a few numbers of documents and questions, and the

system does not solve the problem of conditional responses.

3.3 Question answering system and holy Quran computation studies
There are many studies for holy Quran such as: [9] which provide a novel

diacritic-less searching approach to retrieve relevant verses that match a user’s query
through automatic query expansion techniques. [63]proposed a system that retrieves
any Qurnic verses and text and any other knowledge that related to holy Quran and

its citation. Also [64]build QurAna which is a Corpus of the Quran annotated with
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Pronominal Anaphora which characterized by large number of pronouns tagged with
antecedent information, maintenance of an ontological concept list out of these
antecedents and covering classical Arabic text. This corpus can be useful for
applications in Modern Standard Arabic (MSA), will enable researchers to find
patterns and rules to build new anaphora resolution approaches, and can be used to
optimize, train, and evaluate existing approaches.

[65] proposed SPARQL an ontology semantic approach to extraction of
knowledge from holy Quran. In this approach, the system reformulates the question
to use it against the Quran ontology stored and annotated in the knowledge base.
The ontology consists of noun concepts and its relationships. If the query matches
the relevant answers, then return the answers which is verses.

However, there is a lack in question answering systems for holy Quran, but
there is only one system, which is Albayan (according to my knowledge).

[26] propsed an Arabic question answering specially for holy Quran. The
system has three main stages: input the question to make the preprocessing and
analyzing the question to classify question. In the second stage the relevant verses
retrieved semantically offline using Quranic data. Finally the answer extracted from
the relevant verses and their Tafseer (the general meaning of this answer). Many
preprocessing were done for the question and results such as tagging by POS,
applying morphological analysis by MADA (Morphological Analysis and
Disambiguation for Arabic), question classification done by rule-based approach; the
system uses an SVM (support vector machines) classifier for training data from a
corpus of questions and its relevant answers. Also, they proposed a new taxonomy
for named entity recognition NER, which is a subtask of answer extraction to define
concepts, names, and locations. Lastly, they constructed an Arabic Question
Classifier. Evaluation results display that the overall system can reach until 85%
accuracy, using the top three results. However, the classifier cannot determine the
correct answer if the type of the question is of the second type (when we use question

begins with the verb to be).
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3.4 Chapter summarization

This chapter revised the related work for question answering system in three
areas: general question answering system, Arabic question answering system and

question answering system applied in the Holy Quran.
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4 Chapter four Arabic language and holy Quran
Now a days, natural language processing takes palce in computation. Some of

Latin languages take attention earlier and reach maturity, but Arabic language has
taken attention in the last two decades for its importance. Also, Holy Quran which is
written and cited in Arabic language also take place for its importance. This part of
the thesis, explains Arabic language and its characteristics, challenges, ambiguity,

Holy Quran, its role to save Arabic language, and its sciences.

4.1 Introduction to Arabic language
The Arabic language is a Semitic language[66], it is one of the official

languages of the United Nations[67], depending on [68] it is ranked as fifth language,
it is spoken and written by over 300 million person in the world[30]. It is used
diacritics " the orthographic convention of leaving out short vowels and other
distinguishing marks in written text"[69] which can change the meaning and
pronunciation. Also it is the language of the pre-Islamic poet[70]. Also it (classic)
doesn't change more than 50 century[71]. It can be classified into three
categories[28]:

1. Classical Arabic: Classical Arabic or Quranic Arabic is the standard form of
the language used in the holy Quran[72], the Scripture text for Muslims. In
general it used diacritics and some symbols to make reading of holy Quran
right and precise.

2. Modern Standard Arabic: it is more familiar and formal format of the
language in all Arabic countries which is used in most conversations. It is
used in education, media, newspapers etc.

3. Colloquial Arabic dialects: where each of the 27 Arab countries has their own
dialect. Dialects aredifferent from country to another and from region to

another region in the same country[30].

4.2  Arabic language characteristics
The Arabic language has many characteristics, general and grammarian

characteristics in this part we will discuss some characteristics depending on these

two categories:
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4.2.1 Arabic language general characteristics
Many studies were done, but [73] explains the following characteristics:

(@) Arabic language written from right to left. .
(b) It has three numbers: singular, plural and dual.
(c) Ithas two genders: feminine and masculine.
(d) Arabic words formed from roots which are triconsonantal and
Quadriliteral roots.
(e) Gender affects to nouns and adjectives.
(f) The feminine nouns accept masculine numerals and vice versa.
(g) Suffixes and prefixes refer to the complete actions in the verbal tense.
(h) The suffix "ta" refers to grammatical gender "feminine".
(i) Richness of vocabulary.
Other features explained by [74]which are:
(J) There is no complete formal description of Arabic language.
(k) Arabic language is inflectional language.
(I) Arabic word can consist of particles and affixed pronouns.
(m) Arabic high syntactical flexibility.
Also [75] states the following characteristics:
(n) Arabic dialects vary depending on geography and social factors.
(o) Itis the language of Quran.
Other features are in Arabic script explained by [76] which are :
(p) Cursivity: The Arabic word letters stuck with each other, this lead to
increasing the number of forms of Arabic letter.
() The shapes of Arabic letters changing from position to other(isolated,
initial position, medial, and final.
(r) Arabic character width is variable, in spite of they don't have capital or
small letters.
(s) Some Arabic letters that have diacritical points.
(t) Hamza is used as vowels in Arabic language.

(u) Arabic language uses diacritics to explain vowels.
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4.2.2 Arabic language grammarian characteristics

In general, Arabic words classified into three main categories: Nouns, verbs

and particles, each with its sub categories.

4.2.2.1 Nouns categories
Arabic nouns are divided into main categories such as:

¢ Definite or indefinite : The definite nouns categories are :

1. The Proper Noun . alall

2. The Definite Noun with (AL ..) db <zl aud),
3. The Pronoun el

4. The Relative Nouns 4 sea sall slaw¥),

5. The Demonstrative Nouns s iy! sleu,

6

. The Indefinite Noun added before a definite noun from the above.

A na S,
7. The Noun Addressed by (Yaa) (L) = w2l
e Gender : nouns gender categories are:

1. Masculine.

2. Feminine.

e Number: nouns numbers categories are:

1. Singular.
2. Dual.
3. Plural.

e Derivation: all nouns are either

1. Not derived and nothing is derived from them,
2. A source of derivation (also known as a gerund), or

3. Derived from a gerund

4.2.2.2 Verbs categories

aliadll

In general Arabic verbs based on a set of three, four and five characters as the

roots of the words which is fixed and derived verbs. It has many categories, but the

main category depends on time: past present and imperative. But when we use

vowel we change the grammatical function: gender, number, person and voice. Also

49



can be classified as: genders (masculine, feminine), sound and weak, voice (active,

passive), and numbers (singular, dual, plural).

4.2.2.3 Particles
We can divide particles into the following: preposition particles, the particles

that resemble verbs, conjunctions, particles used for alerting, vocative particles,
particles for affirmative answers, particles used for negative answers, extra, particles
that introduce an explanatory sentence, gerundival particles, particles use for
prodding, the particles used to indicate the nearness in time or certainty, conditional
particles and interrogative particles.

4.3 Arabic natural language processing (ANLP)
Natural language processing for the English language started earlier and reach

its maturity depending on the researches done in this area, but with the Arabic
language it is different, in the last three decades Arabic natural language processing
take place in Arab worlds and some universities and scientific institutions of
Western. There are many motivations for Arabic natural language processing, [71]
explains four motivations which are:

1. Transfer of knowledge and technology to the Arab World.

2. Modernize and fertilize the Arabic language.

3. Improve and modernize Arabic linguistics.

4. Make information retrieval, extraction, summarization, and translation

available to the Arab user.
Also, there are other motivations such as:
5. Computation of Holy Quran and Sunnah.
6. Designing tools for Arabic natural language processing.

7. Designing a good Arabic search engine.

4.4  Arabic language challeneges
Many challenges facing Arabic language. Many studies were done in this

part, but one of the important studies that one done by [71] which states that: there

are two types of problems: social and linguistics structure. These problems are:
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1. The first problem was: the foreign names when it's written in Arabic there is no
consistency such: "Washington could be spelled ¢ Ghisd 3, "Ghidl " | fohaisdl ")
. 1 s o h‘)l, 1. i . h‘j lll.

2. The lack of Arabic named entity recognitions.

3. Arabic language is structured and derivational language.

4. Arab peoples using their local dialect at home and within the community.
5. Using of diacritics instead of dedicated letters to represent short vowels.
6. Arabic letters can be changed depending on its position in the word.

7. The Arabic names do not use capital letters

8. There are no symbols used to identify sentence boundaries.

9. The conflict of using diacritics in Arabic text.

4.5 Arabic language ambiguity
An ambiguity concept in linguistics means one word has two meaning or

more, or one pronunciation or more Ambiguity in language is one of the important
research area in computation linguistics. Many studies of the ambiguity were done,
but one of the important studies done in Arabic language done by [77]which state
that there are levels of the ambiguity (in linguistic domains; phonological,
morphological, syntactic and semantic levels), another taxonomy of ambiguity
mentioned by [78], those types of ambiguity are: syntactic, lexical, structural,
anaphoric (repetition of a word or use of a linguistic unit, such as a pronoun, to refer
to the same person or object as another unit), ellipses(omission of a word or words) and
semantic, also [71] added and explained another type of ambiguity which is
Constituent boundary ambiguity. Also [67] states one of the important features that
Arabic language doesn't have , which is capitalization property; which specifically
impacts and confuses the recognizable proof of the Arabic Named Entities. We will

focus on morphological, syntactic and semantics levels.
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45.1 Arabic language morphological ambiguity
There are two strategies to deal with a morphological level, which are stem-

based morphologies, and root-based morphologies. One of the main problems in
Arabic language coputation is a morphological problems, because until now there is
no good solution specially in POS taggers , syntactic parsers, and machine
translation[77]. In the following part, we give some examples to explain some
morphological ambiguity in the Arabic language. [77] explained the sources of
morphological ambiguity which are:
1. Changing in the orthographic operation produces inflected form that can
belongs to two stems or more .
2. When we double sounds in the same lemma, it pronounced but not written.
3. When we use diacritics, it can change the meaning of the same word.
4. Adding some prefixes and some suffixes can be homographic with each
other.
5. Adding some prefixes and some suffixes to the word can produce an original
homograph.
6. Uninflectional words (homographs) can give different meanings.

For more details return to [77].

4.5.2 Arabic language syntactical ambiguity
Syntactic ambiguity concerned with sentence structure, most studies in

Arabic language ambiguity were done in morphological ambiguity, but there are
some studies in syntactical ambiguity, one of these important studies that one made
by [79] which explains the source of difficulties in Arabic parsing, these difficulties
are:
1. Arabic sentences are complicated and long.
2. The sentence structure is complex because there are some factors
affecting such as: grammatical relations, order of words and phrases.
One of the main problems is sentences order, [80] clarified that the basic
order is VSO ( verb, subject, object ), and VOS, SVO, and VO orders are also

possible.
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4.5.3 Arabic language semantic ambiguity
[78] explained that "Semantic ambiguities coming frorn polysemous

lemmas", this phenomenon is called [81] lexical semantic ambiguity. [82] explains
many models were done for semantics Ambiguity and those models made mapping
word matching one word and this wrong. Also [83] explained that ambiguous words
have multiple entries within a lexical network. Also [84] explained the role that
semantics plays in Arabic language processing in the relationships between words,
he stated some of the important relationships between words which must be
considered, these relationships are: synonym <l il antonym sl hypernym
Ja¥l | hyponym ¢ &I, holonym e s sis3i |, meronym & > 5 and the type of word
(POS).

454 Some of the proposed solutions to resolve the problem of linguistic
ambiguity in the Arabic language

There are some proposed solutions for language ambiguity in general and
particulary in Arabic language, there are general solutions explained by [78] those
solutions are:

1. Lexical ambiguity: it can be solved by the syntactic analyzer.

2. Syntactic ambiguity: it can be solved by the semantic analyzer.

3. Structural ambiguity: it can be solved by the semantic analyzer.

4. Anaphoric ambiguity: it can be solved by syntactic analysis within a
sentence.

5. Semantic ambiguity: it can only be solved at the semantic level.

Also [85] mentioned the morphological problem can be solved by rule-based
or stem-based and finite state morphology. Also [86] mentined that a lexicon has
two features : syntactic features to resolve syntactic ambiguity and lexical features to
resolve lexical ambiguity. Another solution for semantics ambiguity is presented by
[78] which is used graph to represent each word and to retrieved from semantic
lexicon. A new methodology designed by [65] which ontology for concepts.
Another solution used in question answering system is mentioned by [87] which
states that some systems exploit general taxonomy for question (who, where, when,

etc.) for semantic classes.
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4.5.5 Arabic language tools

Arabic language is one of languages that rich in traditional resources[84], but

there is a lack of Arabic digital language resources[88], and most of these tools

designed for Roman language and suitable for Arabic language[89], and the

computational community take advantage of building theses resources[66]. These

resources are intelligent and non-intelligent [90]. Also these resources are available

internal or external[91]. Many Arabic language tools were proposed, we will explain

some of these tools (Most of these tools mentioned above in pages 11-12 ) in the

following part briefly:

1.

2.

Stemming: is the process extract affixes from the word, many stemmer were
developed for Arabic language such as: Khoja stemmer for root extraction
and light stemmer for removing prefix and  suffixes[92].
https://sourceforge.net/projects/arabicstemmer/files/latest/download

Corpus: It is a collection of examples in real world texts, one of the
important corpuses is KSUCCAJ[93] which is designed by King Saud
University and KACST [94] which designed for King Abdulaziz City for
Science and Technology.

http://arabicorpus.byu.edu/

Arabic Part of Speech Tagqging: Arabic language word carries clitics and

inflectional[95] for this we use Part of Speech Tagging (POS) as in the
Avrabic word L& siSk s (wasayakolonaha) the root is JSI akl and it consists of
following : a conjunction, a future particle, an inflectional prefix the verb
stem, an inflectional suffix, and a pronominal object.
http://nlp.stanford.edu/software/stanford-postagger-full-2015-12-09.zip
Arabic word net: We need to use a tools to to deal with Arabic word dis

ambiguation, which is defined as "the task of automatically assigning a
meaning to an ambiguous word in a given context" [96]. More than 40
wordnets (WNSs) were building[97]. For the Arabic language Arabic word
net is built based on Princeton WordNet for English[98]. One of the
important application in this area is Word net Browser [99] is a Java stand
alone application used to searching for concepts and to modify data from

lexicographers.
54



5. _Parser: parsing is the process of analyzing sentences or string of symbols by
using grammar rules. It consist of three parts: lexicon, morphology, and
syntax[100]. Many parser were vailable, but one of these most used parser is
Stanford parser , which is available in:

http://nlp.stanford.edu:8080/parser/.

6. Treebank: it is a text f corpus that annonated to explain syntactic and
semantic structure. One of the important Treebank is Penn Treebank[101],

which is available at: https://www.cis.upenn.edu/~treebank/.

7. Spell checker: it is the process of checking the words characters are right or
may be wrong, many tools were built such as:

https://www.spellchecker.net/arabic_spell_checker.html.

4.6 Holy Quran

4.6.1 Introduction
Holy Quran is the word of Allah, carried by the angel Gabriel to prophrt

Mohammed 1355-1378 years ago[90], it is written in (C 600. CE) in classic
Arabic[102]. It is the centeral religious text of islam [103]. [68] mentioned that it is
the source of religious legislation for Muslims.Holy Quran contains many knowledge
which ranges from Humanities such as history, legal and law such as moral and
science[63]. It cosists of 114 surah (chapters) and 2636 Ayah (verses)[65] and varies
in length [104], it is made up of 77,430 words [105], it is divided into 114 chapters
which and each surah has its name [106]. Muslims peope take their inspirations and
beliefs from two sources: the Quran and Sunnah[107]. Also [108] states that all
Muslims should recite Holy Quran in Arabic language regardless of their native

language.[67]

4.6.2 The role played by the Holy Quran to save Arabic language
The main language of the Holy Quran is the Arabic language. Holy Quran is

the miracle of the prophet Mohamed (peace be upon him), which challenges the
Arabs to produce the like of the Quran, or Surah or one verse, and they could not so

far. [109] explains that Holy Quran save Arabic language and stated that Arabic
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language is a live language because it's resistant to the causes of extinction and to it
coincided with the evolution of semantics add to their wording.
An other one mentioned that[110]: there were no languages immortalized by

its book, but only the Quran, which is immortalized the Arabic language.

4.6.3 Holy Quran sciences
Many sciences of the Holy Quran mentioned by [111] Those are: recitations,

interpretations, scientific Mutoon, memorization,etc. Many books written in Holy
Quran sciences, and each one categorized it into many chapters depending on many
characteristics, these cataegorizations in general are the same, but there are some
omission and additions in each category by the authors. Here are some refrences and
categories, and their sciences:
1. bl o sail) 4l 5e (e 0 sledl 181 50 50 types of sciences.
2. S0 A A ke 4 ola ) 47 types of sciences.
3. el gl asle 8 lasy) 80 types of sciences.
4. Age oY G asle gluay) s sl 30 154 types of sciences.
These categories are classified depending on many characteristics. We can
explain some of these types depending on category 1 [112] such as:
1. The reasons for the descent of the Quran and its times and its Proceedings
such as: Mekki S«!' which is a descence in Makkah, Madani ! which is
a descent in Madinah, on travel, on urban, at night, at midday, the first decent
and the last decent, etc.
2. The Sanad xdl: it is the science of the way leading to the Matn(ls what
ended up talking to him said or done or report to the Messenger of Allah in
Islam Mohammed bin Abdullah). There are many categories such as:
Frequent sl sidl, the ones 3., abnormal 3L, narrators 8,
3. Performance in reading such as: stopping <&\, starting <)<Y, slurring aleay),
Hamza » <&,
4. The Words: Strangely <ual, inflected <<, common & jadl,
synonyms <iéal il metaphor jlasl! | simile 4w,
5. Meanings related to judgments.

6. Meanings related to words.
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4.6.4 Holy Quran applications
Last decades holy Quran takes attention from scholars ( computation,

linguistics and Islamic scholars), but until now there has been a lack in scientific
Islamic and holy Quran application, in the following parts we will explain some of
these applications briefly.

The first application is project Ayat (<) *, which is designed in for King
Saud University, designed for PC, mobile and social media Facebook and twitter. Its
resources were grouped from multiple sources. It has the following features: search,
Quran interpretation, listening to the holy Quran. Its main problem is the meaning of
words and verses are not revised.

The second application is Quran flash> which is designed by volunteers and
then commercial. It has characteristics of using many types of reading Quran
(Qira‘at), many types of Mashaf (Madinah and Makkah), display the types of
chapters (Mekki or Medani graphically) and one of the important characteristics is:
zoom.

4.7 Chapter summarization

This chapter gives general introduction to Arabic language and its
characteristics, Arabic NLP, Arabic language challenges, Arabic language ambiguity
and some proposed solutions, Arabic language tools. Also Holy Quran investigates:

its roles to save Arabic language, its science and applications.

¢ http://quran.ksu.edu.sa/index.php#taya=1_1&m=hafs&qaree=husary&trans=ar_mu.
> http://www.quranflash.com/books/Medinal/?ar&aff#
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5 Chapter five: The experimental design and results
Our main goal of this thesis is to build question answering system for holy

Quran, that can help Muslims to find answers from holy Quran, and to enhance this
system to find good results to help researchers in this field.

In this part, explains tools used, methodology, building corpus, building six
prototypes each one have some characteristics different from others, and discussing

results.

5.1 Tools and methodology
Many tools and applications used in this project. These tools are

5.1.1 Java programming language
Java is one of the important programming languages and computing platform

for many applications. It's released by Sun Microsystems in 1995. Many
applications use Java specially web application high potential in the field of
programming web, games, databases, and many other applications. It has many
compilers and editors such as text pad, Eclipse platform, and NetBeans platform. In

addition, Java has the following characteristics:

e Secure.
e [ast.
e Reliable.

e Java works in many machines such as laptops, datacenters, game consoles,
supercomputers, cell phones.

There are a lot of applications and websites that will not work, unless you
have Java installed, and more are created every day. From laptops to datacenters,
game consoles to scientific supercomputers, cell phones to the Internet, Java is
everywhere!

We use Java program to connect with Microsoft access to search and retrieve
the required information from (verses from chapter or the relevant files which
contains the required information) the database or the files from the directory to the

user interface.
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5.1.2 Microsoft Excel
Microsoft Excel is an electronic spreadsheet program. It has replaced Lotus,

which is the industry standard spreadsheet earlier. Excel is part of Microsoft Office.
It used for storing, organizing, and manipulating data. It consists of one or many
sheets. Each one is a table that contains cells, and each cell represents the
intersection of a row and a column. We used it for storing, organizing and
manipulating data for building our corpus. In addition, we use it to build some charts

and some important calculations.

5.1.3 Microsoft Access
It is a relation database engine produced by Microsoft with graphical user

interface and software development tools. It is a part of Microsoft office tools.
Access supported many programming languages such as Java and visual Basic. It
used for storing and manipulating many types of data.

In this project, it used to store our questions and their results (chapters and
verses) , then the user can access the right result for the query after many processing

needed by a Java program.

5.1.4 Lucene search engine
Apache Lucene is a text search engine with high performance, full search

featured library written in Java, it is suitable for nearly any application that requires
full-text search, especially cross-platform which is an open source project available
for free . It can be enhanced and modified depending on user user requirements to be
more efficient. The project used it to stem words and designing patterns to enhance

the results of search.

5.1.5 Diagram designer
Diagram Designer is a soft ware that helps in creating flowcharts, diagrams.

It has many features of easy editing, object manipulation free and customizable.

5.2 Building data set for holy Quran questions and answers
Our first task was extracting an example set of questions and answers from

the Holy Quran (Surat Al-Fatiha and Al-Bagarah Chapters) to be the core of a
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question and the answers corpus to be used as a gold standard corpus. Frist part

explains the main and general steps of designing the corpus and then more details

5.2.1 Procedures of collecting data:
This corpus collected and prepared from many resources, many steps were

done, these processes are:
1. Collecting questions from real users.
2. Collecting questions from the internet.
3. Combining the two groups of questions in one resource Microsoft excel.
4. Collecting answers from AlFatihah'h and AlBagarah verses from 4ual Casias
2smlall Hasll 4 gall,
5. Combining all these data set in many sources: first one: each verse in a text
file, second one: Access database containing the verses, answers, some other

details, third one is csv file.

5.2.2 Types of data:
The data type is text collected from the internet and written text from real

Uusers.

5.2.3 Clean the data:

The data were collected, have many problems ,which are: writing Holy Quran
verses use diacritics to clarify how to read this verse, Holy Quran uses special
characters, also data collected from internet uses some time English characters in
Arabic texts. To solve these problems, many processes were done which are:

Removing diacritics and some symbols were removed using Microsoft Access
tool Find and replace which is found in editing part: some characters replaced
with others such as | with ), some English characters were removed from the text
such as : u, some diacritics were removed by using find the diacritics and replace

it with nothing.
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5.2.4 Details of building corpus:

This work was done by reading the holy Quran and devising suitable
questions relating to each verse and its answer, which is the verse number in this
chapter or any other related verses number(s) in other chapter(s). These questions
and answers written in Excel spreadsheet, see table [1]below.

Table 5—1: Quran QA spreadsheet header

?ﬁ)j‘ d\}u}” 3)}»&3\ 4.33!\ 3)}.&&\ (;5)

Question
NO hapter | Verse | Chapter

No

Our example dataset contains 215 questions and more answers because
several verses can be answers to one question. Also the last column is for comments
to explain some verses when it needs more explanation to be clear. These questions
were then validated and revised in Gabrah College by Islamic and Arabic scholars.
Table [2] has some examples from the validated spread sheet.

Table 5—2: Quran QA sample after expert validation

AU Jisad) 3y ead) [ ALY
1| Sl gl 1 2

2 FAaTal 3 g A S Sl lba a1 2-3-4
99 | feluall i o 2 222

104 | $ dybanlsdapn oo el Jasll da | 2 228

210 | Sliiil 84 ol agan e o i Laalay da | 2 284

A second example Quran QA dataset containing 47 questions was extracted from an
Islamic web site. In this source there are some problems in presenting data, as it used
some English letters like r and U. We extracted the questions and related answers

from the website as illustrated in Table [3].
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Table 5—3: Quran QA sample from WWW

B Jlsad) Sl | A9
1 ¢ Al il 8 L 1 1-2-3-4-5-6-7
7 €5 kel 21533 08 O 2 25
s af byl g8 Ry A
16 0 grau) (“ﬁﬂ‘ eJSS\ U\ é | sia
RGP (JS oA 2 55

ol ) Apay il 3Ly 02V Y
21 o sy dpa g SIS g€ oY Y 2 132

Finally we combined the two sources in the third spreadsheet containing 263 Quran
questions and their answers. This spreadsheet was sorted by verse numbers. It was
easy to check there is no duplication here because we only covered two chapters of
the Quran; but if we continue there may be duplications and so we may need another
column as a cross-check key to show the chapter number and the verse or verses.
Each answer that includes more than one verse was marked in the end of the rows.
With the combined spreadsheet the data was processed as follows:

To differentiate the two different sources we changed the font type and size as in
Table [4].

Table 5—4: Differentiate between sources

Caaall pal 1 ]2
Cadd g quy gl Y Ayl QLS g8 La 2 |2

If the question and its answers are found in both the two sources: colored yellow as
in Table [5].

Table 5—5: repeated ansers and questions from many resources

16 ¢ sl d2e L 2 29 5

63



If there are two questions repeated and followed by another two repeated questions

we colored first yellow and second blue as in Table [6].

Table 5—6: double repeated question from different sources

16 ¢ ) ganad) 22e La 2 129 | L%
17 | S s 4l Ao 13 2 (31 | o5

L el T3a (S Al s
18 | ¢ASOL e 2 |31 | s

If there are three questions repeated from the two sources but the second and the
third interleaved in spreadsheet sorting we colored them as yellow and blue and red

as shown in Table [7].

Table 57—: Three repeated question from different resources

34 |2 ¢ ool an ol 531 8 e 20

34 2 adlud) Ade ad¥ 3 gy Mad Al jal (228 ) 54} (1a 21
22
23

24
25

Finally we add a new column for verse English translation by Abdullah Yusuf Ali,
who "was a British-Indian Islamic scholar who translated the Qur'an into English.
His translation of the Qur'an is one of the most widely known and used in the
English-speaking world. He was also one of the trustees of the East London

Mosque." Our final version of the Quran QA corpus is illustrated in Table [8].
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Table 5—8: the last table for corpus.

- ST R
J) ) QY el Translation Lo B gl |3 gl
4
Bogm ) gA%}S\ In the name of Allah, Most
YEH | p Ol Gracious, Most Merciful. |1 1 danlal)
. | Praise be to Allah, the
u) dﬂ 2all | Cherisher and Sustainer of
2eall al Caallad) the worlds; 2 1 daslal)
4 claa sl
G @y Al | RN Most  Gracious, Most
daddll 3 ) pu an ol Merciful 3 1 dalal)

5.3 Proposed Arabic question answering system conceptual framework model
Depending on the features of the Arabic language and its characteristics (mentioned

later), we propose the following framework, which uses data flow diagrams designed
by Diagram Designer. It has many processes which must be applied for each
question. The framework is very simple and clear. It uses many semantics and

syntactic approaches and it can be developed.

5.3.1 The natural language processes in the model
The model has many linguistics techniques which must be applied for each Arabic

text in question answering system figure [1], these natural language processing are:

e Tokenizer: it used to tokenize each sentence to words to be the key word for

search.

e Replacer: it used to replace character in a place of another character such as |

with ).

e Remover: to remove some symbols such as: (,), and diacritics such as : &, &

2
[ |
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e Stemmer: it is used to produce related words to the key word by adding some

pattern to the word to expand the query.

5.3.2 The process steps in the model
The following parts explain process steps for this model.

e Input user question: to read a question from user in natural language.

e The question checked in the database question to check if this question is

entered before?

I. If the answer is yes, then the system retrieves its answers from answers

database and display it.

[l. If the answer is no, then the system store the question in the question
database and index it. Also the system must do the following processing:

1) Tokenizer: to split the question into words to be key words for searching.

2) Question classifier: to classify question in many categories depending on
many characteristics

3) Stemmer: is a technique used to remove additional characters from

inflected or derived word to its original word stem (root).

4) Replacer: is the process of replacing some character with another, such as: |

with Jin Arabic language.
5) Remover: to remove some characters, diacritics, symbols, and signs.

[1l.  After these processes, the system processes the query words to expand it
depending on many resources such as: dictionary, corpus, thesaurus, and new

patterns.

IV. The system displays the words of last query to check by the user to select
the suitable words for the query by removing the unwanted words.
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V. The system uses these words to search for documents internally in a corpus

(off line) or externally in web resources (on line).
VI. The system extracted answers from documents and ranked it.

VII.  Answers displayed to check it if valid index the answer and store it in
database answers. Else terminate.

— _-"--..-.H'\-H_
“Tser Question  |————— e eek Th'}f 165
‘Calastion [n&8

NO -
Questionin
DB And Inday |
3
Question j ——
. ,'I IK'
Preprocessing L pDispiay Ansiel) ;[ Terminator ‘
] / —
= i

\ i 1

e

Any Other New | | Cuestion

| i Stemmer || Tokenizer Remover
Preprocessing | | Classifier Replce

One. | [
Intemet
(orpus
Y. i Y.
Query |, (uery Words Search
Expansion Documents
I — e
\ Ll 1 Word
Any Other e . . N New Remorer
: | '{Dictionary | [Thesaurus| Corpus
Teprocessin Patterns Yes
L
, H v L* L* [ Qyuery Rl
Formalized Query After Expansion — Wods —» Fu >

\ofr S gy

Figure 5—1: The proposed framework for Arabic question answering system.
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5.3.3 Framework characteristics
Many characteristics distinguish this framework such as:

1. This framework has the three main parts of the question answering system query

processing, document retrieval, and answer extractions.

2. Also, it has the ability of interaction with users to make the system easier.
3. Other characteristics this framework can be used for information retrieval.
4. It can be extended by adding other features and NLP methods.

5. The framework can be applied in many areas such as: a question answering
system for Holy Quran, a question answering system for communication systems for

customers help.

6. We can use the framework to build many corpuses for each area by adding any

new data.

5.3.4 Drawbacks of framework
The framework has the problem of heavy load if we apply all these

techniques, also in query expansion, there is also another load.

5.4 Building prototypes for question answering system
In this part six programs were built(prototypes), then making comparison

between these prototypes and discussing these results. Also enhancement done for

these programs and make another comparison and discuss these results.

5.4.1 The First prototype
We built our prototype using Java standard edition version 8, the following

figure[5-2] explains the main steps .
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user /| ng query words and /| some
|
|
|
|
|
|
|
|
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Figure 52—: main processes of prototype 1

The system involves the following steps:
1. The input string (user query) is tokenized into a string for each word.
2. Use tokenized strings as keywords for search.
3. The tokenized words are stored in an array of string
4. Then the tokenized words are compared with the database (after making the
connection and storing their fields in variables), each one with the all words in the
record; if any word matches then display the record.
The system works as follows:

1. Accepting a question as in figure[5-3].
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r Input ﬁ1
@ G g fid
|

|=.:—1-j- =) g

0K Cancel

Figure 5—3: Entering the question form

Then the above processing steps must be done as follows:

2. The string is tokenized into words.

3. Using the tokenized keywords for search.

4. Then the tokenized words are compared with the database, each one with the all
words in each record (verse). If any word matches then display the record. This may
lead to unnecessary results as in the following figure [5-4] (only part of result).

5. Also at this stage if we use Modern Standard Arabic in our question which is the
standard language in use today we may not find direct matches to Quran verses (we
can use the English translation and the question as an evidence) because verses use

diacritics. If we search about: 8! .l there is no result as in Figure [5-5] and [5-6].

Sl 5 28541 &)
) 8l 0 Ly i 5L o i 80 ¥ )y 4K
[The, Messenger, believeth, in, what, hath, been, revealed, to, him, from, h

i el J 286 43 &

W ) L () e i LS 1) Wl (L5 Y LT 3 L ) LS5
[On, no, soul, doth, Allah, Place, a, burden, greater, than, it, can, bear., It,

151 = uUl;W e
BUILD SUCCESSFUL (total time: 15 seconds)

Figure 5—4:results without removing diacritics and stop words
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rInput u

i g il Jash

"~

;j__:ijl \"_-.JI

OK Cancel

Figure 5—5: The question input

' ——
Message

= E

® hal gy

OK

Figure 5—6: The relevant answer to the above question

6. To solve these two problems we remove some diacritics such as: ("¢ .¢ ¢ "¢ ¢ "¢ ¢ &
") and some stop words such as : (e «S¢ oee W); this enhance the system results
such as in Figure [5-7] and [5-8].

rIn;:uui u
@ i g il sl
|

|A.'—1J' el e

0K Cancel

Figure 5—7: Another input question
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sl 3 gul 160 43 4
H;Jjuugmu}*lwyuﬂjun}mjw_au uyudmwj

[Except, those, who, repent, and, make, amends, and, openly, declare, (t

sl 3yl 163 431 4,
a3 VA T S 4 &
[And, your, Allah, 15, One, Allah., There, 1s, no, god, but, He,, Most, Gra

S=allaYiae
BUILD SUCCESSFUL (total time: 30 seconds)

Figure 5—8: The answer after removing stop words and diacritics

7. We notice that the number of results becomes 5 instead of 151. Also if we
removes punctuations from verses as well we find results instead of no results as in
Figure [5-9] and [5-10].

rInput ﬁ1

s Pl i
|3r- Al |
OK Cancel

—

Figure 5—9: the last question

’.)'”J' UJJIMI 255“4\}\?3_)
L}ud%\}j%lﬂjwmduLnAIJ‘UJlJ\JHJJLﬂ.w*JJ. ‘Jd.udaﬂ.ﬁujk:
[Allah., There, 15, no, god, but, He,-the, Living, the, Self-subsistig,, Ften

| =Yl 2o
BUILD SUCCESSFUL (total time: 13 seconds)

Figure 5—10: the result after removing diacritics and stop words and punctuation

72



A number of observations can be summarized as follows:

e Tokenization is a very important stage because we need to make comparisons
between each word in the question and each word in the verses.

e Removing stop words and diacritics increases the efficacy and efficiency of the
system.

e The link between the answers and any other fields in the database table can
decrease answers; for this we remove the question as evidence in search, but we can
add another field to increase the efficiency such as J.s ) .

e The system needs a lot of memory because it uses a lot of strings and arrays of
strings; the system stores the entire Quran QA database in memory.

e Finally, we summarize the results in table 9, which shows the increase of the

matching answers after removing diacritics (little) and stop words (more).

Table 5—9: Table of first comparisons

question Number of results recalls and its percentages
No removing | removing | removing | removing
Stop  words | Stopwords | diacritics | Stop  words
and diacritics | only and diacritics
pll a8 (e 0=0% 0=0% 151 =3.3% | 5 =100%
Who is the Most
Most  Gracious and
. Merciful
il sl (a4 0=0% 0=0% 163=4.2% | 7=85.7%
Who are the children
of Israel
pall 2 Lo 0=0% 0=0% 70=2.85 2=100%
What is fasting
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sl a1 s (1 0=0% 0=0% 147=0.68 | 1=100%

Who is living and %

subsisting

5.4.2 The second prototype
The second prototype depends on indexing, which used by Lucene search
engine. The system search through our corpus, which contains the following files

(Holy Quran: Al-Bagarah and Al-Fatihah chapters, verses of each chapter).

Searches using Lucene search engine packets, which is used reverse indexing which
indexes words in files and give each word index to tag the words and files that
contain these words , table 10 give examples of indexing process in the second

prototype:

Table 5—10: Example of indexing some words by indexing sytem

Word Documents contains the words
el 1-1txt, 1-3.txt, 2-163.txt

1-1.txt, 1-3.txt, 2-37.txt, 2-128.txt, 2-160.txt, 2-163.txt, 2-182.txt

el
2-192.txt, 2-199.txt, 2-226.txt

&l 2-150.txt, 2-189.txt, 2-196.txt, 2-197.txt

odasiall | 2-36.txt, 2-168.txt, 2-208.txt, 2-268.txt, 2-275.txt

Also , figure[5-11] shows part of the indexing result of verses files.
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adding C:\Users‘\adany'\Desktop'\projectialfateha'\2-91 .txt
adding C:\Users'\adany'\Desktop\projectialfateha'\2-92 txt
adding C:\Users'\adany'\Desktop\projectialfateha'\2-93 txt
adding C:\Users'\adany'\Desktop\projectialfateha'\2-94 txt
adding C:\Users'\adany'\Desktop\projectialfatecha\2-95 txt
adding C:\Users'\adany'\Desktop\projectialfatecha\2-96_txt
adding C:\Users'\adany'\Desktop\projectialfatecha\2-97 txt
adding C:\Users'\adany'\Desktop\projectialfatecha'\2-98 _txt
adding C:\Users'\adany'\Desktop\projectialfatecha'\2-99 _txt
3627 total milliseconds

BUILD SUCCESSFUL (total time: 8 seconds)

Figure 5—11: The indexing of holy Quran verses (Al-Bagarah and Alfatihah )

The following figure displays the second prototype processes as follow

I Replaci

Insert —:J\ Tokenizi Removing: stop J\ ng
user —E—l/ ng query wordsand | some

| e Use 11

Preprocessin /
pste ) g patterns to Generate key
p generate \ words

gy ey g
Compares

each key word <|: Open the indexed

with each files containing

word in the
file kev ward

ye

* Check if there is any matching

Figure 5—12: second and third prototypes processes
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Then the system applies the following steps:
The user inserts its query through the search program as figure [5-13].

Input |— 25—

- = e _\__‘.'l -ﬂ.‘l'_\)—- .-_15.;:

Figure 5—13:Inserting query in second prototype

Then the search program makes many processes for the query, these processes are:
1. Removing stopping words such as (S « s ¢, etc.).
2. Stemming the original words that the query uses to search.

3. Displaying these words after stemming, as in figure [5-14]:

e e 5 1 sa Chawdll ama () )

14 total matching documents

1. Ch\Users‘adanyv'\Desktop'\projectialfateha1-3 .txt
(3) =l B

2. Ch\Users‘adany'\Desktop\projecthalfateha’1-1 txt
(1) pea Dl Gaa Bl ) ala]

3. Cih\Users\adany'\Desktop'projectialfateha'\2-163.txt
(163) =00 Has50 54 W) al) F =5 40) 2550500

Figure 5—14: The main words for the query after stemming some letters

4. Then the system search index to find these words, if it found then the system
reads the file that corresponding to these words and display its contents and as in
figure[5-15].
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8. C:\Users\adany\Desktop\project\alfateha\2-37.txt
(37) s 2 I 58 4 4l U K a5 s 2 B

9. C:\Users\adany'\Desktop\project\alfateha\2-128.txt, )
(128) fan 50 A 30 o) ey Ut 5y all A (58 oyl i ety 6

10. C:\Users\adany'\Desktop'project\alfateha\2-182 txt
(182) iy Dsié atl O adle &%) 308 s llali 3] 58 a2 G A (3T

BUILD SUCCESSFUL (total time: 2 minutes 3 seconds)

Figure 5—15:The result of the query axa i (sl 88 (0

5.4.3 The third prototype
The third one builds by adding new patterns for irregular plural (broken plural

oSl g seain Arabic language) depending on Lucene search engine (second
prototype) applying in Quran verses corpus, in this part we use these patterns( Jiclz
Jeld «Jelss ) instead of one weigh in prototype 2 which is Jel& to increase the
precision of results, because the system return each broken plural to its singular and
use all the words that produced as a new words for searching. We find only one
word in AlBagarah and Elfatihah chapters, which is —u <=3 the plural word is
& Lt then pattern is Jiels for more details return to figure[5-16]. When we use the
word — »=3 which is singular and appeared in AlBagarah chapter verses 164. We
use the query: < a3 zL U Ja in all prototypes we find the following results as in
figures [5-16]:

[ Input lﬁ

Figure 5—16: entering the query "i jai LU Ja"
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1. The first prototype result

YouriQuestion is
et 7Ll s
soadl 5 sl Al 1644_1‘2“,@’
B3 3 Y o5 S i LAl Ty 1T it 505 08 e et G Mt 30 a1 oy AR L G 5L s
[Behold!, in, the, creation, of, the, heavens, and, the, carth;, in, the, alternation, of, the, night, and, the, day:, in,

=cllayl ae
BUILD SUCCESSFUL (total time: 22 seconds)

Figure 5—17: The first prototype result for the query "< qsai zLY Ja"

2. The second prototype result:

n_u_)_ajc'l_udn Do LLMJ\JMJ\}_.J\
2 total matchmg documents

(210) 559! w ) s 3:‘\5* Gy Al plaall o Il 3 0 s v‘; Osoli Ja T

BUILD SUCCESSFUL (total time: 31 seconds)

Figure 5—18: The second prototype result for the query "< pai 7L U Ja"

There are wrong results because Lucene software have less stop words but, for this
we need to enhance by adding some stop and common words that affects in search

and give wrong results such as the Arabic word Ja.

3. The third prototype result: when we use the plural < b= in the query

we find the following results:

4. The first prototype result figure [5-19].

Figure 5—19:The result of question for the word i uai
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5. The second prototype result

bzl de 1 ee deail) oy Jisad)
2 total mafching documents .. . . 3 . S . .
(210) D521 &85 80 )5 DAY Gy 28530 Wil G Il 3350 2500 1Y) 050 A

(164) &slifs o380 5T )W $UE G Raall Ly A5 iy ity 3905 88 B b i an3a 383 Dm0 3 LR 6la e g2 5 0 5 e

BUILD SUCCESSFUL (total time: 16 seconds)

Figure 5—20:The result of question for the word <& jbal

There is an enhancing in results, because when the user enter the query that
has the word b= is plural of «a =i the word is reformulating and give the
singular —u »<=3and used it as a new words added to the query as a key word for this

a new answer appeared instead of no answer in the first prototype.
6. The third prototype result :

When we enter the question the system gives you 2 screens the first for the
query after stemming figure [5-21] and the second for the singular patterns as in
figure[5-22].

Enter quervy:
[ Message @I

@ Searchimg Tor: —& s =iy Jda

O

Figure 5—21: Displaying main query words
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Enter query:
[ Message lﬁ

'.‘%L,.l Searching TOr: o s il jss wi_j el jec b js ©

O

Figure 5—22: The derivatives morphological of the word «i jbas

JUL;ﬁCUJJA'pLLﬂ\mJ\M
tofel mafchig documents 4 .
Al b g0

1) 2 s ot i e i 3 B
BUILD SUCCESSFUL (total time: 16 seconds)

Figure 5—23:The result of question for the word «i: Ll and their derivatives morphological

5.4.4 Some important notices and observations for the three prototypes
From these results we notice that the first system give only one matching result,

because it has many stopping words that decrease the precision of results, the first
prototype removes the words: 2, ~2le= from the query where the second prototype
doesn't remove these words; for this there are many wrong results (37 from38) and
one matching. Secondly, the first prototypes uses database to store Quran verses
where the second prototype uses indexing files and each one contains one verse.
This makes the second prototype faster than the first because the systems scan only
the files that contain the relevant words, where the first scans the entire database to
find the relevant documents. Also the second [6] and the third prototypes [7]
distinguish from the first prototypes by using some patterns that change the plural in
broken plural to singular, also the third one have three patterns where the first one

have only one pattern. These patterns help the system to check if the word in broken
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plural in the weight of: Jeld or Jel& or Jdelé then it returns to its singular.
Unfortunately, in the two chapters were used as corpus AlFatihah and AlBagarah

chapters we find only one verse matching these rules as in the above figures.

5.4.5 Experiments and results
In this part we discuss our experiments, which it judged By Scholars form Jabrah

college. We use 30 question from corpus applied in the three prototypes. The

following tables and figure, explain the results.

Table 5—11: General table results for the three prototypes

Question | Prototype (1) Prototype (2) Prototype (3)
Number

Right Matching | Right Matching | Right Matching

answer answer answer
2 1 1 1 10 1 10
12 0 3 0 10 0 10
13 0 0 0 9 0 9
16 1 1 1 160 1 160
22 1 1 1 165 1 165
31 1 8 1 14 1 14
32 1 29 1 31 1 31
76 1 4 1 12 1 12
91 0 0 1 163 1 163
110 1 7 1 13 1 13
111 1 31 1 36 1 36
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119 1 4 1 18 1 18
121 1 8 1 176 1 176
132 1 6 1 163 1 163
137 1 2 1 164 1 164
165 1 1 0 162 0 162
168 0 7 1 17 1 17
179 1 16 1 162 1 162
187 1 1 1 11 1 11
188 0 1 1 2 1 2
199 0 4 0 10 0 10
201 0 0 0 165 0 165
214 0 0 1 185 1 185
226 1 5 1 6 1 6
238 1 9 1 160 1 160
239 1 6 1 7 1 7
241 0 4 0 18 0 18
251 1 13 1 11 1 11
275 1 13 1 162 1 162
281 1 8 1 48 1 48
Summatio | 21 193 24 2270 24 2270

n
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We use table [5-12] to generate the following tables and charts depending on the

following formula:

Percentage = number of right or wrong answer x 100%

Total number of answers

Table 5—12:Percentages of right and wrong answers

Prototype (1) Prototype (2) Prototype (3)

Number | Percentage | Number | Percentage | Number | Percentage
Total of | 30 100% 30 100% 30 100%
question
Right answers | 21 70% 24 80% 24 80%
Wrong 9 30% 6 20% 6 20%
answers

B Right answers

B Wrong answers

Figure 5—24:Displays percentages of right and wrong answer for prototypel
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Protype 2,3

B Right answers

B Wrong answers

Figure 5—25: Displays percentages of right and wrong answers for prototype2 and 3

We notice that the prototypes 2 and gives a more right answer because they

used stemmer which increase the accuracy.

Table 5—13: Displays percentages of right and wrong answer in matching

Prototype (1) Prototype (2) Prototype (3)
Number | Percentage | Number | Percentage | Number | Percentage
Right 21 10.88% 24 1% 24 1%
answers
Wrong 193 89.11% 2270 99% 2270 99%
matching
answers

Also, we notice that in matching there an increasing in the precision results
and vice verse the stemming decrease the precision of results.

5.4.6 The fourth prototype (Enhanced prototypel)
We built a new prototype depending on the framework proposed in figure[1-

1] and prototypel, to add new features and enhance the prototypel. We use only the
feature of checking the question if it answered or not, if the first choice, the question
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answered directly without many linguistic processes, else applied the linguistics and
search processes if there is an answer display it, else display no answer and save the
question in a file. All the previous prototypes they don't have this feature (storing
the question of the users), but this prototype has this feature. The following figure
displays these details:

’m Removing Diacritics and Special Symbols

v

Tokenizing

Remowe Stop
A QrQ

Key Words

~v

Query Expansion

<Check The Question Type

Question With The

Retrieve Suitable
'"¢—— |Documents Or No
Answers

Display
Verses

Figure 5—26: depicts prototypes 4 processes

The following steps discusses these processes in details.

1. Enter the question and then question stored in a string.
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2. Storing the stop word in string (one line) instead of storing these stop words in
many strings, each one in string ( it takes about 60 line may be increase).

3. Check string is empty or not.
4. We use a function to remove stop words.

5. Removing diacritics such as : &, &, & and replace other characters such as: |
with !, ) with ), which they are stored in a string .

6. Tokenizing the string to words.

7. Check these words with question if there matching then display the answer

directly; else

8. Display no answer and store the question in another file to check by the system

administrator and to build a corpus electronically by different users.

1. First: the system compares between the query and the previous query in the
database, if it found, then the system read the answer directly and display it.

2. Second: if there is no matching question in the database, then the system
checks the answers, if there is any matching then the system display it.

3. The system saves in the file of the questions that have answers and tagged it
with its answer.

4. If the question doesn't have an answer or then the system saves it in a file of
questions that doesn't have an answer to check by administrators and scholars; is
it right or wrong.

AT last, two main files produced from users' questions by the system: the first
one contains the questions that have answers, the second one contains the
questions that don't have answers.

In the following parts illustrates the system work and some contents of the files
by figures.

1. The system accepts the query first in a dialog box as in figure26:
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Figure 5—27: The system asked the user to enter its question.

1. The user insert the question as in figure [5-28]:

Input

Figure 5—28:Accepting user query from the system.

2. The system displays the results as in figure [5-29]:

sk 15 ) 358 D8 ) AT Alaal ) ) G s G ey 4 A5 Uy e

USRI JUURTSPCSREGIN LN 3 (P A PP DR F - SR I

x e iy 280 L 1 (e 3 S0 28 e Al Gy 280 o AT T 06 o pla 3T 13,5 1S it o ghagy a3 helals a2 &) ol
208 Gl o ety o B0 508 2150 08 Sy AT 0T 08 Sy 0 s 5 ) 08 8 50801 405 B el s 6 ) 5
£ A58 ke Jas R e (b Bl Ba0a I o Ben A8 g B G By T 8 BT A1 08 el R0 S 1T S e
ATl LIS B 4 e I lalS 455 (e ol A

el iy SN Ctie )85t 2 S D i e 08 LA ol L e 0l G il AT (305005 el 10 15 () S el U

B3 Te A e Jin 08 e e 7 o) G e ) (e Aai 845 08 o8 Gl 005 I 08 e Ala0 08 (51 (2 S T S5 e

Figure 5—29:The result of the question in figure two
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5.4.6.1 Challenges
Some challenges facing us, but the main problem is caused by the

orthography of holy Quran, especially that symbols used as diacritics instead of the
character such (pointed by arrow as in the following verse ): all i, adl ol 2dl 5l )
that written in Holy Quran as in figure28, because the system doesn't display this

symbol in a text file as in the following verse:
‘% @»«QU@\%

and most Muslims use Modern Standard Arabic (MSA). In the ollowing we can If
the user insert the following query: o<~ ¢ (| then system search for the word
==l in the files to find the matching word, but the system doesn't find it because
the word have another orthography shape, also this word appeared as the user writes

it instead of the differences between the two words. The figures below describe this.

e The first figure below describes the answers in the text file and the

word ¢l underlined is different as it's written in a text file.

aasl sl alll Ly
Callall S 4l B

{:‘:‘?‘_SM L,J‘:“:‘.SM

L] e o= T

bl Ay a5 )
A Tallall Gaa)
S el staial) o e il ) b

Figure 5—30:The word (!l as its appeared in the file

e The answer of the above question presented as follows:
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Figure 5—31:The answer of the above questions

If we change the word ¢==_\ in the text file the results appear as follow:

1,:;19:)_“ * J_” 4._11_1:1- {?H.-._i
Craallmll g all Anad)
aaan ) el
Cril a3 el
Cramtis :51:,1— JRs SG)
(:_IS_L...:.AJ1' _kIJ_I_aJl‘ 1’._1.%1'

Figure 5—32:The changing of the word ¢»a_! in the text file.

e The system replies as in figure instead of three answers that displayed by

other systems as in figure [5-33].

el 5 e

an )l e

Figure 5—33: The result of the question after changing the word

e Also the following figure displays the answer of the same question answered

by another system which display three answers from the same answers.
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Your Question is :

el e
s a5 gudl aud 14948,
il g il oy
[In, the, name, of, Allah,, Most, Gracious,, Most, Merciful.]
LG ERS JYW W 34,
) )
[Most, Gracious,, Most, Merciful]
s AN 5 )gull ol 163 41 48
PO IR I EVR KNV AT
[And, your, Allah, is, One, Allah., There, is, no, god, but, He,, Most, Gracious,, Most, Mercifil]
3=l

Figure 5—34: The different answers displayed by another system.

5.4.6.2 The automatic corpus and its importance
The final result of this system is building two, corpora for the questions that

answered, and not answered by the system. The following figure displays some
examples of the questions.

aaa
el el

Y% %%
55555

.

e

=1 s e

FQA,J'» = e

Lyl o L

A& L Laall 23l aa e

Ay B et Zla gl e (e

Figure 5—35: An example of automatic corpus for Quran questions
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5.4.6.3 The automatic corpus importance
This corpus can be useful for many linguistic purposes, specially for Arabic

language, which it can be used for spelling correction, frequent words, common

mistakes in Arabic language, and many other features.

e The prototype features:

Depending on the first prototype this prototype has many features distinguish
from it:

1. The main feature isto build corpuses directly, without any significant effort.

2. It can be applied in many domains (applied in the holy Quran and

communications company for customer care domains).

3. Less code, although it has many new functions (less than 175 instead of 242

lines).

5.4.7 The fifth prototype (Enhanced prototypel sing exaggeration formula)

5.4.7.1 Exaggeration formulas
In Arabic language Exaggeration formulas used to confirm the meaning and

its repetition[113], and formula means the pattern of this word used to refer to exact
meaning refer to it and no other formulas that meaning. Exaggeration formulas have
five pattern in the Arabic language which are: Jk Faal, Js Fa'ol, Fa'el Jud, Jlais
Mifa'l , J=2 Fael. These pattern are very common in Arabic language, especially in
the holy Quran, such as: Most Merciful sl ¢~ SU) the generous, Knowing al=ll,

<895 IMost Gracious , sl The Grateful. For this we built our protoype to
enhance the question answering system to solve this problem the following figure

illustrates this.
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Replacing

Insert user +\| Tokenizing Removing: stop \  some
query I query words and diacritics _\/ characters

Use Exaggeration formulas i;

patterns to generate addition |/ Generate key
key words \ words

steps

|
|

|

) |
Preprocessing :
|

|

Compares each key
word with each /]— Open the DB
word in the DB \17
no
" [ Display
no
answers
yes
Display
the verse

* Check if there is any matching

Figure 5-36 : prototypes 5 using Exaggeration formulas

Some details mentioned in the following parts to clarify the above processes

ans system works:

The pattern  Juxé «J s WJE : first the system check the number of the
characters of the word if 6, then check the first two numbers if the firs is | and the
second is J then remove them, and check the third one in the new word if it is |, or s,
or s then change to the other two characters and save it. This done without any

consideration to the diacritics.

5.4.7.2 Method used :
In general the system work as depicted in figure[5-36]. And following steps illustrated

this.
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1. Read the query from the user: the system read the query from user to process it.

2. Remove symbols and diacritics: the system removes some symbols and diacritics

that affects in search such as &, & o .

3. The system tokenizes the questions (string of words) to splited word each one

in string such as : a1 (el 98 e the result of this step is four separated
words: who o= , hess , Most Gracious ¢ )i, ax Il Most Merciful .

4. Remove stop word: in this step the system remove the common words in the

language such as: ¢, ¢ . The result of this step is the key word cesJll, a1

5. The system use the key words to expand the query words by adding many pattern

that match one of the formula exaggeration as mentioned below.

6. Classifying question: when the final key word prepared then the system check if

the key words match one of the question types of Arabic languagepresented by [114]

the the system choose the suitable corpus for this question, else the search the

answers.

7. The system displays the verses matches the key words, else displays no no answer.

5.4.7.3 Experiments
Our experiments depend on a corpus and question answering system, which presented

in [5], also this enhancement depends on the prototype that proposed.
Some details mentioned in the following parts:

1. The weight Jub «J 5% «Ji : first the system check the number of the characters
of the word if 6, then check the the first two numbers if the firs is | and the
second is J then remove them, and check the the third one in the new word if it
is |, or s, or s then change to the other two characters and save it. This done
without any consideration to the diacritics. The following code explains this:

2. The weight J\xas :  first the system check the number of the characters of the
word if 5, then check the the first one if the first is » and the fourth one is | then,
and check the the third one in the new word if it is !, or s, or s then change to the
other two characters and save it. This done without any consideration to the
diacritics. The following code explains this:
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5.4.7.4 Some examples and comparisons:
Here are some examples and results done by the system in the:

1. First the system accepts the question from the users, if we insert the query : s (=
~= )l the system removes the word ¢~ and the word s, then the word sl
formulated to the following words: a=) «ass) «alay can )l then the system displays
the answers depending on the matching words.
1o Sl
el 8 e

TR | IO - WV BV IR DN ) PEVE JEVERPV R (W
A asa ala s as Sl s e
Bl B sl Al 1AW 3,

aen Dl RN ) ale
[In, the, name, of, Allah,, Most, Gracious,, Most, Merciful.]

R B gudl and .. 2184 A,

Rl DB 3 AR5 (A8 Sl dute 150155 15080 Gy 15T 0l Gy

[Those, who, believed, and, those, who, suffered, exile, and, fought, (and, strove, and, struggled)
Bl 5 sl aud 226 4 &8

W ow AL B Eie saxosie s STe ot s Bg. a .t L Yoo

Baal D A B 5 (B el Aanl el gl (e 515 Caal

[For, those, who, take, an, oath, for, abstention, from, their, wives,, a, waiting, for, four, months,

11 = <blay) 2

Total time =11
BUILD SUCCESSFUL (total time: 14 seconds)

Figure 5—36: Answers displayed by prototype 5

From figure: [5-36] we notice that the number of results here becomes 11
answers instead of 5 answers as in table 10, which explains that there is a good

improving in results.

Also a comparison between prototype one and five depending on table 10 and the

following formula:

Percentage = number of right or wrong answer x 100%

Total number of answers
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Table 5—14: comparison between prototype one and five

Question Prototype 1 Prototype 5
No  of | Related | Wrong Noof | Related | Wrong
answers | & % &% answers & % &%
sl Gas )l 8 e | 5 455 |545 11} 100 0
Who is the Most
Gracious and
. Most Merciful
Jbl sl G ab ge |7 85.7 | 14.3 61 100 0
Who are the
children of Israel
alaall 5 L 2 66.6 |33.3 3| 100 0
What is fasting
sl all g g 1 100 1 100 0
Who is living
and subsisting

5.4.8 Prototype 6 singular, dual, and plural
These experiments depend on theoretical linguistic features of the Arabic

language specifically concerning nouns. In the Arabic language the noun class is

divided into sub-categories as in the figure[5-38] below:
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Noun

Number Collective

Masculine Feminine Singular Plural

Broken or
internal
plural

Sound
masculine
plural

Figure 5—37: Noun category in Arabic language

Depending on this noun category-set, we built our prototype, which deals with the
word: if the word is in the singular, then replace it by a plural, or dual and vice verse.

The following part explains the nounnumber system in Arabic:

e Singular is used to indicate one person or thing, the Arabic word here must be
abstracted from any mark for dual or plural, such as: 35 (boy), 3_8(foot ball).

e Dual is used to indicate two persons or things, such as: ¢y (boy), os5S(foot
ball). The indicator here is: ¢!, ¢sdepending on its position in the sentence.

e Plural: in the plural parts there is some complexity, because plural is divided into
sub-categories: regular plurals or sound plurals, irregular plurals or broken plurals,
and the collective. Sound plural are also divided into two sub-categories: masculine
and feminine. The broken plural changes the singular weight in irregular changes
without fixed rules, where fixed rules are used in sound masculine plural (adding:
O3, ¢eat the end of the singular) and sound feminine plural ( adding : <at the end of

the singular). The collective plural, which is called a noun plural, is used as a
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singular to explain the plural by deleting the feminine mark (3) or s (called ya

alnasab —ill <L), Table [5-15] gives some examples to clarify this.

Table 5-15: Examples of noun number features in the Arabic language

s gatle ds g LTS el | Al | A [4ss | il
type mark mark | dual singular
all YR Osalia | G/ O |/ Ghalaa | S | alna

Cpalaa / (palra
alle &) Clalea | o Olialea | duige | dalaa
Al <) CWlE | o OUNES 5 | duiga | AUES
ol ) | 3 ) ida S o OLlEs | Euiga A
g2
ol el | ) ds s &) Ol | Sk @i

g Adla) P ey N ) O Sl ASla Ay

3 dall

G dia lall | s Al cads | s & oulis | Sk s

il

dal (B ppds | s A il | g0 8] SNSRI R K

a_all

ol g Al PO Al ol | O Clugald | She | (ugald
B T)

5.4.8.1 The theoretical model
Depending on the above outline description of the Arabic language noun system,

characteristics of Arabic noun number used to extend the Question-Answering

system. The extension builds patterns from the words entered depending on three
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weights (4,6,8); these are general and used in the Holy Quran frequently. Then
check its weight: if the weight is found then apply the rule of this weigh as in the

following algorithms:

1. Check the weight of the word :
if (6 or 8) then apply the following :
originalword = acceptedword

if the first 2 characters of the acceptedword are Jithen remove it
forl=1t08
begin
finalword= the original word
newword = the original word+ &\Or newword = J! +the original word+¢);
finalword= Finalword+ newword
newword = the original word+ <IOr newword = J) +the original word+<;
finalword= Finalword+ newword
newword = the original word+ &sOr newword = J! +the original word+¢;
finalword= Finalword+ newword
newword = the original word+ :Or newword = J +the original word+cy;

end;

5.4.8.2 The practical implementation of the system
As in figure[5-36] used in prototype 5 ,Exaggeration formulas pattern substituted

with singular, dual and plural with or without J), also a corpus of Quran questions
and answers was used to answer the questions entered by the users to test the
system. Only one question here is shown as an example. Finally we carried out a

comparison between original and extended systems.
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The system works as follows:

1. The system first accepts the query (=3l s (o« “Who is the believer?”
from the user as in figure [5-39]:

r Input Iﬁ

9 e g i) S
|;-=i——n‘- P |
OK Cancel

Figure 5—38: user query (sl 8 (e

The system displays the results as in figure[5-40].

Sonal) A Ll et 2y gl
ol e o (it el (i il e il gl Sl e o i gl a0 e ol
S 3 ) gudl 914U &,
Y N TP [ P S U T - S A  EPrTRI T ST e U AP PO AU SRR a
S’ € 1) 08 e B 21 o o 8 s L i (38 'J‘*JWJJ%..JJJJS&J#GJ,}*%..&}UE&M O Ly el 31 3 Wl
[When, it, is, said, to, them,, "Believe, in, what, Allah, Hath, sent, down,, "they, say., "We, believe, in, what, was, sent, down, to, us:", yet, tt
AN 5 gl 2214314
o ‘SEEEJ::“=!:"£:-‘J=' dag ¥ il&ﬂ,]’.i‘ o %ﬂH‘iisg,:i..”:f,;ﬁ}na -‘ni_'.‘_niji_aig.'r T -JE :'-'iH‘ inj.
J M ookl g el el 2n b YA Jai aly il 8 0 2l 1 ACE Yy el 11y 48 5 e A dhate dag a8 ) A

[Do, not, marry, unbelieving, women, (idolaters),, until, they, believe:, A, slave, woman, who, believes, is, better, than, an, unbelieving, woi

AN 5 ) pdl 223431 4
PR N T U CRUNE TR S R SR SO OISR S Tl S L IO
el g 8 00 2867 alo g o B | a8 s T B0 8 s

[Your, wives, are, as, a, tilth, unto, vou;, so, approach, your, tilth, when, or, how, ye, will;, but, do, some, good, act, for, your, souls, beforeh
SN 35l 248431, _

O 28 1) S o5 ) Aot AL i Oy g 0 o e 0y 2 e i 00 2R O 4l 1 ) s 0 0

[And, (further), their, Prophet, said, to, them:, "A, Sign, of, his, authority, is, that, there, shall, come, to, you, the, Ark, of, the, covenant,, with
Bl 8 adl 2784 4

PR R LRSI R PR R

Ciiah A58 5 WM G g 53y 1580 1 gkl 0l

[0, ye, who, believe!, Fear, Allah,, and, give, up, what, remains, of, your, demand, for, usury,, if, ve, are, indeed, believers]

§=ciaYl e
Figure 5—39:answer to the user query (xisall 8 (1

5.4.8.3 Example question and answers
1. The system searches for the query used by the user

2. The query expansion generates the expanded query: «Oliesall ¢(pasall ¢(ase
Gliesall ¢y siasall “Who is the believer, the believer, the believers, the

believers, the believers” which is one word that uses many patterns.
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3. First the system displays the new pattern for only one word the (sl

generate the following patterns (new 14 words) for search as in table [5-

16]:

Table 5—15: the result word ( patterns ) of the query and some remarks

5 oS3 G e ge i | 2aell Cum e lge 5 4alsl)
Uaa S Type in terms of | The word
Gender number
o S/ db e Cise S e e | 2
Definite Noun with | feminine | masculine | plural | dual | singular
AL / indefinite
»_Siindefinite N N, (R
believer
s_Siindefinite N N Clia g
believers
»_Siindefinite N N Olia 5
Two
believers
»_Siindefinite N N e sa
Two
believers
»_Siindefinite N N 0.5 e
believers
/ b <= Definite N, N a5l
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believer

/ Jb < 2e Definite N

Cilia gall

believers

/ Ju < 2e Definite N

e 5l

Two

believers

/ Jb < =e Definite N

O s sall

Believers

/ Jb < =a Definite N

e all

Two

believers

/ Jb < 2a Definite N

Olia al)

Two

believers

s Siindefinite N

.,.m ‘}A

Two

believers

s Siindefinite N

Olia ga

Two

believers

/ Ju <@ y=e Definite ~

Caitia all

Two
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believers

4. The second process is removing stop words, some symbols, and
diacritics which affect the search results.

5. The system uses the generated patterns to make a match between the
patterns and the corpus. If any match is found then store the results; if

there is not any new answers then display the results.

5.4.8.4 Comparison between baseline and extended systems
The following section compares a baseline Quran QA system, and the new extension.

First we apply the same question; the answer is :

Figure 5—40: the answer of the question (34l 8 (e

When the question is : cuiasal a2 (e the answer is cuiesall a2 (s only one answer
appeared as appeared in figure [39]:

Your Question is :

e 3l

ppdlady  AVA, b e
-« & b

e 3l

(3]

3yl 223 _
e D g b g AT i 1y s ) iy e T e 8 R B R
1 =allay e

BUILD SUCCESSFUL (total time: 9 seconds)

I

Figure 5—41: the answer of the question (a3l ad (10

We notice there is only one answer because it depends on the key word matching

techniques, instead of 5 answers as appeared in the extended system.
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5.4.8.5 Experiments and results
In this part we discuss our experiments and results, which were judged by Islamic

scholars from Gabrah college. We used 30 questions from our Quran question
answering corpus applied in the systems. The following tables and figure explain the

results.

Table 5—16: General table results

Question QA (D) QA (2)
Number

Right answer | Matching | Right answer | Matching
2 1 1 1 1
12 0 3 7 7
13 0 0 2 2
16 1 1 2 2
22 1 1 2 4
31 1 8 8 8
32 1 29 13 30
76 1 4 6 8
91 0 0 1 6
110 1 7 4 7
111 1 31 1 32
119 1 4 1 7
121 1 8 1 10
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132 1 6 1 6
137 1 2 1 2
165 1 1 1 5
168 0 7 0 10
179 1 16 0 6
187 1 1 2 2
188 0 1 0 2
199 0 4 0 9
201 0 0 1 2
214 0 0 1 73
226 1 5 1 36
238 1 9 3 8
239 1 6 1 6
241 0 4 0 1
251 1 13 1 16
275 1 13 1 4
281 1 8 3 23
Summation 21 193 66 355
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From table [5-18] depending on the final summation the following tables
generated depending on the following formula:

Percentage = number of right or wrong answer x 100%

Total number of answers( of right or wrong answer)

Total of right answers= 71

\Q\ QA1 QA2 Differences
No of questions 30 30 0

No of right answers 21 66 45

No of wrong answers 50 5 45

% right 29.5 92.9 45.2

% wrong 70.5 7.04 35.2

% wrong (matching) 25.9 81.4 4.1

% right (matching) 10.8 18.3 7.7

Figure 5—42:Comparative table for results

Also from table 4 we can generate the following chart as in figure [5-42]:
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100 -

B QA1

B QA2

Figure 5—43: comparison between prototype 1 and 6

From all the above experiments we notice that:

1. The increase of right answer in extended QA 2.

2. The decrease of wrong answers in extended QA 2.

5.4.9 Experiments Summary

Six prototypes were built, each one has its characteristics.

table illustrates this in details:

Table 5—17: Prototypes summarizations

The following

Characteristics NLP Corpus Pattern used | Storage Notices

processes means

Prototype No

1 Stop word, | Dynamic Not used Database | Less stop
diacritics, corpus used words
tokenizing,
key  word
matching

2 Stop word, | Dynamic One pattern | Text Lucene
?c:izggtlzrs]g corpus used used files search
key  word engine
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matching Jaeld used
Stop word, | Dynamic ¢ Jaclad Text Lucene
f{;ﬁg;‘}:ﬁ;g corpusused | Jelss files search
key  word Jeld engine
matching used
Stop word, | Used and Not used Text
diacritics, using the files
tokenizing, users query
key  word | to build
matching dynamic
corpus
stop word, | Dynamic Eight Database More
diacrifni(_:s, corpus used patterns addition
tokenizing, used sto
key  word P
matching RPSF P word
Jicled
and
and more
exaggerat aptterns
ion
formulas
stop word, | Dynamic Many Database More
diacritics, corpus used addition
tokenizing, patterns t
key  word used using stop
matching singular, word
dual,
plurals in and
Arabic more
numbers aptterns
system

Table 5—18: Prototypes summarizations

following following illustrate this.

3. Quranic Ontologies: not used.
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Query analyzer: Stem, and Lemma of query words.

Search techniques : it used semantic and Keywords Search.

Depending on [115] many criteria 's to evaluate computational Quran search.
The following table describes the 13 criteria’s ( that used to compare between many

application and tools ) to be applied in question answering system prototypes. The




4. No. of Ontology: Zero.

5. Quran Datasets: part of Holy Quran ( Alfatihah and AlBagarah Chapters), and

some questions.

6. Number of dataset types: Three types of data set : questions, Holy Quran verses (
Alfatihah and AlBagarah Chapters), and translations of Holy Quran verses (
Alfatihah and AlBagarah Chapters) by Abdullah Yusuf Ali [36].

7. Query types: one word, two words, sentences, and questions.
8. Results types: Verse.

9. Auvailability: not available.

10. Result Ranking: non ranked.

11. Systems Users: general users.

12. Search Domain Coverage: part of Holy Quran verses ( Alfatihah and AlBagarah
Chapters).

13. Language of query: Arabic and English language.

5.5 Chapter summarization

In this chapters, many experiments were done, a corpus built from two
chapters of the Holy Quran verses and real question collected from users and
internet, six prototypes were building each one have some characteristics different
from others, and discussing results, lastly comparative table and evaluation criterias

were applied.
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CHAPTER VI
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6 Chapter six: Conclusion and recommendation
This chapter concludes the thesis and summarize the contribution of this

thesis and the direction of future works.

6.1 Conclusions
Applying question answering system in the holy Quran field is very

important, because most of the Muslims need to search about some verses to find
judgment or knowledge. In this study Question answering system for holy Quran
applied for only two chapters Bagrah and Fatihah (a=3lall 5 3 2dl), A corpus of verses
and chapters was built (only AlBagrah and Alfatihah chapters), and their
translations. Also corpus of questions collected and revised by scholars from the
Gabrah Academic College. Six prototypes depending on many characteristics (key
word match and removing stop words, indexing and using Broken plural,
exaggeration formula, singular, dual, and sound plural, and extracting and ranking
answers). The the corpus applied on these prototypes, varies in results, but in general
each prototype enhances the results: recall and precision. Designing these
prototypes and their methods help computation linguistics researcher to adapt their
systems to enhance query expansions and the question answering system results in
precision and recall. The thesis contains six chapters, these chapters structured as

follows:

Chapter one defines the problem statement,objectives and motivation, and
research methodology.

Chapter two gives a general introduction and history to question answering

system , natural language processing, and corpus.

Chapter three reviews the related work in many fields: Arabic language, Holy

Quran, Corpus, question answering systems.

Chapter four important introductions to Arabic language and its

characteristics, Holy Quran characteristics and its role in safe Arabic language.

Chapter five contains methodology, methods, experiments 6 experiments
were done (first one uses base NLP question answering system removing stopwords,

110



diacritics, and some symbols, the second uses indexing and Jx\& pattern, the third
uses indexing and Jielé «Jielad ‘Jue\&s pattern, the forth uses dynamic corpus build by
real user question, the fifth uses Exaggeration formulas pattern, the sixth uses

singular,dual and plural pattern) , results and discussions.
6.2 Recommendations for further research

1. Applying all the patterns in one prototype to add more enhances to the question

answering system for Arabic language.

2. Applying these prototypes in other domains, such as Hadith, Tafseer and Arabic
Bible.

3. Use an ontology for semantic analysis in matching questions.
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8 Appendices

8.1 Some examples of the result of applying corpus in question answering
systems
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