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Chapter 6 
Functional Calculus and Estimates 

We find a class ɤ of functions in two real variables and construct a functional calculus on 
this class which extends functional calculi constructed earlier. It is proved that for this 
functional calculus the trace formula of Melton-Howe holds.  
We show that if f is a nondecreasing continuous function on ℝ that vanishes on (−∞, 0] and 
is concave on [0, ∞), then its operator modulus of continuity Ω୤ admits the estimate 

Ω୤(δ) ≤const∫ ୤(ஔ୲)ୢ୲
୲మ ୪୭୥ ୲

    ,   δ > 0ஶ
ୣ  . 

We also study the problem of sharpness of estimates obtained in Aleksandrov and Peller. 
We construct a Cஶ function f on ℝ such that ‖f‖୐ಮ ≤ 1 , ‖f‖୐୧୮ ≤ 1  and 

Ω୤(δ) ≥ constδටlog ଶ
ஔ
  , δ ∈(0, 1]. 

We obtain sharp estimates of ‖f (A) − f (B)‖ in the case when the spectrum 
of A has n points. Moreover, we obtain a more general result in terms of the ε-entropy of the 
spectrum that also improves the estimate of the operator moduli of continuity of Lipschitz 
functions on finite intervals ,which was obtained in Aleksandrov and Peller . 
Section (6.1):  A pair of Almost Commuting  Selfadjoint Operators. 
For a pair(ܣ,  of commuting selfadjoint operators the spectral theorem allows one to (ܤ
construct a functional calculus on the class of Borel functions   of two real variables. This 
functional calculus has natural properties. Namely, it is linear, multiplicative, and satisfies 
the estimate ‖߮(ܣ, ‖(ܤ ≤ sup

௦,௧∈ℝ
,ݏ)߮|  .|(ݐ

    Suppose now that we have a pair (ܣ,  ,of almost commuting selfadjoint operators (ܤ
i.e., ܤܣ − ܣܤ ∈  ଵdenotes the trace class. We consider only hounded selfadjointࡿ ଵ, whereࡿ
operators. In this case it is impossible to construct a functional calculus which is linear and 
multiplicative. But one can try instead to construct a functional calculus which is linear and 
multiplicative modulo the trace class. This problem is important in spectral theory and it 
has been treated in [240, 241, 242]. 
    If ߮(ݏ, (ݐ = ∑ ߮௡௞ݏ௡ݐ௞

௡,௞ஹ଴  is a polynomial in two variables then one can define the 
operator ߮(ܣ,  by(ܤ

,ܣ)߮ (ܤ = ෍ ߮௡௞ܣ௡ܤ௞

௡,௞ஹ଴

.                                               (1) 

It is well known that this polynomial functional calculus satisfies the following remarkable 
trace formula. To write it down we need the notion of Pincus principal function. To each 
pair of almost commuting selfadjoint operators  (ܣ,  one can associate the so-called (ܤ
principal function ݃ of two variables which has compact support and belongs to ܮଵ with 
respect to planar Lebesgue measure. Then for any polynomials ߮ and ߰ the following 
formula holds 
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trace(߮(ܣ, ,ܣ)߰(ܤ (ܤ − ,ܣ)߰ ,ܣ)߮(ܤ ((ܤ
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The principal function was introduced by Pincus [243] in the case of a rank one 
commutator. In [240] it was proved that this formula holds with right hand side 
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,ݔ)ܲ݀  ,(ݕ

where ܲ is a complex measure. Later it was shown in [241] that ܲ is absolutely continuous 
and coincides with the Pincus principal function (see also [249,245,246]). The functional 
calculus in (2) is defined for the polynomials by formula (1). In fact it is easy to see that if 
we change in (1) the order appearance of ܣ and ܤ, the left-hand side of (2) will be the same. 
Note that formula (2) and the principal function are of great importance in the study of 
hyponormal operators. Namely, if ܶ is a purely hyponormal operator (i.e., has no reducing 
subspace on which it is normal), then the real and the imaginary parts of ܶ are almost 
commuting selfadjoint operators and there   are important relations between the properties 
of ܶ and those of the corresponding principal function (see [249,245,246]). 
We extend the functional calculus defined on the polynomials to a class of functions in two 
variables which should be as big as possible. We are going to find a big class े of functions 
in two real variables and a mapping ߮ ⟼ ,ܣ)߮ ߮ ,(ܤ ∈ े, defined for any pair of almost 
commuting operators that satisfy the following natural properties: 
(F1) if  ߮(ݏ, ݂(ݐ = ,ܣ)߮   then    ,(ݏ) (ܤ = ,ݏ)߮  if ;(ܣ)݂ (ݐ =  then    ,(ݐ)݃
,ܣ)߮ (ܤ =  ;(ܤ)݂
(F2) (߮ + ,ܣ)(߰ (ܤ = ,ܣ)߮ (ܤ + ,ܣ)߰  ;(ܤ
(F3) (߮߰)(ܣ, (ܤ − ,ܣ)߮ ,ܣ)߰(ܤ (ܤ ∈  ;ଵࡿ
      (F4) formula (2) holds for any almost commuting pair (ܣ, ,߮ and any (ܤ ߰ ∈ े. 
 (F2)-(F3) mean that the functional calculus is linear and multiplicative modulo the trace 
class. 
    It is seen from (2) that the right-hand side is well-defined for any  ܥଵ functions ߮ and ߰ 
(and even for any Lipschitz functions). This might give a hope that it could be possible to 
construct such a functional calculus defined on the set of ܥଵ functions. However, it turns out 
that this is not the case. We prove that if we have a functional calculus on a class े of 
functions in two variables which satisfies (F1)-(F3) and if ߮ is a function in े depending only 
on one variable, then ߮ satisfies certain necessary conditions. These necessary conditions 
imply that it is impossible to construct   such a functional calculus on the class ܥଵ of 
continuously differentiable functions. 
    In [240] the polynomial functional calculus has been extended to the class of infinitely 
smooth functions. In [242] the class of smooth functions has been enlarged to the class of 
Fourier transforms ℱ߱ of measures ߱ on ℝଶ that satisfy the condition 
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න න (1 + 1)(|ݔ| + ,ݔ)߱|݀(|ݕ| |(ݕ < ∞.
ℝℝ

 

But this assumption is too restrictive. First of all the first partial derivatives of such ℱ߱ 
must locally have absolutely convergent Fourier expansion, and secondly, such function ℱ߱ 
must have continuous second derivative ߲ଶ/߲ݐ߲ݏ. We enlarge this class of functions and 
construct a functional calculus on the enlarged class े that satisfies (F1)-(F4). Note that the 
functions in े belong to ܥଵ, but they do not necessarily have second derivative ߲ଶ/߲ݐ߲ݏ and 
their first partial derivates do not necessarily have absolutely convergent Fourier 
expansions. 
    If we want the functional calculus to satisfy the additional property to be involutive 
modulo trace class, i.e., 
      (F5)  ത߮(ܣ, (ܤ − ൫߮(ܣ, ∗൯(ܤ ∈ ܵଵ, 
then we have to impose more restrictive conditions on functions. A smaller class ेଵ, of 
functions of two real variables and construct  a functional calculus on ेଵ, satisfying (F1)-
(F5). 
Namely, let ܣ be a selfadjoint operator (not necessarily bounded) and ܤ be a trace class 
selfadjoint perturbation of it. M.G.Krein (see [247]) has associated with each such pair the 
so-called spectral shift ߦ which is a function on ℝ in ܮଵ with respect to Lebesgue measure 
and proved that 

trace൫(ܣ) − ൯(ܤ) = න ߮ᇱ(ݐ)ݐ݀(ݐ)ߦ
ℝ

                                    (3) 

for sufficiently  smooth functions ߮ .Namely he has proved (3) under the assumption that  
߮′ is the Fourier transform of a finite measure. Then some weaker sufficient conditions on ߮ 
were found by Birman and Solomyak [248].     It turned out that the technique of double 
operator integrals developed by  Birman and Solomyak [249] allows one to reduce the 
problem of  the validity of  the trace formula (3) to the question of when the function in two 
real variables (߮(ݏ) − ݏ)/((ݐ)߮ −  and [251] ܣ is a Schur multiplier . In [250] for bounded (ݐ
for unbounded ܣ the previous results have been improved. Namely, it has been proved in 
[250,251]that if ߮ belongs of the Besov class  ࡮ஶଵ

ଵ  , then (߮(ݏ) − ݏ)/((ݐ)߮ −  is a Schur (ݐ
multiplier, and so ߮(ܣ) − (ܤ)߮ ∈  .ଵ  and (3) holdsࡿ
Arazy, Barton, and Friedman [252] have found another sufficient condition in order that the 
function (߮(ݏ) − ݏ)/((ݐ)߮ − ߮ be a Schur multi-plier.  If (ݐ ∈ ஶଵ࡮

ଵ   then ߮ satisfies   their 
condition. 
    As in the case of formula (2), the right-hand side of (3) is well-defined for any Lipschitz 
function ߮. M. G.  Krein has asked in [247] whether (3) is valid for any Lipschitz ߮. It turned 
out that this is not the case. First, Farforovskaya in [253] has constructed an explicit 
example of operators ܣ and  ܤ and a Lipschitz function ߮ such that ܣ − ܤ ∈  ଵ but theࡿ
operator on the left-hand side of (3) does not belong to ࡿଵ. Then the author has found in 
[250,251]necessary conditions on ߮ in order that ߮(ܣ) − ܣ ଵ, wheneverࡿ be in (ܤ)߮ − ܤ ∈
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 ଵ. To obtain such conditions a technique of Hankel operators has been used. Thoseࡿ
necessary conditions imply that ߮(ܣ) −  .߮ ଵ functionܥ ଵfor anyࡿ is not necessarily in (ܤ)߮
The simplest necessary   condition obtained in [250,251]is that ߮ must be locally in the 
Besov class ࡮ଵ

ଵ. A stronger condition is that that Hankel operators ܪఝ and ܪఝ must act from 
the Hardy class ܪଵ and the Besov class ࡮ଵ

ଵ.    Recently, S. Semmes has found a nice 
description of such functions ߮. 
    The above two problems are not only similar to each other   but they can be attacked by 
using the same approach. The approach relies on   the Hankel operators and the technique 
of double operator integrals   developed by Birman and Solomyak . 
    An operator  ܶ acting from a Hilbert space ℋଵ to a Hilbert space ℋଶis called of trace class 
(notationally ܶ ∈  ଵ )ifࡿ

భࡿ‖ܶ‖ = ෍ (ܶ)௡ݏ < ∞, 

where 
(ܶ)௡ݏ ≝ inf{‖ܶ − :‖ܭ rank ܭ ≤ ݊}. 

If ܶ is a trace class operator on a Hilbert space ℋ, then its trace is defined by 

trace ܶ = ෍(ܶ݁௡ , ݁௡)
௡ஹ଴

, 

where {݁௡}௡ஹ଴is an orthonormal basis in ℋ, the value of trace does not depend on the choice 
of {݁௡}௡ஹ଴. 
The Hilbert-Schmidt class ࡿଶ is defined by the condition 

෍(ݏ௡(ܶ))ଶ < ∞. 

We refer to [254]. 
Let ܧ and ܨ be Borel spectral measures defined on separable metric spaces ߉ and ܯ and ܶ 
be a bounded operator on Hilbert space. Given a bounded measurable function ߮ on ߉ ×  ,ܯ
we can consider the double operator integral 

Φܶ = න න ,ݏ)߮ (ݐ)ܧ݀ܶ(ݏ)ܨ݀(ݐ
ெ௸

. 

The theory of such integrals has been developed in [249] (see also [25241]). If ߮ ∈ ஶ(Λܮ ×
 ଶ. If Φ is boundedࡿ then Φ is a bounded transformation on the Hilbert Schmidt class ,(ܯ
on ࡿଵ, we can define Φܶ by duality for any bounded ܶ. In this case ߮ is called a Schur 
multiplier of ࡿଵ. 
    Let ܤ,ܣ be selfadjoint operators on Hilbert space with bounded  ܣ −  and ߮ a function in ܤ
 ,ු߮ ଵ(ℝ)   such that the functionܥ

,ݏ)ු߮ (ݐ =
(ݏ)߮ − (ݐ)߮

ݏ − ݐ
 

in two variables is a Schur multiplier. Then 

(ܤ)߮ − (ܣ)߮ = න න ,ݏ)ු߮ ܤ)(ݏ)஻ܧ݀(ݐ − (ݐ)஺ܧ݀(ܣ
ℝℝ

, 
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where ܧ஺ and ܧ஻ are the spectral measures of ܣ and ܤ (see [248]). This formula   turned out 
to be very useful in the problem of validity of the trace formula   (1.3). 
    In [255] Birman and Solomyak have established the formula 

ܤ(ܣ)߮ − (ܣ)߮ܤ = න න ,ݏ)ු߮ ܤܣ)(ݏ)஻ܧ݀(ݐ − (ݐ)஺ܧ݀(ܣܤ
ℝℝ

                (4) 

for any selfadjoint ܣ and bounded ܤ with bounded ܤܣ −  whenever ߮ු is a   Schur ,ܣܤ
multiplier. This formula will be used for the construction  of a functional calculus for a pair 
of almost commuting selfadjoint operators. 
We deal with bounded selfadjoint operators, we can assume that the functions involved in 
functional calculus are periodic with a   sufficiently large period. Therefore we consider 
here the Besov classes periodic   functions or, which is equivalent, the Besov classes of func-
tions on the unit circle. These classes admit many equivalent definitions (see [256]). 
    Let ݊ > 0. The trigonometric polynomial ௡ܹ is defined as follows. The   Fourier 
coefficients ෡ܹ௡(݇) vanish outside (2௡ିଵ, 2௡ାଵ), ෡ܹ௡(2௡) = 1, and ෡ܹ௡ is  a linear function on 
[2௡ାଵ, 2௡] and [2௡ , 2௡ାଵ]. If ݊ < 0 then ௡ܹ ≝ ௡ܹതതതത, ଴ܹ(ݖ) ≝ ̅ݖ + 1 +  Clearly for any function .ݖ
݂ we have 

݂ = ෍ ݂ ∗ ௡ܹ
௡∈ℤ

. 

The   Besov class  ࡮௣௤
௦  of functions on the unit circle is defined by 

݂ ∈ ௣௤࡮
௦   ⟺   ൛2|௡|௦‖݂ ∗ ௡ܹ‖௅೛ൟ ∈ ℓ௤.                              (5) 

    We use the notation ࡮௣
௦  for ࡮௣௤

௦ . 
    We deal with two Besov spaces  ࡮ஶଵ

ଵ  and ࡮ଵ
ଵ. They admit the following description. Let ߮ℋ 

be the harmonic extension of a function ߮ to the unit disc. Then 

߮ ∈ ଵ࡮
ଵ   ⟺   න |(∇ଶ߮ℋ)(ݏ)|

ࡰ
(ߞ)ܣ݀ < ∞,                              (6) 

where ܣ is the area measure, and 

߮ ∈ ஶଵ࡮
ଵ   ⟺   න ቆsup

|఍|ୀଵ
|(∇ଶ߮ℋ)(ߞݎ)|ቇ

ଵ

଴
ݎ݀ < ∞.                              (7) 

ቆHere    ∇ଶܨ = ቤ
߲ଶܨ
ଶቤݔ߲ + ቤ

߲ଶܨ
ଶቤݕ߲ + ቤ

߲ଶܨ
ݕ߲ݔ߲

ቤ . ቇ 

In a similar way one can define Besov classes on the real line (see [256]). 
Given a bounded function ߮ on the unit circle ܶ, the   Hankel operator ܪఝ acts from the 
Hardy class ܪଶ to the class ܪଶ ≝ ଶܮ ⊝  ଶ by the formulaܪ

ఝ݂ܪ ≝ ℙି݂߮, 
where ℙି is the orthogonal projection onto ିܪ

ଶ. 
    It has been found in [257] thatܪఝ ∈ ଵif and only if ℙି߮ࡿ ∈ ଵ࡮

ଵ. 
    One can also consider Hankel operators defined on the Hardy class ܪଶ(ܥା) of functions in 
the upper half-plane. 
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The role of Hankel operators in the problems considered above can be explained as follows. 
It is important for us to know when the function  ߮ු is a Schur multiplier, or since we deal 
with bounded operators, we have to know when the function ߮ු restricted to ܫ ×  is a Schur ܫ
multiplier for any bounded interval ܫ. 
    If ߮ is a periodic function then the last property can be reformulated as follows. We can 
identify ߮ with a function ߰ on the unit circle. Let 

ෘ߰(߬) =
(ߞ)߰ − ߰(߬)

1 − ߬̅ߞ ,ߞ   , ߬ ∈ ॻ. 

Then the question is equivalent to the question of whether ෘ߰ is a Schur multiplier. The last 
property is equivalent to the fact that the integral operator on ܮଶ(ॻ) with kernel 

ߞ)݇ , ߬) ෘ߰(ߞ, ߬) 
belongs to ࡿଵ whenever ݇(ߞ, ߬) is the kernel of a trace class operator on ܮଶ(ॻ) (see [249]). 
In particular, the integral operator with kernel ෘ߰(ߞ, ߬) must be in ࡿଵwhich is equivalent in 
turn to the fact that 

టෙܪటܪ
∗ ∈  ଵࡿ

(see [250]).  As mentioned the latter is equivalent to the fact that ߰ ∈ ଵ࡮
ଵ. 

    A stronger necessary condition obtained in [250] with the help of Hankel operators is that 
both Hankel operators ܪట, and ܪటෙ   map the Hardy class ܪଵ into the Besov class  ࡮ଵ

ଵ (the 
class of such functions ߰ is denoted in [250,251]by े). 
    Similar results hold for unbounded operators. We have to consider arbitrary functions ߮ 
on ℝ for which ߮ු is a Schur multiplier on ܮଶ(ℝ) (see [251]). 
S. Semmes has found a nice characterization of the class ℒ (private   communication). 
Namely, he has proved that ߰ ∈ े if and only if |(∇ଶ߮ℋ)(ߞݎ)|݀ߟ݀ߦ  is a Carleson measure in 
the unit disc. It is   easy to see from this description and from (6), (7) that ࡮ஶଵ

ଵ ⊂ े ⊂ ଵ࡮
ଵ. 

    It has been shown in [250,251]that if ߮ ∈ ஶଵ࡮
ଵ  then the function ߮ු is a Schur    multiplier. 

In [252] another sufficient condition has been found.   Namely, let ࣲ be the class of 
functions analytic in the unit disc that satisfies the property 

sup
఍∈ॻ

න
1 − |߬|ଶ

|1 − ଶ|ߞ̅߬
ࡰ

|݂ ᇱᇱ(߬)|݀ܣ(߬) < ∞.                                   (8) 

A function ݂ on the unit circle is said to belong to the space ࣳ if both functions     ା݂ ≝
ܫ) − ℙି)݂ and ݂̅ ≝ ℙି݂തതതതതത  belong to ࣲ. It has been proved in [252] that if ߰ ∈ ࣳ, then ෘ߰ is a 
Schur multiplier. Moreover, it has been shown in [252] that   ࡮ஶଵ

ଵ ⊂ ࣳ. S. A. Vinogradov has 
recently proved that the inclusion is proper   (private communication). 
We show that it is impossible to construct a functional calculus on the class of continuously 
differentiable functions. More precisely,   we prove that if े is a class of functions in two real 
variables on which there   exists a functional calculus satisfying (F1)-(F3) and ߮ is a function 
in े depending only on one variable, ߮(ݏ, (ݐ =  .then ݂ locally belongs to the  class ℒ ,(ݏ)݂
We also present here the Semmes characterization of the class ℒ. 
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Definition (6.1.1)[239]:  Let  ܺ be a class of functions on the real line. A function ݂ on ℝ is 
said to belong to ܺ locally if for any interval ܫ there exists a function ݃ in ܺ such that ݂|ܫ =
 .ܫ|݃
    We say that a function ݂ locally belongs to the class ℒ if for any interval ܫ|݂,ܫ coincides 
with the restriction to ܫ of a periodic function of class ℒ. 
Corollary(6.1.2)[239]: Under the hypothesis of Theorem(6.1.2), ݂ belongs locally to ࡮ଵ

ଵ. 
 ℒ ⊂ ଵ࡮

ଵ And so the corollary follows immediately from the theorem. 
    It is well known (see [250]) that ܥଵ ⊄ ଵ࡮

ଵ and it follows that it is impossible to construct a 
functional calculus satisfying (F1)-(F3) on the class of continuously differentiable functions.  
    Before we proceed to the proof of Theorem (6.1.2) we prove here for the sake of 
completeness the Semmes theorem stated. 
    Let  ߮ be a function on ॻ. Recall that ߮ ∈ ℒ means that both Hankel operators ܪఝ and ܪఝ෕  
map ܪଵ into ࡮ଵ

ଵ. 
Definition (6.1.3)[239]: Let ߤ be a positive measure on the unit disc ࡰ. It is called a Carleson 
measure if for any ߞ ∈ ॻ and for any ߝ > 0 

߬}ߤ ∈ :ࡰ ߞ| − ߬| ≤ {ߝ ≤ const ߝ. 
Let 

஼ெ‖ߤ‖ ≝ sup
఍∈ॻ,ఌவ଴

1
ߝ

߬}ߤ ∈ :ࡰ ߞ| − ߬| ≤  .{ߝ

    The following characterizations of the Carleson measures are well known (see [9, 14]). 
Let ߤ be a positive measure on ࡰ. The following are equivalent: 
(i)  ߤ is a Carleson measure; 
(ii) ∫ (ߞ)ߤ௣݀|(ߞ)݂| ≤ const‖݂‖ு೛

௣
ࡰ  for some  ݌ > 0; 

 (iii) ∫ (ߞ)ߤ௣݀|(ߞ)݂| ≤ const‖݂‖ு೛
௣

ࡰ  for any  ݌ > 0; 
 (iv) sup

఍∈ࡰ
∫ ((1 − ଶ)/|1|ߞ| − (߬)ߤ݀(ଶ|ߞ̅߬ < ࡰ.∞   

    Moreover the constants in (ii) and (iii) are equivalent to ‖ߤ‖஼ெ. 
     It follows from (iv) that if ߮ is a function analytic in ࡰ, then ߮ ∈ ℒ if and only if 

sup
఍∈ࡰ

න
1 − ଶ|ߞ|

|1 − ଶ|ߞ̅߬ |߮ᇱᇱ(߬)|݀ܣ(߬) < ∞.
ࡰ

 

It is interesting to compare this condition with (8). 
Theorem (6.1.4)[239]:(S. Semmes). Let ߮ be a function on the unit circle. Then ߮ ∈ ℒ  if and 
only if |(∇ଶ߮ℋ)|݀ܣ  is a Carleson measure on ࡰ. 
    First recall the definition of Carleson measures. 
 
Proof .  Fist of all it is sufficient to consider the case of a function     ߮ analytic in ࡰ 
(otherwise we could represent ߮ as ߮ = ߮ା + ߮ି , ߮ି = ℙି߮,   and prove the result 
separately for ߮ା and ߮ି). 
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    Suppose that ߮ is analytic in ࡰ and |߮ᇱᇱ(ߞ)|݀ߟ݀ߦ is a Carleson measure. Let us show that 
ଵ࡮ ଵ toܪ ఝ is a bounded operator fromܪ

ଵ. Without loss of generality we can assume 
that ߮(0) = ߮ᇱ(0) = 0. 
    Consider the following pairing defined on the set of polynomials 

〈݂, ݃〉 = න (ߞ)݂  ,(ߞ)ߪ݀(ߞ)݃

where a is normalized Lebesgue measure on ॻ. 
    The dual space to the subspace ℙି࡮ଵ

ଵ  can be identified with respect to the above pairing 
with the space ࡮ஶଵ

ଵ  of functions ݃ analytic in the unit disc and satisfying 
sup
఍∈ࡰ

(1 − |(ߞ)݃|(ଶ|ߞ| < ∞. 

We have to show that 
ห〈ܪఝ݂, ݃〉ห ≤ const‖݂‖ுభ‖݃‖࡮ಮభ

భ , 
for any analytic polynomials ݂ and ݃. By Green's formula the last inequality is equivalent to 

ቤන ߮ᇱᇱ(ߞ)തതതതതതതത݂(ߞ)݃(ߞ)(1 − (ߞ)ܣ݀(ଶ|ߞ|
ࡰ

ቤ ≤ const‖݂‖ுభ‖݃‖࡮ಮభ
భ . 

We have 
sup
఍∈ࡰ

1)|(ߞ)݃| − (ଶ|ߞ| ≤ const‖݃‖࡮ಮభ
భ , 

and so 
‖|߮ᇱᇱ(ߞ)|(1 − ஼ெ‖(ߞ)ܣ݀(ଶ|ߞ| ≤ const‖݃‖࡮ಮభ

భ  .஼ெ‖ܣ݀|′′߮|‖
Therefore it follows from (iii) with ݌ = 1 that 

ห〈ܪఝ݂, ݃〉ห ≤ const‖݂‖ுభ‖݃‖࡮ಮభ
భ  ஼ெ‖ܣ݀|′′߮|‖

    Now suppose that ܪఝ is a bounded operator from ܪଵ to ࡮ଵ
ଵ. Let us show that |߮ᇱᇱ|݀ܣ is a 

Carleson measure. It is easy to see that ߮ ∈ ଵ࡮
ଵ and so ߮ is a continuous function on ॻ. 

    Given ߞ ∈ ॻ , put 
఍ܥ

(ఌ) = {߬ ∈ :ࡰ ߞ| − ߬| ≤  .{ߝ
We have 

ห〈ܪఝ݂, ݃〉ห ≤ const‖݂‖ுభ ∙ ಮభ࡮‖݃‖
భ , 

for any smooth ݂ and ݃. 
   Let ܩ be a function in ܮஶsuch that supp ܩ ⊂ ఍ܥ

(ఌ) and supp ܩ ∩ ॻ = ∅. 
Put 

෤݃(߬) = න
(߱)ܩ

(1 − ഥ߱߬)ଷ ஼അ
(ഄ)

 .(߱)ܣ݀

Clearly, ෤݃ is analytic in a neighbourhood of the closed unit disc.  
    The function ݃ satisfies the following properties: 
| (ߙ) ෤݃(߬)| ≤ const‖ܩ‖௅ಮ , ൫1/(1 − ߬ ൯ for any(|ߞ| ∈  ;ࡰ

| (ߚ) ෤݃(߬)| ≤ const ߝଶ‖ܩ‖௅ಮ , (1/|1 − (1 − ߞ(ߝ ̅߬ |ଷ) for any ߬ ∉ ఍ܥ
(ଶఌ). 
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Property (ߚ) is obvious. Let us establish (ߙ). Clearly, (ߙ) is equivalent to the following 
inequality. 
    Let ߰ be a function in the upper half-plane ܥାdefined by 

(ݖ)߰ = න
(߱)ܣ݀

(2 − ഥ߱)ଷ
ुഄ

, 

where ुఌ = {߱: |Re ߱| ≤ ,ߝ 0 ≤ Im ߱ ≤  Then .{ߝ
|(ݖ)߰| ∙ |Im ݖ| ≤ const.                                             (9) 

Indeed, it is sufficient to prove (9) for ݔ = ݕ ,ݕ݅ ∈ ℝା. We have 

|(ݕ݅)߰|ݕ ≤ න
ଷݕ

ݕ݅| − ഥ߱|ଷ
(߱)ܣ݀

ଶݕ
ुഄ

≤ න
1

|݅ − ഥ߱|ଷ (߱)ܣ݀ < ∞.
஼శ

 

Let now 

݃(߬) =
1
ଶߝ (1 − (1 − ߞ(ߝ ̅߬ )ଶ ෤݃(߬). 

    It is easy to see from (ߙ) and (ߚ) that 

|݃(߬)| ≤ const‖ܩ‖௅ಮ
1

1 − |߬| ,     ߬ ∈  .ࡰ

Consider now the function 

݂(߬) =
ଶ߬ߝ

(1 − (1 − ߞ(ߝ ̅߬ )ଶ. 

It is easy to see that ݂ ∈  ଵ andܪ
‖݂‖ுభ ≤ const. 

We have 

,ఝ݂ܪ〉 ݃〉 = න ത߮
ॻ

ߪ݂݀݃ =
1
ߝ

න ത߮
ॻ

(߬) ෤݃(߬)߬ଶ݀ߪ(߬) =
1
ߝ

න ത߮
ॻ

(߬) ቌන
(߱)ܩ

(1 − ഥ߱߬)ଷ ஼അ
(ഄ)

ቍ(߱)ܣ݀ ߬ଶ݀ߪ(߬)

=
1
ߝ

න ቌන
߮(߬)തതതതതത߬ଶ

(1 − ഥ߱߬)ଷ ॻ
ቍ(߬)ߪ݀

஼അ
(ഄ)

(߱)ܣ݀(߱)ܩ =
1
ߝ

න ߮′′(߱)തതതതതതതതത
஼അ

(ഄ)
 .(߱)ܣ݀(߱)ܩ

    Let us now choose the function ܩ. Put 
఍ܥ

(ఌ,ఋ) = ൛߱ ∈ ఍ܥ
(ఌ): dist (߱, ॻ) ≥  .ൟߜ

Let us define ܩ by 

(߱)ܩ = ቐ
߮′′(߱)

|߮′′(߱)| ,        if  ߱ ∈ ఍ܥ
(ఌ,ఋ)  and ߮′′(߱) ≠ 0,

0,                                                otherwise.
 

It follows that 
1
3

න |߮′′(߱)|
஼അ

(ഄ)
(߱)ܣ݀ ≤ const. 

The result follows by making ߜ → 0. 



220 
 

Theorem (6.1.5)[239]: Let े be a class of functions in two real variables and ߮ ⟼ ,ܣ)߮  ,(ܤ
߮ ∈ े, a functional calculus for pairs of almost commuting selfadjoint operators that 
satisfies (F1)-(F3). Let ߮ ∈ े be a function dependent only on one variable ߮(ݏ, (ݐ =  .(ݏ)݂
Then ݂ belongs locally to ℒ. 
 
Proof .Let ߮(ݏ, (ݐ = ߮ ,(ݏ)݂ ∈ ,ݏ)߰ ,े (ݐ =  It follows from (F3) that .ݐ

,ܣ)߮ ,ܣ)߰(ܤ (ܤ − ,ܣ)߰ ,ܣ)߮(ܤ (ܤ = ܤ(ܣ)݂ − (ܣ)݂ܤ ∈  ଵࡿ
for any almost commuting pair of selfadjoint operators ܣ and ܤ. It follows that 

ܤ(ܣ)݂ − (ܣ)݂ܤ ∈  ଵࡿ
for any selfadjoint ܣ and bounded ܤ with ܤܣ − ܣܤ ∈  ଵ (one can consider separately theࡿ
real and the imaginary part of ܤ). 
    It is easy to see that for any pair ܣ, ܤܣ and ,ܣ    bounded selfadjoint ,ܤ with bounded ܤ −
ܣܤ ∈  :ଵ the following inequality holdsࡿ

ܤ(ܣ)݂‖ − భࡿ‖(ܣ)݂ܤ ≤ const‖ܤܣ − భࡿ‖ܣܤ . 
Otherwise we could find sequences of operators {ܣ௡}, such that sup{௡ܤ}

௡
> ‖௡ܣ‖ ∞, 

sup
௡

‖௡ܤ‖ < ∞the ܣ௡are selfadjoint, 

෍‖ܣ௡ܤ௡ − భࡿ‖௡ܣ௡ܤ
௡

< ∞ 

but 

෍‖݂(ܣ௡)ܤ௡ − భࡿ‖(௡ܣ)௡݂ܤ
௡

= ∞. 

Then we can put 

ܣ = ෍ ௡ܣ⨁ ܤ        , = ෍ ௡ܤ⨁ . 

Obviously ܣ is a bounded selfadjoint operator, ܤ is a bounded operator, ܤܣ − ܣܤ ∈  ଵbutࡿ
ܤ(ܣ)݂ − (ܣ)݂ܤ ∉  .ଵࡿ
    Let ܫ be an interval and ݌,  Let us show that   the integral .(ܫ)ଶܮ be arbitrary functions in ݍ
operator ܶ defined by 

(ܶℎ)(ݐ) = න
(ݐ)݂ − (ݏ)݂

ݐ − ݏ
ݏ݀(ݏ)തതതതതതℎ(ݏ)ݍ(ݐ)݌

ூ
                                   (10) 

belongs to ࡿଵ and ‖ܶ‖ࡿభ ≤ const‖݌‖௅మ‖ݍ‖௅మ  .This would imply that ሙ݂ is a Schur multiplier. 
   Consider the truncated functions ݌௡ and ݍ௡ defined by 

(ݐ)௡݌ = ൜ |(ݐ)݌|       ,(ݐ)݌ ≤ ݊
|(ݐ)݌|             ,0 > ݊, 

(ݐ)௡ݍ = ൜ |(ݐ)ݍ|       ,(ݐ)ݍ ≤ ݊
|(ݐ)ݍ|             ,0 > ݊. 

Define the operators ܣ and ܤ by 
(ݐ)(ℎܣ) = ℎ    ,(ݐ)ℎݐ ∈  ,(ܫ)ଶܮ 
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(ݐ)(௡ℎܤ) = (ݐ)௡݌ න
(ݏ)തതതതതതതℎ(ݏ)௡ݍ

ݐ − ݏ
,ݏ݀

ூ
     ℎ ∈  .(ܫ)ଶܮ 

Then the ܤ௡ are bounded, ܣ is bounded and selfadjoint. It is easy to see that 

൫(ܤܣ௡ − (ݐ)ℎ൯(ܣ௡ܤ = (ݐ)௡݌ නℎ(ݏ)ݍ௡(ݏ)݀ݏ = (ℎ, ,(ݐ)௡݌(௡ݍ
ூ

     ℎ ∈  (ܫ)ଶܮ 

and 

൫(݂(ܣ)ܤ௡ − (ݐ)ℎ൯((ܣ)௡݂ܤ = න
(ݐ)݂ − (ݏ)݂

ݐ − ݏ
,ݏ݀(ݏ)തതതതതതതℎ(ݏ)௡ݍ(ݐ)௡݌

ூ
     ℎ ∈  (ܫ)ଶܮ 

Clearly 
௡ܤܣ‖ − భࡿ‖ܣ௡ܤ = ௡‖௅మݍ‖௡‖௅మ݌‖ ≤ ௅మ‖ݍ‖௅మ‖݌‖  

Therefore 
௡ܤ(ܣ)݂‖ − భࡿ‖(ܣ)௡݂ܤ ≤ const‖݌‖௅మ‖ݍ‖௅మ . 

It is evident that ݂(ܣ)ܤ௡ −  converges in the weak operator topology     to the (ܣ)௡݂ܤ
operator ܶ defined by (10) which implies the desired estimate for ‖ܶ‖ࡿభ. 
We define a class  े of functions in two real variables and construct a functional calculus on 
े for pairs of almost commuting selfadjoint    operators. This functional calculus satisfies 
properties (F1)-(F4) and extends    the functional calculi constructed earlier. Then we give a 
description of the class े similar to that of Besov classes (5). 
We define another class of functions ेଵ contained in े and we   prove that the restriction of 
the functional calculus on े to ेଵ in addition to (F1)-(F4) satisfies (F5) 
Definition (6.1.6)[239]:  Let े be the class of periodic functions ߮ (with a fixed period) in 
two real variables which admit a representation 

,ݏ)߮ (ݐ = ෍ ௡݂(ݏ)݃௡(ݐ)
௡ஹ଴

,                                                              (11) 

where ௡݂ , ݃௡ are  periodic functions in one variable such that 

෍൫‖ ௡݂‖࡮ಮభ
భ ‖݃௡‖௅ಮ + ‖ ௡݂‖௅ಮ‖݃௡‖࡮ಮభ

భ ൯ < ∞
௡ஹ଴

                         (12) 

    Here we can choose the period to be an arbitrary number greater than 2(‖ܣ‖ +  .(‖ܤ‖
Note that this is not the projective tensor product of two function spaces in one variable. 
    If ܣ, ,ܣ)߮ are almost commuting selfadjoint operators, then we define the operator ܤ  (ܤ
by 

,ܣ)߮ (ܤ =  ෍ ௡݂(ܣ)݃௡(ܤ)
௡ஹ଴

.                                        (13) 

    Such a functional calculus can be extended by the same formula to the class of functions in 
two variables which belong to े locally. 
    Let us show first that our functional calculus is well-defined by (13). 
Lemma (6.1.7)[239]: Suppose that ߮ is a function in two variables that admits two 
representations (11) satisfying (12): 
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,ݏ)߮ (ݐ = ෍ ௡݂
(ଵ)(ݏ)݃௡

(ଵ)(ݐ)
௡ஹ଴

= ෍ ௡݂
(ଶ)(ݏ)݃௡

(ଶ)(ݐ)
௡ஹ଴

. 

Then 

෍ ௡݂
(ଵ)(ܣ)݃௡

(ଵ)(ܤ)
௡ஹ଴

= ෍ ௡݂
(ଶ)(ܣ)݃௡

(ଶ)(ܤ)
௡ஹ଴

. 

Proof. It is easy to see that 

෍ ௡݂
(௝)(ܣ)݃௡

(௝)(ܤ) = ඵ ,ݏ)߮ ஺ܧ݀(ݐ ݆      ,(ݐ)஻ܧ݀(ݏ) = 1,2,           (14) 

and the right-hand side of (14) does not depend  on ݆. The integral in (14) can be 
understood in the sense of weak operator topology.  
    Let us now show that the functional calculus on े defined by (13) satisfies   (F1)-(F4). 
Theorem (6.1.8)[239]: The functional calculus on the class े defined by (13) satisfies 
properties (F1)-(F4). 
Proof. Let ݂ be a function in ࡮ஶଵ

ଵ , ,ܣ  almost commuting selfadjoint operators. Then it ܤ
follows from the Birman-Solornyak formula (4) and from the fact that ݆ is a Schur multiplier 
(see [250]) that 

ܤ(ܣ)݂‖ − భࡿ‖(ܣ)݂ܤ ≤ ಮభ࡮‖݂‖
భ ܤܣ‖ − భࡿ‖ܣܤ .                      (15) 

Let us now establish properties (F1)-(F4) with the help of (15). Properties (F1) and (F2) are 
obvious. Let us prove (F3).  Let 

,ݏ)߮ (ݐ = ෍ ௡݂(ݏ)݃௡(ݐ)
௡ஹ଴

,ݏ)߰   , (ݐ = ෍ (ݐ)௡ݒ(ݏ)௡ݑ
௡ஹ଴

 

be representations of ߮ and  ߰ satisfying (12).  
    It is sufficient to prove that for any ݊, ݇ ≥ 0 

( ௡݂ݑ௞)(ܣ)(݃௡ݒ௞)(ܤ) − ௡݂(ܣ)݃௡(ܤ)ݑ௞(ܣ)ݒ௞(ܤ) ∈  ଵࡿ
and 

‖( ௡݂ݑ௞)(ܣ)(݃௡ݒ௞)(ܤ) − ௡݂(ܣ)݃௡(ܤ)ݑ௞(ܣ)ݒ௞(ܤ)‖ࡿభ ≤ const‖݂‖௅ಮ‖݃‖࡮ಮభ
భ ಮభ࡮‖௞ݑ‖ 

భ  ௞‖௅ಮݒ‖
We have 

( ௡݂ݑ௞)(ܣ)(݃௡ݒ௞)(ܤ) − ௡݂(ܣ)݃௡(ܤ)ݑ௞(ܣ)ݒ௞(ܤ) = ௡݂(ܣ)൫ݑ௞(ܣ)݃௡(ܤ) − ௡݂(ܤ)ݑ௞(ܣ)൯ݒ௞(ܤ). 
Now applying (15) twice, we obtain 

‖( ௡݂ݑ௞)(ܣ)(݃௡ݒ௞)(ܤ) − ௡݂(ܣ)݃௡(ܤ)ݑ௞(ܣ)ݒ௞(ܤ)‖ࡿభ

≤ const‖ ௡݂‖௅ಮ‖ݒ௞‖௅ಮ‖ݑ௞‖࡮ಮభ
భ (ܤ)௡݃ܣ‖ − ݃௡(ܤ)ࡿ‖ܣభ  

≤ const‖ ௡݂‖௅ಮ‖ݒ௞‖௅ಮ‖ݑ௞‖࡮ಮభ
భ ‖݃௡‖࡮ಮభ

భ ܤܣ‖ − భࡿ‖ܣܤ . 
Property (F4) follows from the fact that formula (2) holds for smooth functions (see [240, 
241]) and from the fact that the set of smooth functions is dense in े. 
    Now we are going to give a description of the class े. Since we deal with periodic 
functions, we can identify the functions in े with functions on ॻ × ॻ.    Let us define 
trigometric polynomials ௡ܹ,௞. ݊, ݇ ∈ ℤ, in two variables by 

௡ܹ,௞(ߞ, ߬) = ௡ܹ(ߞ) ௞ܹ(߬) 
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Note that for any function ߮ on ॻ × ॻ we have 

߮ = ෍ ߮ ∗
௡,௞∈ℤ

௡ܹ,௞. 

Recall that the tensor algebra ܥ(ॻ)⨂෡  is the set of functions ߮ on ॻଶ of the form (ॻ)ܥ

,ߞ)߮ ߬) = ෍ ௡݂(ߞ)݃௡(߬)
௡ஹ଴

.                                       (16) 

where 

෍‖ ௡݂‖஼(ॻ)‖݃௡‖஼(ॻ)
௡ஹ଴

< ∞,                                       (17) 

being the space of continuous functions on ॻ. The norm ‖߮‖஼(ॻ)⨂෡ (ॻ)ܥ ஼(ॻ) in ܥ(ॻ)⨂෡  is (ॻ)ܥ
by definition the infimum of (17) over all representations (16). 
    The following description of ेis similar to that of Besov spaces given. 
Theorem (6.1.9)[239]:    Let ߮ be a function ॻଶ.  Then ߮ ∈ े if and only if 

෍ ൫2|௡| + 2|௞|൯
௡,௞∈ℤ

ฮ߮ ∗ ௡ܹ,௞ฮ
஼(ॻ)⨂෡ ஼(ॻ)

< ∞.                                  (18) 

Proof. Suppose that ߮ admits a representation (16) satisfying (17). Let us show that ߮ ∈ े. 
It is sufficient to prove that for any ݊, ݇ ∈ ℤ 

ฮ߮ ∗ ௡ܹ,௞ฮ
े

≤ const൫2|௡| + 2|௞|൯ฮ߮ ∗ ௡ܹ,௞ฮ
஼(ॻ)⨂෡ ஼(ॻ)

. 

Suppose, to be definite, that ݊, ݇ > 0. Then it suffices to prove that for any polynomial ߰ of 
the form 

,ߞ)߰ ߬) = ෍ ෍ ො߮(݅, ௜߬௝ߞ(݆
ଶೖశభ

௝ୀଶೖషభ

ଶ೙శభ

௜ୀଶ೙షభ

                                            (19) 

the following inequality  holds: 
‖߰‖े ≤ const(2௡ + 2௞)‖߰‖஼(ॻ)⨂෡ ஼(ॻ).                 (20) 

Let 

,ߞ)߰ ߬) = ෍ ௠݂(ߞ)݃௠(߬), 

where ௠݂ , ݃௠ ∈  and (ॻ)ܥ

෍‖ ௠݂‖
௠ஹ଴ ௅ಮ

‖݃௠‖௅ಮ ≤ 2‖߰‖஼(ॻ)⨂෡ ஼(ॻ). 

Let    ௡ܸ = ௡ܹାଵ + ௡ܹ + ௡ܹାଵ. Then ‖ ௡ܸ‖௅భ ≤ const and ෠ܸ௡(݆) = 1   for 
௡ܸ,௞(ߞ, ߬) = ௡ܸ(ߞ) ௞ܸ(߬). 

Since ߰ has the form (19), it follows that and so 
߰ ∗ ௡ܸ,௞ = ߰, 

and so 

,ߞ)߰ ߬) = ෍  ,(߬)௠ܩ(ߞ)௠ܨ

where 
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௠ܨ = ௠݂ ∗ ௡ܸ ௠ܩ     , = ݃௠ ∗ ௞ܸ. 
Therefore 

‖߰‖े ≤ ෍൫‖ܨ௠‖࡮ಮభ
భ ௠‖௅ಮܩ‖ + ಮభ࡮‖௠ܩ‖௠‖௅ಮܨ‖

భ ൯
௠ஹ଴

. 

It follows easily from the definition of  ࡮ஶଵ
ଵ  that 

ಮభ࡮‖௠ܨ‖
భ ≤ const 2௡‖ܨ௠‖௅ಮ ಮభ࡮‖௠ܩ‖         ,

భ ≤ const 2௞‖ܩ௠‖௅ಮ 
Then (20) follows from the obvious estimates 

௠‖௅ಮܨ‖ ≤ const ‖ ௠݂‖௅ಮ ௠‖௅ಮܩ‖         , ≤ const ‖݃௠‖௅ಮ . 
Let us now prove that any function ߮ in े satisfies (18). It is sufficient to consider the case 

,ߞ)߮ ߬) =  (߬)݃(ߞ)݂
and show that 

෍ ൫2|௡| + 2|௞|൯
௡,௞∈ℤ

ฮ߮ ∗ ௡ܹ,௞ฮ
஼(ॻ)⨂෡ ஼(ॻ)

≤ const ൫‖݂‖࡮ಮభ
భ ‖݃‖௅ಮ + ‖݂‖௅ಮ‖݃‖࡮ಮభ

భ ൯. 

We have 
൫߮ ∗ ௡ܹ,௞൯(ߞ, ߬) = (݂ ∗ ௡ܹ)(ߞ)൫݃ ∗ ௞ܹ(߬)൯. 

Therefore 

෍ ൫2|௡| + 2|௞|൯
௡,௞∈ℤ

ฮ߮ ∗ ௡ܹ,௞ฮ
஼⨂෡ ஼

≤ ෍ ൫2|௡| + 2|௞|൯
௡,௞∈ℤ

‖݂ ∗ ௡ܹ‖௅ಮ‖݃ ∗ ௞ܹ‖௅ಮ 

       ≤ 2 ൭ ෍ 2|௡|

|௡|ஹ|௞|

‖݂ ∗ ௡ܹ‖௅ಮ൱ ‖݃‖௅ಮ + 2 ൭ ෍ 2|௞|

|௞|ஹ|௡|

‖݂ ∗ ௞ܹ‖௅ಮ൱ ‖݂‖௅ಮ  

≤ 2 ൭෍ 2|௡|

௡∈ℤ

‖݂ ∗ ௡ܹ‖௅ಮ൱ ‖݃‖௅ಮ + 2 ൭෍ 2|௞|

௡∈ℤ

‖݂ ∗ ௞ܹ‖௅ಮ൱ ‖݂‖௅ಮ 

              ≤ const൫‖݂‖࡮ಮభ
భ ‖݃‖௅ಮ + ‖݂‖௅ಮ‖݃‖࡮ಮభ

భ ൯. 
    Recall that in [242] a functional calculus for almost commuting operators has been 
constructed on the class of functions ߮ = ℱ߱ which are Fourier transforms of measures ߱ 
on ℝଶ satisfying the condition 

න (1 + 1)(|ݐ| + ,ݐ)߱|݀(|ݏ| |(ݏ < ∞
ℝమ

.                                            (21) 

The functional calculus has been defined by the formula 

,ܣ)߮ (ܤ = ඵ ,ݔ)߮  (22)                                             .(ݕ)஻ܧ݀(ݔ)஺ܧ݀(ݕ

    It is easy to see that the condition (21) is more restrictive than the condition (12). Indeed, 
the condition (21) implies that ߮ has continuous derivatives ߲߮/߲ݐ߲/߲߮,ݏ, and ߲ଶ߮/߲ݐ߲ݏ 
which have locally absolutely convergent Fourier expansions. However, the condition (12) 
does not imply   the existence of continuous derivative ߲ଶ߮/߲ݐ߲ݏ and the first partial 
derivatives ߲߮/߲ݐ߲/߲߮ ,ݏ do not necessarily have absolutely convergent Fourier 
expansions. 
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    It is also easy to see that for ߮ satisfying (21) the definition (13) coincides    with (22). 
Thus our functional calculus extends the functional calculus   defined by (22). 
    Let us now consider the problem to construct a functional calculus satisfying property 
(F5): 

ത߮(ܣ. (ܤ − ,ܣ)߮) ∗((ܤ ∈  .ଵࡿ
In this case we have to impose a more restrictive assumption on ߮. 
Definition (6.1.10)[239]: Let ेଵ  be a class of periodic functions of the form  

,ݏ)߮ (ݐ = ෍ ௡݂(ݏ)݃௡(ݐ)
௡ஹ଴

, 

where 

෍‖ ௡݂‖࡮ಮభ
భ ‖݃௡‖࡮ಮభ

భ

௡ஹ଴

< ∞. 

(In other words ेଵ is the projective tensor product of two spaces ࡮ஶଵ
ଵ ) 

    For ߮in ेଵ and almost commuting selfadjoint operators ܣ and ܤ we can define ߮(ܣ,  by (ܤ
(13) 
Theorem (6.1.11)[239]: The functional calculus on ेଵ defined by (13) satisfies properties 
(F1)-(F5). 
Proof     Clearly we have to prove only (F5). It is sufficient to consider only the functions ߮ of 
the form 

,ݏ)߮ (ݐ = ,݂     ,(ݐ)݃(ݏ)݂ ݃ ∈ ஶଵ࡮
ଵ . 

We have by (15) 
ฮ݂̅(ܣ)݃̅(ܤ) − ฮ(ܣ̅)݂(ܤ)̅݃

భࡿ
≤ const ‖݂‖࡮ಮభ

భ (ܤ)̅݃ܣ‖ − భࡿ‖ܣ(ܤ)̅݃

≤ const ‖݂‖࡮ಮభ
భ ಮభ࡮‖݃‖

భ ܤܣ‖ − భࡿ‖ܣܤ . 
The class ेଵadmits a description similar to (18). 
Theorem (6.1.12) [239]: Let ߮ be a function on ॻ × ॻ. Then ߮ ∈ ेଵ if and only if 

෍ 2|௡|ା௞

௡,௞∈ℤ

ฮ߮ ∗ ௡ܹ,௞ฮ
஼⨂෡ ஼

< ∞. 

The proof is similar to the proof of Theorem (6.1.9). 
Section (6 . 2):   Operator Moduli of Continuit࢟✩ . 
We study operator moduli of continuity of functions on subsets of the real line. For a closed 
subset ृ of the real line ℝ and for a continuous function ݂ on ृ, the operator modulus of 
continuity ߗ௙,ृ  is defined by 

(ߜ)ृ,௙ߗ ≝  sup‖ ݂(ܣ) − ߜ   ,  ‖(ܤ)݂ > 0, 
where the supremum is taken over all self-adjoint operators ܣ and ܤ such that 

(ܣ)ߪ ⊂ (ܤ)ߪ       ,ृ ⊂ ृ,   and   ‖ܣ − ‖ܤ ≤  .ߜ
If  ृ =ℝ, we use the notation ߗ௙ ≝  ௙,ℝ . Recall that a continuous function ݂ on ृ is calledߗ
operator Lipschitz if ߗ௙,ृ(ߜ) ≤ const ߜ, ߜ >  0. 
    It turns out that a Lipschitz function ݂ on ℝ, i.e., a function ݂ satisfying 
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(ݔ)݂|  − |(ݕ)݂ ≤ const|ݔ − ,ݔ     ,|ݕ ݕ ∈ ℝ, 
does not  have  to  be  operator  Lipschitz.  This was established for the first time by 
Farforovskaya [9]. It was shown later in [262]that the function ݔ ⟼  on ℝ is not operator |ݔ|
Lipschitz. 
The [262] followed the by [265], in which it was shown that the function ݔ ⟼  is not |ݔ|
commutator Lipschitz. Note that nowadays it is well known that operator Lipschitzness is 
equivalent to commutator Lipsc-hitzness. 
    We would like to also mention that in [266]necessary conditions for operator 
Lipschitzness were found that also imply that Lipschitzness is not sufficient for operator 
Lipschitzness. On the other hand, it was shown in [266]and [28] that if ݂ belongs to the 
Besov class ࡮ஶଵ

ଵ (ℝ), then ݂ is operator Lipschitz ( we see [267]and [268]). 
    In [269] and [261] we obtain the following upper estimate for continuous functions ݂ on 
ℝ: 

(ߜ)௙ߗ ≤ const ߜ න
߱௙(ݐ)

ଶݐ

ஶ

ఋ
ݐ݀ = const න

߱௙(ߜݐ)
ଶݐ

ஶ

ଵ
ߜ    ,ݐ݀ > 0,            (23) 

where ߱௙  is the modulus of continuity of ݂ , i.e., 
߱௙(ߜ) ≝ sup{|݂(ݔ) − :|(ݕ)݂ ,ݔ ݕ ∈ ℝ, ݔ| − |ݕ ≤ {ߜ , ߜ > 0. 

We deduced from (23) in [261] that for a Lipschitz function ݂ on [ܽ, ܾ], the following 
estimate for the operator modulus of continuity ߗ௙,[௔,௕] holds: 

(ߜ)௙,[௔,௕]ߗ ≤ const ߜ ൬1 + log ൬
ܾ − ܽ

ߜ
൰൰ ‖݂‖୐୧୮, 

where 

‖݂‖୐୧୮ ≝ sup
௫ஷ௬

(ݔ)݂| − |(ݕ)݂
ݔ| − |ݕ . 

A similar estimate was obtained earlier in [262]in the very special case ݂(ݔ) =  ,Namely .|ݔ|
it was shown in [262]that for bounded self-adjoint operators ܣ and ܤ on Hilbert space, the 
following inequality holds: 

|ܣ|‖ − ‖|ܤ| ≤
2
ߨ

ܣ‖ − ‖ܤ ቆ2 + log
‖ܣ‖ − ‖ܤ‖

ܣ‖ − ‖ܤ ቇ. 

It turns out, however, that for the function ݔ ↦  the operator modulus of continuity |ݔ|
admits a much better estimate. Namely, we show that under the same hypotheses 

|ܣ|‖ − ‖|ܤ| ≤ const‖ܣ − ‖ܤ ቆ2 + log
‖ܣ‖ − ‖ܤ‖

ܣ‖ − ‖ܤ ቇ. 

  We also prove that this estimate is sharp. 
    Note that in [270]an estimate slightly weaker than (23) was obtained by a different 
method. 
    We show that if  ݂ is a continuous non decreasing function on ℝ , such that ݂(ݔ) = 0 for 
ݔ ≤ 0 and the restriction of ݂ to [0, ∞) is a concave function, then estimate (23) can also be 
improved considerably: 
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(ߜ)௙ߗ ≤ const න
(ݐߜ)݂

ଶݐ ݃݋݈ ݐ

ஶ

௘
ߜ        , > 0. 

We also obtain other estimates of operator moduli of continuity. 
      It is still unknown whether inequality (23) is sharp. It follows easily from (23) that if ݂ is 
a function on ℝ such that ‖݂‖௅ಮ ≤ 1, ‖݂‖୐୧୮ ≤ 1, then 

(ߜ)௙ߗ ≤ constߜ ൬1 + log
1
ߜ

൰ ߜ    , ∈ (0,1]. 

We construct a ܥஶ function ݂ on ℝ such that ‖݂‖௅ಮ ≤ 1, ‖݂‖୐୧୮ ≤ 1, and 

(ߜ)௙ߗ ≤ constߜඨlog
2
ߜ

ߜ     , ∈ (0,1]. 

To construct such a function ݂ , we use necessary conditions for operator Lipschitzness 
found in [27].  
We obtain lower estimates in the case of functions on the unit circle and unitary operators. 
    Finally, we obtain the following sharp estimate for the norms ‖݂(ܣ) −  for Lipschitz ‖(ܤ)݂
functions ݂ and self-adjoint operators ܣ and ܤ  on Hilbert space such that the spectrum 
 :has n points ܣ of (ܣ)ߪ

(ܣ)݂‖  − ‖(ܤ)݂ ≤ 1)ܥ + log ݊)‖݂‖୐୧୮ ‖ܣ −  (24)                              . ‖ܤ
We obtain an upper estimate in the general case (see Theorem (6.2.85) in terms of the ε-
entropy of the spectrum of ܣ, where ߝ = ܣ‖ −  It includes inequalities (23) and (24) as .‖ܤ
special cases. Note that (24) improve earlier estimates in [264]and [271]. 
We give a brief introduction to Schur multipliers, we collect auxiliary estimates of certain 
functions in the space of functions with absolutely converging Fourier integrals. To obtain 
upper estimates for operator moduli of continuity of concave functions, we estimate the 
operator modulus of continuity of a very special piecewise continuous function on ℝ.  
 
We define Schur multipliers and discuss their properties. Note that the notion of a Schur 
multiplier can be defined in the case of two spectral measures (see, e.g., [27]). We define 
Schur multipliers in the case of two scalar measures. This corresponds to the case of 
spectral measures of multiplicity 1. 
    Let (ࣲ, ,ࣳ) and (ߤ ݇ finite measure spaces. Let-ߪ be (ߥ ∈ ࣲ)ଶܮ × ࣳ , ߤ ⊗  ݇ Then .(ߥ
induces the integral operator ॎ௞ = ॎ௞

ఓ,ఔ from ܮଶ(ࣳ, ,ࣲ)ଶܮ to (ߥ  defined by (ߤ

(ॎ௞)(ݔ) = න ,ݔ)݇ (ݕ
ࣳ

,(ݕ)ݒ݀(ݕ)݂ ݂ ∈ ,ࣳ)ଶܮ  .(ݒ

 Denote by ‖݇‖ी = ‖݇‖ीࣲ,ࣳ
ഋ,ഌ  the operator norm of ॎ௞. Let Φ be a ߤ ⊗  measu-rable function-ߥ

defined almost everywhere on ࣲ × ࣳ . We say that Φ is a Schur multiplier with respect to ߤ 
and ߥ if 

‖Φ‖ैࣲ,ࣳ
ഋ,ഌ ≝ {‖Φ݇‖ी: ݇, Φ݇ ∈ ࣲ)ଶܮ × ࣳ , ߤ ⊗ ,(ߥ ‖݇‖ी ≤ 1} < ∞. 
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We denote by ैࣲ,ࣳ
ఓ,ఔ  the space of Schur multipliers with respect to ߤ and ߥ. It can be shown 

easily that ैࣲ,ࣳ
ఓ,ఔ ⊂ ࣲ)ஶܮ × ࣳ , ߤ ⊗ and  ‖Φ‖௅ಮ(ࣲ×ࣳ ,ఓ⊗ఔ) . Thus if Φ (ߥ ∈ ैࣲ,ࣳ

ఓ,ఔ , then 
‖Φ‖ैࣲ,ࣳ

ഋ,ഌ = sup{‖Φ݇‖ी: ݇, Φ݇ ∈ ࣲ)ଶܮ × ࣳ , ߤ ⊗ ,(ߥ ‖݇‖ी ≤ 1} 

Note that ैࣲ,ࣳ
ఓ,ఔ  is Banach algebra: 

‖ΦଵΦଶ‖ैࣲ,ࣳ
ഋ,ഌ ≤ ‖Φଵ‖ैࣲ,ࣳ

ഋ,ഌ ‖Φଶ‖ैࣲ,ࣳ
ഋ,ഌ . 

It is easy to see that ‖Φ‖ैࣲ,ࣳ
ഋ,ഌ = ࣳ,ࣲै‖ߖ‖

ഋ,ഌ  for ݕ)ߖ, (ݔ = Φ(ݔ,  .(ݕ

If ଴ࣲ is a ߤ-measurable subset of ࣲ, then we denote by ( ଴ࣲ,  the corresponding measure (ߤ
space on the ߪ-algebra of ߤ-measurable subsets of ଴ࣲ. 
   Let ࣲ = ⋃ ௡ࣲ

ஶ
௡ୀ଴   and ࣳ = ⋃ ࣳ௡

ஶ
௡ୀ଴ , where the ௡ࣲ are ߤ-measurable subsets of ࣲ, and the 

ࣳ௡ are ߥ-measurable subsets of ࣳ. It is easy to see that 

sup
௠,௡ஹଵ

‖݇‖ीࣲ೘,ࣳ೙
ഋ,ഌ

ଶ ≤ ‖݇‖ीࣲ,ࣳ
ഋ,ഌ

ଶ ≤ ෍ ෍‖݇‖ीࣲ೘,ࣳ೙
ഋ,ഌ

ଶ
ஶ

௡ୀଵ

ஶ

௠ୀଵ

 

for every ݇ ∈ ࣲ)ଶܮ × ࣳ , ߤ ⊗  and ,(ߥ

sup
௠,௡ஹଵ

‖Φ‖ैࣲ೘,ࣳ೙
ഋ,ഌ

ଶ ≤ ‖Φ‖ैࣲ,ࣳ
ഋ,ഌ

ଶ ≤ ෍ ෍‖Φ‖ैࣲ೘,ࣳ೙
ഋ,ഌ

ଶ
ஶ

௡ୀଵ

ஶ

௠ୀଵ

               (25) 

for every Φ ∈ ࣲ)ஶܮ × ࣳ , ߤ ⊗  .(ߥ
We state the following elementary theorem: 
Theorem (6.2.1)[260]. Let (ࣲ, ,ࣳ) ,(ߤ ,ࣳ) ,(଴ߤ ,ࣳ) and (ߥ  .finite measure spaces-ߪ ଴) beߥ
Suppose that ߤ଴ is absolutely continuous with respect to ߤ and ߥ଴is absolutely continuous 
with respect to ߥ. 
Let Φ ∈ ैࣲ,ࣳ

ఓ,ఔ   . Then Φ ∈ ैࣲ,ࣳ
ఓబ,ఔబ   and‖Φ‖ैࣲ,ࣳ

ഋబ,ഌబ ≤ ‖Φ‖ैࣲ,ࣳ
ഋ,ഌ  . 

Proof. By the Radon–Nikodym theorem, ݀ߤ଴ = ߮݀μ and ݀ߥ଴ =  for non-negative ߥ݀߰
measurable functions ߮ and ߰ on ࣲ and ࣳ. Let ݇ ∈ ࣲ)ଶܮ × ࣳ , ଴ߤ ⊗  ଴). Putߥ

,ݔ)(݇ܶ) (ݕ ≝ ,ݔ)݇  .(ݕ)߰(ݔ)ඥ߮(ݕ
Clearly, ܶ is an isometric embedding from ܮଶ(ࣲ × ࣳ , ଴ߤ ⊗ ࣲ)ଶܮ ଴) inߥ × ࣳ , ߤ ⊗  .(ߥ
Moreover,‖ܶ݇‖ीࣲ,ࣳ

ഋ,ഌ =  ‖݇‖ीࣲ,ࣳ
ഋబ,ഌబ  . We have 

‖Φ݇‖ीࣲ,ࣳ
ഋబ,ഌబ = ‖ܶ(Φ݇)‖ीࣲ,ࣳ

ഋ,ഌ = ‖Φܶ݇‖ीࣲ,ࣳ
ഋ,ഌ ≤ ‖Φ‖ैࣲ,ࣳ

ഋ,ഌ ‖ܶ݇‖ीࣲ,ࣳ
ഋ,ഌ = ‖Φ‖ैࣲ,ࣳ

ഋ,ഌ ‖݇‖ीࣲ,ࣳ
ഋబ,ഌబ  

for every ݇ ∈ ࣲ)ଶܮ × ࣳ , ଴ߤ ⊗ ଴). Hence, Φߥ ∈ ैࣲ,ࣳ
ఓబ,ఔబ   and‖Φ‖ैࣲ,ࣳ

ഋబ,ഌబ ≤ ‖Φ‖ैࣲ,ࣳ
ഋ,ഌ . 

    Note that if ࣲ and ࣳ  coincide with the set ℤା of nonnegative integers and ߤ and ߥ are the 
counting measure, the above definition coincides with the definition of Schur multipliers on 
the space of matrices: a matrix ܣ = { ௝ܽ௞}௝,௞ஹ଴ is called a Schur multiplier on the space of 
bounded matrices if 

ܣ ⋆  .is ܤ  is a matrix of a bounded operator, whenever  ܤ
Here we use the notation 

ܣ ⋆ ܤ = { ௝ܽ௞ ௝ܾ௞}௝,௞ஹ଴.                                                 (26) 
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for the Schur–Hadamard product of the matrices ܣ = { ௝ܽ௞}௝,௞ஹ଴ and ܤ = { ௝ܾ௞}௝,௞ஹ଴. 
Let ࣲ and ࣳ be closed subsets of ℝ. We denote by ैࣲ,ࣳ the space of Borel Schur multipliers 
on ࣲ × ࣳ , i.e., the space of Borel functions Φ defined everywhere on ࣲ × ࣳ such that 

‖Φ‖ैࣲ,ࣳ ≝ sup‖Φ‖ैࣲ,ࣳ
ഋ,ഌ < ∞, 

where the supremum is taken over all regular positive Borel measures ߤ and ߥ on ࣲ  and ࣳ . 
It can be shown easily that 

sup
(௫,௬)∈ࣲ×ࣳ

|Φ(ݔ, |(ݕ ≤ ‖Φ‖ैࣲ,ࣳ . 

It is also easy to verify that if Φ௡ ∈ ैࣲ,ࣳ , Φ is a bounded Borel function on ࣲ × ࣳ, and 
Φ௡(ݔ, (ݕ → Φ(ݔ, ,ݔ) for all (ݕ (ݕ ∈ ࣲ × ࣳ, then 

‖Φ‖ैࣲ,ࣳ ≤ lim inf
௡→ஶ

‖Φ௡‖ैࣲ,ࣳ . 

In particular, Φ ∈ ैࣲ,ࣳ if lim inf
௡→ஶ

‖Φ௡‖ैࣲ,ࣳ < ∞. 

    We are going to deal with functions ݂ on ࣲ × ࣳ  that are continuous in each variable. It 
must be a well-known fact that such a function ݂ has to be a Borel function. Indeed, one can 
construct an increasing sequence {ࣳ௡}௡ୀଵ

ஶ of discrete closed subsets of ࣳ such that  ⋃ ࣳ௡
ஶ
௡ୀଵ  

is dense in ࣳ. Let us consider the function ௡݂: ࣲ × ℝ → ℂ such that ݂|(ࣲ × ࣳ௡) = ௡݂|(ࣲ ×
ࣳ௡) and ௡݂(ݔ,·) is a piecewise linear function with nodes in ࣳ௡for all ݔ ∈ ࣲ . Clearly, the 
function 

௡݂ is defined uniquely if we require that ௡݂(ݔ,·) is constant on each unbounded 
complimentary interval of ࣳ௡ . It is easy to see that ௡݂ is continuous on ࣲ × ℝ 
and lim௡→ஶ ௡݂(ݔ, (ݕ = ,ݔ)݂ ,ݔ) for all(ݕ (ݕ ∈ ࣲ × ࣳ. Thus, f belongs to the first Baire class, 
and so it is Borel. 
Lemma (6.2.2)[260]. Let ࣲ and ࣳ be compact subsets of ℝ and let ߤ and ߥ be finite positive 
Borel measures on ࣲ and ࣳ . Suppose that {ߥ௝}௝ୀଵ

ஶ is a sequence of finite positive Borel 
measures on ࣳ that converges to ߥ in the weak-∗ topology ((ࣳ)ܥ))ߪ∗,  If ݇ is a .((ࣳ)ܥ
bounded Borel function on ࣲ × ࣳ such that ݇(ݔ,·) ∈ ݔ for every (ࣳ)ܥ ∈ ࣲ , then 

lim
௝→ஶ

ฮॎ௞
ఓ,௩ೕฮ

ीࣲ,ࣳ
ഋ,ೡೕ = ฮॎ௞

ఓ,௩ฮ
ीࣲ,ࣳ

ഋ,ೡ . 

Proof. Clearly,  ॎ௞
ఓ,௩ೕ(ॎ௞

ఓ,௩ೕ)∗  is an integral operator on  ܮଶ(ࣲ, ,ݔ)with kernel ௝݈ (ߤ (ݕ =
∫ ݇ࣳ ,ݔ) ,ݕ)݇(ݐ } Besides, the sequence .(ݐ)௝ߥതതതതതതതതത݀(ݐ ௝݈} converges in ܮଶ(ࣲ × ࣲ , ߤ ⊗  to the (ߤ

function ݈ defined by ݈(ݔ, (ݕ = ∫ ݇ࣳ ,ݔ) ,ݕ)݇(ݐ  which is the kernel of the integral ,(ݐ)ݒതതതതതതതതത݀(ݐ

operatorॎ௞
ఓ,௩(ॎ௞

ఓ,௩)∗. Hence, 

lim
௝→ஶ

ฮॎ௞
ఓ,௩ೕฮ

ीࣲ,ࣳ
ഋ,ೡೕ

ଶ
= lim

௝→ஶ
ฮॎ௞

ఓ,௩ೕ(ॎ௞
ఓ,௩ೕ)∗ฮ

ीࣲ,ࣳ
ഋ,ೡೕ = ฮॎ௞

ఓ,௩(ॎ௞
ఓ,௩)∗ฮ

ीࣲ,ࣳ
ഋ,ೡ = ฮॎ௞

ఓ,௩ฮ
ीࣲ,ࣳ

ഋ,ೡ
ଶ . 

Corollary (6.2.3)[260]. Let ܺ and ࣳ be compact subsets of R, and let μ and ν be finite positive 
Borel measures on ࣲ  and ࣳ. Suppose that {ߥ௝}௝ୀଵ

ஶ  is a sequence of finite positive Borel 
measures on ࣳ that converges to ߥ in ((ࣳ)ܥ))ߪ∗, ࣲ If Φ is a Borel function on .((ࣳ)ܥ × ࣲ  
such that Φ(ݔ,·) ∈ ݔ for all (ࣳ)ܥ ∈ ࣲ , then  ‖Φ‖ैࣲ,ࣳ

ഋ,ೡ ≤ lim inf௝→ஶ ≤ ‖Φ‖
ैࣲ,ࣳ

ഋ,ഌೕ . 
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Proof. It is easy to see that 
‖Φ‖ैࣲ,ࣳ

ഋ,ೡ = sup ቄ‖Φ݇‖ीࣲ,ࣳ
ഋ,ೡ : ݇ ∈ ࣲ)ܥ × ࣳ), ‖݇‖ीࣲ,ࣳ

ഋ,ೡ ≤ 1ቅ. 

 Let ݇ ∈ ࣲ)ܥ × ࣳ) with ‖݇ ‖௅మ(ఓ⊗ఔ) > 0. Then 

‖݇‖ीࣲ,ࣳ
ഋ,ೡ = lim

௝→ஶ
‖Φ݇‖

ीࣲ,ࣳ
ഋ,ೡೕ ≤ lim inf

௝→ஶ
൬‖Φ‖

ैࣲ,ࣳ
ഋ,ഌೕ ‖݇‖

ीࣲ,ࣳ
ഋ,ೡೕ ൰ = lim

௝→ஶ
 ‖Φ‖

ैࣲ,ࣳ
ഋ,ഌೕ lim inf

௝→ஶ
‖݇‖

ीࣲ,ࣳ
ഋ,ೡೕ

= ‖݇‖ीࣲ,ࣳ
ഋ,ೡ lim inf

௝→ஶ
  ‖Φ‖

ैࣲ,ࣳ
ഋ,ഌೕ  

 which implies the result.   ✷ 
For a measure ߤ and an integrable function ߮, we write ߥ =  is the (complex) ߥ if ߤ߮
measure defined by ݀ߥ =  .ߤ݀߮
    The following fact can be proved very easily. 
Lemma (6.2.4)[260]. Let ߥ and ߥ଴  be finite Borel measures on ℝ with compact supports. 
Suppose that supp ߥ଴ ⊂ supp ߥ . Then there exists a sequence {߮௝}௝ୀ଴

ஶ  in ܥ(ℝ) such that 
߮௝ ≥ 0 everywhere on ℝ for all ݆ and ߥ଴ = lim௝→ஶ ߮௝ߥ in σ((ܥ(supp ߥ))∗,  .((ߥ supp)ܥ
Theorem (6.2.5)[260]. Let ࣲ and ࣳ be closed subsets of ℝ and let Φ be a function on ࣲ × ࣳ 
that is continuous in each variables. Suppose that ߤ and ߤ଴ are positive regular Borel 
measures on ࣲ , and ߥ and ߥ଴  are positive regular Borel measures on ࣳ. If supp ߤ଴ ⊂ supp ߤ 
and  ݒ଴ ⊂ supp ݒ , then‖Φ‖ैࣲ,ࣳ

ഋబ,ഌబ ≤ ‖Φ‖ैࣲ,ࣳ
ഋ,ഌ . 

    We need two lemmata. 
Proof . Put ௡ࣲ ≝ [−݊, ݊] ∩ ࣲ and ࣳ௡ ≝ [−݊, ݊] ∩ ࣳ. Clearly, { ‖Φ‖ैࣲ೙ ,ࣳ೙

ഋ,ೡ } is a nondecreasing 

sequence and 
lim
௡→ஶ

 ‖Φ‖ैࣲ೙ ,ࣳ೙
ഋ,ೡ =  ‖Φ‖ैࣲ,ࣳ

ഋ,ೡ . 

This allows us to reduce the general case to the case when ࣲ and ࣳ  are compact. Besides, it 
suffices to consider the case where ߤ଴ = ଴ߥ Indeed, the case .ߤ =  can be reduced to the ߥ
case ߤ଴ =  and we have ,ߤ

 ‖Φ‖ैࣲ,ࣳ
ഋబ,ഌబ ≤  ‖Φ‖ैࣲ,ࣳ

ഋ,ഌబ ≤  ‖Φ‖ैࣲ,ࣳ
ഋ,ೡ  

Let  ࣲ and ࣳ  be compact, and ߤ଴ =  Applying Lemma (6.2.5), we can take a sequence  .ߤ
{߮௝}௝ୀ଴

ஶ  of nonnegative functions in ܥ(ℝ)  such that ߥ଴ = lim௝→ஶ ߮௝ߥ in the weak topology 
,∗((ࣳ)ܥ))ߪ ௝ߥ Put .((ࣳ)ܥ ≝ ߮௝ߥ . By Theorem (6.2.1),   ‖Φ‖

ैࣲ,ࣳ
ഋ,ഌೕ ≤  ‖Φ‖ैࣲ,ࣳ

ഋ,ೡ for every ݆ ≥ 1. 

It remains to apply Corollary (6.2.4).    
    Theorem (6.2.2) implies the following fact: 
Theorem (6.2.6)[260]. Let ࣲ and ࣳ be closed subsets of ℝ and let Φ be a function on ࣲ × ࣳ  
that is continuous in each variable. Suppose that ߤ and ߥ are positive regular Borel 
measures on ࣲ and ࣳ such that supp ߤ = ࣲ  and supp ߥ = ࣳ . Then   ‖Φ‖ैࣲ,ࣳ =  ‖Φ‖ैࣲ,ࣳ

ഋ,ೡ  . 

    The following result is well known. 
Let ݂ ∈ ,ݔ)Put Φ .(ℝ)ܥ (ݕ ≝ ݔ)݂ − Then Φ .(ݕ ∈ ैℝ,ℝ if and only if f is the Fourier 
transform of a complex measure on ℝ. Moreover, ‖Φ‖ैℝ,ℝ =  .(ℝ)|ߤ|
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    A similar statement holds for any locally compact abelian group. In particular, it is true for 
the group ℤ: 
Let ݂ be a function defined on ℤ. Put Φ(݉, ݊) ≝ ݂(݉ − ݊). Then Φ ∈ ैℤ,ℤ 
if and only if {݂(݊)}௡∈ℤ  are the Fourier coefficients of a complex Borel measure ߤ on the 
unit circle ॻ. Moreover, ‖Φ‖ैℤ,ℤ =  .(ॻ)|ߤ|
We need the following well-known fact. 
Lemma (6.2.7)[260]: Let  

,݉)ܪ ݊) ≝ ൝
1

݉ − ݊
,      if ݉, ݊ ∈ ℤ, ݉ ≠ ݊,

0,            if   ݉ = ݊ ∈ ℤ.
 

Then ‖ܪ‖ैℤ,ℤ = గ
ଶ

. 
Proof. It suffices to observe that 

,݊)ܪ 0) =
1

ߨ2
න ߨ)݅ − (ݐ
ଶగ

଴

݁ି௜௡௧݀ݐ    and  
1

ߨ2
න ߨ| − |ݐ
ଶగ

଴

ݐ݀ =
ߨ
2

. 

We collect elementary estimates of certain functions in the space of absolutely convergent 
Fourier integrals.  
    We are going to deal with the space 

෠ଵܮ = ෠ଵ(ℝ)ܮ ≝ ℱ ቀܮ෠ଵ(ℝ)ቁ,    ‖݂‖௅෠భ = ‖݂‖௅෠భ(ℝ) ≝ ‖ℱିଵ݂‖௅భ . 

Here we use the notation ℱ for Fourier transform: 

(ℱ݂)(ݔ) ≝ න ௜௫௧ି݁(ݐ)݂

ℝ

݂      ,ݐ݀ ∈  .ଵ(ℝ)ܮ

    Unless otherwise stated, an interval means a closed non degenerate (not necessarily 
finite) interval. For such an interval ܬ , we consider the class ܮ෠ଵ(ܬ) defined by ܮ෠ଵ(ܬ) ≝
൛݂|ܬ: ݂ ∈  ෠ଵൟ, we putܮ

‖߮‖௅෠భ(௃) ≝ inf  {‖݂‖௅෠భ: ܬ|݂ = ߮}. 
For ∈ we put ‖߮‖௅෠భ(௃) , (ℝ)ܥ ≝ ௅෠భ(௃). Clearly, ‖߮‖௅ಮ(௃)‖ܬ|߮‖ ≤ ‖߮‖௅෠భ(௃) . 
    For an interval ܬ , we use the notation |ܬ| for its length. 
It is easy to see that the constant functions belong to the space ܮ෠ଵ(ܬ) for bounded intervals ܬ 
and ‖૚‖௅෠భ(௃) = 1 . Moreover, 
(ܬ)෠ଵܮ = {(ℱߤ)|ܬ: ߤ ∈ ℳ(ℝ)}    and  ‖݂‖௅෠భ(௃) ≝ inf :ℳ‖ߤ‖}  (ℱߤ)|ܬ = ݂} 
for every bounded interval ܬ , where ℳ(ℝ) denotes the space of (complex) Borel measures 
on ℝ. 
We are going to discuss (mostly known) estimates for ‖∙‖௅෠భ(௃). 
    First, we recall the Pólya theorem, see [272]. 
    Let ݂ be an even continuous function such that ݂|[0, ∞) is a decreasing convex function 
vanishing at the infinity. Then ݂ ∈ ෠ଵ and ‖݂‖௅෠భܮ = ݂(0). 
    This theorem readily implies the following fact. 
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Lemma (6.2.8)[260]. Let ݂ be a continuous function on a closed ray ܬ that vanishes at 
infinity. Suppose that f is monotone and convex (or concave). Then ݂ ∈ and ‖݂‖௅෠భ (ܬ)෠ଵܮ =
max

௃
|݂|. 

    In what follows by a locally absolutely continuous function on ℝ we mean a function 
whose restriction to any compact interval is absolutely continuous. 
Lemma (6.2.9)[260]. Let ݂ be a locally absolutely continuous function in ܮଶ(ℝ) such that 
݂′ ∈ ݂ ଶ(ℝ).Thenܮ ∈ ෠ଵ(ℝ) and ‖݂‖௅෠భܮ

ଶ ≤ ‖݂‖௅మ‖݂′‖௅మ . 
Proof. Put ܽ = ‖݂‖௅మ  , ܾ = ‖݂′‖௅మ . By Plancherel’s theorem, 

‖ℱିଵ݂‖௅మ
ଶ =

ܽଶ

ߨ2
   and     ‖ݔℱିଵ݂‖௅మ

ଶ =
ܾଶ

ߨ2
. 

Hence, 

ቛඥܾଶ + ܽଶݔଶℱିଵ݂ቛ
௅మ

ଶ
=

ܽଶܾଶ

ߨ2
. 

and by the Cauchy–Bunyakovsky inequality, 

‖ℱିଵ݂‖௅భ ≤
ܾܽ
ߨ√

ฯ
1

√ܽଶݔଶ + ܾଶ
ฯ

௅మ
= √ܾܽ. 

Corollary (6.2.10)[260]. Let ܽ > 0. Put 

௔݂(ݔ) ≝ ൜ܽିଶݔ,      if    |ݔ| ≤ ܽ,
|ݔ|  ଵ,       ifିݔ     ≥ ܽ.

 

Then  ௔݂ ∈ ‖  ෠ଵ(ℝ) andܮ ௔݂‖௅෠భ ≤ ௔
ଶ
 . 

Proof. It suffices to observe that  ‖ ௔݂‖௅మ
ଶ = ଼

ଷ௔య , ‖ ௔݂
ᇱ‖௅మ

ଶ = ଼
ଷ௔య  and ට଼

ଷ
≤ 2. 

Lemma (6.2.11)[260]. Let ܬ be a bounded interval and let ݂ be a Lipschitz function on ℝ such 
that supp݂ ⊂ ݂ Then . ܬ ∈  ෠ଵ andܮ

‖݂‖௅෠భ ≤
1

√12ర |ܬ| ∙ ‖݂′‖௅ಮ . 

Proof. Let ܬ = [−ܽ, ܽ]. Clearly, |݂(ݔ)| ≤ (ܽ − ∋ ௅ಮ for all‖′݂‖(|ݔ|  ,Hence . ܬ

‖݂‖௅మ
ଶ ≤ 2‖݂′‖௅ಮ

ଶ න(ܽ − ଶ(ݐ

௔

଴

ݐ݀ =
1

12
‖݂′‖௅ಮ

ଶ  .ଷ|ܬ|

Using the obvious inequality ‖݂′‖௅మ
ଶ ≤ 2‖݂′‖௅ಮ

ଶ     .we get the desired estimate ,|ܬ|
Corollary (6.2.12)[260]: Let ݂ be a Lipschitz function on ℝ such that ݂(0) = 0. Then 

‖݂‖௅෠భ(௃) ≤
1

√12ర |ܬ| ∙ ‖݂′‖௅ಮ . 

for every bounded interval ܬ that contains 0. 
Proof. Put 2ܬ ≝ :ݔ2}  ݔ ∈ such that ௃݂ (ℝ)ܥ Clearly, there exists a function ௃݂  in .{ܬ = ݂ on ܬ , 
supp ௃݂ ⊂ and  ฮ , ܬ2  ௃݂

ᇱฮ
௅ಮ ≤ ‖݂′‖௅ಮ .  

Lemma (6.2.13)[260]. Let ݂ be a locally absolutely continuous function on ℝ such 
that(1 + ݂(|ݔ| ᇱ(ݔ) ∈ (ݔ)݂ ଶ(ℝ). Suppose that lim௫→ିஶܮ = 0 and  lim௫→ஶ ݂(ݔ) = 1. Then 
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‖݂‖௅෠భ(ିஶ,௔] ≤
1

ߨ√
‖݂′‖௅మ + ඨ2

ߨ
௅మ‖′݂ݔ‖ +

7
ߨ2

+
2
ߨ

log ܽ 

for every ܽ ≥ 2. 
Proof. Put 

௔݂(ݔ) ≝ (ݔ)݂ − ܽିଵ න ߯[௔,ଶ௔](ݐ)݀ݐ
௫

ିஶ

. 

Clearly, ‖݂‖௅෠భ(ିஶ,௔] ≤ ‖ ௔݂‖௅෠భ . 
We have 

ℱିଵݔ݅−
௔݂ = ℱିଵ( ௔݂

ᇱ) = ℱିଵ(݂ ᇱ) −
݁ଶ௔௜௫ − ݁௔௜௫

ݔ݅ܽߨ2
. 

Put ℎ ≝ ℱିଵ(݂ ᇱ) . Then 

‖ ௔݂‖௅෠భ = න ቤℎ(ݔ) −
݁ଶ௔௜௫ − ݁௔௜௫

ݔ݅ܽߨ2
ቤ ∙

ݔ݀
|ݔ|

ℝ

≤ න
|ℎ(ݔ) − ℎ(0)|

|ݔ|

ଵ

ିଵ

ݔ݀ +
1

ߨ2
න ቤ

݁ଶ௔௜௫ − ݁௔௜௫

ݔ݅ܽ
− 1ቤ

ଵ

ିଵ

∙
ݔ݀
|ݔ| + න

|ℎ(ݔ)|
|ݔ|

{|௫|ஹଵ}

ݔ݀

+
1

ܽߨ2
න

ห݁௔௜௫ − 1ห
ଶݔ

{|௫|ஹଵ}

 .ݔ݀

We have 

න
|ℎ(ݔ) − ℎ(0)|

ݔ

ଵ

଴

ݔ݀ ≤ න
1
ݔ

ଵ

଴

ቌන|ℎᇱ(ݐ)|݀ݐ
௫

଴

ቍ ݔ݀ = න|ℎᇱ(ݐ)| ∙ |log ݐ݀|ݐ
ଵ

଴

. 

Hence, 

න
|ℎ(ݔ) − ℎ(0)|

|ݔ|

ଵ

ିଵ

ݔ݀ ≤ න|ℎᇱ(ݐ)| ∙ |log|ݐ݀||ݐ
ଵ

ିଵ

≤ ‖ℎᇱ‖௅మ ቌ න logଶ|ݐ|
ଵ

ିଵ

ቍݐ݀

ଵ/ଶ

= ඨ2
ߨ

௅మ‖(ݔ)′݂ݔ‖  

because ℎᇱ = ℱିଵ(݂݅ݔ ᇱ). 
    By Taylor’s formula for the function ݁ଶ௜௫ − ݁௜௫ , we have 

ห݁ଶ௜௫ − ݁௜௫ − หݔ݅ ≤
5
2

 .ଶݔ

Thus 

1
ߨ2

න ቤ
݁ଶ௔௜௫ − ݁௔௜௫

ݔ݅ܽ
− 1ቤ

ଵ

ିଵ

∙
ݔ݀
|ݔ| =

1
ߨ2

න ቤ
݁ଶ௜௫ − ݁௜௫

ݔ݅
− 1ቤ

௔

ି௔

∙
ݔ݀
|ݔ| ≤

1
ߨ2

න min ൜
5
2

,
2

ൠ|ݔ|
௔

ି௔

ݔ݀

≤
1

ߨ2
(5 + 4 log ܽ). 

Finally, 
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න
|ℎ(ݔ)|

|ݔ|
|௫|ஹଵ

ݔ݀ ≤ √2‖ℎ‖௅మ =
1

ߨ√
‖݂′‖௅మ  

by the Cauchy–Bunyakovsky inequality and 
1

ܽߨ2
න

ห݁௔௜௫ − 1ห
ଶݔ

{|௫|ஹଵ}

ݔ݀ =
1

ܽߨ2
න

ห݁௜௫ − 1ห
ଶݔ

{|௫|ஹ௔}

ݔ݀ ≤
2

ܽߨ
≤

1
ߨ

 

for ܽ ≥ 2. This implies the desired inequality.    
Theorem (6.2.14)[260]. Let ܬ be a bounded interval containing 0. Then 

ฯ
݁௫ − 1
݁௫ + 1

ฯ
௅෠భ(௃)

≤
1

√12ర |ܬ| ≤
3
5

 (27)                                 .|ܬ|

Proof. It suffices to observe that  ቛቀ௘ೣିଵ
௘ೣାଵ

ቁ
ᇱ
ቛ

௅ಮ
= ଵ

ଶ
  and apply Corollary (6.2.12).    

Theorem (6.2.14) gives a sufficiently sharp estimate of the ܮ෠ଵ-norm for little intervals ܬ . For 
big intervals ܬ , this estimate will be improved in Corollary (6.2.17). 
Theorem (6.2.15)[260]. Let ܽ ≥ 2. Then 

ฯ
݁௫

1 + ݁௫ฯ
௅෠భ(ିஶ,௔]

≤ 2 +
2
ߨ

log ܽ. 

Proof. We have 

ብ൬
݁௫

݁௫ + 1
൰

ᇱ

ብ
௅మ

ଶ

= න
݁ଶ௫݀ݔ

(݁௫ + 1)ସ
ℝ

= න
ݐ݀ݐ

ݐ) + 1)ସ

ஶ

଴

=
1
6

, 

and 

ብݔ ൬
݁௫

݁௫ + 1
൰

ᇱ

ብ
௅మ

ଶ

= 2 න
ݔଶ݁ଶ௫݀ݔ

(݁௫ + 1)ସ

ஶ

଴

≤ 2 න ݔଶ݁ିଶ௫݀ݔ
ஶ

଴

=
1
2

, 

whence for ܽ ≥ 2, 

ฯ
݁௫

1 + ݁௫ฯ
௅෠భ(ିஶ,௔]

≤
1

ߨ6√
+

1
ߨ√

+
7

ߨ2
+

2
ߨ

log ܽ ≤ 2 +
2
ߨ

log ܽ 

by Lemma (6.2.13).   ✷ 
Lemma (6.2.8) implies that 

ฯ
݁௫

1 + ݁௫ฯ
௅෠భ(ିஶ,௔]

≤
݁௔

1 + ݁௔ ≤ ݁௔ 

for ܽ ≤ 0 but we do not need this inequality. 
Corollary (6.2.16)[260]. Let ܬ be a bounded interval containing 0. Then 

ฯ
݁௫ − 1
݁௫ + 1

ฯ
௅෠భ(௃)

≤ 5 +
4
ߨ

log ൬
1
2

 ൰|ܬ|

if |ܬ| ≥ 4. 
Proof. We may assume that the center of ܬ is nonpositive. Then ܬ ⊂ (−∞, ଵ

ଶ
 We have .[|ܬ|
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ฯ
݁௫ − 1
݁௫ + 1

ฯ
௅෠భ(௃)

≤ 1 + 2 ฯ
݁௫

݁௫ + 1
ฯ

௅෠భ(௃)
≤ 5 +

4
ߨ

log ܽ = 5 +
4
ߨ

log ൬
1
2

 .൰|ܬ|

We are going to obtain sharp estimates for the Schur multi-plier norms 

ฯ
݁௫ − ݁௬

݁௫ + ݁௬ฯ
ै಻భ,಻మ

= ฯ
݁௫ି௬ − 1
݁௫ି௬ + 1

ฯ
ै಻భ,಻మ

                           (28) 

for all intervals ܬଵ  and ܬଶ . First, we consider two special cases. In the first case ܬଵ =  ଶ  whileܬ
in the second case ܬଵand ܬଶdo not overlap, i.e., their intersection has at most one point. 
Theorem (6.2.17)[260]. Let ܬଵ and ܬଶbe nonoverlapping intervals. Then 

ฯ
݁௫ − ݁௬

݁௫ + ݁௬ฯ
ै಻భ,಻మ

≤ 2. 

Proof. Clearly, either ܬଵ − ଶܬ ⊂ (−∞, 0] or ܬଵ − ଶܬ ⊂ [0, ∞). It suffices to consider the case 
when ܬଵ − ଶܬ ⊂ (−∞, 0]. Then 

ฯ
݁௫ − ݁௬

݁௫ + ݁௬ฯ
ै಻భ,಻మ

≤ 1 + 2 ฯ
݁௫ି௬

݁௫ି௬ + 1
ฯ

ै಻భ,಻మ

≤ 1 + 2 ฯ
݁௫

݁௫ + 1
ฯ

௅෠భ(ିஶ,଴]
= 2 

by the Pólya theorem [272], see also Lemma (6.2.8).    
Theorem (6.2.18)[260]. Let ܬ be a bounded interval. Then 

ฯ
݁௫ − ݁௬

݁௫ + ݁௬ฯ
ै಻,಻

≤ min ൜
6
5

,|ܬ| 5 +
4
ߨ

logା|ܬ|ൠ 

and so 

ฯ
݁௫ − ݁௬

݁௫ + ݁௬ฯ
ै಻,಻

≤ 4 log(1 +  .(|ܬ|

Proof. We have 

ฯ
݁௫ − ݁௬

݁௫ + ݁௬ฯ
ै಻,಻

≤ ฯ
݁௫ − 1
݁௫ + 1

ฯ
௅෠భ(௃ି௃)

. 

Note that |ܬ − |ܬ = and 0 |ܬ|2 ∈ ܬ −  The result follows now from (6.2.14) and Corollary . ܬ
(6.2.16).    
Theorem (6.2.19)[260]. Let ܬଵ and ܬଶbe nonoverlapping intervals and let ܬ be the convex hull 
of ܬଵ ∪  ଶ . Thenܬ

݁ − 1
݁ + 1

min{1, {|ܬ| ≤ ฯ
݁௫ − ݁௬

݁௫ + ݁௬ฯ
ै಻భ,಻మ

≤ min ൜2,
6
5

 .ൠ|ܬ|

Proof. The upper estimate follows readily from Theorems (6.2.17) and (6.2.18). Let us 
prove the lower estimate. We have 

ฯ
݁௫ − ݁௬

݁௫ + ݁௬ฯ
ै಻భ,಻మ

≥ sup
௫∈௃భ,௬∈௃మ

ฬ
݁௫ − ݁௬

݁௫ + ݁௬ฬ ≥
݁|௃| − 1
݁|௃| + 1

≥
݁ − 1
݁ + 1

min{1,  {|ܬ|

because the  function ݐ ↦ ௘೟ିଵ
௧(௘೟ାଵ)

 decreases  on  [0, ∞),  while  the  function ݐ ↦ ௘೟ିଵ
௘೟ାଵ

 

increases.    
Theorem (6.2.20)[260]. Let ܬ be a bounded interval. Then 
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ฯ
݁௫ − ݁௬

݁௫ + ݁௬ฯ
ै಻,಻

≥
1
7

min{|ܬ|, 1 + logା|ܬ|}. 

Proof. Put ܳఌ(ݐ) ≝ ଵ
గ

௧
௧మାఌమ , where ߝ > 0. Let us consider the convolution operator ܥொഄ on 

ொഄ݂ܥ ,ଶ(ℝ)ܮ ≝ ݂ ∗ ܳఌ . Clearly, ฮܥொഄฮ = ‖ℱܳఌ‖௅ಮ = 1, see, for example, [273, Chapter III,§1]. 
Note that ܥொഄ is an integral operator with kernel ܳఌ(ݔ −  We can define the integral .(ݕ
operator ௃ܺ,ఌ  on  ܮଶ(ܬ) with kernel 

1
ߨ

ݔ − ݕ
ݔ) − ଶ(ݕ + ଶߝ

݁௫ − ݁௬

݁௫ + ݁௬ . 

We have 

|ܬ| ∙ ฮ ௃ܺ,ఌฮ ≥ ൫ ௃ܺ,ఌ, ߯௃, ߯௃൯ =
1
ߨ

ඵ
ݔ − ݕ

ݔ) − ଶ(ݕ + ଶߝ
݁௫ − ݁௬

݁௫ + ݁௬
௃×௃

 ݕ݀ݔ݀

                                           =
1
ߨ

න
ݐ

ଶݐ + ଶߝ
݁௧ − 1
݁௧ + 1

|௃|

଴

|ܬ|) −  ݐ݀(ݐ

and 

ฮ ௃ܺ,ఌฮ ≥ ฮܥொഄฮ ∙ ฯ
݁௫ − ݁௬

݁௫ + ݁௬ฯ
ै಻,಻

= ฯ
݁௫ − ݁௬

݁௫ + ݁௬ฯ
ै಻,಻

. 

Hence, 

ฯ
݁௫ − ݁௬

݁௫ + ݁௬ฯ
ै಻,಻

≥
2
ߨ

∙
1

|ܬ| න
ݐ

ଶݐ + ଶߝ
݁௧ − 1
݁௧ + 1

|௃|

଴

|ܬ|) −  ݐ݀(ݐ

for every ߝ > 0, whence 

ฯ
݁௫ − ݁௬

݁௫ + ݁௬ฯ
ै಻,಻

≥
2
ߨ

න
݁௧ − 1

௧݁)ݐ + 1)
൬1 −

ݐ
൰|ܬ|

|௃|

଴

ݐ݀ ≥
1
ߨ

න
݁௧ − 1

௧݁)ݐ + 1)

|௃|

଴

 ݐ݀

because the function ݐ ↦ ௘೟ିଵ
௧(௘೟ାଵ)

  decreases on (0, ∞). It follows that 

ฯ
݁௫ − ݁௬

݁௫ + ݁௬ฯ
ै಻,಻

≥
1
ߨ

∙
݁ − 1
݁ + 1

න min{1, {ଵିݐ

|௃|

଴

 .ݐ݀

 This implies the desired estimate.    
Theorem (6.2.21)[260]. There exists a positive number ܥ such that 

ฯ
݁௫ − ݁௬

݁௫ + ݁௬ฯ
ै[ೌ,ಮ),(షಮ,್]

≤ ܥ log(2 + (ܾ − ܽ)ା) 

for all ܽ, ܾ ∈ ℝ. 
Proof. The result follows from Theorems (6.2.17) if ܽ ≥ ܾ. If ܽ < ܾ, then 

[ܽ, ∞) × (−∞, ܾ] = ([ܽ, ܾ] × [ܽ, ܾ]) ∪ ([ܽ, ܾ] × (−∞, ܽ]) ∪ ([ܾ, ∞) × (−∞, ܾ]) , 
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and we can apply Theorem (6.2.18)to the first rectangle and Theorem (6.2.17) to the 
remaining rectangles.    
Theorem (6.2.22)[260]. There exists a positive number ܥ such that 

ฯ
݁௫ − ݁௬

݁௫ + ݁௬ฯ
ैℝ[ೌ,್]

≤ ܥ log(2 + ܾ − ܽ) 

for all ܽ, ܾ ∈ ℝ satisfying ܽ < ܾ. 
Proof. We have 

ℝ × [ܽ, ܾ] = ([ܽ, ܾ] × [ܽ, ܾ]) ∪ ൫(−∞, ܽ] × [ܽ, ܾ]൯ ∪ ([ܾ, ∞) × [ܽ, ܾ]). 
It remains to apply Theorem (6.2.18) to the first rectangle and Theorem (6.2.17) to the 
remaining rectangles.    
Theorem (6.2.23)[260]. There exists a positive number ܿ such that 

ฯ
ݔ − ݕ
ݔ + ݕ

ฯ
ै[ೌ,ಮ),[బ,್]

≤ ܿ log ൬2 + logା
ܾ
ܽ

൰ 

for all ܽ, ܾ ∈ (0, ∞). 
Proof. Theorem (6.2.21) with the help of the change of variables ݔ ↦ log ݔ and ݕ ↦ log  ݕ
yields 

ฯ
ݔ − ݕ
ݔ + ݕ

ฯ
ै[ೌ,ಮ),[ഄ,್శഄ]

≤ ܿ log ൬2 + logା
ܾ + ߝ

ܽ
൰ 

for every ߝ > 0, whence 

ฯ
ݔ − ݕ − ߝ
ݔ + ݕ + ߝ

ฯ
ै[ೌ,ಮ),[బ,್]

≤ ܿ log ൬2 + logା
ܾ + ߝ

ܽ
൰ 

for every ߝ > 0. It remains to pass to the limit as ߝ → 0.    
Theorem (6.2.24)[260]. There exists a positive number ܿ such that 

ฯ
ݔ − ݕ
ݔ + ݕ

ฯ
ै[ೌ,್],[బ,ಮ)

≤ ܿ log ൬2 + log
ܾ
ܽ

൰ 

whenever ܽ, ܾ ∈ (0, ∞) and ܽ < ܾ. 
Proof. The result follows from Theorem (6.2.22) in the same way as Theorem (6.2.23) 
follows from Theorem (6.2.21).    
Theorem (6.2.25)[260]. There exists a positive number ܿ such that 

ฯ
ݔ − ݕ
ݔ + ݕ

ฯ
ै[ೌ,್],[ೌ,್]

≤ ܿ log ൬1 + log
ܾ
ܽ

൰ 

whenever ܽ, ܾ ∈ (0, ∞) and ܽ < ܾ. 
Proof. The result follows from Theorem (6.2.20) with the help of the change of variables 
ݔ ↦ log ݔ and ݕ ↦ log  .ݕ
 We study operator Lipschitz functions on closed subsets of the real line. It is well known 
that a function ݂ on ℝ is operator Lipschitz if and only if it is commutator Lipschitz, i.e., 

ܴ(ܣ)݂‖  − ‖(ܣ)݂ܴ ≤ const‖ܴܣ −   ‖ܣܴ
for an arbitrary bounded operator ܴ and an arbitrary self-adjoint operator ܣ. 
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    The same is true for functions on closed subsets of ℝ; moreover the operator Lipschitz 
constant coincides with the commutator Lipschitz constant. The following theorem was 
proved in [2, Theorem 10.1] in the case ृ = ℝ. The general case is analogous to the 
case ृ = ℝ. See also [274] where similar results for symmetric ideal norms are considered. 
Theorem (6.2.26)[260]. Let ݂ be a continuous function defined on a closed subset ृ of ℝ and 
let ܥ ≥ 0. The following are equivalent: 
(i) ‖݂(ܣ) − ‖(ܤ)݂ ≤ ܣ‖ܥ −  with spectra in ܤ and ܣ for arbitrary self-adjoint operators   ‖ܤ
ृ; 
(ii) ‖݂(ܣ)ܴ − ‖(ܣ)݂ܴ ≤ ܴܣ‖ܥ − (ܣ)ߪ with ܣ for all self-adjoint operators ‖ܣܴ ⊂ ृ and all 
bounded operators ܴ; 
(iii) ‖݂(ܣ)ܴ − ‖(ܤ)݂ܴ ≤ ܴܣ‖ܥ −  with ܤ and ܣ for arbitrary self-adjoint operators  ‖ܤܴ
spectra in ृ and for an arbitrary bounded operator ܴ. 
    A function ݂ ∈  is said to be operator Lipschitz if it satisfies the equivalent (ृ)ܥ
statements of Theorem (6.2.26). We denote the set of operator Lipschitz functions on ृ 
by OL(ृ). For ݂ ∈ OL(ृ), we define  ‖݂‖୓୐(ृ) to be the smallest constant satisfying the 
equivalent statements of Theorem (6.2.26). Put ‖݂‖୓୐(ृ) = ∞ if ݂ ∉ OL(ृ). 
    It is well known that every ݂ in OL(ृ) is differentiable at every nonisolated point of ृ, see 
[275]. Moreover, the same argument gives differentiability at ∞ in the following sense: 
there exists a finite limit lim|௫|→ାஶ ିݔଵ ݂ (ݔ) provided ृ is unbounded. 
    Let ݂ ∈ OL(ृ). Suppose that ृ has no isolated points. Put 

,ݔ)(݂ु) (ݕ ≝ ቐ
(ݔ)݂ − (ݕ)݂

ݔ − ݕ
, if ݔ, ∋ ݕ ृ, ݔ ≠ ,ݕ

݂ ᇱ(ݔ),                 if ݔ ∈ ृ, ݔ = .ݕ
 

The following equality holds: 
‖݂‖୓୐(ृ) = ‖ु݂‖ैृ,ृ .                                           (29) 

The inequality ‖݂‖୓୐(ृ) ≤ ‖ु݂‖ैृ,ृ is an immediate consequence of the formula 

(ܣ)݂ − (ܤ)݂ = ඵ(ु݂) ,ݔ) ܣ)(ݔ)஺ܧ݀(ݕ −  (30)                  ,(ݕ)஻ܧ݀(ܤ

where ܣ and ܤ are self-adjoint operators with bounded ܣ −  whose spectra are in ृ, and ܤ
 The expression on the right is called a . ܤ and ܣ ஻are the spectral measures ofܧ ஺andܧ
double operator integral. We refer the reader to [276-278] for the theory of double 
operator integrals elaborated by Birman and Solomyak. The validity of formula (30) under 
the assumption  ु݂ ∈ ैृ,ृ and the inequality 

ฯඵ(ु݂) ,ݔ) ܣ)(ݔ)஺ܧ݀(ݕ − ฯ(ݕ)஻ܧ݀(ܤ ≤ ‖ु‖ैृ,ृ
ܣ‖ −  ‖ܤ

was proved in [6]. The opposite inequality in (29) is going to be proved in Corollary 
(6.2.29). 
In the general case for ݂ ∈ OL(ृ) we can define the function 
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(ु଴݂)(ݔ, (ݕ ≝ ቐ
(ݔ)݂ − (ݕ)݂

ݔ − ݕ
, if ݔ, ∋ ݕ ृ, ݔ ≠ ,ݕ

0,                           if ݔ ∈ ृ, ݔ = .ݕ
 

The following inequalities hold: 
‖݂‖୓୐(ृ) ≤ ‖ु଴݂‖ैृ,ृ ≤ 2‖݂‖୓୐(ृ).                                    (31) 

The first inequality in (31) follows from the formula 

(ܣ)݂ − (ܤ)݂ = ඵ(ु଴݂) ,ݔ) ܣ)(ݔ)஺ܧ݀(ݕ −  (32)                  ,(ݕ)஻ܧ݀(ܤ

whose validity can be verified in the same way as the validity of (30). The   second 
inequality in (31) is going to be verified in Corollary (6.2.30). 
    Let ݂ be a continuous function on a closed set ृ, ृ ⊂ ℝ. We define the operator modulus 
of continuity ߗ௙,ृ  as follows 

(ߜ)ृ,௙ߗ ≝  sup{‖݂(ܣ) − ܣ :‖(ܤ)݂ = ,∗ܣ ܤ = ,∗ܤ ,(ܣ)ߪ (ܤ)ߪ ⊂ ृ, ܣ‖ − ‖ܤ ≤  ,{ߜ
and the commutator modulus of continuity as follows 

ृ,௙ߗ
ॕ (ߜ) ≝  sup{‖݂(ܣ) − ܣ :‖(ܤ)݂ = ,∗ܣ ܤ = ,∗ܤ ,(ܣ)ߪ (ܤ)ߪ ⊂ ृ, ܣ‖ − ‖ܤ ≤  ,{ߜ

One can prove that we get the same right-hand side if we require in addition that R is self-
adjoint. 
On the other hand, ‖݂(ܣ)ܴ − ‖(ܤ)݂ܴ ≤ ृ,௙ߗ

ॕ ܴܣ‖) −  for all self-adjoint operators with (‖ܤܴ
,(ܣ)ߪ (ܤ)ߪ ⊂ ृ and for every bounded operator ܴ with ‖ܴ‖ ≤ 1. Also, ߗ௙,ृ ≤ ृ,௙ߗ

ॕ ≤  . ृ,௙ߗ2
    These results were obtained in [261] in the case ृ = ℝ. The same reasoning works in the 
general case. 
Lemma (6.2.27)[260]. Let ृ be a closed subset of ℝ and let ߤ and ߥ be regular positive Borel 
measures on ृ. Suppose that k is a function in ܮଶ(ृ × ृ, ߤ ⊗ ݇ such that (ߥ = 0 on the 
diagonal ∆ृ≝ ,ݔ)} :(ݔ ݔ ∈ ृ}almost everywhere with respect to ߤ ⊗  Then . ߥ

‖݇ु଴݂‖ीृ,ृ
ഋ,ೡ ≤ ‖݂‖୓୐(ृ)‖݇‖ीृ,ृ

ഋ,ೡ  

for every continuous function ݂ on ृ. 
Proof. Let ृ௡ ≝ ृ ∩ [−݊, ݊], and let ߤ௡ and ߥ௡ be the restrictions of ߤ and ߥ to ृ௡. Clearly, 

lim
௡→ஶ

‖݇‖ीृ೙,ृ೙
ഋ,ೡ = ‖݇‖ीृ,ृ

ഋ,ೡ        for every ݇ ∈ ृ)ଶܮ × ृ, ߤ ⊗  (ߥ

and 
lim
௡→ஶ

‖݂‖୓୐(ृ೙) = ‖݂‖୓୐(ृ)       for every ݂ ∈  .(ृ)ܥ

Thus we may assume that ृ is compact. It suffices to consider the case when ݇ vanishes in a 
neighborhood of the diagonal Δृ . Put݈(ݔ, (ݕ ≝ ݔ) − ,ݔ)ଵ1݇ି(ݕ  ܤ and ܣ Denote by .(ݕ
multiplications by the independent variable on ܮଶ(ृ, ,ृ)ଶܮ and (ߤ Then ॎ௞ .(ߥ

ఓ,ఔ = ॎ௟ܣ
ఓ,ఔ −

ॎ௟
ఓ,ఔܤ andॎ௞ुబ௙

ఓ,ఔ = ॎ௟(ܣ)݂
ఓ,ఔ − ॎ௟

ఓ,ఔ݂(ܤ). It remains to observe that 
ฮ݂(ܣ)ॎ௟

ఓ,ఔ − ॎ௟
ఓ,ఔ݂(ܤ)ฮ ≤ ‖݂‖୓୐(ृ)ฮܣॎ௟

ఓ,ఔ − ॎ௟
ఓ,ఔܤฮ, 

ฮܣॎ௟
ఓ,ఔ − ॎ௟

ఓ,ఔܤฮ = ‖݇‖ीृ,ृ
ഋ,ೡ , 

and 
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ฮ݂(ܣ)ॎ௟
ఓ,ఔ − ॎ௟

ఓ,ఔ݂(ܤ)ฮ = ‖݇ु଴݂‖ीृ,ृ
ഋ,ೡ . 

Corollary (6.2.28)[260]. Let ृ be a closed subset of ℝ with no isolated points, and let ߤ and ߥ 
be finite positive Borel measures on ृ. Suppose that ݂ is a differentiable function on ृ and 
݇ ∈ ृ)ଶܮ × ृ, ߤ ⊗ ߤ If ݇ vanishes (ߥ ⊗ ≝ृ∆   almost every-where on the diagonal-ݒ
,ݔ)} :(ݔ ݔ ∈ ृ} , then 

‖݇ु݂‖ीृ,ृ
ഋ,ೡ ≤ ‖݂‖୓୐(ृ)‖݇‖ीृ,ृ

ഋ,ೡ . 

Corollary (6.2.29)[260]. Let ृ be a closed subset of ℝ with no isolated points, and let ߤ and ߥ 
be finite positive Borel measures on ृ. If ݂ is a differentiable function on ृ, then 

‖ु݂‖ैृ,ृ ≤ ‖݂‖୓୐(ृ). 
Proof. Let ߤ be a regular Borel measure on ृ with no atoms and such that supp ߤ = ृ. Then 
ߤ) ⊗ (ृ∆)(ߤ = 0 and Corollary (6.2.28) implies that 

‖݇ु݂‖ीृ,ृ
ഋ,ഋ ≤ ‖݂‖୓୐(ृ)‖݇‖ीृ,ृ

ഋ,ഋ  

for all ݇ ∈ ृ)ଶܮ × ृ, ߤ ⊗ ृ,Hence, ‖ु݂‖ीृ  .(ߤ
ഋ,ഋ ≤ ‖݂‖୓୐(ृ) . It remains to apply Theorem 

(6.2.6).    
Corollary (6.2.30)[260]. Let ृ be a closed subset of ℝ. Then 

‖ु଴݂‖ीृ,ृ ≤ 2‖݂‖୓୐(ृ) 
for every ݂ ∈  .(ृ)ܥ
Proof. Let ߤ and ߥ be regular Borel measures on ृ. We have to verify that 

‖݇ु଴݂‖ीृ,ृ
ഋ,ೡ ≤ 2‖݂‖୓୐(ृ)‖݇‖ीृ,ृ

ഋ,ೡ  

for every ݇ ∈ ृ)ଶܮ × ृ, ߤ ⊗ Put ݇଴ .(ݒ ≝ ߯∆ृ݇ and ݇ଵ ≝ ݇ − ݇଴ . We have 
‖݇଴‖ीृ,ृ

ഋ,ೡ ≤ ‖݇‖ीृ,ृ
ഋ,ೡ . 

This inequality can be verified easily. We leave the verification to the reader. 
    It follows that‖݇ଵ‖ीृ,ृ

ഋ,ೡ ≤ ‖݇ଵ‖ीृ,ृ
ഋ,ೡ + ‖݇‖ीृ,ृ

ഋ,ೡ ≤ 2‖݇‖ीृ,ृ
ഋ,ೡ  . It remains to observe that 

    Let ृଵ and ृଶ  be closed subsets of ℝ. We define the space OL(ृଵ, ृଶ) as the space of 
functions ݂ in ܥ(ृଵ ∪ ृଶ) such that 

ܴ(ܣ)݂‖  − ‖(ܤ)݂ܴ ≤ ܴܣ‖ܥ −  (33)                                                   ‖ܤܴ
for all bounded operator ܴ  and all self-adjoint operators ܣ  and ܤ  such that (ܣ)ߪ ⊂ ृଵ  and 
(ܤ)ߪ ⊂ ृଶ  with some positive number ܥ . Denote by ‖݂‖୓୐(ृభ,ृమ)   the minimal constant 
satisfying (33). Clearly,  ‖݂‖୓୐(ृభ,ृమ) = ‖݂‖୓୐(ृమ,ृభ)  and  ‖݂‖୓୐(ृ,ृ) = ‖݂‖୓୐(ृ) . As in the 
case ृଵ = ृଶ , we can prove that 

‖݂‖୓୐(ृభ,ृమ) ≤ ‖ु଴݂‖ैृభ,ृమ
≤ 2‖݂‖୓୐(ृభ,ृమ)                                    (34) 

In the case when  ृଵ = ृଶ we cannot claim that the inequality 
(ܣ)݂‖ − ‖(ܤ)݂ ≤ ܣ‖ܥ −  (35)                                                   ‖ܤ

for all self-adjoint ܣ and ܤ such that (ܣ)ߪ ⊂ ृଵ and (ܤ)ߪ ⊂ ृଶ implies (33). 
Indeed, in the case ݂(ݐ) = ଵृ ,|ݐ| = (−∞, 0], and ृଶ = [0, ∞), inequality (35) holds with ܥ =
1 because 
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ܣ‖ − ‖ܤ ≤ ܣ‖ +  ‖ܤ
for positive self-adjoint operators ܣ and ܤ . However, inequality (33) does not hold with 
any positive ܥ. Indeed, 

ብ
|ݔ| − |ݕ|

ݔ − ݕ
ብ

ै(షಮ,భ],[భ,ಮ)

= ฯ
ݔ − ݕ
ݔ + ݕ

ฯ
ै[భ,ಮ),[భ,ಮ)

= ∞ 

by Theorem (6.2.25). 
Theorem (6.2.31)[260]. Suppose that inequality (33) holds for every bounded operator ܴ 
and arbitrary self-adjoint operators ܣ and ܤ with simple spectra such that σ (ܣ)ߪ ⊂ ृଵ and 
(ܤ) ⊂ ृଶ . Then ݂ ∈ OL(ृଵ, ृଶ) and‖݂‖୓୐(ृభ,ृమ) ≤  .ܥ
Proof. We have to prove inequality (33) for arbitrary self-adjoint operators ܣ and ܤ with 
(ܣ)ߪ ⊂ ृଵ and (ܤ) ⊂ ृଶ . It is convenient to think that the operators A and B act in different 
Hilbert spaces. Let ܣ act in ℋଵ and ܤ in ℋଶ. Then ܴ acts from ℋଵinto ℋଶ. We are going to 
verify that 

,ݑܴ(ܣ)݂)| (ݒ − ,ݑ(ܤ)݂ܴ) |(ݒ = ห൫ܴݑ, ൯ݒ(ܣ)݂̅ − ,ݑ(ܤ)݂) ห(ݒ∗ܴ ≤ ܴܣ‖ܥ −    ‖ܤܴ
for all unit vectors ݑ ∈ ℋଶ  and ݒ ∈ ℋଵ . Denote by ℋଵ

଴and ℋଶ
଴  the invariant subspaces of ܣ 

and ܤ generated by ݒ and ݑ. Clearly, ܣ଴ ≝ ℋଵ|ܣ
଴  and ܤ଴ ≝ ℋଶ|ܤ

଴  are self-adjoint operators 
with simple spectra. Consider the operator ܴ଴: ℋଶ

଴ → ℋଵ
଴ , ܴ଴ℎ ≝ ܴܲℎ for ℎ ∈ ℋଶ, where ܲ 

is the orthogonal projection from ℋଵonto ℋଵ
଴. Note that for ℎ ∈ ℋଶ

଴ , we have ܣ଴ܴ଴ℎ =
ℎܴܲܣ = ଴ℎܤℎand ܴ଴ܴܣܲ = ଴ܴ଴ܣ‖ ,ℎ. Clearlyܤܴܲ − ‖଴ܤ଴ܣ ≤ ܴܣ‖ −  Applying (33) to . ‖ܤܴ
the operators ܣ଴,ܤ଴, and ܴ଴, we obtain 

,ݑܴ(ܣ)݂)| (ݒ − ,ݑ(ܤ)݂ܴ) |(ݒ = ห൫ܴݑ, ൯ݒ(ܣ̅)݂ − ,ݑ(ܤ)݂ܴ) ห(ݒ
= ห൫ܴ଴ݑ, ൯ݒ(଴ܣ̅)݂ − (ܴ଴݂(ܤ଴)ݑ, ห(ݒ = ,ݑ଴ܴ(଴ܣ)݂)| (ݒ − (ܴ଴݂(ܤ଴)ݑ, |(ݒ
≤ ଴ܴ଴ܣ‖ − ‖଴ܤ଴ܣ ≤ ܴܣ‖ܥ −  .‖ܤܴ

Theorem (6.2.32)[260]. Let ݂ be a function defined on ℤ. Then 
 Ω௙,ℤ

ॕ (ߜ) =    ୓୐(ℤ)‖݂‖ߜ

for ߜ ∈ (0, ଶ
గ

]. 
Proof. The inequality 

Ω௙,ℤ
ॕ (ߜ) ≤ ߜ   ,  ୓୐(ℤ)‖݂‖ߜ > 0, 

is a consequence of Theorem (6.2.26). Let us prove the opposite inequality for ߜ ∈ (0, ଶ
గ

]. 
Fix ߝ > 0. There exists a self-adjoint operator ܣ and a bounded operator ܴ such 
that‖ܴܣ − ‖ܣܴ = (ܣ)ߪ,1 ⊂ ℤ, and ‖݂(ܣ)ܴ − ‖(ܣ)݂ܴ ≥ ‖݂‖୓୐(ℤ) −  Put .ߝ

஺ܴ ≝ ෍ ({݆})஺ܧ
௝ஷ௞

({݇})஺ܧܴ = ܴ −  ෍ ({݆})஺ܧ
௝∈ℤ

 .({݆})஺ܧܴ

Clearly, ܴܣ − ܣܴ = ܣ ஺ܴ − ஺ܴܣ and ݂(ܣ)ܴ − (ܣ)݂ܴ = (ܣ)݂ ஺ܴ − ஺ܴ݂(ܣ). Thus we may 
assume that ܴ = ஺ܴ . Note that 

ܴܣ − ܣܴ = ෍(݆ − ஺ܧܴ({݆})஺ܧ(݇
௝ஷ௞

({݇}). 
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Since 

ܴ = ஺ܴ = ෍
1

݆ − ݇
(݆ − ஺ܧܴ({݆})஺ܧ(݇

௝ஷ௞

({݇}), 

we have ܴ = ܪ ⋆ ܴܣ) −  where ,(ܣܴ

,݆)ܪ ݇) ≝ ቐ
1

݆ − ݇
, if  ݆ ≠ ݇

0,                 if ݆ = ݇,
 

where ⋆ denotes Schur–Hadamard multiplication, see (26). It follows that 

‖ܴ‖ ≤ ℤ,ℤै‖ܪ‖
ܴܣ‖ − ‖ܣܴ = ℤ,ℤै‖ܪ‖ =

ߨ
2

 

by Lemma (6.2.7). 
Let ߜ ∈ (0,2]. Then ‖(ܴߜ)ܣ − ‖ܣ(ܴߜ) = ‖ܴߜ‖  and ߜ ≤ 1. Hence, 

Ω௙,ℤ
ॕ (ߜ) ≥ ܴ(ܣ)݂‖ − ‖(ܣ)݂ܴ ≥ ൫‖݂‖୓୐(ℤ)ߜ −  . ൯ߝ

Passing to the limit as ߝ → 0, we obtain the desired result.    
   Let ߱௙,ृ  denote the usual scalar modulus of continuity of a continuous function ݂  defined 
on ृ. Clearly, ߱௙,ृ ≤ ௙,ृ . Put ߱௙ߗ ≝ ߱௙,ℝ and ߗ௙ ≝  ௙,ℝ. We are going to get some estimatesߗ
for the commutator modulus of conti-nuity Ω௙,ℤ

ॕ . We consider first the case when ृ = ℝ. The 
following theorem is contained implicitly in [270]. 
Theorem (6.2.33)[260]. Let ݂ be a continuous function on ℝ. Then 

Ω௙
(ߜ)ॕ ≤ 2߱௙(2/ߜ) +  .୓୐(ℤ)‖(ݔߜ)݂‖2

Proof. Let ‖ܴܣ − ‖ܣܴ ≤ ‖ܴ‖ with ߜ = 1. We can take a self-adjoint operator ܣఋ  such that 
ܣఋܣ = ܣ‖  , ఋܣܣ − ‖ఋܣ ≤ (ఋܣ)ߪ and 2/ߜ ⊂ (ܣ)݂‖ ℤ. Thenߜ − ‖(ఋܣ)݂ ≤ ߱௙(2/ߜ) and 

ఋܴܣ‖ − ‖ఋܣܴ ≤ ఋܴܣ‖ − ‖ܴܣ + ܴܣ‖ − ‖ܴܣ + ܣܴ‖ − ‖ఋܣܴ ≤  .ߜ2
Hence, 

ܴ(ܣ)݂‖ − ‖(ܣ)݂ܴ ≤ ܴ(ܣ)݂‖ − ‖ܴ(ఋܣ)݂ + ܴ(ఋܣ)݂‖ − ‖(ఋܣ)݂ܴ + (ఋܣ)݂ܴ‖ − ‖(ܣ)݂ܴ

≤ 2߱௙ ൬
ߜ
2

൰ + ఋܴܣ‖ − ‖ఋܣܴ ∙ ‖݂‖୓୐(ఋℤ) ≤ 2߱௙ ൬
ߜ
2

൰ + ୓୐(ఋℤ)‖݂‖ߜ2

= 2߱௙ ൬
ߜ
2

൰ +  .୓୐(ℤ)‖(ݔߜ)݂‖2

Theorem (6.2.34)[260]. Let ݂ be a continuous function on ℝ. Then 

Ω௙
(ߜ)ॕ ≥ max ൜߱௙(ߜ),

2
ߨ

 ୓୐(ℤ)ൠ‖(ݔߜ)݂‖

for all ߜ > 0. 
Proof. Clearly, ߱௙ ≤ ௙ߗ ≤ ௙ߗ

ॕ . It remains to prove that ‖݂(ݔߜ)‖୓୐(ℤ) ≤ ଶ
గ

Ω௙
 We have .(ߜ)ॕ

Ω௙
(ߜ)ॕ ≥ Ω௙,ఋℤ

ॕ (ߜ) = Ω௙(ఋ௫),ℤ
ॕ (1) ≥ Ω௙(ఋ௫),ℤ

ॕ ൬
2
ߨ

൰ =
2
ߨ

 ୓୐(ℤ)‖(ݔߜ)݂‖

We consider now similar estimates of ߗ௙,ृ
ॕ  for an arbitrary closed subset ृ of ℝ. Recall that a 

subset ߉ of ℝ is called a ߜ-net for ृ if ृ ⊂ ⋃ ௸∋௧ݐ] − ,ߜ ݐ +  .[ߜ
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Theorem (6.2.35)[260]. Let ݂ be a continuous function on a closed subset ृ of ℝ. Suppose 
that ृఋ  is a subset of F that forms a (2/ߜ)-net of ृ. Then 

Ω௙,ृ
ॕ (ߜ) ≤ 2߱௙,ृ(2/ߜ) +  .୓୐(ृഃ)‖݂‖ߜ2

Theorem (6.2.36)[260]. Let ݂ be a continuous function on a closed subset ृ of ℝ and let ߜ >
0. Suppose that ߉ and ܯ are closed subsets of ृ such that(߉ − (ܯ ∩ ,ߜ−) (ߜ ⊂ {0}. Then 

Ω௙,ृ
ॕ (ߜ) ≥ max ൜߱௙,ृ(ߜ),

ߜ
2

‖ु଴݂‖ै೰,ಾൠ. 

Proof.  Clearly, ߱௙,ृ ≤ Ω௙,ृ ≤ Ω௙,ृ
ॕ  . Note that 

‖ु଴݂‖ै೰,ಾ = sup
௔வ଴

‖ु଴݂‖ै೰∩[షೌ,ೌ],ಾ∩[షೌ,ೌ] . 

 Thus it suffices to prove that 

Ω௙,ृ
ॕ (ߜ) ≥

ߜ
2

‖ु଴݂‖ै೰,ಾ  

in the case when ߉ and ܯ are bounded. 
    Let ߝ > 0. There exist positive regular Borel measures ߣ on ߉,  and a function ݇ in ,ܯ on ߤ
߉)ଶܮ × ,ܯ ߣ ⊗ such that ‖݇‖ी೰,ಾ (ߤ

ഊ,ഋ = 1 and ‖݇ु଴݂‖ी೰,ಾ
ഊ,ഋ ≥ ‖݇ु଴݂‖ै೰,ಾ −  We define the .ߝ

function ݇଴ in ܮଶ(߉ × ,ܯ ߣ ⊗  by (ߤ

݇଴(ݔ, (ݕ ≝ ൜݇(ݔ, ,(ݕ if  ݔ ≠ ݕ
0,                  if ݔ = .ݕ  

Then ݇ु଴݂ = ݇଴ु଴݂ and ‖݇଴‖ी೰,ಾ
ഊ,ഋ ≤ 2. Put Φ(ݔ, (ݕ ≝ ఋ݂(ݔ − where ఋ݂  (ݕ  denotes the same 

as in Corollary (6.2.10). We define the self-adjoint operators ܣ: ,߉)ଶܮ (ߣ → ,߉)ଶܮ  and  (ߣ
:ܤ ,ܯ)ଶܮ (ߤ → ,ܯ)ଶܮ (ݔ)(݂ܣ) by (ߤ ≝ (ݕ)(݃ܤ) and (ݔ)݂ݔ ≝  Put .(ݕ)݃ݕ 

ℎ(ݔ, (ݕ ≝ Φ(ݔ, ,ݔ)݇(ݕ (ݕ = Φ(ݔ, ,ݔ)଴݇(ݕ  .(ݕ
Clearly, 

‖ℎ‖ी೰,ಾ
ഊ,ഋ ≤ ‖Φ‖ै೰,ಾ

ഊ,ഋ ‖݇‖ी೰,ಾ
ഊ,ഋ ≤ ‖Φ‖ैℝ,ℝ ≤

2
ߜ

 

by Corollary (6.2.10). 
    Clearly, ܣॎ௛ − ॎ௛ܤ = ॎ௞బ  and(ܣ)ॎ௛ − ॎ௛݂(ܤ) = ॎ௞బुబ௙ . (Recall that ॎఝis the integral 
operator from ܮଶ(ܯ, ,߉)ଶܮ into (ߤ with kernel߮ (ߣ ∈ ߉)ଶܮ × ,ܯ ߣ ⊗  Then (.(ߥ

ฯ
ߜ
2

ॎ௛ฯ =
ߜ
2

‖ℎ‖ी೰,ಾ
ഊ,ഋ ≤ 1, 

ฯܣ ൬
ߜ
2

ॎ௛൰ − ൬
ߜ
2

ॎ௛൰ ฯܤ =
ߜ
2

‖݇଴‖ी೰,ಾ
ഊ,ഋ ≤  ,ߜ

and 

ฯ݂(ܣ) ൬
ߜ
2

ॎ௛൰ − ൬
ߜ
2

ॎ௛൰ ฯ(ܤ)݂ =
ߜ
2

‖݇଴ु଴݂‖ी೰,ಾ
ഊ,ഋ ≤

ߜ
2

൫‖ु଴݂‖ै೰,ಾ −  .൯ߝ

Hence, Ω௙,ृ
ॕ (ߜ) ≥ ఋ

ଶ
൫‖ु଴݂‖ै೰,ಾ − ߝ ൯ for everyߝ > 0.    

    Theorem (6.2.36) allows us to obtain another proof of Theorem 4.17 in [263]. 
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Theorem (6.2.37)[260]. Let ݂ be a continuous function on an unbounded closed subset ृ of 
ℝ. Suppose that ߗ௙,ृ(ߜ) < ∞ for ߜ > 0. Then the function ݐ ↦  has a finite limit as (ݐ)ଵ݂ିݐ
|ݐ| → ݐ ,∞  ∈ ृ. 
Proof. Assume the contrary. Then there exists a sequence {ߣ}௡ୀଵ

ஶ in ृ such that |ߣ௡ାଵ| −
|௡ߣ| > 1 for all݊ ≥ 1, lim௡→ஶ |ߣ௡| = ∞ and the sequence {ߣ௡

ିଵ݂(݊ߣ)}௡ୀଵ
ஶ has no finite limit. 

Denoten by ߉ the image of the sequence {ߣ}௡ୀଵ
ஶ . Then ‖݂‖୓୐(௸) = ∞. This fact is contained 

implicitly in [275]. Indeed, Theorem 4.1 in [275] implies that every operator Lipschitz 
function ݂ is differentiable at every nonisolated point. It is well known that the same 
argument gives us the differentiability at ∞ in the following sense: the function ݐ ↦  (ݐ)ଵ݂ିݐ
has a finite limit as |ݐ| → ∞, provided the domain of f is unbounded. Applying Theorem 
(6.2.36) for ܯ = ߜ and ߉ = 1, we find that ߗ௙,ृ(1) = ∞.     
    We need the following known result, see [279].  
Theorem (6.2.38)[260]. Let ݂ be a bounded continuous function on a closed subset ृ of ℝ. 
Suppose that ݂ ∈ OL൫(−∞, 1] ∩ ृ൯and݂ ∈ OL([−1, ∞) ∩ ृ).Then ݂ ∈ OL(ृ) and 

‖݂‖୓୐(ृ) ≤ ܥ ቆ‖݂‖୓୐((ିஶ,ଵ]∩ृ) + ‖݂‖୓୐([ିଵ,ஶ)∩ृ) + sup
ृ

|݂|ቇ, 

where ܥ is a numerical constant. 
Proof. Put  ृଵ ≝ ृ ∩ (−∞, −1],  ृଶ ≝ ृ ∩ [−1,1], and ृଷ ≝ ृ ∩ [1, ∞). We have 

         ‖݂‖୓୐(ृ) ≤ ‖ु଴݂‖ैृ,ृ ≤ ෍ ෍‖ु଴݂‖ैृೕ,ृೖ

ଷ

௞ୀଵ

ଷ

௝ୀଵ

 

= ෍‖ु଴݂‖ैृೕ,ृೕ

ଷ

௝ୀଵ

+ 2‖ु଴݂‖ैृభ,ृమ
+ 2‖ु଴݂‖ैृమ,ृయ

+ 2‖ु଴݂‖ैृభ,ृయ
. 

Each term  ‖ु଴݂‖ैृೕ,ृೖ
 except  ‖ु଴݂‖ैृభ,ृయ

 can be estimated in terms of 2‖݂‖୓୐(ृభ∪ृమ) or 

2‖݂‖୓୐(ृమ∪ृయ). 
    Let us estimate  ‖ु଴݂‖ैृభ,ृయ

 . We have 

‖ु଴݂‖ैृభ,ृయ
= ብ

(ݔ)݂ − (ݕ)݂
ݔ − ݕ

ብ
ैृభ,ृయ

≤ ቆsup
ृభ

|݂|ቇ ฯ
1

ݔ − ݕ
ฯ

ैृభ,ृయ

+ ቆsup
ृయ

|݂|ቇ ฯ
1

ݔ − ݕ
ฯ

ैृభ,ृయ

≤ 2 ቆsup
ृ

|݂|ቇ ฯ
1

ݔ − ݕ
ฯ

ैृభ,ृయ

≤ 2 sup
ृ

|݂| 

because by Corollary (6.2.10), 

ฯ
1

ݔ − ݕ
ฯ

ैृభ,ृయ

≤ ‖ ଶ݂(ݔ − ℝ,ℝै‖(ݕ ≤ 1, 

where ଶ݂means the same as in Corollary (6.2.10). 
Thus 

‖݂‖୓୐(ृ) ≤ 6‖݂‖୓୐(ृభ∪ृమ) + 4‖݂‖୓୐(ृమ∪ृయ) + 4 sup
ृ

|݂| 
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    We obtain sharp estimates of the operator modulus of continuity of the function ݔ ↦  |ݔ|
on certain subsets of the real line. This allows us to obtain sharp estimates of  ‖|ܵ| − |ܶ|‖  
for arbitrary bounded linear operators ܵ and ܶ . Note that our estimates considerably 
improve earlier results of [18]. 
Put Abs(ݔ) ≝ ܬ For .|ݔ| ⊂ [0, ∞), we put log(ܬ) ≝ {log ݐ : ݐ ∈ ,ܬ ݐ > 0}. 
Theorem (6.2.39)[260]. There exist positive numbers ܥଵ and ܥଶ such that 

ଵܥ log(2 + |log(ܬଵ ∩ (|(ଶܬ ≤ ‖Abs‖୓୐((ି௃భ)∪௃మ)  ≤ ଶܥ log(2 + |log(ܬଵ ∩    (|(ଶܬ
for all intervals ܬଵ and ܬଶin (0, ∞). 
Proof.  Put ܬ = ଵܬ ∩ ଶ . Let us first establish the lower estimate. Note that ‖Abs‖୓୐((ି௃భ)∪௃మ)ܬ ≥
‖Abs‖୓୐(௃మ) = 1. This proves the lower estimate in the case |log(ܬ)| ≤ 1. In the case 
|log(ܬ)| > 1 we have 

‖Abs‖୓୐((ି௃భ)∪௃మ) ≥ ‖Abs‖୓୐((ି௃)∪௃) ≥ ብ
|ݔ| − |ݕ|

ݔ − ݕ
ብ

ैష಻,಻

= ฯ
ݔ − ݕ
ݔ + ݕ

ฯ
ैష಻,಻

≥ ܿଵ log(1 + |log(ܬ)|)

≥ ܿଶ log(2 + |log(ܬ)|) 
by Theorem (6.2.25). 
    We proceed now to the upper estimate. We consider first the case when ܬ =  ଵ. Thenܬ

‖Abs‖୓୐((ି௃భ)∪௃మ) ≤ ‖Abs‖୓୐((ି௃భ)∪[଴,ஶ)) ≤ 2 + 2 ฯ
ݔ − ݕ
ݔ + ݕ

ฯ
ै಻,[బ,ಮ)

 

and we can apply Theorem (6.2.24). The case ܬ = ܬ ଶ  is similar. Suppose thatܬ ≠ ܬ ଵ  andܬ ≠
ଶ .Then infܬ ଵܬ ≠ inf ଶ. Let infܬ ଵܬ > inf ܽ ଶ . Putܬ ≝ inf ܾ ଵ  andܬ ≝ inf  ଶ. Thenܬ

‖Abs‖୓୐((ି௃భ)∪௃మ) ≤ ‖Abs‖୓୐((ିஶ,௔]∪[଴,௕)) ≤ 2 + 2 ฯ
ݔ − ݕ
ݔ + ݕ

ฯ
ै[ೌ,ಮ),[బ,್)

 

and the result follows from Theorem (6.2.23).    
    Let us state two special cases of Theorem (6.2.39). 
Theorem (6.2.40)[260]. There exist positive constants ܥଵ and ܥଶsuch that 

ଵܥ log(2 + log(ܾܽିଵ)) ≤ ‖Abs‖୓୐((ିஶ,଴]∪[௔,௕]) ≤ ଶܥ log(2 + log(ܾܽିଵ)) 
for all ܽ, ܾ ∈ (0, ∞) with ܽ < ܾ. 
Theorem (6.2.41)[260]. There exist positive constants ܥଵ and ܥଶ such that 

ଵܥ log(2 + logା(ܾܽିଵ)) ≤ ‖Abs‖୓୐((ି௕,଴]∪[௔,ஶ)) ≤ ଶܥ log(2 + logା(ܾܽିଵ)) 
for all ܽ, ܾ ∈ (0, ∞). 
Theorem (6.2.42)[260]. Let ߦ௔ = Abs|[−ܽ, ∞) and ߟ௔ = Abs|[−ܽ, ܽ], where ܽ > 0. Then 
there exist positive numbers ܥଵ and ܥଶ such that 

ߜଵܥ log( 2 + log(ܽିߜଵ)) ≤ (ߜ)ఎೌߗ ≤ (ߜ)కೌߗ  ≤ log(2 ߜଶܥ + log(ܽିߜଵ))    
for ߜ ∈ (0, ܽ], 

ߜଵܥ ≤ (ߜ)కೌߗ ≤  ߜଶܥ
for ߜ ∈ [ܽ, ∞), and  

ଵܽܥ ≤ (ߜ)ఎೌߗ ≤  ଶܽܥ
for ߜ ∈ [ܽ, ∞). 
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Proof. Put ृఋ ≝ [−ܽ, ∞)\(0, ,∞−) net of-2/ߜ Clearly, ृఋis a .(ߜ ܽ]. Hence, by Theorem 
(6.2.35) we have 

కೌߗ
(ߜ) ≤ కೌߗ

ॕ (ߜ) ≤ ߜ +  .௔‖୓୐(ृഃ)ߦ‖ߜ2
Applying Theorem (6.2.41), we obtain the desired upper estimate for ߗకೌ . Clearly, ߗఎೌ ≤ 2ܽ 
every- where because 0 ≤ ௔ߟ ≤ ܽ. 
    To obtain the lower estimates, we use Theorem (6.2.36). We consider first the case ߜ ∈
(0, ௔

ଶ
). Put ߉ = [−ܽ, 0] and M = ,ߜ] ܽ]. By Theorem (6.2.36), 

ఎೌߗ
(ߜ) ≤

1
2

ఎೌߗ
ॕ (ߜ) ≥

ߜ
4

‖ु଴ߟ௔‖ै೰,౉ . 

Theorem (6.2.25) implies now that ߗఎೌ
(ߜ) ≥ constߜ log(2 + log(ܽିߜଵ)). The lower 

estimates in the case ߜ ∈ [௔
ଶ

, ∞) are trivial because ߗఎೌ ≥ ωఎೌ and ߗకೌ ≥ ωకೌ .     
Theorem (6.2.43)[260]. There exists a positive number ܥ such that 

|ܣ|‖ − ‖|ܤ| ≤ ܣ‖ܥ − ‖ܤ log ቆ2 + log
‖ܣ‖ + ‖ܤ‖

ܣ‖ − ‖ܤ ቇ 

for all bounded self-adjoint operators ܣ and ܤ . 
 Proof. This is a special case of Theorem (6.2.42) that corresponds to ܽ = ‖ܣ‖ +      .‖ܤ‖
    Theorem (6.2.42) also allows us to prove that the upper estimate in Theorem (6.2.43) is 
sharp. 
Theorem (6.2.44): Let ܽ > 0. There is a positive number ܿ such that for everyߜ ∈ (0, ܽ), 
there exist self-adjoint operators ܣ and ܤ such that‖ܣ‖ + ‖ܤ‖ ≤ ܣ‖,ܽ − ‖ܤ ≤  but ,ߜ

|ܣ|‖ + ‖|ܤ| ≥ ߜܿ log ቀ2 + log
ܽ
ߜ

ቁ. 

    We proceed now to the case of arbitrary (not necessarily self-adjoint) oper-ators. Recall 
that for a bounded operator ܵ on Hilbert space, its modulus |ܵ| is defined by 

|ܵ| ≝ (ܵ∗ܵ)ଵ/ଶ. 
Theorem (6.2.45)[260]. There exists a positive number ܥ such that 

‖|ܵ| − |ܶ|‖ ≤ ܵ‖ܥ − ܶ‖ log ቆ2 + log
‖ܵ‖ + ‖ܶ‖

‖ܵ − ܶ‖ ቇ 

for all bounded operators ܵ and ܶ . 
Proof. Put 

ܣ = ቀ 0 ܵ∗

ܵ 0 ቁ    and      ܤ = ቀ 0 ܶ∗

ܶ 0  ቁ 

Clearly, ܣ and ܤ are self-adjoint operators with 

|ܣ| = ൬ |ܵ| 0
0 |ܵ∗|൰    and      |ܤ| = ൬ |ܶ| 0

0 |ܶ∗|൰ 

Hence, 



247 
 

‖|ܵ| − |ܶ|‖ ≤ |ܣ|‖ − ‖|ܤ| ≤ ܣ‖ܥ − ‖ܤ log ቆ2 + log
‖ܣ‖ + ‖ܤ‖

ܣ‖ − ‖ܤ ቇ

= ܵ‖ܥ − ܶ‖ log ቆ2 + log
‖ܵ‖ + ‖ܶ‖

‖ܵ − ܶ‖ ቇ. 

Theorem (6.2.45) significantly improves Kato’s inequality obtained in [18]: 

‖|ܵ| − |ܶ|‖ ≤
1
ߨ

‖ܵ − ܶ‖ log ቆ2 + log
‖ܵ‖ + ‖ܶ‖

‖ܵ − ܶ‖ ቇ. 

We obtain a sharp estimate for the operator modulus of conti-nuity of the piece- wise linear 
function ई defined by 

ई ≝ ൝
1,                         if ݐ ≥ 1,
− if            ,ݐ 1 < ݐ ≤ 1

−1,                      if  ݐ > 1.
 

   It is easy to see that ई(ݐ) = ଵ
ଶ

(|1 + |ݐ − |1 −  .(| ݐ
Theorem (6.2.46)[260]. There exist positive numbers ܥଵ and ܥଶ such that 

ଵܥ log|log |ߜ ≤ ‖ई‖୓୐൫(ିஶ,ିଵିఋ]∪[ିଵ,ଵ]∪[ଵାఋ,ஶ)൯ ≤ ଶܥ log|log  |ߜ

for every ߜ ∈ (0, ଵ
ଶ
). 

Proof. Put ईଵ = ई|((−∞, −1 − [ߜ ∪ [−1,1]) and ईଶ = ई|([−1,1] ∪ [1 + ,ߜ ∞)). Note that 

ईଵ(ݐ) =
1
2

(|1 + |ݐ − 1 + (ݐ)and      ईଵ        (ݐ =
1
2

(1 + ݐ − ݐ| − 1|). 

It follows from Theorem (6.2.41) that 
ଵܥ log|log |ߜ ≤ ‖ईଵ‖୓୐ ≤ ଶܥ log|log  |ߜ

and 
ଵܥ log|log |ߜ ≤ ‖ईଶ‖୓୐ ≤ ଶܥ log|log  .|ߜ

Thus the desired lower estimate is evident and the desired upper estimate follows from 
Theorem (6.2.38).    
Theorem (6.2.47)[260]. There exist positive numbers ܿଵ and ܿଶ such that 

ܿଵߜ log(1 + log(1 + ((ଵିߜ ≤ ईߗ (ߜ) ≤ ܿଶߜ log(1 + log(1 +  ((ଵିߜ
for every ߜ > 0. 
Proof. Note that lim௧→ஶ  log(1 + log(1 + ((ଵିߜ = 1. Thus it suffices to consider the case 
when 0 < ߜ ≤ 1 . Putृఋ ≝ (−∞, −1 − [ߜ ∪ [−1,1] ∪ [1 + ,ߜ ∞). Clearly, ृఋis a ߜ-net for ℝ. 
Hence, by Theorem (6.2.35), we have 

(ߜ)ईߗ ≤ ईߗ
ॕ (ߜ) ≤ ߜ +  . ई‖୓୐(ृഃ)‖ߜ2

The desired upper estimate follows now from Theorem (6.2.46). 
To obtain the lower estimate we can apply Theorem (6.2.42) because  (ݐ) = ଵ

ଶ
(|1 + |ݐ − 1 +

ݐ for (ݐ ≥ 1.   ✷ 
    In [261] we proved that if ݂ is a continuous function on ℝ, then its operator modulus of 
continuity ߗ௙ admits the estimate 
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(ߜ)௙ߗ ≤ const δ න
߱௙(ݐ)

ଶݐ

ஶ

ஔ

ݐ݀ = const න
߱௙(ߜݐ)

ଶݐ

ஶ

ଵ

ߜ    ,ݐ݀ > 0. 

We show that if ݂ vanishes on (−∞, 0] and is a concave nondecreasing function on[0, ∞), 
then the above estimate can be considerably improved. 
    We also obtain several other estimates of operator moduli of continuity. 
Theorem (6.2.48)[260]. Suppose that ݂′′ = ߤ ∈ ℳ(ℝ) (in the distributional sense), ߤ(ℝ) =
0, and 

න log(log(|ݐ| + (ݐ)|ߤ|݀((3 < ∞
ℝ

. 

Then 
(ߜ)௙ߗ ≤ ߜℳ(ℝ)‖ߤ‖ܿ log(log(ିߜଵ + 3)), 

where ܿ is a numerical constant. 
Proof. Put 

߮௦(ݐ) ≝
1
2

|ݐ|) + (|ݏ| −
ݐ| − |ݏ

2
,ݏ   , ݐ ∈ ℝ.                            (36) 

It is easy to see that 

߮௦(ݐ) ≝
|ݏ|
2

ई ൬
ݐ2
ݏ

− 1൰ +
|ݏ|
2

,    for ݏ ≠ 0. 

Clearly, 
߮௦

ᇱᇱ = ଴ߜ − ௦ߜ   and  ߮௦(0) = 0.                                      (37) 
Theorem (6.2.47) implies that 

ఝೞߗ                     
(ݐ) ≤ const ݐ log ቆ1 + log ቆ1 +

|ݏ|
ݐ2

ቇቇ 

≤ const ݐ log ቆ1 + log ቆ1 +
|ݏ|
ݐ

ቇቇ ݐ   , > 0.                            (38) 

It is easy to see that 
ݐ log(1 + log(1 + ((|ݏ|ଵିݐ ≤ const (log(log(|ݏ| + ݐ(((3 log(log(ିݐଵ + 3)). 

To complete the proof, it suffices to observe that 

(ݐ)݂ = ݐܽ + ܾ − න ߮௦(ݐ)݀(ݏ)ߤ
ℝ

, for some ܽ, ܾ ∈ ℂ, 

which follows easily from (37).    
   The assumption that ߤ(ℝ) = 0 in the hypotheses of Theorem (6.2.48) is essential. 
Moreover, the following result holds. 
Theorem (6.2.49)[260].  Suppose that ݂′′ = ߤ ∈ ℳ(ℝ) and ߤ(ℝ) ≠ 0. Then ߗ௙(ݐ) = ∞ for 
every ݐ > 0. 
Proof. Indeed, it is easy to see that there exists ܿ ∈ ℝ such that ݂′(ݐ) = ܿ + ,∞−))ߤ  for (( ݐ
almost all ݐ ∈ ℝ. Hence, 
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lim
௧→ஶ

(ݐ)݂
ݐ

= lim
௧→ஶ

(ݐ)′݂ = ܿ + and  lim      (ℝ)ߤ
௧→ஶ

(ݐ)݂
ݐ

= lim
௧→ିஶ

(ݐ)′݂ = ܿ. 

The result follows from Theorem (6.2.37).    
    Let ܩ be an open subset of ℝ. Denote by ℳ୪୭ୡ(ܩ) the set of all distributions on ܩ that are 
locally (complex) measures. 
Theorem (6.2.50)[260].  Let  ݂ ∈ ߤ  Put  .(ℝ)ܥ ≝ ݂′′  in the sense of distributions.  Suppose 
that lim|௧|→ஶ ିݐଵ ݂(ݐ) = (ℝ\{0})ߤ ,0 ∈ ℳ୪୭ୡ(ℝ\{0}) and 

න log(1 + log(1 + ((|ݏ|
ℝ\{଴}

(ݏ)|ߤ|݀ < ∞. 

Then 

(ߜ)௙ߗ ≤ const δ න log(1 + log(1 + ((ଵିߜ|ݏ|
ℝ\{଴}

 .(ݏ)|ߤ|݀

Proof. Put 

(ݐ)݃ = − න ߮௦(ݐ)݀(ݏ)ߤ,
ℝ\{଴}

 

where ߮௦is defined by (36). Inequality (40) implies that 

(ߜ)௚ߗ ≤ const δ න log(1 + log(1 + ((ଵିߜ|ݏ|
ℝ\{଴}

 (39)                  .(ݏ)|ߤ|݀

In particular, ݃ is continuous on ℝ. Clearly, ݃′′ = ݂′′ on ℝ\{0}. Hence, ݂(ݔ) − (ݔ)݃ = |ݔ|ܽ +
ݔܾ + ܿ for some ܽ, ܾ, ܿ ∈ ℂ. It follows from (39) that 

lim
|௧|→ஶ

ฬ
(ݐ)݃

ݐ
ฬ ≤ lim

௧→ஶ

௚߱(ݐ)
ݐ

≤ lim
௧→ஶ

(ݐ)௚ߗ
ݐ

= 0 = lim
|௧|→ஶ

(ݐ)݂
ݐ

 

which implies that ݂ − ݃ = const.    
Corollary (6.2.51)[260].  Let ܽ > 0 and let f be a continuous function on ℝ that is constant on 
ℝ\(−ܽ, ܽ). Put ߤ ≝ ݂′′  in the sense of distributions. Suppose that ߤ|(ℝ\{0}) ∈  ℳ୪୭ୡ(ℝ\{0}) 
and 

ܥ ≝ sup
௦வ଴

,ݏ])|ߤ| [ݏ2 ∪ ,ݏ2−] ([ݏ− < ∞.                                      (40) 

Then 

(ߜ)௙ߗ ≤ constδܥ ቀlog
ܽ
δ

ቁ log ቀlog
ܽ
δ

ቁ     for   δ ∈ ቀ0,
ܽ
3

ቁ. 

Proof. By Theorem (6.2.50), 
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(ߜ)௙ߗ ≤ const ߜ ቌන log(1 + log(1 + ((ଵିߜݏ |(ݏ)ߤ|݀
௔

଴

+ න log(1 + log(1 + ((ଵିߜݏ |(ݏ−)ߤ|݀
௔

଴

ቍ

= const ߜ ෍ න log(1 + log(1 + ((ଵିߜݏ (ݏ)|ߤ|݀
ଶష೙௔

ଶష೙షభ௔௡ஹ଴

+ const ߜ ෍ න log(1 + log(1 + ((ଵିߜݏ (ݏ−)|ߤ|݀
ଶష೙௔

ଶష೙షభ௔௡ஹ଴

. 

It follows now from (40) and the inequality 
log(1 + log(1 + ((ݔߙ ≤ 2 log(1 + log(1 + ((ݔ ,     0 < ݔ < ∞, 1 < ߙ ≤ 2, 

that 

(ߜ)௙ߗ            ≤ const ߜ ෍ න log(1 + log(1 + ((ଵିߜݏ
ݏ݀
ݏ

ଶష೙௔

ଶష೙షభ௔௡ஹ଴

 

                       = const ߜ න log(1 + log(1 + ((ଵିߜݏ
ݏ݀
ݏ

௔

଴

 

                       = const ߜ න log(1 + log(1 + ((ݏ
ݏ݀
ݏ

௔/ఋ

଴

 

                      ≤ const ߜ + const ߜ න log(1 + log(1 + ((ݏ
ݏ݀
ݏ

௔/ఋ

ଵ

 

= const ߜ ቌ1 + (log(1 + log(1 + ((ݏ log ଵ|(ݏ
௔/ఋ − න

log ݏ݀ ݏ
(1 + log)(ݏ 1 + log(1 + ((ݏ

௔/ఋ

ଵ

≤ const ߜ + const ߜ(log(1 + log(1 + ((ݏ log ଵ|(ݏ
௔/ఋ ≤ const ߜ ቀlog

ܽ
ߜ

ቁ log ቀlog
ܽ
ߜ

ቁ 

for sufficiently small ߜ.    
Corollary (6.2.52)[260]: Let ݂ be a continuous function on ℝ that is constant on ℝ\(−ܽ, ܽ). 
Suppose that ݂ is twice differentiable on ℝ\{0} and 

ܥ ≝ sup
௦ஷ଴

݂ݏ| ᇱᇱ(ݏ)| < ∞. 

Then 

(ߜ)௙ߗ ≤ const ߜܥ ቀlog
ܽ
ߜ

ቁ log ቀlog
ܽ
ߜ

ቁ    for  ݏ ∈ ቀ0,
ܽ
3

ቁ. 

The following result shows that in a sense Theorem (6.2.48) cannot be improved. 
We need the following lemma, in which ߮௦ is the function defined by (36). 
Lemma (6.2.53)[260]. There is a positive number ܿ such that for every ݏ ≥ 10, there exist 
self-adjoint operators ܣ and ܤ satisfying the conditions: 
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,(ܣ)ߪ (ܤ)ߪ ⊂ ൬
ݏ
2

,
ݏ3
2

൰ ܣ‖   , − ‖ܤ ≤ 1, and ‖߮௦(ܣ) − ߮௦(ܤ)‖ ≥ ܿ log log  .ݏ

Proof. Clearly, it suffices to prove the lemma for sufficiently large ݏ . By Theorem (6.2.47), 
there exist self-adjoint operators ܣ଴and ܤ଴such that ‖ܣ଴‖ , ‖ܤ଴‖ < ଴ܣ‖  , 1 − ‖଴ܤ ≤  , ݏ/2
and ‖|ܣ଴| − ‖|଴ܤ| ≥ const ିݏଵ log(2 + log ܣ Put .(ݏ ≝ ܫݏ + ௦

ଶ
ܤ଴ andܣ ≝ ܫݏ + ௦

ଶ
 ଴. Thenܤ

,(ܣ)ߪ (ܤ)ߪ ⊂ (௦
ଶ

, ଷ௦
ଶ

) and ‖ܣ − ‖ܤ ≤ 1. Let us estimate ‖߮௦(ܣ) − ߮௦(ܤ)‖. Clearly, 

߮௦(ܣ) − ߮௦(ܤ) =
ݏ
4

଴ܣ) − (଴ܤ −
ݏ
4

|଴ܣ|) −  .(|଴ܤ|

Hence, 

‖߮௦(ܣ) − ߮௦(ܤ)‖ ≥
ݏ
4

|଴ܣ|‖ − ‖|଴ܤ| −
ݏ
4

଴ܣ‖ − ‖଴ܤ     ≥ const log log ݏ −
1
2

const log log  ݏ

for sufficiently large ݏ.    
Theorem (6.2.54)[260]. Let ℎ be a positive continuous function on ℝ. Suppose that for every 
݂ ∈  such that (ℝ)ܥ

݂ ᇱᇱ = ߤ ∈ ℳ(ℝ), (ℝ)ߤ = 0, and  න ℎ(ݐ)݀|(ݐ)|ߤ
ℝ

< ∞, 

we have ߗ௙(ߜ) < ߜ ,∞ > 0. Then for some positive number ܿ, 
ℎ(ݐ) ≥ ܿlog(log(|ݐ | + ݐ   ,  ( (3 ∈ ℝ.  
Proof . 
Assume the contrary. Then there exists a sequence {ݏ௡} of real numbers such that 
and lim

௡→ஶ
|௡ݏ| = ∞     lim௡→ஶ(log(log(|ݏ௡|)))ିଵ  ℎ(ݏ௡) = 0.Passing to a subsequence, we can 

reduce the situation to the case when ݏ௡ > 0 for all n or ݏ௡ < 0 for all ݊. Without loss of 
generality we may assume that ݏ௡ > 0 for all n. Moreover, we may also assume that ݏଵ ≥
10, ௡ାଵݏ ≥ ௡ and logݏ2 log ௡ݏ ≥ ݊ଷ൫1 + ℎ(ݏ௡)൯ for every ݊ ≥ 1. Put ߙ௡ ≝ ݊(log log  ௡)ିଵ forݏ
݊ ≥ 1 and݂(ݐ) ≝ ∑ ௡ஹଵ(ݐ)௡߮௦೙ߙ . Note that the series converges for every  ݐ  because ߪ ≝
∑ ௡ߙ < ∞௡ஹଵ . Moreover, 

݂ ᇱᇱ = ଴ߜߪ − ෍ ௦೙ߜ௡ߙ
௡ஹଵ

   and   ߪℎ(0) + ෍ (௡ݏ)௡ℎߙ
௡ஹଵ

< ∞. 

By Lemma (6.2.54), there exist two sequences {ܣ௡}௡ஹଵ and {ܤ௡}௡ஹଵ of self-adjoint operators 
such that 

,(௡ܣ)ߪ (௡ܤ)ߪ ⊂ ൬
௡ݏ

2
,
௡ݏ3

2
൰ ௡ܣ‖   , − ‖௡ܤ ≤ 1 

and 
ฮ߮௦೙

(௡ܣ) − ߮௦೙(ܤ௡)ฮ ≥ ܿ log log ௡ݏ . 
Note that ߮௦ೖ

(௡ܣ) = ߮௦ೖ
(௡ܤ) = ݇ for ܫ௞ݏ < ݊. Also, ߮௦ೖ

(௡ܣ) = ௡  and ߮௦ೖܣ
(௡ܤ) = ݇ ௡ forܤ >

݊. Hence, 

(௡ܣ)݂ − (௡ܤ)݂ = ௡൫߮௦೙ߙ
(௡ܣ) − ߮௦೙(ܤ௡)൯ + ෍ ௡ܣ)௞ߙ − (௡ܤ

௞வ௡

, 



252 
 

and so 

(௡ܣ)݂‖ − ‖(௡ܤ)݂ ≥ ௡ฮ߮௦೙ߙ
(௡ܣ) − ߮௦೙(ܤ௡)ฮ − ෍ ௡ܣ‖௞ߙ − ‖௡ܤ

௞வ௡

≥ ௡ߙܥ log log ௡ݏ − ෍ ௞ߙ → ∞
௞வ௡

   as  ݊ → ∞. 

Thus ߗ௙(1) = ∞ and we get a contradiction.    
In [261] it was proved that 

(ߜ)௙ߗ ≤ න
߱௙(ݏߜ)

ଶݏ

ஶ

ଵ

 ݏ݀

for every ݂ ∈  The following theorem shows that this estimate can be improved .(ℝ)ܥ
essentially for functions ݂ concave on a ray. 
Theorem (6.2.55)[260]. Let ݂ be a continuous nondecreasing function such that ݂(ݐ) = 0 for 
ݐ ≤ 0, lim௧→ஶ ିݐଵ ݂(ݐ) = 0, and f is concave on [0, ∞). Then 

(ߜ)௙ߗ ≤ ܿ න
ݏ݀(ݏߜ)݂
ଶݏ log ݏ

ஶ

௘

, 

where ܿ is a numerical constant. 
Proof. Let ߤ = −݂′′  (in the distributional sense). Clearly, ߤ = 0 on (−∞, 0) and ߤ is a 
positive regular measure on (0, ∞) because ݂ is concave on (0, ∞). Hence, ߤ ∈ ℳ୪୭ୡ(ℝ \
 {0}).  By Theorem (6.2.50), we have 

(ߜ)௙ߗ ≤ const δ න log(1 + log(1 + (ݏ)ߤ݀((ଵିߜݏ
ஶ

଴

. 

To estimate this integral, we use the equality ݂′(ݐ) = ,ݐ)ߤ ∞) for almost all ݐ > 0 and apply 
the Tonelli theorem twice. 



253 
 

δ න log(1 + log(1 + (ݏ)ߤ݀((ଵିߜݏ
ஶ

଴

= න ቌන
ݐ݀

(1 + log(1 + ଵ))(1ିߜݐ + (ଵିߜݐ

௦

଴

ቍ
ஶ

଴

(ݏ)ߤ݀

= න
݂ ᇱ(ݐ)݀ݐ

(1 + log(1 + ଵ))(1ିߜݐ + (ଵିߜݐ

ஶ

଴

= ଵିߜ න ቌන
(2 + log(1 + ݏ݀((ଵିߜݏ

(1 + log(1 + ଵ))ଶ(1ିߜݏ + ଵ)ଶିߜݏ

ஶ

଴

ቍ
ஶ

଴

݂ ᇱ(ݐ)݀ݐ

= ଵିߜ න
2 + log(1 + (ଵିߜݏ

(1 + log(1 + ଵ))ଶ(1ିߜݏ + ଵ)ଶିߜݏ ݏ݀(ݏ)݂
ஶ

଴

= න
2 + log(1 + (ݏ

(1 + log(1 + ଶ(1((ݏ + ଶ(ݏ ݏ݀(ߜݏ)݂
ஶ

଴

≤ 2 න
1

(1 + log(1 + 1)((ݏ + ଶ(ݏ ݏ݀(ߜݏ)݂
ஶ

଴

. 

It remains to observe that 

න
1

(1 + log(1 + 1)((ݏ + ଶ(ݏ ݏ݀(ߜݏ)݂
௘

଴

≤ (ߜ݁)݂ න
1

(1 + log(1 + 1)((ݏ + ଶ(ݏ ݏ݀
௘

଴

≤ (ߜ݁)݂ න
1

(1 + ଶ(ݏ ݏ݀
ஶ

଴

= (ߜ݁)݂ ≤ const න
ݏ݀(ߜݏ)݂
ଶݏ log ݏ

ஶ

௘

 

and 

න
1

(1 + log(1 + 1)((ݏ + ଶ(ݏ ݏ݀(ߜݏ)݂
ஶ

௘

≤ න
ݏ݀(ߜݏ)݂
ଶݏ log ݏ

ஶ

௘

. 

Corollary (6.2.56)[260]. Suppose that under the hypotheses of Theorem (6.2.61), the 
function ݂ is bounded and has finite right derivative at 0. Then 

(ߜ)௙ߗ ≤ constܽδ log ൬log
ܯ
ߜܽ

൰  for ߜ ∈ ൬0,
ܯ
3ܽ

൰, 

where ܽ = ା݂
ᇱ(0) and ܯ = sup ݂. 

Proof. Since݂(ݐ) ≤ min{ܽݐ, ݐ ,{ܯ > 0, the result follows from Theorem(6.2.61) and the 
following obvious facts: 

න
ܽδ ݀ݏ
ݏ log ݏ

ெ
ଷ௔

௘

= ߜܽ log ൬log
ܯ
ߜܽ

൰  and න
ݏ݀ܯ

ଶݏ log ݏ

ஶ

ெ
ଷ௔

≤ න
ݏ݀ܯ

ଶݏ

ஶ

ெ
ଷ௔

=  .ߜܽ

In [261] we proved that if ݂ belongs to the Hölder class ߉ఈ(ℝ), 0 ≤ ߙ < 1, then 
(ߜ)௙ߗ ≤ const(1 − ߜ   , ఈߜഀ௸‖݂ ‖ଵି(ߙ > 0,                               (41) 
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where 

‖ ݂‖௸ഀ ≝ sup
௫ஷ௬

(ݔ)݂| − |(ݕ)݂
ݔ| − |ݕ . 

The next result shows that if in addition to this ݂ satisfies the hypotheses of Theorem 
(6.2.55), then the factor (1 −  ଵ  on the right-hand side of (41) can considerably beି(ߙ
improved. 
Corollary (6.2.57)[260]. Suppose that under the hypotheses of Theorem (6.2.55), the 
function ݂ belongs to ߉ఈ(ℝ), 0 ≤ ߙ < 1 . Then 

(ߜ)௙ߗ ≤ const ൬log
2

1 − ߙ
൰  ఈߜഀ௸‖݂ ‖

for every ߜ > 0. 
Proof. Indeed, 

න
ݏ݀

ଶିఈݏ log ݏ

ஶ

௘

= න ݁(ఈିଵ)௧

ஶ

ଵ

ݐ݀
ݐ

= න
݁ି௧݀ݐ

ݐ

ஶ

ଵିఈ

≤ const 
2

1 − α
. 

 The following theorem is a symmetrized version of Theorem (6.2.55). 
Theorem (6.2.58)[260]. Let ݂ be a continuous function on ℝ such that ݂ is convex or 
concave on each of two rays (−∞, 0] and [0, ∞). Suppose that there exists a finite limit 
lim|௧|→ஶ ିݐଵ ݂(ݐ) ≝ ܽ. Then 

(ߜ)௙ߗ ≤ ߜܽ + ܿ න
(ݏߜ)݂| − ݂(0) − |ݏܽߜ + (ݏߜ−)݂| − ݂(0) + |ݏܽߜ

ଶݏ log ݏ

ஶ

௘

 ,ݏ݀

where c is a numerical constant. 
Proof. It suffices to consider the case where ݂(0) = ܽ = 0. We assume first that ݂(ݐ) = 0 for 
ݐ ≤ 0. To be definite, suppose that ݂ is concave on [0, ∞). Then ݂ is a nondecreasing 
function because lim|௧|→ஶ ିݐଵ ݂(ݐ) = 0, and so the result reduces to Theorem (6.2.55). The 
case ݂(ݐ) = 0 for ݐ ≥ 0 follows from the considered case with the help of the change of 
variables ݐ ↦ ܽ It remains to observe that each function ݂ with .ݐ−  = ݂(0) = 0 can be 
represented in the form ݂ = ݃ + ℎ in such way that ݃(ݐ) = 0 for ݐ ≤ 0, ℎ(ݐ) = 0 for ݐ ≥ 0, 
and the cases of the function ݃ and h have been treated above.  
Theorem (6.2.59)[260]. Let ݂ be a nonnegative continuous function on ℝ such that ݂(ݔ) = 0 
for all ݔ ≤ 0 and the function ݔ ↦ ,is nonincreasing on (0 (ݔ)ଵ݂ିݔ ∞). Suppose that ߗ௙(ߜ) <
∞ for ߜ > 0. Then 

(ݔ)݂ ≤ const
ݔ

log log ݔ
 

for every ݔ ≥ 4. 
Proof. By Theorem (6.2.36), 

௙ߗ
ॕ(1) ≥

1
2

‖ु଴݂‖ै[భ,ಮ],(షಮ,బ]  

Making the change of variables ݕ ↦  we get ݕ−
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ฯ
(ݔ)݂
ݔ + ݕ

ฯ
ै[భ,ಮ],[బ,ಮ]

≤ ௙ߗ2
ॕ(1). 

Thus for every ܽ > 1 

ฯ
ݔ

ݔ + ݕ
ฯ

ै[భ,ೌ],[భ,ೌ]

≤ max
[ଵ,௔]

ฬ
ݔ

ฬ(ݔ)݂ ∙ ብ
(ݔ)݂
ݔ + ݕ

ብ
ै[భ,ೌ],[భ,ೌ]

 

                                           ≤
ܽ

݂(ܽ)
ฯ

(ݔ)݂
ݔ + ݕ

ฯ
ै[భ,ೌ],[భ,ೌ]

≤
௙ߗ2ܽ

ॕ(1)
݂(ܽ)

. 

It remains to apply Theorem (6.2.25).    
Let ݔ଴ > ݁ and let ݃ఈ   be a continuous function such that 

݃ఈ(ݔ) = ൝
ݔ

logఈ(log (ݔ
, if   ݔ ≥ ଴ݔ > 0,

0,                      if    ݔ ≤ 0.
 

Then ߗ௚ഀ(ߜ) < ∞ for ߙ > 1. Indeed, in this case ݃ఈcoincides with a function satisfying 
Theorem (6.2.55) outside a compact subset of ℝ. On the other hand, ߗ௚ഀ

(ߜ) = ∞ for α < 1. 
This follows from Theorem (6.2.59). Indeed, outside a compact subset of ℝ the function 
݃ఈcoincides with a function ݂ , for which the function ݔ ↦  is nonincreasing on (ݔ)ଵ݂ିݔ
(0, ∞). The case ߙ = 1 is an open problem. 
 Recall that it follows from (23) that if ݂ is a function on ℝ such that ‖݂‖௅ಮ ≤ 1, ‖݂‖୐୧୮ ≤ 1, 
then  

(ߜ)௙ߗ ≤ const ߜ ൬1 + log
1
ߜ

൰ ߜ      , ∈ (0,1]. 

It is still unknown whether this estimate is sharp. In particular, the question whether one 

can replace the factor ቀ1 + log ଵ
ఋ

ቁ on the right-hand side with ቀ1 + log ଵ
ఋ

ቁ
௦
  for some ݏ < 1 is 

still open. 
   We established a lower estimate for the operator modulus of continuity of the function 
ݔ ↦  .on finite intervals |ݔ|
A ܥஶ function ݂ on ℝ such that ‖݂‖௅ಮ ≤ 1, ‖݂‖୐୧୮ ≤ 1, and  

(ߜ)௙ߗ ≤ const ߜඨlog
2
ߜ

ߜ      , ∈ (0,1]. 

Let ߪ > 0. Denote by ℰఙ the set of entire functions of exponential type at most ߪ . Let ܨ ∈
ℰఙ ∩  ଶ(ℝ). Thenܮ

(ݖ)ܨ = ෍
sin(ݖߪ − (݊ߨ

ݖߪ − ݊ߨ
௡∈ℤ

ܨ ቀ
݊ߨ
ߪ

ቁ, 

see, e.g., [280, Lecture 20.2, Theorem 1]. Let ݂ ∈ ℰఙ ∩   ஶ(ℝ).  Thenܮ

(ݖ)݂
sin൫ݖ)ߪ − ܽ)൯

ݖ)ߪ − ܽ) ∈ ℰଶఙ ∩  .ଶ(ℝ)ܮ

Hence, 
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(ݖ)݂
sin൫ݖ)ߪ − ܽ)൯

ݖ)ߪ − ܽ) = ෍
sin(2ݖߪ − (݊ߨ

ݖߪ2 − ݊ߨ
∙

sin ൬ߪ ቀ݊ߨ
ߪ2 − ܽቁ൰

ߪ ቀ݊ߨ
ߪ2 − ܽቁ௡∈ℤ

݂ ቀ
݊ߨ
ߪ2

ቁ

= 2 ෍
sin(2ݖߪ − (݊ߨ sin ቀܽߪ − ݊ߨ

2 ቁ
ݖߪ2) − ܽߪ2)(݊ߨ − (݊ߨ

௡∈ℤ

݂ ቀ
݊ߨ
ߪ2

ቁ. 

Substituting ݖ = ܽ, we obtain 

(ݖ)݂ = 2 ෍
sinଶ(2ݖߪ − (݊ߨ sin ቀݖߪ − ݊ߨ

2 ቁ
ݖߪ2) − ଶ(݊ߨ

௡∈ℤ

݂ ቀ
݊ߨ
ߪ2

ቁ

= ෍
sinଶ ቀݖߪ − ݊ߨ

2 ቁ cos ቀݖߪ − ݊ߨ
2 ቁ

ቀݖߪ − ݊ߨ
2 ቁ

ଶ
௡∈ℤ

݂ ቀ
݊ߨ
ߪ2

ቁ .                          (42) 

for ݂ ∈ ℰఙ ∩  .ஶ(ℝ)ܮ
   Denote by ℰఙ(ℂଶ) the set of all entire functions ݂ on ℂଶsuch that the functions ݖ ↦ ,ݖ)݂  (ߦ
and ݖ ↦ ,ߦ)݂ ߦ belong to ℰఙfor every (ݖ ∈ ℝ (or, which is the same, for all ߦ ∈ ℂ). Equality 
(42) implies the following identity: 

,ݖ)݂ (ݓ = ෍
sinଶ ቀݖߪ − ݉ߨ

2 ቁ cos ቀܽߪ − ݉ߨ
2 ቁ sinଶ ቀݓߪ − ݊ߨ

2 ቁ cos ቀݓߪ − ݊ߨ
2 ቁ

ቀݖߪ − ݉ߨ
2 ቁ

ଶ
ቀݓߪ − ݊ߨ

2 ቁ
ଶ

(௠,௡)∈ℤ

݂ ቀ
݉ߨ
ߪ2

,
݊ߨ
ߪ2

ቁ 

(43) 
for every ݂ ∈ ℰఙ(ℂଶ) ∩  .ஶ(ℝଶ)ܮ
Theorem (6.2.60)[260]. Let ߪ > 0 and Φ ∈ ℰఙ(ℂଶ). Suppose that Φ ቀగ௠

ଶఙ
+ ,ߙ గ௡

ଶఙ
+ ቁߚ ∈ ैℤ,ℤ 

for some ߙ, ߚ ∈ ℝ. Then Φ ∈ ैℝ,ℝ and 

‖Φ(ݔ, ℝ,ℝै‖(ݕ ≤ 2 ቛΦ ቀ
݉ߨ
ߪ2

+ ,ߙ
݊ߨ
ߪ2

+ ቁቛߚ
ैℤ,ℤ

. 

Proof. Clearly, it suffices to consider the case when ߙ = ߚ = ߪ ,0 = ,ݔ)and  ‖Φ 2/ߨ ℤ,ℤै‖(ݕ =
1. Then (see [281, Theorem 5.1]) there exist two sequences {߮௠}௠∈ℤ  and {߰௡}௡∈ℤ  of 
vectors in the closed unit ball of a Hilbert space ℋsuch that (߮௠, ߰௡) = Φ(݉, ݊). Put 

݃௫ ≝
4

ଶߨ ෍
sinଶ ൬ߨ

2 ݔ) − ݉)൰ cos ൬ߨ
2 ݔ) − ݉)൰

ݔ) − ݉)ଶ
௠∈ℤ

߮௠ 

and 

ℎ௬ ≝
4

ଶߨ ෍
sinଶ ൬ߨ

2 ݕ) − ݊)൰ cos ൬ߨ
2 ݕ) − ݊)൰

ݔ) − ݊)ଶ
௡∈ℤ

߰௡ . 

We have 
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‖݃௫‖ℋ ≤
4

ଶߨ ෍
sinଶ ൬ߨ

2 ݔ) − ݉)൰ ቚcos ൬ߨ
2 ݔ) − ݉)൰ቚ

ݔ) − ݉)ଶ
௠∈ℤ

=
4

ଶߨ ෍
sinଶ ቀݔߨ

2 ቁ ቚcos ቀݔߨ
2 ቁቚ

ݔ) − 2݊)ଶ
௡∈ℤ

+
4

ଶߨ ෍
sinଶ ቀݔߨ

2 − ߨ
2ቁ ቚcos ቀݔߨ

2 − ߨ
2ቁቚ

ݔ) − 2݊ − 1)ଶ
௡∈ℤ

= ቚcos ቀ
ݔߨ
2

ቁቚ + ቚsin ቀ
ݔߨ
2

ቁቚ ≤ √2 

In the same way, ฮℎ௬ฮ
ℋ

≤ √2 for all ݕ ∈ ℝ. Clearly |Φ| ≤ 1 on ℤଶ . The Cartwright theorem 
(see [280, Lecture 21, Theorem 4]) implies that Φ is bounded on ℝ×ℤ. Applying once more 
the Cartwright theorem, we find that Φ ∈  ஶ(ℝଶ). Hence, we can apply formula (43) to theܮ
function Φ, whence Φ(ݔ, (ݕ = (݃௫ , ℎ௬) for all ݔ, ݕ ∈ ℝ. It remains to observe that by 
Theorem 5.1 in [281], 

‖Φ(ݔ, ℝ,ℝै‖(ݕ ≤ sup
௫∈ℝ

‖݃௫‖ℋ ∙ sup
௬∈ℝ

ฮℎ௬ฮ
ℋ

≤ 2. 

Theorem (6.2.61)[260]. Let  ݂ ∈ ℰఙ . Then 

௙ߗ
(ߜ)ॕ ≥

ߜ
2

ብ
(ݔ)݂ − (ݕ)݂

ݔ − ݕ
ብ

ैℝ,ℝ

 

for every ߜ ∈ (0, ଵ
ଶఙ

]. 
 Proof. The general case easily reduces to the case ߪ =  By Theorem (6.2.60), we have .4/ߨ

ብ
(ݔ)݂ − (ݕ)݂

ݔ − ݕ
ብ

ैℝ,ℝ

≤ 2 ብ
݂(2݉ + 1) − ݂(2݊)

2݉ − 2݊ + 1
ብ

ैℝ,ℝ

≤ 2‖݂‖୓୐(ℤ). 

Hence, by Theorem (6.2.32), 

௙ߗ
(ߜ)ॕ ≥ ௙,ℤߗ

ॕ (ߜ) = ୓୐(ℤ)‖݂‖ߜ ≥
ߜ
2

ብ
(ݔ)݂ − (ݕ)݂

ݔ − ݕ
ብ

ैℝ,ℝ

 

for ߜ ∈ (0, ଶ
గ

].   
Theorem (6.2.62): Let ݂ ∈ ℰఙ . Then 

(ߜ)௙ߗ ≥
ߜ
4

ብ
(ݔ)݂ − (ݕ)݂

ݔ − ݕ
ብ

ैℝ,ℝ

 

for every ߜ ∈ (0, ଵ
ଶఙ

]. 

 Proof. It suffices to observe that ߗ௙
(ߜ)ॕ ≤    .by Theorem 10.2 in [261] (ߜ)௙ߗ2

Lemma (6.2.63)[260]. For every positive integer݊, there exists a trigonometric polynomial ݂ 
of degree ݊ such that  ‖݂‖௅ಮ ≤ 1, ‖݂′‖௅ಮ ≤ 1, and 

ብ
(ݔ)݂ − (ݕ)݂

݁௜௫ − ݁௜௬ ብ
ै[బ,మഏ],[బ,మഏ]

≥ ܿඥlog ݊. 

Proof. It follows from the results of [266]that for every function ℎ in ܥଵ(ॻ), 
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ብ
ℎ(݁௜௫) − ℎ(݁௜௬)

݁௜௫ − ݁௜௬ ብ
ै[బ,మഏ],[బ,మഏ]

≥ const ‖ℎ‖࡮భ
భ ,                              (44) 

where ࡮ଵ
ଵ is a Besov space (see [268]for the definition) of functions on ॻ. Note that this 

result was deduced in [266]from the nuclearity criterion for Hankel operators (see [282] 
and [268, Chapter 6]). It is easy to see from the definition of ࡮ଵ

ଵ(ॻ) (see, e.g., [268] ) that 

‖ℎ‖࡮భ
భ ≥ const ෍ 2௝หℎ෠(2௝)ห

௝ஹ଴

.                                                  (45) 

It is well known (see, for example, [283]) that for every positive integer ݊, there exists an 
analytic polynomial ℎ such that 

ℎ(0) = 0, deg ℎ = ݊,    ‖ℎ′‖௅ಮ(ॻ) = 1,   and      ෍ 2௝หℎ෠(2௝)ห
௝ஹ଴

≥ ݀ඥlog ݊  , 

where ݀ is a positive numerical constant. Then inequality (44) implies that 

ብ
ℎ(݁௜௫) − ℎ(݁௜௬)

݁௜௫ − ݁௜௬ ብ
ै[బ,మഏ],[బ,మഏ]

≥ constඥlog ݊. 

Put ݂(ݔ) ≝ ℎ(݁௜௫). It remains to observe that ‖ℎ′‖௅ಮ = ‖ℎ′‖௅ಮ(ॻ) = 1 and ‖݂‖௅ಮ =
‖ℎ‖௅ಮ(ॻ) ≤ 1.  
Lemma (6.2.65)[260]. Let ݊ ∈ ℤ. Then  

ฯ
ݔ − ݕ − ݊ߨ2

݁௜௫ − ݁௜௬ ฯ
ै಻భ,಻మ

≤
ߨ2√3

4
 

for all intervals ܬଵ  and ܬଶ  with ܬଵ − ଶܬ ⊂ [(2݊ − ଷ
ଶ
,ߨ( (2݊ + ଷ

ଶ
 .[ߨ(

Proof. We can restrict ourselves to the case ݊ = 0. We have 

ቛ
ݔ − ݕ

݁௜௫ − ݁௜௬ቛ
ै಻భ,಻మ

= ቛ
ݔ − ݕ

݁௜(௫ି௬) − 1
ቛ

ै಻భ,಻మ

≤ ฯ
ݐ

݁௜௧ − 1
ฯ

௅෠భቀቂିଷగ
ଶ ,ଷగ

ଶ ቃቁ
= ฯ

ݐ
2 sin(2/ݐ)

ฯ
௅෠భቀቂିଷగ

ଶ ,ଷగ
ଶ ቃቁ

. 

Consider the 3ߨ-periodic function ξ such that (ݐ)ߦ = ௧
ଶ ୱ୧୬(௧/ଶ)

  for ݐ ∈ ቂ− ଷగ
ଶ

, ଷగ
ଶ

ቃ. We can 

expand ߦ in Fourier series 

(ݐ)ߦ = ෍ ܽ௡݁
ଶ
ଷ௡௜௧

௡∈ℤ

. 

Note that ܽ௡ = ܽି௡ ∈ ℝ for all ݊ ∈ ℤ because ߦ is even and real. Moreover, ߦ is convex on 
ቂ− ଷగ

ଶ
, ଷగ

ଶ
ቃ. Hence, by Theorem 35 in [16], (−1)௡ܽ௡ ≥ 0 for all ݊ ∈ ℤ. It follows that 

ฯ
ݐ

2 sin(2/ݐ)
ฯ

௅෠భቀቂିଷగ
ଶ ,ଷగ

ଶ ቃቁ
≤ ෍|ܽ௡|

௡∈ℤ

= ߦ ൬
ߨ3
2

൰ =
ߨ2√3

4
. 

Corollary (6.2.66)[260]: Let ܬଵ = ,݆ߨ] ݆ߨ + ଶܬand [ߨ = ݇ߨ] − గ
ଶ

, ݇ߨ + గ
ଶ

], where ݆, ݇ ∈ ℤ. Then 

ฯ
ݔ − ݕ − ݊ߨ2

݁௜௫ − ݁௜௬ ฯ
ै಻భ,಻మ

≤
ߨ2√3

4
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for some ݊ ∈ ℤ. 
Proof. We have ܬଵ − ଶܬ = ݆)ߨ] − ݇) − గ

ଶ
, ݆)ߨ − ݇) + ଷగ

ଶ
]. If ݆ − ݇ is even, then we can apply 

Lemma (6.2.65) with ݊ = ଵ
ଶ

(݆ − ݇). If ݆ − ݇ is odd, then we can apply Lemma (6.2.65) with 

݊ = ଵ
ଶ

(݆ − ݇ + 1). 
Lemma (6.2.67)[260]: Let ݃ be a 2ߨ-periodic function in ܥଵ(ℝ). Then 

ብ
(ݔ)݃ − (ݕ)݃

݁௜௫ − ݁௜௬ ብ
ै[బ,మഏ],[బ,మഏ]

≤ ߨ2√3 ብ
(ݔ)݃ − (ݕ)݃

ݔ − ݕ
ብ

ैℝ,ℝ

. 

Proof. Note that 

ብ
(ݔ)݃ − (ݕ)݃

ݔ − ݕ
ብ

ैℝ,ℝ

= ብ
(ݔ)݃ − (ݕ)݃
ݔ − ݕ − ݊ߨ2

ብ
ैℝ,ℝ

 

for all ݊ ∈ ℤ and 

ብ
(ݔ)݃ − (ݕ)݃

݁௜௫ − ݁௜௬ ብ
ै[బ,మഏ],[బ,మഏ]

≤ ߨ2√3 ብ
(ݔ)݃ − (ݕ)݃

ݔ − ݕ
ብ

ै
[బ,మഏ],ቂషഏ

మ ,యഏ
మ ቃ

. 

Now we can represent the square [0,2ߨ] × ቂ− గ
ଶ

, ଷగ
ଶ

ቃ as the union of four squares with sides 

of length ߨ , each of which satisfies the hypotheses of Corollary (6.2.66).    
Theorem (6.2.68)[260]. For every ߜ ∈ (0,1], there exists an entire function ݂ ∈ ℰଵ/ߜ  such 

that  ‖݂‖௅ಮ(ℝ) ≤ 1, ‖݂′‖௅ಮ(ℝ) ≤ 1 and ߗ௙(ߜ) ≥ ටlogߜܥ ଶ
ఋ

 , where ܥ is a positive numerical 

constant. 
Proof. It suffices to consider the case when ߜ ∈ (0, ଵ

ଶ
]. Then ߜ ∈ [ ଵ

௡ାଵ
, ଵ

௡
] for an integer ݊ ≥ 2. 

By Lemma (6.2.64), there exists a trigonometric polynomial ݂ of degree ݊ such that  

ብ
(ݔ)݂ − (ݕ)݂

݁௜௫ − ݁௜௬ ብ
ै[బ,మഏ],[బ,మഏ]

≥ ܿඥlog ݊. 

Hence, 

ብ
(ݔ)݂ − (ݕ)݂

ݔ − ݕ
ብ

ैℝ,ℝ

≥ ܿඥlog ݊. 

by Lemma (6.2.67). Clearly, ݃ ∈ ℰ௡ ⊂ ℰଵ/ߜ . Applying Theorem (6.2.62), we obtain 

(ݐ)௙ߗ ≥ constඥlog ݊ 0         ,ݐ < ݐ ≤
1

2݊
. 

Hence, 

(ߜ)௙ߗ ≥ ௙ߗ ൬
1

2݊
൰ ≥ ଴ܥ

ඥlog ݊
݊

≤ ඨlogߜܥ ൬
2
ߜ

൰ 

for some positive numbers ܥ଴ and ܥ .  
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Theorem (6.2.68)[260]. There exist a positive number ܿ and a function ݂ ∈  ஶ(ℝ) such thatܥ

‖݂‖௅ಮ ≤ 1, ‖݂′‖௅ಮ ≤ 1, and ߗ௙(ߜ) ≥ ටlogߜܥ ቀଶ
ఋ

ቁ for every ߜ ∈ (0,1]. 

Proof. Applying Theorem (6.2.63) for ߜ = 2ି௡ , we can construct a sequence of functions 
{ ௡݂}௡ஹଵ and two sequences of bounded self-adjoint operators {ܣ௡}௡ஹଵ  and {ܤ௡}௡ஹଵ  such 
that ‖ ௡݂‖௅ಮ ≤ 1, ‖ ௡݂

ᇱ‖௅ಮ ≤ ௡ܣ‖  ,1 − ‖௡ܤ ≤ 2ି௡ and ‖ ௡݂(ܣ௡) − ௡݂(ܤ௡)‖ ≥ ݊ 2ି௡ for all݊√ܥ ≥
1. Denote by  ∆௡ the convex hull of ߪ(ܣ௡) ∪ Using the translations ௡݂ .(௡ܤ)ߪ ↦ ௡݂(ݔ − ܽ௡), 
௡ܣ ↦ ௡ܣ + ܽ௡ܤ , ܫ௡ ↦ ௡ܤ + ܽ௡ܫ and    ∆௡↦ ܽ݊ + ∆௡  for a suitable sequence {ܽ௡}௡ୀଵ

ஶ  in ℝ, we 
can achieve the condition that the intervals  ∆௡ are disjoint and dist(∆௠ , ∆௡) > 2 for ݉ ≠ ݊. 
We can construct a function ݂ ∈ ஶ(ℝ)  such that ‖݂‖௅ಮܥ ≤ 1, ‖݂′‖௅ಮ ≤ 1 and ݂|∆௡= ௡݂|∆௡  
for all ݊ ≥ 1. Clearly, ߗ௙(2ି௡) ≥ ݊ 2ି௡ for all݊√ܥ ≥ 1 and some positive ܥ which easily 
implies the result.    
    To obtain the lower estimate in Theorem (6.2.68), we used the inequality 

ብ
݂(݁௜௫) − ݂(݁௜௬)

݁௜௫ − ݁௜௬ ብ
ै[బ,మഏ],[బ,మഏ]

≥ const ෍ 2௝

௝ஹ଴

ห መ݂(2௝)ห,             (46) 

which in turn implies that there exists a positive number ܥ such that for every positive 
integer ݊ there exists a polynomial ݂ of degree ݊ such that 

ብ
݂(݁௜௫) − ݂(݁௜௬)

݁௜௫ − ݁௜௬ ብ
ै[బ,మഏ],[బ,మഏ]

≥ ඥlogܥ ݊ ‖݂‖୐୧୮.             (47) 

    We do not know whether Theorem (6.2.68) can be improved. It would certainly be 
natural to try to improve (47). The best known lower estimate for the norm of divided 
differences in the space of Schur multipliers was obtained in [266]. To state it, we need 
some definitions. 
   Let ݂ ∈  ,ଵ(ॻ). Denote by ݂࣪ the Poisson integral ofܮ

(ݖ)݂(࣪) ≝ න
(1 + (ଶ|ݖ|

ݖ| − ଶ|ߞ
ॻ

ߞ   ,(ߞ)࢓݀ ∈ ॰, 

where ݉ is normalized Lebesgue measure on ॻ. 
For ݐ ∈ ℝ and ߜ ∈ (0,1), we define the Carleson domain ܳ(ݐ,  by (ߜ

,ݐ)ܳ (ߜ ≝ :௜௦݁ݎ} 0 < 1 − ݎ < ℎ, ݏ| − |ݐ <  .{ߜ
A positive Borel measure on ߤ on ॰ is said to be a Carleson measure if 

(ߤ)े ≝ (॰)ߤ + sup{ିߜଵݐ)ߤ, ܳ): ݐ ∈ ℝ, ߜ ∈ (0,1)} < ∞. 
If ߰ is a nonnegative measurable function on ॰, we put 

े(߰) ≝ ߤ݀  where    ,(ߤ)े ≝  .ଶ࢓݀߰
Here ࢓ଶ is planar Lebesgue measure. 
     It follows from results of [266](see also [284]) that 

ብ
݂(݁௜௫) − ݂(݁௜௬)

݁௜௫ − ݁௜௬ ብ
ै[బ,మഏ],[బ,మഏ]

≥ const‖݂‖ℒ.                              (48) 
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where 
‖݂‖ℒ ≝ े(‖Hess (݂࣪)‖) 

where for a function ߮ of class ܥଶ , its Hessian Hess(߮) is the matrix of its second order 
partial derivatives. 
    It turns out, however, that for a trigonometric polynomial ݂ of degree ݊, 

‖݂‖ℒ ≤ const ඥlog(1 + ݊) ‖݂‖୐୧୮,                                       (49) 
and so even if instead of inequality (46) we use inequality (48), we cannot improve 
Theorem (6.2.68). 
    Inequality (49) is an immediate consequence of the following fact: 
Theorem (6.2.69)[260]. For a trigonometric polynomial ݂ of degree ݊,݊ ≥ 2, the following 
inequality holds: 

े(|∇(݂࣪)|) ≤ constඥlog ݊ ‖݂‖௅ಮ . 
We are going to use the well-known fact that a function ݂ in ܮଵ(ॻ) belongs to the space 
BMO(ॻ) if and only if the measure ߤ defined by ݀ߤ = ଶ(1|(݂࣪)ߘ| −  ଶ  is a Carleson࢓݀(|ݖ|
measure. We refer to [273] for Carleson measures and the space BMO. 
Proof .Suppose that  ‖݂‖௅ಮ = 1. We have to prove that 

න |(݂࣪)ߘ|
ொ(௧,ఋ)

ݕ݀ݔ݀ ≤ const δඥlog ݊ .                             (83) 

Note that |ߘ(݂࣪)| ≤ 2݊ by Bernstein’s inequality. Hence, 

න |(݂࣪)ߘ|
{ଵି௡షభழ|఍|ழଵ}∩ொ(௧,ఋ)

ଶ࢓݀ ≤ ଶ({1࢓2݊ − ݊ିଵ < |ߞ| < 1} ∩ ,ݐ)ܳ ((ߜ = 1)ߜ2݊ − (1 − ݊)ଶ)

≤  .ߜ4
This proves (50) in the case ߜ ≥ 1 − ݊ିଵ . In the case ߜ < 1 − ݊ିଵ  it remains to estimate the 
integral over the set {1 − ݊ିଵ < |ߞ| < 1} ∩ ,ݐ)ܳ Note that ‖݂‖୆୑୓ .(ߜ ≤ const‖݂‖௅ಮ . Hence, 
there exists a constant ܥ such that 

න ଶ|(݂࣪)ߘ|

ொ(௧,ఋ)

|ߞ|) < (ߞ)ଶ࢓݀(1 ≤  .ߜܥ

Thus 

     න |(݂࣪)ߘ|
{|఍|ழଵି௡షభ}∩ொ(௧,ఋ)

 ଶ࢓݀

≤ ൮ න ଶ|(݂࣪)ߘ|

ொ(௧,ఋ)

|ߞ|) < ൲(ߞ)ଶ࢓݀(1

ଵ/ଶ

ቌ න |ߞ|) < 1)ିଵ݀࢓ଶ(ߞ)
{|఍|ழଵି௡షభ}∩ொ(௧,ఋ)

ቍ

ଵ/ଶ

≤ const δ(log(݊ߜ))ଵ/ଶ ≤ const δ(log ݊)ଵ/ଶ. 
    We define an operator modulus of continuity of a continuous function ݂ on ॻ by 

(ߜ)௙ߗ ≝ sup{‖݂(ܷ) − ݂(ܸ)‖: ܷ  and  ܸ  are unitary  ‖ܷ − ܸ‖ ≤  .{ߜ
As in the case of self-adjoint operators (see [261]), one can prove that 
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‖݂(ܷ)ܴ − ܴ݂(ܸ)‖ ≤ ܴܷ‖)௙ߗ2 − ܴܸ‖) 
for all unitary operators ܷ , ܸ and an operator ܴ of norm 1. We define the space OL(ॻ) as 
the set of ݂ ∈  such that (ॻ)ܥ

‖݂‖୓୐(ॻ) ≝ sup
ఋவ଴

(ߜ)௙ߗଵିߜ < ∞. 

Given a closed subset ृof ॻ, we can also introduce the operator modulus of continuity ߗ௙,ृ 
and define the space OL(ृ) of operator Lipschitz functions on ृ. 
    For closed subsets ृଵ and ृଶof ॻ, the space ैृభ,ृమ of Schur multipliers can be defined by 
analogy with the self-adjoint case. Note that the analogues of (29) and (31) for functions on 
closed subsets of ॻ.Let݂ ∈ (ݐ)݂♠ We put .(ॻ)ܥ ≝ ݂(݁௜௧). It is clear that ߗ௙♠ ≤  ,௙ . Henceߗ
‖ ♠݂‖୓୐(ℝ) ≤ ‖݂‖୓୐(ॻ) . Lemma (6.2.67) implies that‖݂‖୓୐(ॻ) ≤ ‖ߨ2√3 ♠݂‖୓୐(ℝ). One can 
prove that ߗ௙ ≤ const ߗ௙♠ . 
    Recall that it follows from results of [266]that for ݂ ∈  ,(ॻ)ܥ

‖݂‖୓୐(ॻ) ≥ const ‖݂‖࡮భ
భ; 

See inequality (44). 
    We would like to remind also that for each positive integer ݊, there exists an analytic 
polynomial ݂ such that  deg ݂ = ݊,‖݂′‖௅ಮ(ॻ) = 1, and   
‖݂‖୓୐(ॻ) ≥ constඥlog n ; see Lemma (6.2.64). 
    Put 

߲௡(ݖ) ≝
1
݊

௡ݖ − 1
ݖ − 1

=
1
݊

෍ ௞ݖ
௡ିଵ

௞ି଴

. 

It is easy to see that 

߲௡(ିݖߞଵ) = ଵି௡ݖ ௡ݖ − ௡ߞ

ݖ)݊ − (ߞ =  .(ଵିߞݖ)௡ିଵ߲௡ߞଵି௡ݖ

Denote by ॻ௡  the set of nth roots of 1, i.e., ॻ௡ ≝ ߞ} ∈ ॻ: ߞ௡ = 1}. Let ݂ be an analytic 
polynomial of degree less that ݊. Then 

෍ (ଵିߞݖ)௡߲(ߞ)݂
఍∈ఛॻ೙

   for every  ߬ ∈ ॻ. 

If ݂ is  a  trigonometric  polynomial  and  deg ݂ ≤ ݊,  then  for  every  ߦ ∈  ॻ,  the  function 
 ,is an analytic polynomial of degree less than 4݊. Hence (ଵିߦݖ)ଶ௡߲(ݖ)௡݂ݖ

(ଵିߦݖ)ଶ௡߲(ݖ)௡݂ݖ = ෍ (ଵିߦݖ)ସ௡߲(ଵିߦߞ)ଶ௡߲(ߞ)݂
఍∈ఛॻర೙

. 

Substituting ߦ =  we get ݖ

(ݖ)݂ = ௡ିݖ ෍ (ଵିߞݖ)ସ௡߲(ଵିݖߞ)ଶ௡߲(ߞ)݂
఍∈ఛॻర೙

= ෍ ,ݖ)௡ܨ(ߞ)݂ (ߞ
఍∈ఛॻర೙

          (51) 

for every ߬ ∈ ॻ, where 

,ݖ)௡ܨ (ߞ ≝ ଵିସ௡ߞଵିଷ௡ݖ ଶ௡ݖ) − ସ௡ݖ)(ଶ௡ߞ − (ସ௡ߞ
8݊ଶ(ݖ − ଶ(ߞ . 
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Denote by ௡࣪(ॻଶ) the set of all trigonometric polynomial ݂ on ॻଶsuch that the functions ݖ ↦
,ݖ)݂ ݖ and (ߦ ↦ ,ߦ)݂ ߦ are trigonometric polynomials on ॻ of degree at most ݊ for every (ݖ ∈
ॻ. Equality (51) implies the following identity: 

,ݖ)݂ (ݓ = ෍ ෍ ,ߞ)݂ ,ݖ)௡ܨ(ߦ ,ݓ)௡ܨ(ߞ (ߦ
క∈ఛమॻర೙఍∈ఛభॻర೙

                    (52) 

for every ݂ ∈ ௡࣪(ॻଶ) and for arbitrary ߬ଵ  and ߬ଶ  in ॻ. 
Theorem (6.2.70) [260]. Let Φ ∈ ௡࣪(ॻଶ). Then 

‖Φ‖ैॻ,ॻ ≤ 2‖Φ‖ैഓభॻర೙ ,ഓమॻర೙
 

for all ߬ଵ, ߬ଶ ∈ ॻ. 
Proof. Clearly, it suffices to consider the case when ߬ଵ = ߬ଶ = 1 and 2‖Φ‖ैॻర೙ ,ॻర೙

= 1. Then 
(see [281, Theorem 5.1]) there exist two sequences {߮఍}఍∈ॻర೙    and  {߰క}క∈ॻర೙ of vectors in 
the closed unit ball of a Hilbert space ℋsuch that (߮఍, ߰క) = Φ(ߞ,  Put .(ߦ

݃௭ ≝ ෍ ,ݖ)௡ܨ ఍߮(ߞ
఍∈ॻర೙

   and  ℎ௪ ≝ ෍ ,ݖ)௡ܨ క߰(ߦ
క∈ॻర೙

. 

Taking into account that for ݖ ∈ ॻ, 
1

2݊
෍ ቤ

ଶ௡ݖ − ଶ௡ߞ

ݖ − ߞ
ቤ

ଶ

఍∈ॻ೙

=
1

2݊
෍ ቤ

ଶ௡ݖ − ଶ௡ߞ

ݖ − ߞ
ቤ

ଶ

఍∈ॻర೙/ॻమ೙

= න ቤ
ଶ௡ݖ − ଶ௡ߞ

ݖ − ߞ
ቤ

ଶ

ॻ

(ߞ)࢓݀ = 2݊, 

we obtain 

‖݃௭‖ℋ ≤ ෍ ,ݖ)௡ܨ| |(ߞ
఍∈ॻర೙

≤
ଶ௡ݖ| + 1|

8݊ଶ ෍ ቤ
ଶ௡ݖ − ଶ௡ߞ

ݖ − ߞ
ቤ

ଶ

఍∈ॻ೙

+
ଶ௡ݖ| − 1|

8݊ଶ ෍ ቤ
ଶ௡ݖ − ଶ௡ߞ

ݖ − ߞ
ቤ

ଶ

఍∈ॻర೙/ॻమ೙

=
ଶ௡ݖ| + 1| + ଶ௡ݖ| − 1|

2
≤ √2. 

In the same way, ‖ℎ௪‖ℋ ≤ √2 for every ݓ ∈ ॻ. By (52), we have Φ(ݖ, (ݓ = (݃௭, ℎ௪) for all 
,ݖ ݓ ∈ ॻ. It remains to observe that by Theorem 5.1  
in [281], 

‖Φ(ݖ, ॻ,ॻै‖(ݓ ≤ sup
௭∈ॻ

‖݃௭‖ℋ ∙ sup
௪∈ॻ

‖ℎ௪‖ℋ ≤ 2. 

Lemma (6.2.71)[260]. Let ݊ be a positive integer. Then 

ݖ)ߣ‖ − ॻ೙,ॻ೙ै‖(ݓ
= ൞

݊
4

,                  if ݊ is even,

݊ଶ − 1
4݊

, if ݊ is odd.
 

Proof. It is easy to verify that 

෍ ൬݇ −
݊ + 1

2
൰

௡

௞ୀଵ

௞ݖ =
௡ݖ݊

ݖ − 1
−

௡ݖ − 1
ݖ) − 1)ଶ −

݊ + 1
2

ݖ
௡ݖ − 1
ݖ − 1

= ݖ)ߣ݊ − 1) 

for ∈ ॻ௡ . Hence, 
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ݖ)ߣ − (ݓ = ଵିݓݖ)ߣଵିݓ − 1) =
1
݊

෍ ൬݇ −
݊ + 1

2
൰

௡

௞ୀଵ

 ௞ିଵ.           (53)ିݓ௞ݖ

Thus 

ݖ)ߣ‖ − ॻ೙,ॻ೙ै‖(ݓ
≤

1
݊

෍ ฬ݇ −
݊ + 1

2
ฬ

௡

௞ୀଵ

= ൞

݊
4

,                  if ݊ is even,

݊ଶ − 1
4݊

, if ݊ is odd.
 

The opposite inequality is also true. It can be deduced from the observation that equality 
(53) means that the function ݖ)ߣ − 1) on the group ॻ௡is the Fourier transform of the ݊-
periodic sequence {ܽ௞}௞∈ℤ  defined by ܽ௞ = ݇ − ௡ାଵ

ଶ
   for ݇ = 1,2, . . . , ݊. Here we identify the 

group dual to ॻ௡with the group ℤ/݊ℤ. We omit details because we need only the upper 
estimate.  
    We need the following version of Theorem (6.2.32): 
 Theorem (6.2.72)[260]: Let ݂ be a function on ॻ௡ . Then 

௙,ॻ೙ߗ
ॕ (ߜ) =   ୓୐(ॻ೙)‖݂‖ߜ

for every ߜ ∈ (0, ସ
௡

]. 
    To prove Theorem (6.2.71), we need a lemma. Put 

(ݖ)ߣ ≝ ൜     ݖ − 1 ,          if   ݖ ∈ ℂ, ݖ ≠ 0,
0,            if    ݖ = 0.      

  
Proof . The inequality 

௙,ॻ೙ߗ
ॕ (ߜ) = ߜ   ,୓୐(ॻ೙)‖݂‖ߜ > 0, 

is a consequence of a unitary version of Theorem (6.2.26), which can be proved in the same 
way as the self-adjoint version, see also [263, Theorem 4.13]. 
We prove the opposite inequality for ߜ ∈ (0, ସ

௡
]. Fix ߝ > 0. There exists a unitary operator ܷ 

and bounded operator ܴ such that  ‖ܷܴ − ܴܷ‖ = (ܷ)ߪ ,1 ⊂ ॻ௡ , and  ‖݂(ܷ)ܴ − ܴ݂(ܷ)‖ ≥
‖݂‖୓୐(ॻ೙) −  Put .ߝ

ܴ௎ ≝ ෍ ௎ܧ
఍,క∈ॻ೙,఍ஷక

({ζ})ܴܧ௎({ξ}) = ܴ − ෍ ௎ܧ
఍∈ॻ೙

({ζ})ܴܧ௎({ξ}). 

Clearly, ܷܴ − ܴܷ = ܷܴ௎ − ܴ௎ܷ and݂(ܷ)ܴ − ܴ݂(ܷ) = ݂(ܷ)ܴ௎ − ܴ௎݂(ܷ). Thus we may 
assume that ܴ = ܴ௎  . Note that 

ܷܴ − ܴܷ = ෍ (ζ − ξ)ܧ௎
఍,క∈ॻ೙,఍ஷక

({ζ})ܴܧ௎({ξ}) 

Since 

ܷ = ܴ௎ = ෍ λ(ζ − ξ)(ζ − ξ)ܧ௎
఍,క∈ॻ೙,఍ஷక

({ζ})ܴܧ௎({ξ}) 
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we have ܴ = ௡ܪ ⋆ (ܷܴ − ܴܷ),  where ܪ௡(ߞ, (ߦ = ߞ)ߣ − ,ߞ where  ,(ߦ ߦ ∈ ॻ௡. Thus by Lemma 
(6.2.71), 

‖ܴ‖ ≤ ௡‖ैॻ೙,ॻ೙ܪ‖
‖ܷܴ − ܴܷ‖ = ௡‖ैॻ೙,ॻ೙ܪ‖

≤
݊
4

. 

Let ߜ ∈ (0, ସ
௡

]. Then  ‖ܷ(ܴߜ) − ‖ܷ(ܴߜ) = ‖ܴߜ‖  and ߜ ≤ 1. Hence, 

௙,ॻ೙ߗ
ॕ (ߜ) ≥ ܴ(ܷ)݂‖ߜ − ܴ݂(ܷ)‖ ≥ ୓୐(ॻ೙)‖݂‖)ߜ −  .(ߝ

Passing to the limit as ߝ → 0, we obtain the desired result.    
Theorem (6.2.73)[260]: Let ݂ be a trigonometric polynomial of degree ݊ ≥ 1. Then 

௙,ॻ೙ߗ
ॕ (ߜ) ≥

ߜ
2

‖݂‖୓୐(ॻ) 

for ߜ ∈ (0, ଵ
௡

]. 
Proof. Applying Theorems (6.2.70) and (6.2.71), we obtain 

ብ
(ݖ)݂ − (ݓ)݂

ݖ − ݓ
ብ

ैॻ,ॻ

≤ 2 ብ
(ݖ)݂ − (ݓ)݂

ݖ − ݓ
ብ

ैॻర೙,ॻర೙

= ௙,ॻర೙ߗଵିߜ2
ॕ (ߜ) ≤ ௙,ॻߗଵିߜ2

ॕ  (ߜ)

for ߜ ∈ (0, ଵ
௡

].     
Theorem (6.2.74)[260]: Let ݂ be a trigonometric polynomial of degree ݊ ≥ 1. Then 

(ߜ)௙,ॻߗ ≥
ߜ
4

‖݂‖୓୐(ॻ) 

for ߜ ∈ (0, ଵ
௡

].     
Theorem (6.2.75) [260].  Let ݂ ∈  Then .(ॻ)ܥ

௙(2ି௡)ߗ ≥ 2ି௡ܥ ෍ 2௞
௡ିଵ

௞ୀ଴

൫ห መ݂(2௞)ห + ห መ݂(−2௞)ห൯, 

where ܥ is a positive constant. 
Proof. Applying the convolution with the de la Vallée Poussin kernel, we can find an analytic 
polynomial ௡݂ such thatdeg ௡݂ < 2௡ , መ݂௡(݇) = መ݂(݇) for ݇ ≤ 2௡ିଵ  and ߗ௙೙ ≤  ௙ . Applyingߗ3
inequalities (44) and (45), we obtain 

‖ ௡݂‖୓୐(ॻ) ≥ const ෍ 2௞
௡ିଵ

௞ୀ଴

൫ห መ݂(2௞)ห + ห መ݂(−2௞)ห൯ 

It remains to apply Theorem (6.2.74) for ߜ = 2ି௡.     
    In the following theorem we use the notation ܥ஺ for the disk-algebra: 

஺ܥ ≝ ൛݂ ∈ :(ॻ)ܥ መ݂(݊) = 0 for  ݊ < 0ൟ. 
Theorem (6.2.76) [260]. Let  ߱: (0,2] → ℝ  be a positive continuous function. Suppose 
that ߱(2ݐ) ≤ const ߱(ݐ), the function ݐ ↦ log)ݐ ସ

௧
)ିଵ߱(ݐ) is non-decreasing, and 

න
߱ଶ(ݐ)݀ݐ

ଷݐ logଶ 4
ݐ

ଶ

଴

< ∞.                                         (54) 
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Then there exists a function ݂ ∈ ′݂ ஺  such thatܥ ∈ (ߜ)௙ߗ ஺  andܥ ≥ ߜ for all (ߜ)߱ ∈ (0,2]. 
Proof. Note that the inequality ߗ௙(ߜ) ≥ ߜ for (ߜ)߱ = 2ି௡ implies that ߗ௙(ߜ) ≥ const ߱(ߜ) 
for all ߜ ∈ (0,2]. Thus it suffices to obtain the desired estimate for ߜ = 2ି௡. Taking Theorem 
(6.2.75) into account, we can reduce the result to the problem to construct a function ݃ ∈   ஺ܥ
such that 

ܽ௡ ≝
2௡߱(2ି௡)

݊
≤

1
݊

෍| ො݃(2௞)|
௡ିଵ

௞ୀ଴

 

for all nonnegative integer ݊. 
Indeed, in this case the function ݂ defined by 

(ݖ)݂ = න
(ߞ)݃ − ݃(0)

ߞ

௭

଴

  ߞ݀ 

satisfies the inequality 

ܽ௡ ≤
1
݊

෍ 2௞ห መ݂(2௞)ห
௡ିଵ

௞ୀ଴

 

Condition (54) implies that{ܽ௡}௡ஹ଴ ∈ ℓଶ . Moreover, {ܽ௡}௡ஹ଴ is a nonincre-asing sequence 
because the function ݐ ↦ ଵ(log ସିݐ

௧
)ିଵ߱(ݐ) is nondecreasing. 

    We can find a function ݃ ∈ ஺  such that ො݃(2௞)ܥ = ܽ௞  for all ݇ ≤ 0, see, for example, [283]. 
Then 

1
݊

෍| ො݃(2௞)|
௡ିଵ

௞ୀ଴

=
1
݊

෍ ܽ௞ ≥ ܽ௡ିଵ ≥ ܽ௡

௡ିଵ

௞ୀ଴

. 

    We obtain sharp estimates of the quasicommutator norms ‖݂(ܣ)ܴ −  in the case ‖(ܤ)݂ܴ
when ܣ has finite spectrum. This allows us to obtain sharp estimates of the operator 
Lipschitz norm in terms of the Lipschitz norm in the case of operators on finite-dimensional 
spaces in terms of the dimension. 
    Moreover, we obtain a more general result (see Theorem (6.2.85) ) in terms of ߝ-entropy 
of the spectrum of ܣ, where ߝ = ܴܣ‖ −  This leads to an improvement of inequality . ‖ܣܴ
(23). Note that the results improve cum results of [271] and [285].  
   Let ृ be a closed subset of ℝ. Denote by Lip(ृ) the set of Lipschitz functions on ृ. Put 

‖݂‖୐୧୮(ृ) ≝ inf{ܥ > 0: (ݔ)݂| − |(ݕ)݂ ≤ ݔ|ܥ − ,ݔ∀|ݕ ݕ ∈ ृ}. 
Let {ݏ௝(ܶ)}௝ୀ଴

ஶ  be the sequence of singular values of a bounded operator. We use the 
notation ࡿఠ for the Matsaev ideal, 

ఠࡿ ≝ ቐܶ: ഘࡿ‖ܶ‖ ≝ ෍(1 + ݆)ିଵݏ௝(ܶ) < ∞
ஶ

௝ୀ଴

ቑ. 

We need the following statement which is contained implicitly in [286]. 
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Theorem (6.2.77) [260]. Let ݂ be a Lipschitz function on a closed subset ृ of ℝ. Then for 
every nonempty finite subset ߉ in ृ, 

‖ु଴݂‖ै೰,ृ ≤ 1)ܥ + log(card(߉)))‖݂‖୐୧୮(ृ), 
where ܥ is a numerical constant. 
Proof. Let ݇ ∈ ߤ)ଶܮ ⊗ andृ. Clearly, rank ॎ௞ ߉ are Borel measures on ߥ and ߤ where ,(ߥ

ఓ,ఔ ≤
card(߉). Hence, ฮॎ௞

ఓ,ఔฮ
ഘࡿ

≤ (1 + log(card(߉)))ฮॎ௞
ఓ,ఔฮ . Now Theorem 2.3 in [286] implies 

that 
ฮॎ௞ुబ௙

ఓ,ఔ ฮ ≤ (1 + log(card(߉)))ฮॎ௞
ఓ,ఔฮ‖∙‖୐୧୮(ृ) 

Theorem (6.2.78) [260]. Let ܣ and ܤ be self-adjoint operators. Suppose that (ܣ)ߪ is finite. 
Then 

ܴ(ܣ)݂‖ − ‖(ܤ)݂ܴ ≤ 1)ܥ + log(card(߉)))‖݂‖୐୧୮(ఙ(஺)∪ఙ(஻ ))‖ܴܣ −  ‖ܤܴ
for all bounded operators ܴ and ݂ ∈ Lip((ܣ)ߪ ∪  .is a numerical constant ܥ where ,((ܤ)ߪ
Proof. The result follows from Theorem (6.2.77) if we take into account the following 
generalizations of (30) and (32) (see [287]): 

ܴ(ܣ)݂ − (ܤ)݂ܴ = ඵ (ु଴݂)(ݔ, (ݕ
ఙ(஺)×ఙ(஻)

ܴܣ)(ݔ)஺ܧ݀ −  (ݕ)஻ܧ݀(ܤܴ

and 

ቯ ඵ (ु଴݂)(ݔ, (ݕ
ఙ(஺)×ఙ(஻)

ܴܣ)(ݔ)஺ܧ݀ − ቯ(ݕ)஻ܧ݀(ܤܴ ≤ ‖ु଴݂‖ै഑(ಲ)×഑(ಳ)
ܴܣ‖ −  ‖ܤܴ

which proves the result.    
Corollary (6.2.79) [260]. Let ܤ,ܣ be self-adjoint operators and let ܴ be a linear operator on 
ℂ௡. Then 

ܴ(ܣ)݂‖ − ‖(ܤ)݂ܴ ≤ 1)ܥ + log ݊)‖݂‖୐୧୮(ఙ(஺)∪ఙ(஻ ))‖ܴܣ −  (55)             ‖ܤܴ
for every function ݂ on (ܣ)ߪ ∪  .is a numerical constant ܥ where ,(ܤ)ߪ
Remark (6.2.80). Note that in the special case ݂(ݐ) =  ,inequality (55) is well-known, see |ݐ|
e.g., [288]. This special case also follows from Matsaev’s theorem, see [289, Chapter III, 
Theorem 4.2] (see also [290] where a finite-dimensional improvement of Matsaev’s 
theorem was obtained). 
Remark (6.2.81).  We also would like to note that inequality (55) is sharp. Indeed, it follows 
immediately from Lemma 15 of [288] that for each positive integer ݊ there exist ݊ × ݊ self-
adjoint matrices ܣ and ܴ such that 

ܴ|ܣ|‖  − ‖|ܣ|ܴ ≤ const log(1 + ܴܣ‖(݊ − ܴܣ   and   ‖ܣܴ − ܣܴ ≠ 0.      (56) 
We also refer to [265] where inequality (56) is essentially contained. Moreover, (56) can be 
deduced from the results of Matsaev and Gohberg mentioned above. 
    The following result is a special case of Corollary (6.2.79) that corresponds to ܴ =  .ܫ
Theorem (6.2.82)[260]: Let A, B be self-adjoint operators on ℂ௡ . Then 

(ܣ)݂‖  − ‖(ܤ)݂ ≤ 1)ܥ + log ݊)‖ ݂‖୐୧୮(ఙ (஺)∪ఙ(஻)) ‖ܣ −    ‖ܤ
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for every function ݂ on (ܣ)ߪ ∪  .is an absolute constant ܥ where ,(ܤ)ߪ
Remark (6.2.83). The estimate in Theorem (6.2.82) is also sharp. Indeed, for each positive 
integer ݊ there exist ݊ × ݊ self-adjoint matrices ܣ and ܤ such that ܣ ≠  and ܤ

|ܣ|‖  − ‖|ܤ| ≥ const log(1 + ܣ‖(݊ −  .‖ܤ
This follows easily from (56), see the proof of Theorem 10.1 in [261]. 
Definition (6.2.84)[260]: Let ृ be a nonempty compact subset of ℝ. Recall that for ߝ > 0, the 
 ఌ(ृ) of ृ is defined asܭ entropy-ߝ

(ृ)ఌܭ ≝  inf log( card(߉)), 
where the infimum is taken over all ߉ ⊂ ℝ such that ߉ is an ߝ-net of ृ. The following result 
is a generalization of Theorem (6.2.78). On the other hand, it improves inequality (23) 
obtained in [261]. 
Theorem (6.2.85)[260]: Let ܣ and ܤ be self-adjoint operators and let ܴ be bounded operator 
with ‖ܴ‖ ≤ 1. Suppose that (ܣ)ߪ ⊂ ृ, where ृ is a closed subset of ℝ.  Then for every ݂ ∈
Lip((ܣ)ߪ ∪  ,((ܤ)ߪ

ܴ(ܣ)݂ ‖ − ‖(ܤ)݂ܴ ≤ const (1 + ܴܣ‖ ఌ(ृ))‖݂‖୐୧୮(ఙ(஺)∪ఙ(஻))ܭ −  ,  ‖ܤܴ
where ߝ ≝ ܴܣ‖  −  .‖ܤܴ
Proof. We repeat the argument of the proof of Theorem (6.2.33). Clearly, f can be extended 
to a Lipschitz function on ℝ with the same Lipschitz constant. We can find a self-adjoint 
operator ܣఌ such that ܣఌܣ = ܣ‖,ఌܣܣ − ‖ఌܣ ≤ (((ఌܣ)ߪ)card)and log ,ߝ ≤  ఌ(ृ). Thenܭ

ܴ(ఌܣ)݂‖ − ‖(ܤ)݂ܴ ≤ const (1 + ఌܴܣ‖ఌ(ृ))‖݂‖୐୧୮(ఙ(஺)∪ఙ(஻))ܭ − ‖ܤܴ
≤ 2const1)ߜ +  ఌ(ृ))‖݂‖୐୧୮(ఙ(஺)∪ఙ(஻))ܭ

by Theorem (6.2.79). It remains to observe that since ܣ commutes wit ܣఌ , we have 
ܴ(ܣ)݂‖ − ‖(ܤ)݂ܴ ≤ (ܣ)݂‖ − ‖(ఌܣ)݂ + ܴ(ఌܣ)݂‖ − ‖(ܤ)݂ܴ

≤ ‖݂‖୐୧୮(ఙ(஺)) + ܴ(ఌܣ)݂‖ −  ‖(ܤ)݂ܴ
Corollary (6.2.86)[260]: Let ܣ and ܤ be self-adjoint operators and let (ܣ)ߪ ⊂ ृ, where ृ is a 
closed subset of ℝ. Then for every ݂ ∈ Lip((ܣ)ߪ ∪  ,((ܤ)ߪ

(ܣ)݂‖ − ‖(ܤ)݂ ≤ const (1 + ܣ‖ఌ(ृ))‖݂‖୐୧୮(ఙ(஺)∪ఙ(஻))ܭ −  ,‖ܤ
where ߝ ≝ ܣ‖ −  .‖ܤ
Proof. It suffices to put ܴ =      . ܫ
    If we apply Theorem (6.2.85) to the case ܭ = [ܽ, ܾ], we obtain the following estimate, 
which improves inequality (23) in the special case ܴ =  .ܫ
 
 
 

 

 


