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   Chapter 4 
Functions of Perturbed and Normal of Operators 

 
We study properties of the operators f (A)-f (B) for f ∈  Λ஑(ℝ)and selfadjoint operators A 
and B such that A − B belongs to the Schatten–von Neumann class Sp. We consider the 
same problem for higher order differences. Similar results also hold for unitary operators 
and for contractions. We obtain a more general result for functions in the spaceΛன(ℝଶ) 
={f: |f(ζଵ) − f(ζଶ)| ≤ const ω(|ζଵ − ζଶ|)} for an arbitrary modulus of continuity ω. We 
show that if f belongs to the Besov class Bஶଵ

ଵ (ℝଶ), then it is operator Lipschitz, 
i.e., ‖f (Nଵ) − f  (Nଶ) ‖ ≤const‖f‖୆ಮభ

భ ‖ Nଵ − Nଶ ‖. We also study properties of f (Nଵ) −
f  (Nଶ)  in the case when f ∈ Λ஑(ℝଶ) and Nଵ − Nଶ belongs to the Schatten-von Neuman 
class Sp. 

Section (4.1):  Perturbed Operators. 
    It is well known that a Lipschitz function on the real line is not necessarily operator 
Lipschitz, i.e., the condition, 

(ݔ)݂| − |(ݕ)݂ ≤ const| ݔ − ,ݔ    ,|ݕ ݕ ∈ ℝ, 
does not imply that for selfadjoint operators ܣ and ܤ on Hilbert space, 

(ܣ)݂‖ − ‖(ܤ)݂ ≤ const‖ܣ −  . ‖ܤ
The existence of such functions was proved in [132] (see also [133] and [134]). Later in 
[135]necessary conditions were found for a function ݂  to be operator Lipschitz. Those 
necessary conditions imply that Lipschitz functions do not have to be operator Lipschitz. 
It is also well known that a continuously differentiable function does not have to be 
operator differentiable, see [135]and [136]. The necessary conditions obtained in 
[135]and [136]are based on the nuclearity criterion for Hankel operators, see [137]. 
      We consider Holder classes Λ஑(ℝ) with 0 < ߙ < 1. In this case such functions are 
necessarily operator Holder of order ߙ, i.e., the condition: 

(ݔ)݂| − |(ݕ)݂ ≤ const| ݔ − ఈ|ݕ ,ݔ    , ݕ ∈ ℝ,  
implies that for selfadjoint operators ܣ and ܤ on Hilbert space, 

(ܣ)݂‖  − ‖(ܤ)݂ ≤ const‖ܣ −  ஑  .                                       (1)‖ܤ
    Moreover, a similar result holds for the Zygmund class Λଵ(ℝ), i.e., the fact that 

ݔ)݂| + (ݐ − (ݔ)2݂ + ݔ)݂ − |(ݐ ≤ const|ݔ    ,|ݐ, ݐ ∈ ℝ, 
and ݂ is continuous implies that ݂ is operator Zygmund, i.e., for selfadjoint operators ܣ 
and ܭ , 

ܣ)݂‖ + (ܭ − (ܣ)2݂ + ܣ)݂ − ‖(ܭ ≤ const‖(2)                            .‖ܭ 
We also obtain similar results for the whole scale of Holder-Zygmund classes Λ஑(ℝ) 
for 0 < ߙ < ∞. Recall that for ߙ > 1, the class Λ஑(ℝ) consists of continuous functions ݂ 
such that 

อ෍(−1)௡ି௞
௡

௞ୀ଴

ቀ݊
݇ቁ ݔ)݂ + อ(ݐ݇ ≤ const|ݐ|ఈ    , ݊ ݁ݎℎ݁ݓ − 1 ≤ ߙ < ݊.   

    The same problems can be considered for unitary operators and for functions on the 
unit circle, and for contractions and analytic functions in the unit disk. 
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    To prove (1), we use a crucial estimate obtained for trigonometric polynomials and 
unitary operators in [135]and for entire functions of exponential type and selfadjoint 
operators in [136]. We state here the result for selfadjoint operators. It can be considered 
as an analog of Bernstein's inequality. 
    Let ݂ be an entire function of exponential type ߪthat is bounded on the real line ܴ. Then 
for selfadjoint operators ܣ and ܤ with bounded ܣ −  :the following inequality holds ܤ

(ܣ)݂‖ − ‖(ܤ)݂ ≤ const σ‖݂‖௅ಮ(ℝ)‖ܣ −  (3)                                    .‖ܤ
Inequality (3) was proved by using double operator integrals and the Birman-Solomyak 
formula: 

(ܣ)݂ − (ܤ)݂ = ඵ
(ݔ)݂ − (ݕ)݂

ݔ − ݕ
ܣ)(ݔ)஺ܧ݀ −  ,(ݕ)஻ܧ݀(ܤ

where ܧ஺and ܧ஻are the spectral measures of selfadjoint operators ܣ and ܤ ; we refer the 
reader to [138], [139] and [140] for the theory of double operator integrals. Note that ܣ 
and ܤ do not have to be bounded, but ܣ −  .must be bounded ܤ
    To estimate the second difference (2), we use the corresponding analog of Bernstein's 
inequality which was obtained in [141] with the help of triple operator integrals. To 
estimate higher order differences, we need multiple operator integrals. We refer to [141] 
for definitions and basic results on multiple operator integrals. 
    We also consider the problem of the behavior of functions of operators ݂(ܣ) under 
perturbations of ܣ by operators of Schatten-von Neumann class ࡿ௣  in the case when ݂ ∈
Λ஑(ℝ). 
     We start with first order differences. We use the notation by Λ஑, 0 < ߙ < ∞, for the 
scale of Holder-Zygmund classes on the unit circle ܶ. 
Theorem(4.1.1)[131].     Let 0 < ߙ < 1. Then there is a constant ܿ > 0 such that for every 
݂ ∈ Λ஑  and for arbitrary unitary operators ܷ and ܸ on Hilbert space the following 
inequality holds: 

‖݂(ܷ) − ݂(ܸ)‖ ≤ ܿ‖݂‖ஃಉ ∙ ‖ܷ − ܸ‖ఈ. 
Theorem(4.1.2)[131].   There exists a constant ܿ > 0 such that for every function ݂ ∈ Λଵ  
and for arbitrary unitary operators ܷ and ܸ on Hilbert space the following inequality 
holds: 

‖݂(ܷ) − ݂(ܸ)‖ ≤ ܿ‖݂‖ஃభ ൬2 + logଶ
1

‖ܷ − ܸ‖൰ ‖ܷ − ܸ‖. 

        This result improves an estimate obtained in [132]for Lipschitz functions in the case 
of bounded selfadjoint operators. 
    We proceed now to higher order differences. 
Theorem (4.1.3)[131].  Let ݊ be a positive integer and 0 < ߙ < ݊. Then there exists a 
constant ܿ > 0 such that for every ݂ ∈ Λ஑ and for an arbitrary unitary operator ܷ and an 
arbitrary bounded selfadjoint operator ܣ on Hilbert space the following inequality holds: 

ะ෍(−1)௡ି௞
௡

௞ୀ଴

ቀ݊
݇ቁ ݂(݁௜௞஺ܷ)ะ ≤ ܿ‖݂‖ஃಉ

ఈ‖ܣ‖ . 

    Let us consider now a more general problem. Suppose that ߱ is a modulus of continuity, 
i.e., ߱ is a nondecreasing continuous function on [0,0) such that ߱(0) = 0 and ߱(ݔ +
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(ݕ ≤ (ݔ)߱ + ,(ݕ)ݓ ,ݔ ݕ ≥ 0. The space Λఠ  consists of functions ݂ on ܶ such that 
(ߞ)݂| − ݂(߬)| ≤ const ߱(|ߞ − ,ߞ     ,(|߬ ߬ ∈ ॻ 

With a modulus of continuity ߱we associate the function ߱∗ defined by: 

(ݔ)∗߱ = ݔ න
(ݐ)߱

ଶݐ

ஶ

௫
ݔ     ,ݐ݀ ≥ 0. 

Theorem(4.1.4)[131].   Suppose that ߱ is a modulus of continuity and ݂ ∈ Λఠ . If ܷ and ܸ 
are unitary operators, then 

‖݂(ܷ) − ݂(ܸ)‖ ≤ const ‖݂‖ஃഘ߱∗(‖ܷ − ܸ‖). 
In particular, if  ߱∗(ݔ) ≤ constω(ݔ), then for unitary operators ܷ and ܸ 

‖݂(ܷ) − ݂(ܸ)‖ ≤ const ‖݂‖ஃഘ߱(‖ܷ − ܸ‖). 
We have also proved an analog of Theorem (4.1.4) for higher order differences.    We 
denote here by (Λఈ)ା the set of functions ݂ ∈ Λఈ , for which the Fourier coefficients መ݂(݊) 
vanish for ݊ < 0.  
    Recall that an operator ܶ on Hilbert space is called a contraction if ‖ܶ‖ ≤ 1. The 
following result is an analog of Theorem (4.1.3) for contractions. 
Theorem(4.1.5)[131].   Let ݊ be a positive integer and 0 < ߙ < ݊. Then there exists a 
constant ܿ > 0 such that for every ݂ ∈ (Λఈ)ା and for arbitrary contractions ܶ and ܴ on 
Hilbert space, the following inequality holds: 

ะ෍(−1)௡ି௞
௡

௞ୀ଴

ቀ݊
݇ቁ ݂ ൬ܶ +

݇
݊

(ܶ − ܴ)൰ะ ≤ ܿ‖݂‖ஃಉ
‖ܶ − ܴ‖ఈ . 

Note that an analog of Theorem (4.1.4) also holds for contractions. 
Theorem(4.1.6)[131].   Let 0 < ߙ < 1 and let ݂ ∈ Λఈ(ℝ). Suppose that ܣ and B are 
selfadjoint operators such that ܣ − (ܣ)݂ is bounded. Then ܤ −  is bounded and (ܤ)݂

(ܣ)݂‖ − ‖(ܤ)݂ ≤ const‖݂‖ஃഀ(ℝ)‖ܣ − ఈ‖ܤ . 
    In this connection we mention the paper [132]where it was proved that for selfadjoint 
operators ܣ and ܤ with spectra in an interval [ܽ, ܾ] and a function ߮ ∈ Λఈ(ℝ), the 
following inequality holds: 

(ܣ)߮‖ − ‖(ܤ)߮ ≤ const‖߮‖ஃഀ(ℝ) ൬log ൬
ܾ − ܽ

ܣ‖ − ‖ܤ + 1൰ + 1൰
ଶ

ܣ‖ −  ఈ‖ܤ

 (see also [142] where the above inequality is generalized for general moduli of 
continuity). 
Theorem(4.1.7)[131].   Suppose that n is a positive integer and 0 < ߙ < ݊. Let ܣ be a 
selfadjoint operator and let ܭ be a bounded selfadjoint operator. Then the map, 

݂ → (∆௄
௡ (ܣ)(݂ ≝ ෍(−1)௡ି௝

௡

௝ୀ଴

ቀ
݊
݆ ቁ ܣ)݂ +  (4)                                     ,(ܭ݆

has a unique extension from ܮஶ ∩ Λఈ(ℝ) to a sequentially continuous operator from 
Λఈ(ℝ) (equipped with the weak-star topology) to the space of bounded linear operators 
on Hilbert space (equipped with the strong operator topology) and 

‖(∆௄
௡ ‖(ܣ)(݂ ≤ const‖݂‖ஃഀ(ℝ)‖ܭ‖ఈ . 

 We use the same notation (∆௄
௡   .for the unique extension of the map (4) (ܣ)(݂

  We can also prove an analog of Theorem (4.1.4) for selfadjoint operators. 
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 We consider the behavior of functions of selfadjoint operators under perturbations of 
Schatten-von Neumann class ࢖ࡿ. Similar results also hold for unitary operators and for 
contractions. 
Recall that the spaces ࢖ࡿand ࢖ࡿ,ஶ  consist of operators ܶ on Hilbert space such that 

࢖ࡿ‖ܶ‖ ≝ ൭෍(ݏ௡(ܶ))௣

௡ஹ଴

൱
ଵ/௣

< ∞    and  ‖ܶ‖࢖ࡿ,ಮ ≝ sup
௡ஹ଴

(1 + ݊)
ଵ
௣ (ܶ)௡ݏ < ∞. 

Theorem(4.1.8)[131].  Let 1 ≤ ݌ < ∞, 0 < ߙ < 1, and let ݂ ∈ Λఈ(ℝ). Suppose that ܣ and ܤ 
are selfadjoint operators such that ܣ − ܤ ∈  ௣ . Thenࡿ

(ܣ)݂ − (ܤ)݂ ∈ ೛ࡿ
ഀ,ஶ   and ‖݂(ܣ) − ೛ࡿ‖(ܤ)݂

ഀ,ಮ
≤ const ‖ܶ‖ஃഀ(ℝ)‖ܣ − ೛ࡿ‖ܤ

ఈ . 

Note that in Theorem (4.1.8) in the case ݌ > 1 we can replace the condition ܣ − ܤ ∈    ࢖ࡿ
with the condition ܣ − ܤ ∈  .ஶ,࢖ࡿ
Using interpolation arguments, we can deduce from Theorem (4.1.8) the following result: 
Theorem(4.1.9)[131].   Let 1 < ݌ < ∞, 0 < ߙ < 1, and let ݂ ∈ Λఈ(ℝ). Suppose that ܣ and 
ܣ are selfadjoint operators such that ܤ − ܤ ∈  Then . ࢖ࡿ
(ܣ)݂ − (ܤ)݂ ∈ ೛ࡿ

ഀ
        and   ‖݂(ܣ) − ೛ࡿ‖(ܤ)݂

ഀ
≤ const ‖ܶ‖ஃഀ(ℝ)‖ܣ − ೛ࡿ‖ܤ

ఈ . 

          We state similar results for higher order differences. 
Theorem(4.1.10)[131].   Suppose that ݊ is a positive integer, ߙis a positive number such 
that ݊ − 1 ≤ ߙ < ݊, and ݊ ≤ ݌ < ∞. Let ܣ be a selfadjoint operator and let ܭ be a 
selfadjoint operator of class ࢖ࡿ. Then the operator (∆௄

௡  defined in Theorem (4.1.7) (ܣ)(݂
belongs to ࡿ೛

ഀ,ஶ, and 

‖(∆௄
௡ ೛ࡿ‖(ܣ)(݂

ഀ,ಮ
≤ const ‖ܶ‖ஃഀ(ℝ)‖ࡿ‖ܭ೛

ఈ  

Theorem(4.1.11)[131].  Suppose that n is a positive integer, ߙis a positive number such 
that ݊ − 1 ≤ ߙ < ݊, ݂ ∈ Λఈ(ℝ), and ݊ < ݌ < ∞. Let ܣ be a selfadjoint operator and let ܭ 
be a selfadjoint operator of class ࢖ࡿ. Then the operator (∆௄

௡  )defined in Theorem  (ܣ)(݂
4.1.7) belongs to ࡿ೛

ഀ
 , and 

‖(∆௄
௡ ೛ࡿ‖(ܣ)(݂

ഀ
≤ const ‖ܶ‖ஃഀ(ℝ)‖ࡿ‖ܭ೛

ఈ . 

 
Section (4.2): Normal Operators Under Perturbations  
 
           We generalize  results  of the papers  [145],  [146],  [147], [148], and [149] to the 
case of normal  operators. 
    A Lipschitz function ݂ on the real line ℝ(i.e., a function satisfying the 
inequality |݂(ݔ) − |(ݕ)݂ ≤ const|ݔ − ,|ݕ ,ݔ ݕ ∈ ℝ) does not have to be operator 
Lipschitz. In other words, a Lipschitz function ݂ does not necessarily satisfy the 
inequality 

(ܣ)݂‖ − ‖(ܤ)݂ ≤ const ‖ܣ −  ‖ܤ
for arbitrary self-adjoint  operators  ܣ and ܤ  on Hilbert  space.  The existence of such 
functions was proved in [150].   Later Kato proved in [151] that the function ݂(ݔ) =  |ݔ|
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is not operator Lipschitz. Note also that earlier McIntosh established in [152] a similar 
result for commutators (i.e., the function ݂(ݔ) =  .(is not commutators Lipschitz |ݔ|
    In [146] and [153] necessary conditions were found for a function ݂ to be operator 
Lipschitz.  In particular, it was shown in [146] that if ݂ is operator Lipschitz, and then ݂ 
belongs locally to the Besov space ࡮ଵଵ

ଵ (ℝ). This also implies that Lipschitz functions do 
not have to be operator Lipschitz.  In [146] and [153] stronger necessary conditions 
were also obtained. The necessary conditions obtained in [145] and [146] are based on 
the trace class criterion for Hankel operators; see [145] . 
    On the other hand, it was shown in [146] and [153] that if ݂ belongs to the Besov 
class ࡮ஶଵ

ଵ (ℝ), and then ݂ is operator Lipschitz.  We refer to [154] for information on 
Besov spaces. 
    It was shown in [147] and [148] that the situation dramatically changes if we 
consider Hölder classes ߉ఈ(ℝ) with 0 < ߙ < 1. In this case such functions are 
necessarily operator Hölder of order α, i.e., the condition|݂(ݔ) − |(ݕ)݂ ≤ const|ݔ −
,|ݕ ,ݔ ݕ ∈ ℝ, implies that for self-adjoint operators ܣ and ܤ on Hilbert space, 

(ܣ)݂‖ − ‖(ܤ)݂ ≤ const ‖ܣ − ఈ‖ܤ . 
    This result was generalized in [147] and [148] to the case of functions of class ߉ఈ(ℝ) 
for arbitrary moduli of continuity ߱. This class consists of functions ݂ on ℝ, for 
which |݂(ݔ) − |(ݕ)݂ ≤ const ߱(|ݔ − ,(|ݕ ,ݔ ݕ ∈ ℝ. 
    Let us also mention that in [147] and [149] properties of operators ݂(ܣ) −  were (ܤ)݂
studied for functions ݂ in ߉ఈ(ℝ) and self-adjoint operators ܣ and ܤ whose difference 
ܣ −  .௣ࡿ belongs to Schatten–von Neumann classes ܤ
    In [147], [148] and [155]analogs of the above results were obtained for higher order 
operator differences. 
    We also mention here that [147], [148], [149], [155], [156], and [157] study problems 
of perturbation theory for unitary operators, contractions, and dissipative operators. 
    We study the case of (not necessarily bounded) normal operators. 
We prove that if f is a function on ℝଶ that belongs to the Besov class ࡮ஶଵ

ଵ (ℝଶ)   , then it 
is an operator Lipschitz function  on ℝଶ, i.e., 

‖݂( ଵܰ) − ݂( ଶܰ)‖ ≤ const ‖ ଵܰ − ଶܰ‖ 
for arbitrary normal  operators ଵܰ and ଶܰ. Note that we say that the operator ଵܰ − ଶܰ  is 
bounded if the domains ुேభ and ुேమ of ଵܰ and ଶܰ coincide and ଵܰ − ଶܰ  is bounded 
on ुேభ. If ଵܰ − ଶܰ is not a bounded operator, we say that  ‖ ଵܰ − ଶܰ‖ = ∞ 
    Note, however, that the proof of the corresponding result for self-adjoint operators 
obtained in [153] does not work in the case of normal operators.   In the case of self-
adjoint operators it was shown in [153]that for functions ݂ in the Besov space ࡮ஶଵ

ଵ (ℝ) 
and self-adjoint operators ܣ and ܤ with bounded ܣ −  :the following formula holds ,ܤ

(ܣ)݂ − (ܤ)݂ = ඵ
(ݔ)݂ − (ݕ)݂

ݔ − ݕ
ܣ)(ݔ)஺ܧ݀ − (ݕ)஻ܧ݀(ܤ

ℝ×ℝ

. 

The expression on the right is a double operator integral.  However, in the case of 
normal operators a similar formula holds for arbitrary normal operators only for linear 
functions .We obtain a new formula for ݂( ଵܰ) − ݂( ଶܰ) in terms of double operator 
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integrals for suitable functions ݂ on ℂ and normal operators ଵܰ  and ଶܰwith bounded 
ଵܰ − ଶܰ. The validity of this formula depends on the fact that certain divided differences 

are Schur multipliers.   
    We prove that as in the case of self-adjoint operators, Hölder functions of order 0 ,ߙ <
ߙ < 1, must be operator Hölder of order ߙ.  We also consider the case of arbitrary 
moduli of continuity.  Note that in [175] some weaker results were obtained. 
We study of properties of ݂( ଵܰ) − ݂( ଶܰ), where ଵܰand ଶܰ  are normal operators whose 
difference ଵܰ − ଶܰ   belongs to the Schatten–von Neumann class ࡿ௣ and ݂ belongs to the 
Hölder class ߉ఈ(ℝଶ)  .  We obtain analogs for normal operators of the results of [147] 
and [148] for self-adjoint operators.  We also obtain much more general results for 
normal operators ଵܰand ଶܰ  whose difference ଵܰ − ଶܰ  belongs to ideals of operators on 
Hilbert space. 
    Finally, We obtain estimates for quasicommutators ݂( ଵܰ)ܴ − ܴ݂( ଶܰ)  in terms of 

ଵܴܰ − ܴ ଶܰ and ଵܰ
∗ܴ − ܴ ଶܰ

∗. 
    We give a brief introduction to Besov spaces and the spaces ߉ఠ(ℝଶ)   of functions of 
two real variables. We review ideals of operators on Hilbert space.   
    Note that the results were announced in the note [176].   We identify the complex 
plane ℂ with ℝଶ. 
We collect necessary information on Besov spaces and the spaces ߉ఠ(ℝଶ) of functions 
of two real variables. 
The purpose to give a brief introduction to Besov spaces that play an important role in 
problems of perturbation theory.  We need the Besov spaces on ℝଶonly. 
    Let ݓ be an infinitely differentiable function on ℝ such that 

ݓ ≥ 0,    supp ݓ ⊂ ቂଵ
ଶ

, 2ቃ,    and    (ݔ)ݓ = 1 − ݓ ቀ௫
ଶ
ቁ   for ݔ ∈ [1,2].    (5) 

We define the functions ௡ܹ  on ℝଶby 

ℱ ௡ܹ(ݔ) = ݓ ቆ
|ݔ|
2௡ ቇ ,     ݊ ∈ ℤ,   ݔ = ,ଵݔ) ,(ଶݔ |ݔ| ≝ ଵݔ)

ଶ + ଶݔ
ଶ)ଵ/ଶ, 

where ℱ is the Fourier transform defined on ܮଵ(ℝଶ)   by 

(ℱ݂) = න ௜(௫,௧)ି݁(ݔ)݂

ℝ

ݔ     ,ݔ݀ = ,ଵݔ) ,(ଶݔ ݐ = ,ଵݐ) ,(ଶݐ ,ݔ) (ݐ ≝ ଵݐଵݔ +  .ଶݐଶݔ

With each tempered distribution ݂ ∈ ࣭′(ℝଶ), we associate a sequence { ௡݂}௡∈ℤ  
௡݂ ≝ ݂ ∗ ௡ܹ.                                                         (6) 

Initially we define the (homogeneous) Besov class ̇࡮௣௤
௦ (ℝଶ), ݏ > 0, 1 ≤ ݍ ,݌ ≤ ∞, as the 

space of all ݂ ∈ ࣭′(ℝଶ) such that 
{2௡௦‖ ௡݂‖௅೛}௡∈ℤ ∈ ℓ௤(ℤ).                                                        (7) 

According to this definition, the space  ̇࡮௣௤
௦ (ℝଶ) contains all polynomials.  Moreover, the 

distribution f is defined by the sequence { ௡݂}௡∈ℤ  uniquely up to a polynomial.  It is easy 
to see that the series∑ ௡݂௡ஹ଴  converges in ࣭′(ℝଶ).   However, the series ∑ ௡݂௡ழ଴  can 
diverge in general.  It is easy to prove that the series 

෍
߲௥

௡݂

ଵݔ߲
௞߲ݔଶ

௥ି௞
௡ழ଴

                                                         (8) 
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converges uniformly  on ℝଶ for every nonnegative  integer  ݎ > ݏ − and  0  ݌/2 ≤ ݇ ≤  .ݎ
Note that in the case ݍ = 1 the series (8) converges uniformly, whenever  ݎ ≥ ݏ −  ݌/2
and 0 ≤ ݇ ≤  .ݎ
    Now we can define the modified (homogeneous) Besov class ࡮௣௤

௦ (ℝଶ) .  We say that a 
distribution ݂ belongs to  ࡮௣௤

௦ (ℝଶ) if (7) holds and 
߲௥݂

ଵݔ߲
௞߲ݔଶ

௥ି௞ = ෍
߲௥

௡݂

ଵݔ߲
௞߲ݔଶ

௥ି௞
௡∈ℤ

 

in the space ࣭′(ℝଶ) , where r is the minimal  nonnegative integer such that ݎ > ݏ −
ݎ)݌/2 ≥ ݏ − ݍ if ݌/2 = 1) and 0 ≤ ݇ ≤  Now the function ݂ is determined uniquely by .ݎ
the sequence { ௡݂}௡∈ℤ  up to a polynomial of degree less than ݎ, and a polynomial ߮ 
belongs to  ࡮௣௤

௦ (ℝଶ)  if and only if deg ߮ <   .ݎ
    To define a regularized de laVallée Poussin type kernel  ௡ܸ, we define the ܥஶ ∞ 
function ݒ on ℝ by 

(ݔ)ݒ = 1   for    ݔ ∈ [−1,1]    and    (ݔ)ݒ = |ݔ|   if    (|ݔ|)ݓ ≥ 1, 
where ݓ is the function  defined by (5).   Now we can define the de la Vallée Poussin 
type functions  ௡ܸ by 

ℱ ௡ܸ(ݔ) = ݒ ቆ
|ݔ|
2௡ ቇ ,     ݊ ∈ ℤ, ݔ = ,ଵݔ)      .(ଶݔ

We put ≝ ଴ܸ . Clearly,   ௡ܸ(ݔ) = 2ଶ௡ܸ(2௡ݔ). 
    Besov classes admit many other descriptions.  We give here the definition in terms of 
finite differences.  For ℎ ∈ ℝଶ, we define the difference operator ∆௛, 

(∆௛݂ )(ݔ) = ݔ)݂ + ℎ) − ݔ    ,(ݔ)݂ ∈ ℝଶ. 
It is easy to see that  ࡮௣௤

௦ (ℝଶ) ⊂ ୪୭ୡܮ 
ଵ (ℝଶ) for every ݏ > 0 and  ࡮௣௤

௦ (ℝଶ) ⊂  for (ℝଶ)ܥ 
every ݏ > ݏ Let  .݌/2 > 0 and let m be a positive integer such that ݉ − 1 ≤ ݏ < ݉.  The 
Besov space  ࡮௣௤

௦ (ℝଶ) can be defined as the set of functions ݂ ∈ ୪୭ୡܮ
ଵ (ℝଶ)  such that 

න|ℎ|ିଶି௦௤

ℝమ

‖∆௛
௠݂‖௅೛

௤ ݀ℎ < ∞     for  ݍ < ∞ 

and 

sup
௛ஷ଴

‖∆௛
௠݂‖௅೛

|ℎ|௦ < ∞      for  ݍ = ∞.                                        (9) 

However, with this definition the Besov space can contain polynomials of higher degree 
than in the case of the first definition given above. 
We use the notation  ࡮௣

௦ (ℝଶ) for ࡮௣௤
௦ (ℝଶ) . 

    For ߙ > 0, denote by ߉ఈ(ℝଶ) the Hölder–Zygmund class that consists of functions ݂ ∈
 such that  (ℝଶ)ܥ

|(∆௛
௠݂)(ݔ)| ≤ const |ℎ|ఈ ,ݔ   , ℎ ∈ ℝଶ , 

where ݉ is the smallest integer greater than ߙ.  By (9), we have ߉ఈ(ℝଶ) = ஶ࡮ 
ఈ (ℝଶ). 

    We refer the reader to [154] and [158] for more detailed information on Besov 
spaces. 
Let ߱ be a modulus of continuity, i.e., ߱ is a nondecreasing continuous function on[0, ∞) 
such that ߱(0) = (ݔ)߱ ,0 > 0 for ݔ > 0, and 
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ݔ)߱ + (ݕ ≤ (ݔ)߱ + ,ݔ    ,(ݕ)߱ ݕ ∈ [0, ∞). 
We denote by  ߉ఠ(ℝଶ)  the space of functions on ℝଶsuch that 

‖݂‖ ௸ഘ(ℝమ) ≝ sup
௫ஷ௬

(ݔ)݂| − |(ݕ)݂
ݔ|)߱ − (|ݕ < ∞. 

Theorem(4.2.1)[144]. There exists a constant ܿ > 0 such that for an arbitrary modulus 
of continuity ߱ and for an arbitrary function ݂ in  ߉ఠ(ℝଶ)  , the following inequality 
holds: 

‖݂ − ݂ ∗ ௡ܸ‖௅ಮ ≤ ܿ߱(2ି௡)‖݂‖ ௸ഘ൫ℝమ൯,      ݊ ∈ ℤ.                               (10) 
Proof. We have 

(ݔ)݂| − (݂ ∗ ௡ܸ)(ݔ)| = 2ଶ௡ ቮ න൫݂(ݔ) − ݔ)݂ − ൯(ݕ
ℝమ

ܸ(2௡ݕ)݀ݕቮ

≤ 2ଶ௡‖݂‖ ௸ഘ൫ℝమ൯ න (|ݕ|)߱
ℝమ

|ܸ(2௡ݕ)|݀ݕ 

= 2ଶ௡‖݂‖ ௸ഘ൫ℝమ൯ න (|ݕ|)߱
{|௬|ஸଶష೙}

|ܸ(2௡ݕ)|݀ݕ + 2ଶ௡‖݂‖ ௸ഘ൫ℝమ൯ න (|ݕ|)߱
{|௬|வଶష೙}

|ܸ(2௡ݕ)|݀ݕ 

Clearly, 

2ଶ௡ න (|ݕ|)߱
{|௬|ஸଶష೙}

|ܸ(2௡ݕ)|݀ݕ ≤ ߱(2ି௡)‖ܸ‖௅భ. 

On the other hand, keeping in mind the obvious inequality 2ି௡߱ (|ݕ|) ≤    (2ି௡)߱|ݕ|2
for |ݕ| ≥ 2ି௡, we obtain 

2ଶ௡ න (|ݕ|)߱
{|௬|வଶష೙}

|ܸ(2௡ݕ)|݀ݕ ≤ 2 ∙ 2ଷ௡߱(2ି௡) න |ݕ|
{|௬|வଶష೙}

|ܸ(2௡ݕ)|݀ݕ

= 2߱(2௡) න |ݕ| ∙
{|௬|வଵ}

ݕ݀|(ݕ)ܸ| ≤ const ߱(2ି௡). 

This proves (10).    
Corollary (4.2.2)[144].There exists ܿ > 0 such that for every modulus of continuity ߱ 
and for every ݂ ∈  :ఠ(ℝଶ), the following inequalities hold߉ 

‖݂ ∗ ௡ܹ‖௅ಮ ≤ ܿ߱(2ି௡)‖݂‖ ௸ഘ൫ℝమ൯,      ݊ ∈ ℤ. 
    We give a  brief  introduction  to quasinormed ideals  of operators  on Hilbert  space. 
Recall a functional  ‖·‖: ܺ → [0, ∞) on a vector space ܺ is called a quasinorm on ܺ if 
(i) ‖ݔ‖ = 0 if and only if ݔ = 0; 
(ii) ‖ݔߙ‖ = |ߙ| · ݔ for every ,‖ݔ‖ ∈ ܺ  and ߙ ∈ ℂ; 
(iii) there exists a positive number ܿ such that ‖ݔ + ‖ݕ ≤ ‖ݔ‖)ܿ +  and ݔ for every (‖ݕ‖
 . ܺ in ݕ
   We say that a sequence  {ݔ௝}௝ஹଵ   of vectors of a quasinormed space  ܺ  converges to 
ݔ ∈ ܺ if lim

௝→ஶ
ฮݔ௝ − ฮݔ = 0. It is well known that there exists a translation invariant 

metric on ܺ which induces an equivalent topology on ܺ . A quasinormed space is called 
quasi-Banach if it is complete. 
    Recall that for a bounded linear operator  ܶ  on Hilbert space, the singular 
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values ݏ௝(ܶ), ݆ ≥ 0, are defined by 
(ܶ)௝ݏ = inf{ ‖ܶ − ܴ‖: rank ܴ ≤ ݆} . 

Clearly,  ݏ଴(ܶ) = ‖ܶ‖ and ܶ is compact if and only if ݏ௝(ܶ) → 0 as ݆ → ∞.  We also 
introduce the sequence {ߪ௡(ܶ)}௡ஹ଴  defined by 

(ܶ)௡ߪ ≝
1

݊ + 1
෍ (ܶ)௝ݏ

௡

௝ୀ଴

.                                            (11) 

Definition(4.2.3) [144]. Let ℋ be a Hilbert space and let ℑ be a linear manifold in the set 
ी(ℋ)of bounded linear operators on ℋ that is equipped with a quasi-norm   ‖·‖ℑ  that 
makes ℑ a quasi-Banach space.  We say that ℑ is a quasinormed ideal if for every ܣ and 
ܶ in ी(ℋ) and ܤ ∈ ℑ , 

ܤܶܣ ∈ ℑ   and ‖ܤܶܣ‖ℑ  ≤ ‖ܣ‖ · ‖ܤ‖ · ‖ܶ‖ℑ  .                               (12) 
A quasinormed ideal ℑ is called a normed ideal if ‖∙‖ℑ   is a norm. 
    Note that we do not require that ℑ ≠ ी(ℋ). 
    It is easy to see that if ଵܶ and ଶܶ are operators in a quasinormed ideal ℑ and ݏ௝( ଵܶ) =
)௝ݏ ଶܶ) for ݆ ≥ 0, then ‖ ଵܶ‖ℑ = ‖ ଶܶ‖ℑ  .  Thus there exists a function ߖ =  ଵ   defined onߖ
the set of nonincreasing sequences of nonnegative real numbers with values in [0, ∞] 
such that ܶ ∈ ℑ if and only if ݏ )ߖ଴(ܶ ), ,( ܶ)ଵݏ (· · ·,( ܶ) ଶݏ < ∞ and 

‖ܶ‖ℑ = ,( ܶ)଴ݏ )ߖ ,( ܶ)ଵݏ ܶ   ,(· · ·,( ܶ) ଶݏ ∈ ℑ. 
If ܶ is an operator from a Hilbert space ℋଵ to a Hilbert space ℋଶ, we say that ܶ belongs 
to ℑ if ݏ )ߖ଴(ܶ ), ,( ܶ)ଵݏ (· · ·,( ܶ) ଶݏ < ∞. 
For a quasinormed ideal ℑ and a positive number ݌, we define the quasinormed ideal 
ℑ{௣} by 

ℑ{௣} = {ܶ: (ܶ∗ܶ)௣/ଶ ∈ ℑ}, ‖ܶ‖ℑ{೛} ≝ ฮ(ܶ∗ܶ)௣/ଶฮ
ℑ
ଵ/௣

. 
If ܶ is an operator on a Hilbert space ℋ and ݀ is a positive integer, we denote by [ܶ]ௗ 
the operator ⨁௝ୀଵ

ௗ
௝ܶ on the orthogonal sum ⨁௝ୀଵ

ௗ ℋ of d copies of ℋ, where ௝ܶ = ܶ ,1 ≤
݆ ≤ ݀. It is easy to see that 

௡([ܶ]ௗ)ݏ = ݊   ,(ܶ)[௡/ௗ]ݏ ≥ 0, 
where [ݔ] denotes the largest integer that is less than or equal to ݔ. 
We denote by  ߚℑ,ௗ  the quasinorm of the transformer  ܶ → [ܶ]ௗ  on ℑ.   Clearly, the 
sequence {ߚℑ,ௗ}ௗஹଵ  is nondecreasing and submultiplicative, i.e., ߚℑ,ௗభ,ௗమ ≤ ℑ,ௗమߚℑ,ௗభߚ   .  It 
is well known (see e.g., § 3 of [149]) that the last inequality implies that 

lim
ௗ→ஶ

log ℑ,ௗߚ

log ݀
= inf

ௗஹଶ

log ℑ,ௗߚ

log ݀
.                                             (13) 

Definition(4.2.4) [144]. If ℑ is a quasinormed ideal, the number 

ℑߚ ≝ lim
ௗ→ஶ

log ℑ,ௗߚ

log ݀
= inf

ௗஹଶ

log ℑ,ௗߚ

log ݀
. 

is called the upper Boyd index of ℑ. 
    It is easy to see that ߚℑ ≤ 1 for an arbitrary normed ideal ℑ.   It is also clear that ߚℑ <
1 if and only if  lim

ௗ→ஶ
݀ିଵߚℑ,ௗ = 0. 

    Note that the upper Boyd index does not change if we replace the initial quasinorm in 
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the quasinormed ideal with an equivalent one that also satisfies (12).  It is also easy to 
see that  

ℑ{೛}ߚ =  . ℑߚଵି݌
The proof of the following fact can be found in [149], § 3. 
Let ℑ be a quasinormed ideal.  The following are equivalent: 
(i)  ߚℑ < 1; 
(ii) for every nonincreasing sequence {ݏ௡}௡ஹ଴  of nonnegative  numbers, 

(௡ஹ଴{௡ߪ} )ℑߖ ≤  const (ߖℑ  ௡ஹ଴)  ,                                       (14){௡ݏ} 
where ߪ௡ ≝ (1 + ݊)ିଵ ∑ ௝ݏ

௡
௝ୀ଴ . 

    For a normed ideal ℑ let ܥℑ be the best possible constant in inequality (14).  Then 
(see [149], § 3) 

ℑܥ ≤ 3 ෍ 2ି௞
ஶ

௞ୀ଴

ℑ,ଶೖߚ .                                              (15) 

Let ࡿ௣, 0 < ݌ < ∞, be the Schatten–von  Neumann  class of operators  ܶ on Hilbert 
space such that 

೛ࡿ‖ܶ‖ ≝ ቌ෍൫ݏ௝(ܶ)൯
௣

௝ஹ଴

ቍ

ଵ/௣

. 

This is a normed ideal for ݌ ≥ 1. We denote by ࡿ௣, 0 < ݌ < ∞, the ideal that consists of 
operators ܶ on Hilbert space such that 

೛,ಮࡿ‖ܶ‖ ≝ ቆsup
௝ஹ଴

(1 + ݆)൫ݏ௝(ܶ)൯
௣

ቇ
ଵ/௣

. 

The quasinorm ‖∙‖ࡿ೛,ಮ  is not a norm, but it is equivalent to a norm if ݌ > 1. It is easy to 
see that  

೛ࡿߚ = ೛,ಮࡿߚ  =
1
݌

,   0 < ݌ < ∞. 

Thus ࡿ௣ and  ࡿ௣,ஶ with ݌ > 1 satisfy the hypotheses of Theorem on ideals with upper 
Boyd index less than 1. 
    It follows easily from (15) that for ݌ > 1, 

೛ࡿܥ ≤ 3(1 − 2ଵ/௣ିଵ)ିଵ. 
    Suppose now that ℑ is a quasinormed ideal of operators on Hilbert space.    With a 
nonnegative integer  ݈ we associate the ideal (݈)ℑ  that consists of all bounded linear 
operators on Hilbert space and is equipped  with the norm 

ℑ(௟)ߖ
,଴ݏ ) ,ଵݏ (· · ·,ଶݏ  = ,଴ݏ)ߖ  ,ଵݏ ,· · ·,ଶݏ ,௟ݏ 0,0, … ). 

It is easy to see that for every bounded operator ܶ, 
‖ܶ‖(௟)ℑ = sup{‖ܴܶ‖ℑ: ‖ܴ‖ ≤ 1, rank ܴ ≤ ݈ + 1} = sup{‖ܴܶ‖ℑ: ‖ܴ‖ ≤ 1, rank ܴ ≤ ݈ + 1}. 
It is easy to verify (see [149], § 3) that if ℑ is a quasinormed ideal, then for all  

ℑ(௟)ܥ ≤  ℑ.                                                          (16)ܥ
Note that if ℑ = ,௣ࡿ ݌ ≥ 1, then ࡿ௣

௟ ≝   ௣ is the normed  ideal that consists of all boundedࡿ
linear operators equipped  with the norm 
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೛ࡿ‖ܶ‖
೗ ≝ ቌ෍൫ݏ௝(ܶ)൯

௣

௝ୀ଴

ቍ

ଵ/௣

. 

It is well known that ‖·‖ࡿ೛
೗  is a norm for ݌ ≥ 1 (see [160]). 

   It is also well known (see [149], § 3) that 
‖ ଵܶ ଶܶ‖ࡿೝ

೗ ≤ ‖ ଵܶ‖ࡿ೛
೗ ‖ ଶܶ‖ࡿ೜

೗ ,                                               (17) 

where ଵܶand ଶܶ bounded  operator on Hilbert space and 1/݌ + ݍ/1 =  .ݎ/1
    We say that a quasinormed ideal ℑ has majorization property (respectively weak 
majorization property) if the conditions 

ଵܶ ∈ ℑ, ଶܶ ∈ ी,   and    ߪ௟( ଶܶ) ≤ )௟ߪ ଵܶ)    for all    ݈ ≥ 0 
imply that 

ଵܶ ∈ ℑ  and    ‖ ଶܶ‖ℑ ≤ ‖ ଵܶ‖ℑ      (respectively    ‖ ଶܶ‖ℑ ≤ ‖ܥ ଵܶ‖ℑ ) 
(see [158]). Note that if a quasinormed ideal ℑ has weak majorization property, then 
we can introduce on it the following new equivalent quasinorm: 

‖ܶ‖ℑ෩ ≝ sup{‖ܴ‖ℑ: (ܴ)௟ߪ ≤ ݈ ௟(ܶ)  for allߪ ≥ 0} 
such that ൫ℑ, ‖∙‖ℑ෩൯ has majorization property. 
    It is well known that every separable normed ideal and every normed ideal that is 
dual to a separable normed ideal has majorization property, see [158].  Clearly, ࡿଵ  ⊂ ℑ 
for every quasinormed ideal ℑ with majorization property.  Note also that every 
quasinormed ideal ℑ with ߚℑ < 1 has weak majorization property (see, for example, § 3 
of [149] and § 3 of [155]). 
    We need the following fact on interpolation properties of quasinormed ideals that 
have majorization property (see e.g., [155]): 
Theorem on interpolation of quasinormed  ideals. Let ℑ be a quasinormed ideal with 
majorization property and let ि: े → े be a linear transformer on a linear subset े of ी 
such that े ∩ ‖ଵ. Suppose that ‖िܶࡿ ଵ  is dense inࡿ ≤ ‖ܶ‖  and ‖िܶ‖ࡿభ ≤ భࡿ‖ܶ‖ for 
every ܶ ∈ े. 
    We refer to [158] and [160] for further information on singular values and normed 
ideals of operators on Hilbert space. 
  We give a brief introduction in double operator integrals.  Double operator integrals 
appeared in [161] by Daletskii and S.G. Krein. However, the beautiful theory of double 
operator integrals was developed later by Birman and Solomyak in [162], [163], and 
[164], see also their survey [165]. 
Let  (ࣲ, ,ࣳ)  ଵ) andܧ  ଶ on a Hilbertܧ ଵ andܧ ଶ) be spaces with spectral measuresܧ
space ℋ. The idea of Birman and Solomyak is to define first double operator integrals 

න න ,ݔ)ߔ                                 (ݕ)ଶܧ݀ܶ(ݔ)ଵܧ݀(ݕ
ࣳ

        (18)
ࣲ

 

for bounded  measurable  functions ߔ and operators ܶ of Hilbert Schmidt class ࡿଶ. 
Consider the spectral measure ℰ whose values are orthogonal projections on the 
Hilbert space ࡿଶ, which is defined by 

ℰ(߉ × ∆)ܶ = ,(∆)ଶܧܶ(߉)ଵܧ ܶ ∈  ,ଶࡿ
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 and ∆ being measurable  subsets of ࣲand ࣳ . It was shown in [166] that ℰ extends to ߉
a spectral measure on ࣲ × ࣳ  and if ߔ is a bounded measurable function on ࣲ × ࣳ, by 
definition, 

න න ,ݔ)ߔ  (ݕ)ଶܧ݀ܶ(ݔ)ଵܧ݀(ݕ
ࣳ

= ቆන ℰ݀ߔ
ࣲ×ࣳ

ቇ ܶ.
ࣲ

 

Clearly, 

ብන න ,ݔ)ߔ  (ݕ)ଶܧ݀ܶ(ݔ)ଵܧ݀(ݕ
ࣲࣳ

ብ
మࡿ

≤ ௅ಮ‖ߔ‖ మࡿ‖ܶ‖ . 

If 

න න ,ݔ)ߔ  (ݕ)ଶܧ݀ܶ(ݔ)ଵܧ݀(ݕ
ࣲࣳ

∈  ଵࡿ

for every ܶ ∈  ଵassociated  with the spectralࡿ is a Schur multiplier  of ߔ ଵ,  we say thatࡿ
measures ܧଵ and ܧଶ. 
    In this case the transformer 

ܶ → න න ,ݔ)ߔ ,(ݕ)ଶܧ݀ܶ(ݔ)ଵܧ݀(ݕ
ࣲࣳ

     ܶ ∈  ଶ,                         (19)ࡿ

extends by  duality  to a  bounded  linear  transformer on  the space  of bounded  linear 
operators on ℋand we say that the function ߖ on ࣳ × ࣲ defined by 

,ݕ)ߖ (ݔ = ,ݔ)ߔ  (ݕ
is a Schur  multiplier  (with respect  to ܧଶ  and  ܧଵ)  of the space  of bounded linear 
operators. We denote the space of such Schur multipliers by ै(ܧଶ,  ߖ ଵ).  The norm ofܧ
in ै(ܧଶ,  ଵ) is, by definition, the norm of the transformer (19) on the space of boundedܧ
linear operators. 
    In [164] it was shown that if ܣ and  ܤ  are a self-adjoint operators (not necessarily 
bounded) such that ܣ −  is bounded and if ݂ is a continuously differentiable function ܤ
on ℝ such that the divided difference ु݂ , 

,ݔ)(݂ु ) (ݕ =
(ݔ)݂ − (ݕ)݂

ݔ − ݕ
, 

is a Schur multiplier of ࡿଵ  with respect to the spectral measures  of ܣ and ܤ, then 

(ܣ)݂ − (ܤ)݂ = ඵ( ु݂)(ݔ, (ݕ ܣ)(ݔ)஺ܧ݀ −  (20)              (ݕ)஻ܧ݀(ܤ

and 
(ܣ)݂‖ − ‖(ܤ)݂ ≤ const ‖݂‖ै(ாమ,ாభ)‖ܣ −  ,‖ܤ

i.e., ݂ is an operator Lipschitz function. 
It is easy to see that if a function ߔ on ࣲ × ࣳ  belongs to the projective tensor product 
(ଵܧ)ஶܮ ⊗෢   admits a representation ߔ ,.i.e) (ଶܧ)ஶܮ and (ଵܧ)ஶܮ of (ଶܧ)ஶܮ

Φ(ݔ, (ݕ = ෍ ߮௡(ݔ)߰௡(ݕ)
௡ஹ଴

 

where ߮௡ ∈ ௡߰ ,(ଵܧ)ஶܮ ∈  and ,(ଶܧ)ஶܮ

෍‖߮௡‖௅ಮ‖߰௡‖௅ಮ < ∞
௡ஹ଴

, 
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then ߔ ∈ ,ଶܧ)ै  we have ߔ ଵ).  For such functionsܧ

න න ,ݔ)ߔ  (ݕ)ଶܧ݀ܶ(ݔ)ଵܧ݀(ݕ
ࣲࣳ

= ෍ ቆන ߮௡݀ܧଵ
ࣲ

ቇ ܶ ቆන  ߰௡
ࣳ

ଶቇܧ݀
௡ஹ଴

. 

More generally, ߔ ∈ ,ଶܧ)ै  belongs to the integral projective tensor ߔ ଵ) ifܧ
product  ܮஶ(ܧଵ) ⊗෢  admits a representation ߔ ,.i.e  (ଶܧ)ஶܮ   and ,  (ଵܧ)ஶܮ    of (ଶܧ)ஶܮ

,ݔ)ߔ (ݕ = න߮(ݔ, (ݓ
Ω

,ݕ)߰  (21)                               ,(ݓ)ߣ݀(ݓ

where (Ω, ࣲ finite  measure  space, ߶ is a measurable  function on-ߪ is a  (ߣ × Ω, ߰ is a 
measurable  function on ࣳ × Ω, and  

න‖߮(∙, ௅ಮ(ாభ)‖(ݓ
Ω

‖߰(∙, (ݓ)ߣ݀௅ಮ(ாమ)‖(ݓ < ∞.                      (22) 

If ߔ ∈ (ଵܧ)ஶܮ ⊗෢௜  then , (ଶܧ)ஶܮ

න න ,ݔ)ߔ  (ݕ)ଶܧ݀ܶ(ݔ)ଵܧ݀(ݕ
ࣲࣳ

= න ቆන ,ݔ)߮ (ݔ)ଵܧ݀(ݓ
ࣲ

ቇ ܶ
Ω

ቆන ,ݕ)߰ (ݕ)ଶܧ݀(ݓ
ࣳ

ቇ  .(ݓ)ߣ݀

Clearly, the function 

ݏ → ቆන ,ݔ)߮ (ݔ)ଵܧ݀(ݓ
ࣲ

ቇ ܶ ቆන ,ݕ)߰ (ݕ)ଶܧ݀(ݓ
ࣳ

ቇ 

is weakly measurable  and 

න ብቆන ,ݔ)߮ (ݔ)ଵܧ݀(ݏ
ࣲ

ቇ ܶ ቆන ,ݕ)߰ (ݓ)ଶܧ݀(ݓ
ࣳ

ቇብ
Ω

(ݓ)ߣ݀ < ∞ 

    It turns out that all Schur multipliers can be obtained in this way.  More precisely, the 
following result holds (see [146]): 
Theorem on Schur multipliers. Let ߔ be a measurable function on ࣲ × ࣳ .  The following 
are equivalent: 
(i) ߔ ∈ ,ଶܧ)ै  ;(ଵܧ
(ii) ߔ ∈ (ଵܧ)ஶܮ ⊗෢௜  ;(ଶܧ)ஶܮ
(iii)  there exist measurable  functions  ߶  on ࣲ × Ω and  ߰ on ࣳ × Ω such that  (21) 
holds and 

ะቆන |߮(∙, (ݓ)ߣଶ݀|(ݓ
Ω

ቇ
ଵ/ଶ

ะ
௅ಮ(ா)

ቯ൭න |߰(∙, ଶ|(ݓ

Ω
൱(ݓ)ߣ݀

ଵ/ଶ

ቯ

௅ಮ(ா)

< ∞.       (23) 

    The implication (iii)⇒(i)  was established in [164]. In the case of matrix Schur 
multipliers (this corresponds to discrete spectral measures of multiplicity 1) the fact 
that (i) implies (ii) was proved in [167]. 
    Note that the infimum of the left-hand side in (23) over all representations of the 
form (21) is the so-called Haagerup tensor norm of two L∞ spaces. 
    It is interesting to observe that if ߶ and ߰ satisfy (22), then they also satisfy (23), but 
the converse is false.  However, if ߔ admits a representation of the form (21) with ߶ and 
߰ satisfying (23), then it also admits a (possibly different) representation of the form 
(21) with ߶ and ߰ satisfying (22).  We refer the reader to [168] for related problems. 
    It is also well known that ै(ܧଶ,  .ଵ) is Banach algebra (see [146])ܧ
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We would like to observe that it follows from the Theorem on interpolation of 
quasinormed ideals that if ߔ ∈ ,ଶܧ)ै  ଵ) and ℑ is a quasinormed ideal withܧ
majorization property, then 

ܶ ∈ ℑ   ⇒     න න ,ݔ)ߔ  (ݕ)ଶܧ݀ܶ(ݔ)ଵܧ݀(ݕ
ࣲࣳ

∈ ℑ 

and 

ብන න ,ݔ)ߔ  (ݕ)ଶܧ݀ܶ(ݔ)ଵܧ݀(ݕ
ࣲࣳ

ብ ≤  ℑ.                  (24)‖ܶ‖(ாమ,ாభ)ै‖ߔ‖

   Recall that a function ݂ on ℝଶ is called operator Lipschitz if 
‖݂( ଵܰ) − ݂( ଶܰ)‖ ≤ const ‖ ଵܰ − ଶܰ‖                                     (25) 

for every normal operators ଵܰ and ଶܰ  on Hilbert space. Clearly, if f is operator Lipschitz, 
then ݂ is a Lipschitz function.  The converse is false, because it is false for self-adjoint 
operators (see the Introduction). 
    The first natural try to prove that a function on ℝଶ  is operator Lipschitz is to attempt 
to generalize formula (20) to the case of normal operators.  Suppose that the divided 
difference 

,ଵݖ) (ଶݖ →
(ଵݖ)݂ − (ଶݖ)݂

ଵݖ − ଶݖ
, ,ଵݖ ଶݖ ∈ ℂ, 

is a Schur  multiplier  with  respect  to arbitrary Borel spectral  measures  on ℂ.  Then as 
in the case of self-adjoint operators, for arbitrary normal operators ଵܰand ଶܰ  with 
bounded difference ଵܰ − ଶܰ , the following formula holds 

݂( ଵܰ) − ݂( ଶܰ) = ඵ
(ଵݖ)݂ − (ଶݖ)݂

ଵݖ − ଶݖ
(ଵݖ)ଵܧ݀

ℂ×ℂ

( ଵܰ − ଶܰ)݀ܧଶ(ݖଶ),      (26) 

where ܧ௝ is the spectral  measure  of ௜ܰ , ݅ = 1,2.  Moreover, in this case ݂ is operator 
Lipschitz. 
    However, it follows from the results of [169] that under the above assumptions ݂ 
must have complex derivative everywhere.  In other words, ݂ must be an entire 
function.  In addition to this ݂ must be Lipschitz.  Therefore in this case ݂ is a linear 
function, but the fact that linear functions are operator Lipschitz is obvious. 
    Thus to prove that a given function on  ℝଶ is operator Lipschitz, we have to find 
something different. 
   We introduce the following notation.  Given normal operators ଵܰand ଶܰon Hilbert 
space, we put 
௝ܣ ≝ Re ௝ܰ ௝ܤ ,  ≝ Im ௝ܰ ௝  is the spectral measure  of   ௝ܰܧ   ,  ,  ݆ = 1,2. 
    In other words, ௝ܰ = ௝ܣ + ݆ , ௝ܤ݅ = 1,2, where ܣ௝and  ܤ௝ are self-adjoint  operators. 
Since the operators ௝ܰ  are normal, ܣ௝  commutes with ܤ௝ . 
    With a function ݂ on ℝଶ that has partial derivatives everywhere, we associate the 
following divided differences 

(ु௫݂)(ݖଵ, (ଶݖ ≝
,ଵݔ)݂ (ଶݕ − ,ଶݔ)݂ (ଶݕ

ଵݔ − ଶݔ
, ,ଵݖ ଶݖ ∈ ℂ. 

and 
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൫ु௬݂൯(ݖଵ, (ଶݖ ≝
,ଵݔ)݂ (ଵݕ − ,ଵݔ)݂ (ଶݕ

ଵݕ − ଶݕ
, ,ଵݖ ଶݖ ∈ ℂ. 

We use the notation 
௝ݔ ≝ Re ݖ௝,   ݕ௝ ≝ Im ݖ௝ ,    ݆ = 1,2.   

Note that in the above definition by the values of ु௫݂ and ु௬݂ on the sets 
,ଵݖ)} :(ଶݖ ଵݔ = ,ଵݖ)}    ଶ }   andݔ :(ଶݖ ଵݕ =  {ଶݕ

we mean the corresponding  partial derivatives of ݂ . 
Theorem (4.2.5)[144]. Let ݂ be a continuous bounded function on ℝଶ whose Fourier 
transform ℱ݂ has compact support.  Then the functions  ु௫݂ and  ु௬݂ are Schur 
multipliers with respect to arbitrary Borel spectral measures ܧଵ and ܧଶ.  
     Moreover, if 

supp ℱ݂ ⊂ {ζ ∈ ℂ ∶ |ζ | ≤ σ}, σ > 0, 
then 

‖ु୶f‖ै(୉భ,୉మ) ≤ const σ‖f‖୐ಮ    and  ฮु୷fฮ
ै(୉భ,୉మ)

≤ const σ‖f‖୐ಮ  (27) 

Proof .The result follows from Theorem(4.2.9), because 
‖Φ‖ै(୉భ,୉మ) ≤ ‖Φ‖େౘ(ℂ)⊗෢౞େౘ(ℂ)  

for every Φ ∈ Cୠ(ℂ) ⊗෢୦ Cୠ(ℂ) and for every Borel spectral measures Eଵ  and Eଶ on ℂ . 
Theorem (4.2.6)[144]. Let ݂ be a continuous bounded function on ℝଶ whose Fourier 
transform ℱ݂ has compact support.  Suppose that ଵܰ   and  ଶܰ   are normal operators 
such that the operator ଵܰ − ଶܰ   is bounded.  Then 

݂( ଵܰ) − ݂( ଶܰ) = ඵ൫ु௬݂൯(ݖଵ, (ଵݖ)ଵܧ݀(ଶݖ
ℂమ

ଵܤ) −  (ଶݖ)ଶܧ݀(ଶܤ

+ ඵ(ु୶f)(zଵ, zଶ)dEଵ(zଵ)
ℂమ

(Aଵ − Aଶ)dEଶ(zଶ)                      (28) 

    We postpone the proof of Theorem (4.2.5). Let us deduce here Theorem (4.2.6) from 
Theorem  (4.2.5). 
Proof. Consider first the case when ଵܰ  and ଶܰ are bounded operators.  Put 

݀ = max{‖ ଵܰ‖, ‖ ଶܰ‖}       and    ܦ ≝ ߞ} ∈ ℂ: | ߞ| ≤ ݀}. 
By Theorem(4.2.5), both ु௬݂ and ु௫݂ are Schur multipliers.  We have 
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ඵ൫ु௬݂൯(ݖଵ, (ଵݖ)ଵܧ݀(ଶݖ
ℂమ

ଵܤ) − (ଶݖ)ଶܧ݀(ଶܤ = ඵ൫ु௬݂൯(ݖଵ, (ଵݖ)ଵܧ݀(ଶݖ
஽×஽

ଵܤ) − (ଶݖ)ଶܧ݀(ଶܤ

= ඵ൫ु௬݂൯(ݖଵ, (ଵݖ)ଵܧ݀(ଶݖ
஽×஽

(ଶݖ)ଶܧଵ݀ܤ

− ඵ൫ु௬݂൯(ݖଵ, (ଵݖ)ଵܧ݀(ଶݖ
஽×஽

(ଶݖ)ଶܧଶ݀ܤ

= ඵ ,ଵݖ)ଵ൫ु௬݂൯ݕ (ଵݖ)ଵܧ݀(ଶݖ
஽×஽

(ଶݖ)ଶܧ݀

− ඵ ,ଵݖ)ଶ൫ु௬݂൯ݕ (ଵݖ)ଵܧ݀(ଶݖ
஽×஽

(ଶݖ)ଶܧ݀

= ඵ(ݕଵ − ,ଵݖ)ଶ)൫ु௬݂൯ݕ (ଵݖ)ଵܧ݀(ଶݖ
஽×஽

(ଶݖ)ଶܧ݀

= ඵ(݂(ݔଵ, (ଵݕ − ,ଵݔ)݂ (ଵݖ)ଵܧ݀((ଶݕ
஽×஽

 .(ଶݖ)ଶܧ݀

Since ै(ܧଵ,  ଶ) is a Banach algebra, it is easy to see that the functionܧ
,ଵݖ) (ଶݖ → ,ଵݔ)݂ (ଵݕ − ଵݔ)݂ , (ଶݕ = ଵݕ) − ,ଵݖ)ଶ)൫ु௬݂൯ݕ  (ଶݖ

is a Schur multiplier. Similarly, 

ඵ(ु௫݂)(ݖଵ, (ଵݖ)ଵܧ݀(ଶݖ
ℂమ

ଵܣ) − (ଶݖ)ଶܧ݀(ଶܣ = ඵ(݂(ݔଵ, (ଶݕ − ,ଶݔ)݂ (ଵݖ)ଵܧ݀((ଶݕ
஽×஽

 .(ଶݖ)ଶܧ݀

It follows that 

ඵ൫ु௬݂൯(ݖଵ, (ଵݖ)ଵܧ݀(ଶݖ
ℂమ

ଵܤ) − (ଶݖ)ଶܧ݀(ଶܤ + ඵ(ु௫݂)(ݖଵ, (ଵݖ)ଵܧ݀(ଶݖ
ℂమ

ଵܣ) − (ଶݖ)ଶܧ݀(ଶܣ

= ඵ(݂(ݔଵ, (ଵݕ − ,ଶݔ)݂ (ଵݖ)ଵܧ݀((ଶݕ
஽×஽

(ଶݖ)ଶܧ݀

= ඵ ,ଵݔ)݂ (ଵݖ)ଵܧ݀(ଵݕ
஽×஽

(ଶݖ)ଶܧ݀ − ඵ ,ଶݔ)݂ (ଵݖ)ଵܧ݀(ଶݕ
஽×஽

(ଶݖ)ଶܧ݀

= ݂( ଵܰ) − ݂( ଶܰ). 
Consider now the case when ଵܰ and ଶܰare unbounded. Put 

௞ܲ ≝ ߞ})ଵܧ ∈ ℂ: | ߞ| ≤ ݇})      and    ܳ௞ ≝ ߞ})ଶܧ ∈ ℂ: | ߞ| ≤ ݇})  ,    ݇ > 0. 
Then 

ଵܰ,௞ ≝ ௞ܲ ଵܰ        and    ଶܰ,௞ ≝ ܳ௞ ଶܰ  
are bounded normal operators. Denote by ܧ௝ ,௞ the spectral measure of ௝ܰ ,௞ ,  ݆ = 1,2. It is 
easy to see that 

ଵܰ,௞ = ௞ܲܣଵ + ݅ ௞ܲܤଵ   and     ଶܰ,௞ = ଶܳ௞ܣ + ଶܤ݅ ௞ܳ ,   ݇ > 0. 
We have 
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௞ܲ ൮ඵ൫ु௬݂൯(ݖଵ, (ଵݖ)ଵܧ݀(ଶݖ
ℂమ

ଵܤ) − ൲(ଶݖ)ଶܧ݀(ଶܤ ܳ௞

= ௞ܲ ൮ඵ൫ु௬݂൯(ݖଵ, (ଵݖ)ଵ,௞ܧ݀(ଶݖ
ℂమ

( ௞ܲܤଵ − ൲(ଶݖ)ଶ,௞ܧ݀(ଶܳ௞ܤ ܳ௞  

and 

௞ܲ ൮ඵ(ु௫݂)(ݖଵ, (ଵݖ)ଵܧ݀(ଶݖ
ℂమ

ଵܣ) − ൲(ଶݖ)ଶܧ݀(ଶܣ ܳ௞

= ௞ܲ ൮ඵ(ु௫݂)(ݖଵ, (ଵݖ)ଵ,௞ܧ݀(ଶݖ
ℂమ

( ௞ܲܣଵ − ൲(ଶݖ)ଶ,௞ܧ݀(ଶܳ௞ܣ ܳ௞ . 

If we apply identity (28) to the bounded normal operators ଵܰ,௞ and ଶܰ,௞ , we obtain  

௞ܲ ቀ݂൫ ଵܰ,௞൯ − ݂൫ ଶܰ,௞൯ቁ ܳ௞

= ௞ܲ ൮ඵ൫ु௬݂൯(ݖଵ, (ଵݖ)ଵ,௞ܧ݀(ଶݖ
ℂమ

( ௞ܲܤଵ − ൲(ଶݖ)ଶ,௞ܧ݀(ଶܳ௞ܤ ܳ௞

+ ௞ܲ ൮ඵ(ु௫݂)(ݖଵ, (ଵݖ)ଵ,௞ܧ݀(ଶݖ
ℂమ

( ௞ܲܣଵ − ൲(ଶݖ)ଶ,௞ܧ݀(ଶܳ௞ܣ ܳ௞ . 

Since obviously, 

௞ܲ ቀ݂൫ ଵܰ,௞൯ − ݂൫ ଶܰ,௞൯ቁ ܳ௞ = ௞ܲ൫݂( ଵܰ) − ݂( ଶܰ)൯ܳ௞ , 

we have  
௞ܲ൫݂( ଵܰ) − ݂( ଶܰ)൯ܳ௞

= ௞ܲ ൮ඵ൫ु௬݂൯(ݖଵ, (ଵݖ)ଵܧ݀(ଶݖ
ℂమ

ଵܤ) − ൲(ଶݖ)ଶܧ݀(ଶܤ ܳ௞

+ ௞ܲ ൮ඵ(ु௫݂)(ݖଵ, (ଵݖ)ଵܧ݀(ଶݖ
ℂమ

ଵܣ) − ൲(ଶݖ)ଶܧ݀(ଶܣ ܳ௞  

It remains to pass to the limit in the strong operator topology.   
     We would like to extend formula (28) to the case of arbitrary functions ݂ in ࡮ஶଵ

ଵ (ℝଶ). 
Since  ࡮ஶଵ

ଵ (ℝଶ) consists of Lipschitz functions, it follows that for ݂ ∈ ஶଵ࡮ 
ଵ (ℝଶ), 

|(ߞ)݂| ≤ const(1 + ߞ    ,(| ߞ| ∈ ℂ.                                            (29) 
Hence, for ݂ ∈ ஶଵ࡮ 

ଵ (ℝଶ), 
௙(ே)ܦ ⊃  .ேܦ
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Theorem (4.2.7)[144].   Let ଵܰ  and ଶܰbe normal operators such that ଵܰ − ଶܰ   is 
bounded. Then (28) holds for every ݂ ∈ ஶଵ࡮ 

ଵ (ℝଶ) 
Proof.  It suffices to prove that for     ݑ ∈ ேభܦ = ேమ ,൫f(Nଵ)ܦ − f( Nଶ)൯u =

ቀ∬ ൫ु୷f൯(zଵ, zଶ)dEଵ(zଵ)
ℂమ (Bଵ − Bଶ)dEଶ(zଶ)ቁ u 

+ ൮ඵ(ु୶f)(zଵ, zଶ)dEଵ(zଵ)
ℂమ

(Aଵ − Aଶ)dEଶ(zଶ)൲ u 

Indeed, if ܰ is a normal operator and ݂ satisfies (29), then ݂(ܰ) is the closure of its 
restriction to the domain of ܰ  
We have 

൫݂( ଵܰ) − ݂( ଶܰ)൯ݑ = ቀ൫݂ − ݂(0)൯( ଵܰ)ቁ ݑ − ቀ൫݂ − ݂(0)൯( ଶܰ)ቁ  ݑ

ቀ൫݂ − ݂(0)൯( ଵܰ)ቁ ݑ = ෍ ቀ൫ ௡݂ − ௡݂(0)൯( ଵܰ)ቁ ݑ
௡∈ℤ

                    (30) 

and 

ቀ൫݂ − ݂(0)൯( ଶܰ)ቁ ݑ = ෍ ቀ൫ ௡݂ − ௡݂(0)൯( ଶܰ)ቁ ݑ
௡∈ℤ

                    (31) 

where the functions ௡݂ are defined by (6).  Moreover, the series on the right-hand sides 
of (30) and (31) converge absolutely in the norm. 
Thus 

൫݂( ଵܰ) − ݂( ଶܰ)൯ݑ = ෍൫ ௡݂( ଵܰ) − ௡݂( ଶܰ)൯ݑ
௡∈ℤ

 

It remains to observe that 

ඵ൫ु௬݂൯(ݖଵ, (ଵݖ)ଵܧ݀(ଶݖ
ℂమ

ଵܤ) − (ଶݖ)ଶܧ݀(ଶܤ

= ෍ ඵ൫ु௬ ௡݂൯(ݖଵ, (ଵݖ)ଵܧ݀(ଶݖ
ℂమ

ଵܤ) − (ଶݖ)ଶܧ݀(ଶܤ
௡∈ℤ

 

and 

ඵ(ु௫݂)(ݖଵ, (ଵݖ)ଵܧ݀(ଶݖ
ℂమ

ଵܣ) − (ଶݖ)ଶܧ݀(ଶܣ

= ෍ ඵ(ु௫ ௡݂)(ݖଵ, (ଵݖ)ଵܧ݀(ଶݖ
ℂమ

ଵܣ) − (ଶݖ)ଶܧ݀(ଶܣ
௡∈ℤ

, 

and  the series on the right-hand  sides  converge  absolutely  in  the norm  which  is an 
immediate consequence of inequalities (27).    
We are going to prove Theorem(4.2.5) that gives sharp estimates for the norms of ु௫݂ 
and ु௬݂ in the space of Schur multipliers.  Consider the function ु௫݂, 

(ु௫݂)(ݖଵ, (ଶݖ =
,ଵݔ)݂ (ଶݕ − ,ଶݔ)݂ (ଶݕ

ଵݔ − ௫ݔ
, ,ଵݖ ଶݖ ∈ ℂ. 

The first natural thought would be to fix the variable ݕଶ and represent the function 
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,ଵݔ) (ଶݔ →
,ଵݔ)݂ (ଶݕ − ,ଶݔ)݂ (ଶݕ

ଵݔ − ௫ݔ
 

in terms  of the integral  projective  tensor  product ܮஶ ⊗෢௜  ஶ  in the same was as it wasܮ 
done in [153] for functions of one variable.  However, it turns out that if we do this, we 
obtain in the integral tensor representation terms that depend on the mixed 
variables (ݔଵ,  .ଶ), and so this would not help usݕ
    The first proof of Theorem(4.2.5) we have found was based on a modification of the 
integral tensor representation obtained in [153] and an estimate in terms of the tensor 
norm (23) rather than the integral projective tensor norm. 
    We give a different approach based on an expansion of entire functions of exponential 
type ߪ in the series in the orthogonal basis ቄ ୱ୧୬ ఙ௫

ఙ௫ିగ௡
ቅ

௡∈ℤ
. 

     For a topological space ࣲ , we denote by ܥ௕(ࣲ) the set of bounded continuous 
(complex) functions on ࣲ . If ࣲ and ࣳare topological spaces, we denote by 
(ࣲ)௕ܥ ⊗෢௛ ࣲ on ߔ ௕(ࣳ) the set of functionsܥ × ࣳ  that admit a representation 

,ݔ)ߔ (ݕ = ෍ ߮௡(ݔ)߰௡(ݕ)
௡ஹ଴

,ݔ)         , (ݕ ∈ ࣲ × ࣳ.                 (32) 

such that ߮௡ ∈ ௕(ࣲ), ߰௡ܥ ∈  ௕(ࣳ) andܥ

൭sup
௫∈ࣲ

෍|߮௡(ݔ)|ଶ

௡ஹ଴

൱
ଵ/ଶ

൭sup
௬∈ࣳ

෍|߰௡(ݕ)|ଶ

௡ஹ଴

൱
ଵ/ଶ

< ∞.               (33) 

For ߔ ∈ (ࣲ)௕ܥ ⊗෢௛ (ࣲ)௕ܥ ௕(ࣳ), its norm inܥ ⊗෢௛  ௕(ࣳ) is, by definition, the infimum ofܥ
the left-hand side of (33) over all representations (32). 
    For ߪ > 0, we denote by ℇ஢ the set of entire functions (of one complex variable) of 
exponential type at most ߪ. 
    It follows from the results of [153]] that 

݂ ∈ ℇఙ ∩ ஶ(ℝ)ܮ   ⟹    ብ
(ݔ)݂ − (ݕ)݂

ݔ − ݕ
ብ

ै(ாభ,ாమ)
≤  const ߪ‖݂‖௅ಮ(ℝ)         (34) 

for every Borel spectral measures  ܧଵ and ܧଶ on ℝ. 
   It was shown in [155]that inequality (34) holds with constant equal to1. 
   The following result allows us to obtain an explicit representation of the divided 
difference ௙(௫)ି௙(௬)

௫ି௬
 as an element of ܥ௕(ℝ) ⊗෢௛  .௕(ℝ)ܥ

Theorem (4.2.9)[144]. Let ݂ ∈ ℇఙ ∩  ஶ(ℝ).   Thenܮ
(ݔ)݂ − (ݕ)݂

ݔ − ݕ
= ෍(−1)௡ߪ ∙

(ݔ)݂ − (ଵିߪ݊ߨ)݂
ݔߪ − ݊ߨ

௡∈ℤ

∙
sin ݕߪ

ݕߪ − ݊ߨ
                     (35) 

=
1
ߨ

න
(ݔ)݂ − (ݐ)݂

ݔ − ℝݐ
.
sin( ݕ)ߪ − ((ݐ

ݕ − ݐ
,ݔ      ,ݐ݀ ݕ ∈ ℝ.        (36) 

Moreover, 

෍
(ݔ)݂| − ଶ|(ଵିߪ݊ߨ)݂

ݔߪ) − ଶ(݊ߨ
௡∈ℤ

=
1

ߪߨ
න

(ݔ)݂| − ଶ|(ݐ)݂

ݔ) − ଶ(ݐ
ℝ

ݔ      ,ݐ݀ ∈ ℝ.       (37) 

and 
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෍
sinଶ ݕߪ

ݔߪ) − ଶ(݊ߨ
௡∈ℤ

= 1 =
1

ߪߨ
න

sinଶ( ݕ)ߪ − ((ݐ
ݕ) − ଶ(ݐ

ℝ
ݕ      ,ݐ݀ ∈ ℝ.        (38) 

Proof.  Clearly, it suffices to consider the case ߪ = 1.  Let us first observe that the 
identities in (38) are elementary and well known. 
    We are going to use the well-known fact that the family ቄ ୱ୧୬ ఙ௫

ఙ௫ିగ௡
ቅ

௡∈ℤ
 orthogonal basis in 

the space ℇଵ ∩  ଶ(ℝ), forms anܮ

(ݖ)ܨ = ෍(−1)௡(݊ߨ)ܨ
sin ݖ

ݖ − ݊ߨ
௡∈ℤ

,                                  (39) 

and 

෍|(݊ߨ)ܨ|ଶ =
௡∈ℤ

1
ߨ

න .ݐଶ݀|(ݐ)ܨ|
ℝ

                                  (40) 

for every ܨ ∈  ℇଵ ∩  ଶ(ℝ), see, e.g., [170], Lect. 20.2,Th. 1. It follows immediately fromܮ
(6.9) that 

෍ തതതതതതതത(݊ߨ)ܩ(݊ߨ)ܨ =
௡∈ℤ

1
ߨ

න .ݐതതതതതത݀(ݐ)ܩ(ݐ)ܨ
ℝ

 for every ܨ, ܩ ∈  ℇଵ ∩  ଶ(ℝ).           (41)ܮ

Given ݔ ∈ ℝ, we consider the function ܨ defined by (ߣ)ܨ = ௙(௫)ି௙(ఒ)
௫ – ఒ

ߣ ,  ∈ ℂ. Clearly, ܨ ∈

ℇଵ ∩  .ଶ(ℝ)ܮ
     It is easy to see that (35) is a consequence of (39) and the equality in(37) is a 
consequence of (40).  It is also easy to see that (36) follows from (41). 
     It remains to prove that 

1
ߨ

න
(ݔ)݂| − ଶ|(ݐ)݂

ݔ) − ଶ(ݐ
ℝ

ݐ݀ ≤ 3‖݂‖௅ಮ(ℝ)
ଶ  

for every ܨ ∈ ℇଵ ∩ ݔ  ଶ(ℝ)  andܮ ∈ ℝ.  Without loss of generality we may assume 
that ‖݂‖௅ಮ(ℝ) = 1.  Then ‖݂′‖௅ಮ(ℝ) ≤ 1 by the Bernstein inequality.  Hence, |݂(ݔ) −
|(ݐ)݂ ≤ min(2, ݔ| −  and we have ,(|ݐ

1
ߨ

න
(ݔ)݂| − ଶ|(ݐ)݂

ݔ) − ଶ(ݐ
ℝ

ݐ݀ ≤
1
ߨ

න
min(4, ݔ) − (ଶ(ݐ

ݔ) − ଶ(ݐ
ℝ

ݐ݀ =
2
ߨ

න ݐ݀ +
ଶ

଴

8
ߨ

න
ݐ݀
ଶݐ

ஶ

ଶ
=

8
ߨ

< 3. 

Theorem  (4.2.9)[144]. Let ߪ > 0 and let ݂ be a function in ܥ௕(ℝଶ) such that 
supp ℱ݂ ⊂ ߞ} ∈ ℂ: ≥| ߞ|  .{ߪ

Then ु௫݂, ु௬݂ ∈ ௕(ℂ)ܥ ⊗෢௛  ,௕(ℂ)ܥ
‖ु௫݂‖஼್(ℂ)⊗෢೓஼್(ℂ) ≤  ௅ಮ(ℂ)‖݂‖ߪ

and 
ฮु௬݂ฮ

஼್(ℂ)⊗෢೓஼್(ℂ)
≤  ௅ಮ(ℂ)‖݂‖ߪ

Proof. Clearly, ݂ is the restriction to ℝଶof an entire function of two complex variables. 
Moreover,  ݂(·, ܽ), ݂(ܽ,·) ∈ ℇଵ ∩ ܽ ଶ(ℝ)  for everyܮ ∈ ℝ.  It suffices to consider the 
case ߪ = 1. By Theorem(4.2.8), we have 

(ु௫݂)(ݖଵ, (ଶݖ ≝
,ଵݔ)݂ (ଶݕ − ,ଶݔ)݂ (ଶݕ

ଵݔ − ଶݔ
= ෍(−1)௡ ,݊ߨ)݂ (ଶݕ − ,ଶݔ)݂ (ଶݕ

݊ߨ − ଶ௡∈ℤݔ

∙
sin ଵݔ

ଵݔ − ݊ߨ
 

and 
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൫ु௬݂൯(ݖଵ, (ଶݖ ≝
,ଵݔ)݂ (ଵݕ − ,ଵݔ)݂ (ଶݕ

ଵݕ − ଶݕ
= ෍(−1)௡ ,ଵݔ)݂ (ଵݕ − ,ଵݔ)݂ (݊ߨ

ଵݕ − ݊ߨ
௡∈ℤ

∙
sin ଶݕ

ଶݕ − ݊ߨ
. 

    Note that the functions ୱ୧୬ ௫భ

௫భିగ௡
 and ௙(௫భ,௬భ)ି௙(௫భ,గ௡)

௬భିగ௡
 depend on ݖଵ = ,ଵݔ)  ଵ) and do notݕ

depend on ݖଶ = ,ଶݔ) ଶ) while the functions ௙(గ௡,௬మ)ି௙(௫మ,௬మ)ݕ
గ௡ି௫మ

 and ୱ୧୬ ௬మ

௬మିగ௡
  depend on ݖଶ =

ଶݔ) , ଵݖ ଶ) and do not depend onݕ = ,ଵݔ)  ଵ).  Moreover, by Theorem(4.2.8) we haveݕ

෍
,ଵݔ)݂| (ଵݕ − ,ଵݔ)݂ ଶ|(݊ߨ

ଵݕ) − ଶ(݊ߨ
௡∈ℤ

≤ ௅ಮ(ℝ)‖(∙,ଵݔ)݂‖3
ଶ ≤ 3‖݂‖௅ಮ(ℂ)

ଶ , 

෍
,݊ߨ)݂| (ଶݕ − ,ଶݔ)݂ ଶ)|ଶݕ

݊ߨ) − ଶ)ଶݔ
௡∈ℤ

≤ 3‖݂(∙, ଶ)‖௅ಮ(ℝ)ݕ
ଶ ≤ 3‖݂‖௅ಮ(ℂ)

ଶ , 

and 

෍
sinଶ ଵݔ

ଵݔ) − ଶ(݊ߨ
௡∈ℤ

= ෍
sinଶ ଶݕ

ଶݕ) − ଶ(݊ߨ
௡∈ℤ

= 1. 

This implies the result.    
We show that functions in the Besov space  ࡮ஶଵ

ଵ (ℝଶ) are operator Lipschitz.  We also 
show that if ݂ ∈ ஶଵ࡮

ଵ (ℝଶ) then, 
ଵܰ − ଶܰ ∈ ℑ   ⟹    ݂( ଵܰ) − ݂( ଶܰ) ∈ ℑ, 

whenever ℑ is a quasinormed operator  ideal with  majorization  property.  In 
particular, this is true if  ℑ =  .ଵࡿ
    Recall that in the case ℑ = ஶଵ࡮ ଵ  one cannot replace the Besov classࡿ

ଵ (ℝଶ)  with the 
Lipschitz class.  Indeed, even in the case of self-adjoint operators a Lipschitz function ݂ 
on ℝ does not possess the property 

ܣ − ܤ ∈ ଵࡿ     ⇒ (ܣ)݂     − (ܤ)݂ ∈  .ଵࡿ
This was shown for the first time in [171].  Later necessary conditions were found in 
[146] and [153]] that also show that Lipschitzness is not sufficient. 
  The following lemma is an immediate consequence Theorems (4.2.5) and(4.2.6). 
Lemma (4.2.10)[144]. Let ݂ be a function in ܥ௕(ℝଶ) such that 

supp ℱ݂ ⊂ ߞ} ∈ :ܥ |ߞ| ≤ ߪ    ,{ߪ > 0. 
If ଵܰ and ଶܰ  are normal operators, then 

‖݂( ଵܰ) − ݂( ଶܰ)‖ ≤ const ߪ‖݂‖௅ಮ‖ ଵܰ − ଶܰ‖. 
Theorem(4.2.11)[144]. Let ݂ belong to the Besov space ࡮ஶଵ

ଵ (ℝଶ) and let ଵܰ  and ଶܰ be 
normal operators whose difference is a bounded operator. Then (28) holds and 

‖݂( ଵܰ) − ݂( ଶܰ)‖ ≤ const ‖݂‖࡮ಮభ
భ (ℝమ)‖ ଵܰ − ଶܰ‖. 

Proof. It follows from Lemma (4.2.10) that 

‖݂( ଵܰ) − ݂( ଶܰ)‖ ≤ ෍‖ ௡݂( ଵܰ) − ௡݂( ଶܰ)‖
௡∈ℤ

≤ const ෍ 2௡‖݂‖௅ಮ

௡∈ℤ

‖ ଵܰ − ଶܰ‖

≤ const ‖݂‖࡮ಮభ
భ (ℝమ)‖ ଵܰ − ଶܰ‖ 

   In other words, functions in ࡮ஶଵ
ଵ (ℝଶ) must be operator Lipschitz. 

   We can obtain similar results for operator ideals. 
Lemma  (4.2.12) [144].  Let  ℑ be a quasinormed   ideal of operators on Hilbert space 
that has majorization property and let f be a function in ܥ௕(ℝଶ)   such that 
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supp ℱ݂ ⊂ ߞ} ∈ :ܥ |ߞ| ≤ ߪ    ,{ߪ > 0. 
If ଵܰ and ଶܰ  are normal operators such that ଵܰ − ଶܰ  ∈ ℑ, then 

݂( ଵܰ) − ݂( ଶܰ) ∈ ℑ  and    ‖݂( ଵܰ) − ݂( ଶܰ)‖ℑ  ≤ ‖௅ಮ‖݂‖ߪܿ  ଵܰ − ଶܰ‖ℑ 
for a numerical  constant ܿ. 
Theorem  (4.2.14)[144].   Let ℑ be a quasinormed ideal of operators on Hilbert space 
that has majorizati3on property and let ݂ belong to the Besov space  ࡮ஶଵ

ଵ (ℝଶ).  If  ଵܰ  
and ଶܰ  are normal operators such that ଵܰ − ଶܰ ∈ ℑ. Then ݂( ଵܰ) − ݂( ଶܰ) ∈ ℑ and  

‖݂( ଵܰ) − ݂( ଶܰ)‖ℑ  ≤ ಮభ࡮ ‖݂‖ܿ 
భ (ℝమ)‖ ଵܰ − ଶܰ‖ℑ 

for a numerical  constant ܿ. 
Proof. In the case where ℑ is a normed ideal the result is an immediate consequence of 
Lemma (4.2.12).  In particular, Theorem(4.2.13) is true for ℑ = ଵࡿ

௟  . To complete the 
proof in the general case it suffices to use the majorization property.    
Corollary(4.2.14)[144].    There exists a positive number ܿ such that if ݂ ∈ ஶଵ࡮

ଵ (ℝଶ) and 
let ଵܰand ଶܰ are normal operators such that   ଵܰ − ଶܰ ∈  ଵ , thenࡿ

‖݂( ଵܰ) − ݂( ଶܰ)‖ࡿభ ≤ ಮభ࡮ ‖݂‖
భ (ℝమ)‖ ଵܰ − ଶܰ‖ࡿభ . 

Recall that ߙ ∈ (0,1), the class ߉ఈ(ℝଶ) of Hölder functions of order ߙ is defined by: 

ఈ(ℝଶ)߉ ≝ ቊ݂: ‖݂‖௸ഀ(ℝమ) = sup
௭భஷ௭మ

(ଵݖ)݂| − |(ଶݖ)݂
ଵݖ| − ଶ|ఈݖ < ∞ቋ. 

   We show that in contrast with the class of Lipschitz functions, a Hölder function of 
order ߙ ∈ (0,1) must be operator Hölder of order ߙ. 
    We also consider the more general case of functions in the space ߉ఠ(ℝଶ)  , where ω is 
an arbitrary modulus of continuity. 
Theorem(4.2.15)[144].There exists a positive number ܿ such that for every ߙ ∈ (0,1) 
and every ݂ ∈  , ఈ(ℝଶ)߉

‖݂( ଵܰ) − ݂( ଶܰ)‖ ≤ ܿ(1 − ‖ଵ‖݂‖௸ഀ(ℝమ)ି(ߙ ଵܰ − ଶܰ‖ఈ.                    (42) 
for arbitrary  normal  operators ଵܰ   and ଶܰ. 
Proof. The proof is almost the same as the proof of Theorem 4.1 of [148] (see also 
Remark   following Theorem 4.1 in [148]) for self-adjoint operators. All we need is the 
following: 

‖ ௡݂( ଵܰ) − ௡݂( ଶܰ)‖ ≤ const 2௡‖ ௡݂‖௅ಮ ‖ ଵܰ − ଶܰ‖, ݊ ∈ ℤ,            (43) 
and 

 ‖ ௡݂‖௅ಮ ≤ const 2ି௡ఈ‖݂‖௸ഀ(ℝమ), ݊ ∈ ℤ,                                 (44) 
where the functions ௡݂ are defined by (6).  We remind that (43) is a consequence of 
Lemma(4.2.10), while (44) is a special case of Theorem(4.2.1). 
 The  deduction of inequality (42) from (43)  and  (44)  is exactly the same as in the 
proof  of Theorem  4.1 of [148],  in  which  inequality (42) for self-adjoint operators  is 
deduced from the corresponding analogs of inequalities (43) and (44).    
    Consider now more general classes of functions.  Let ߱ be a modulus of continuity. 
Recall that the class ߉ఠ (ℝଶ)is defined by 

ఠ (ℝଶ)߉ ≝ ቊ݂: ‖݂‖௸ഘ (ℝమ) = sup
௭భஷ௭మ

(ଵݖ)݂| − |(ଶݖ)݂
ଵݖ|)߱ −  (|ଶݖ

< ∞ቋ. 

As in the case of functions of one variable (see [147], [148]), we define the function ߱∗ 
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by 

(ݔ)∗߱ ≝ ݔ න
(ݐ)߱

ଶݐ

ஶ

௫
ݔ          ,ݐ݀ > 0.                               (45) 

Theorem (4.2.16)[144].There exists a positive number  ܿ such that for every modulus of 
continuity  ߱ and every ݂ ∈  ,  ఠ (ℝଶ)߉

‖݂( ଵܰ) − ݂( ଶܰ)‖ ≤ ܿ‖݂‖௸ഘ (ℝమ)߱∗(‖ ଵܰ − ଶܰ‖)                    (46) 
for arbitrary  normal  operators ଵܰ  and ଶܰ  . 
Proof.To prove Theorem(4.2.16), we need inequalities (43) and Theorem(4.2.1).   The 
deduction of inequality (46) from (43) and Theorem(4.2.1) is exactly the same as it was 
done in the proof of Theorem 7.1 of [148] in the case of self-adjoint operators.    
Corollary(4.2.17)[144].    Let ߱ be a modulus of continuity such that 

(ݔ)∗߱ ≤ const ߱(ݔ),     ݔ > 0, 
and let ݂ ∈  ఠ (ℝଶ).  Then߉

‖݂( ଵܰ) − ݂( ଶܰ)‖ ≤ const ‖݂‖௸ഘ (ℝమ)߱(‖ ଵܰ − ଶܰ‖) 
for arbitrary  normal  operators  ଵܰ and ଶܰ . 
    Theorem(4.2.16) allows us to estimate ‖݂( ଵܰ) − ݂( ଶܰ)‖  for Lipschitz functions ݂ and 
normal operators  ଵܰ  and  ଶܰ whose spectra are contained in a given compact convex 
subset of ℂ. 
    For a Lipschitz function ݂ on a subset ܭ of ℂ, the Lipschitz constant is, by definition, 

‖݂‖୐୧୮ ≝ sup ቊ
(ଵߞ)݂| − |(ଶߞ)݂

ଵߞ| − |ଶߞ : ,ଵߞ ଶߞ ∈ ,ܭ ଵߞ ≠  .ଶቋߞ

For a Lipschitz function f on a compact convex subset ܭ of ℂ, we extend it to ℂ by the 
formula 

(ߞ)݂ ≝  (47)                                                           ,(#ߞ)݂
where ߞ# is the closest  point to ߞ in ܭ .  It is easy to see that the Lipschitz constant of 
this extension does not change. 
Theorem(4.2.18) [144]. Let ଵܰ and ଶܰ be normal operators whose spectra are contained 
in a compact convex set ܭ  and let ݂ be a Lipschitz function on.  Then 

‖݂( ଵܰ) − ݂( ଶܰ)‖ ≤ const ‖݂‖୐୧୮‖ ଵܰ − ଶܰ‖ ൬1 + log
݀

‖ ଵܰ − ଶܰ‖൰ ,      (48) 

where ݀ is the diameter of ܭ . 
Proof.  Without loss of generality, we may assume that ‖݂‖୐୧୮ = 1. Let us extend ݂  to C 
by formula (47).  Define the modulus of continuity ߱ by 

(ߜ)߱  = ൜ δ     ,ߜ ≤ d,
ߜ        ,݀ > ݀. 

Clearly,  ݂ ∈ ఠ(ℝ)   and ‖݂‖௸ഘ(ℝ)߉ ≤ ‖݂‖୐୧୮.  We have 

(ߜ)∗߱ = ߜ න
ݐ݀
ݐ

ௗ

ఋ
+ ݀ߜ න

ݐ݀
ଶݐ

ஶ

ௗ
= ߜ log

݀
ߜ

+ ߜ    ,ߜ ≤ ݀, 

where ߱∗ is defined by (45). Now inequality (48) follows immediately from 
Theorem(4.2.16).    
   We obtain sharp estimates for ݂( ଵܰ) − ݂( ଶܰ) in the  case when ݂ ∈ ఈ(ℝଶ) , 0߉ < ߙ <
1, and  ଵܰ and  ଶܰ  are  normal  operators  such  whose  difference belong to Schatten–
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von  Neumann  classes ࡿ௣.  We also obtain more general results in the case when the 
difference of the normal operators belongs to operator ideals. 
     Let us first state the result for Schatten–von Neumann classes. 
Theorem(4.2.19)[144]. Let 0 < ߙ < 1 and 1 < ݌ < ∞. Then there exists a positive 
number ܿ such that for every ݂ ∈  ఈ(ℝଶ) and for arbitrary normal operators ଵܰ and߉

ଶܰ  with ଵܰ − ଶܰ ∈ )݂ ௣, the operatorࡿ ଵܰ) − ݂( ଶܰ)  belongs to ࡿ௣/ఈ  and the following 
inequality holds: 

‖݂( ଵܰ) − ݂( ଶܰ)‖ࡿ೛/ഀ ≤ ܿ‖݂‖௸ഀ(ℝ)‖ ଵܰ − ଶܰ‖ࡿ೛
ఈ . 

     We discuss the case ݌ = 1 after the proof of Theorem(4.2.21). 
     Theorem9.1 is an immediate consequence of a more general result for operator 
ideals, see Theorem(4.2.25) below. 
     To proceed to operator ideals, we start with the ideals ࡿ௣

௟  . Recall that for ݈ ≥ 0 
and ݌ ≥ 1, the normed ideal ࡿ௣

௟  consists of all bounded linear operators equipped with 
the norm  

೛ࡿ‖ܶ‖
೗ ≝ ቌ෍൫ݏ௝(ܶ)൯௣

௟

௝ୀ଴

ቍ

ଵ/௣

. 

Theorem(4.2.20)[144]. Let 0 < ߙ < 1.  Then there exists a positive number ܿ > 0 such 
that for every ݈ ≥ ݌,0 ∈ [1, ∞),݂ ∈ ఈ(ℝଶ), and for arbitrary  normal  operators ଵܰ߉  and 

ଶܰon Hilbert space with bounded ଵܰ − ଶܰ,  the following inequality  holds: 
)݂)௝ݏ ଵܰ) − ݂( ଶܰ)) ≤ ܿ‖݂‖௸ഀ൫ℝమ൯(1 + ݆)ିఈ/௣‖ ଵܰ − ଶܰ‖ࡿ೛

ఈ  
for every ݆ ≤ ݈. 
Proof. The proof is almost the same as the proof of Theorem(4.2.5) of [149].  To be able 
to apply the reasonings given in the proof of Theorem(4.2.5) of [149], we need 
inequality (44) and the following inequality: 

‖ ௡݂( ଵܰ) − ௡݂( ଶܰ)‖ࡿ೛
೗ ≤ const 2௡‖ ௡݂‖௅ಮ ‖ ଵܰ − ଶܰ‖ࡿ೛

೗ ,    ݊ ∈ ℤ,          (49) 

where the functions ௡݂ are defined by (6).  Inequality (49) is an immediate consequence 
of Lemma (4.2.12).  All the details can be found in the proof of Theorem(4.2.5) of [149].    
Theorem (4.2.21)[144].  Let 0 < ߙ < 1.  Then there exists a positive number  ܿ > 0 such 
that for every ݂ ∈  ఈ(ℝଶ)   and arbitrary normal operators ଵܰ  and  ଶܰ  on Hilbert space߉
with ଵܰ − ଶܰ ∈ )݂ ଵ , the operatorࡿ ଵܰ) − ݂( ଶܰ)  belongs to ࡿభ

ഀ,ஶ and the following 

inequality holds: 
‖݂( ଵܰ) − ݂( ଶܰ)‖ࡿభ

ഀ,ಮ
≤ ܿ‖݂‖௸ഀ(ℝమ)‖ ଵܰ − ଶܰ‖ࡿభ

ఈ . 

Proof. As in the case of self-adjoint operators (see Theorem 5.2 of [149]), this is an 
immediate consequence of Theorem(4.2.20) in the case ݌ = 1.    
    Note that the assumptions of Theorem(4.2.21) do not imply that ݂( ଵܰ) − ݂( ଶܰ) ∈
ଵ/ఈ. This is not true even in the case when ଵܰ and ଶܰࡿ  are self-adjoint operators. This 
was proved in [149].  Moreover, in [149] a necessary condition on the function ݂ on ℝ 
was found for 

(ܣ)݂ − (ܤ)݂ ∈ ܣ    ଵ/ఈ,     wheneverࡿ = ,∗ܣ ܤ = ܣ    and    ∗ܤ − ܤ ∈  .ଵࡿ
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That necessary condition is based on the ࡿ௣ criterion for Hankel operators ([145] and 
[172], Ch. 6) and shows that the condition ݂ ∈  .ఈ(ℝ) is not sufficient߉
    The following result ensures that the assumption that ଵܰ − ଶܰ ∈  ଵ for normalࡿ
operators ଵܰ and ଶܰ implies that ݂(ܣ) − (ܤ)݂ ∈  ଵ/ఈ  under a slightly more restrictiveࡿ
assumption on. 
Theorem(4.2.22)[144]. Let 0 < ߙ ≤ 1.  Then there exists a positive number  ܿ > 0 such 
that for every ݂ ∈ ஶଵ࡮

ఈ (ℝଶ) and arbitrary normal operators ଵܰ  and ଶܰon Hilbert space 
with ଵܰ − ଶܰ ∈ )݂ ଵ,  the operatorࡿ ଵܰ) − ݂( ଶܰ)  belongs to ࡿଵ/ఈ  and the following 
inequality holds: 

‖݂( ଵܰ) − ݂( ଶܰ)‖ࡿభ/ഀ ≤ ಮభ࡮‖݂‖
ഀ (ℝమ)‖ ଵܰ − ଶܰ‖ࡿభ

ఈ . 
 Note that in the case ߙ = 1 turns into Corollary (4.2.15). 
Proof. Again, if we apply Lemma (4.2.10), the proof is practically the same as the proof 
of Theorem(4.2.7) in [149].    
Theorem (4.2.23).    Let 0 < ߙ < 1.  Then there exists a positive number  ܿ > 0 such that 
for every ݂ ∈  ఈ(ℝଶ) and arbitrary normal operators ଵܰand ଵܰon Hilbert space with߉
bounded ଵܰ − ଶܰ , the following inequality holds: 

)݂|)௝ݏ ଵܰ) − ݂( ଶܰ)| ଵ/஑) ≤ ܿ‖݂‖௸ഀ(ℝమ)
ଵ/ఈ ) ௝ߪ ଵܰ − ଶܰ),    ݆ ≥ 0. 

Recall that the numbers  ߪ௝  ( ଵܰ − ଶܰ) defined by (11). 
Proof.   As in the case of self-adjoint operators (see [149]), it suffices to apply   
Theorem (4.2.20) with l = j  and p = 1.    
   Now we are  in  a  position  to obtain  a  general  result  in  the case  ݂ ∈  ఈ(ℝଶ) and߉

ଵܰ − ଶܰ ∈ ℑ for an arbitrary quasinormed ideal ℑ with  upper  Boyd index less than 1.  
Theorem(4.2.24).    Let 0 < ߙ < 1.   Then  there  exists  a  positive  number  ܿ > 0 such 
that  for every ݂ ∈ ℑߚ ఈ(ℝଶ)  , for an  arbitrary  quasinormed  ideal ℑ with߉  < 1, and  
for arbitrary  normal  operators ଵܰ and ଶܰ on Hilbert space with ଵܰ − ଶܰ ∈ ℑ, the 
operator |݂( ଵܰ) − ݂( ଶܰ)| ଵ/஑ belongs to ℑ and the following inequality  holds: 

ฮ|݂( ଵܰ) − ݂( ଶܰ)| ଵ/ఈฮ
ℑ

 ≤ ℑ‖݂‖௸ഀ(ℝమ)ܥܿ 
ଵ/ఈ ‖ ଵܰ − ଶܰ‖ℑ. 

Proof.  The proof is almost the same as the proof of Theorem 5.5 in [149].    
We can reformulate Theorem(4.2.24) in the following way. 
Theorem(4.2.25).    Under the hypothesis of Theorem(4.2.24), the operator ݂( ଵܰ) −
݂( ଶܰ) belongs to ℑ{ଵ/஑}  and 

‖݂( ଵܰ) − ݂( ଶܰ)‖ℑ{భ/ഀ}  ≤  ܿఈܥℑ
ఈ‖݂‖௸ഀ(ℝమ)‖ ଵܰ − ଶܰ‖ℑ

ఈ. 
The following result is a consequence of Theorem(4.2.24). 
Theorem(4.2.26).   Let 0 < ߙ < 1 and 1 < ݌ < ∞. Then there exists a positive number c 
such that for every ݂ ∈ ݈ ఈ(ℝଶ)  , every߉ ∈ ℤା, and arbitrary normal operators ଵܰ  and 

ଶܰ  with bounded ଵܰ − ଶܰ  , the following inequality holds: 

෍ ቀݏ௝(|݂( ଵܰ) − ݂( ଶܰ)|ଵ/ఈ)ቁ
௣

௟

௝ୀ଴

≤ ܿ‖݂‖௸ഀ(ℝమ)
௣/ఈ ෍൫ݏ௝( ଵܰ − ଶܰ)൯

௣
௟

௝ୀ଴

. 

Proof.  As in the case of self-adjoint operators (see [149]), the result immediately 
follows from Theorem(4.2.24) from (16).    
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We obtain  estimates  for quasicommutators  ݂( ଵܰ)ܴ − ܴ݂( ଶܰ),  where ଵܰ  and  ଶܰ are  
normal  operators  and  ܴ  is a bounded  linear  operator. In the special case when ܴ =  ܫ
we arrive at the problem of estimating  ݂( ଵܰ) − ݂( ଵܰ)  that we have discussed above. 
On the  other hand , in the special case when ଵܰ = ଶܰ we have  the problem of 
estimating commutators  ݂(ܰ)ܴ − ܴ݂(ܰ). 
    It turns out, however, that it is impossible to obtain estimates of ‖ ݂( ଵܰ)ܴ − ܴ݂( ଵܰ)‖ 
in terms of ‖ ଵܴܰ − ܴ ଶܰ‖.  This cannot be done even for the function ݂(ݖ) =  ̅.ݖ
    Though the well-known Fuglede-Putnam theorem says that the equality ଵܴܰ =
ܴ ଶܰ  for a bounded operator ܴ and normal operators ଵܰ and  ଶܰ implies that ଵܰ

∗ܴ = ܴ ଶܰ
∗ 

the smallness of ଵܴܰ − ܴ ଶܰ  does not imply the smallness of ଵܰ
∗ܴ − ܴ ଶܰ

∗. 
    Indeed, it follows from Corollary 4.3 of [169] that for every ߝ > 0 there exists a 
bounded normal operator ܰ  and operator ܴ of norm 1 such that 

‖ܴܰ − ܴܰ‖ < ܴ∗ܰ‖   but    ߝ − ܴܰ∗‖ ≥ 1. 
The results of [169] also imply that if ݂ ∈  and (ℂ)ܥ

‖݂(ܰ)ܳ − ݂ܳ(ܰ)‖ ≤  const ‖ܰܳ − ܳܰ‖ 
for all bounded operators ܳ and bounded normal operators ܰ , then ݂ is a linear 
function, i.e., ݂(ݖ) = ݖܽ + ܾ for some ܽ, ܾ ∈ ℂ. 
    We obtain estimates for quasicommutators ݂( ଵܰ)ܴ − ܴ݂( ଶܰ)  in terms of the 
quasicommutators ଵܴܰ − ܴ ଶܰ    and  ଵܰ

∗ܴ − ܴ ଶܰ
∗. 

   Let us explain what we mean by the boundedness of ଵܴܰ − ܴ ଶܰ  for not necessarily 
bounded normal operators ଵܰ  and ଶܰ. 
    We say that the operator ଵܴܰ − ܴ ଶܰ   is bounded if ܴ(ुேమ  ) ⊂ ुேభ  and 

‖ ଵܴܰݑ − ܴ ଶܰݑ‖ ≤ const ‖ݑ‖  for every    ݑ ∈ ुேమ . 
Then there exists a unique bounded operator ܭ such that ݑܭ = ଵܴܰݑ − ܴ ଶܰݑ  for 
all ݑ ∈ ुேమ.  In this case we write ܭ = ଵܴܰ − ܴ ଶܰ .  Thus ଵܴܰ − ܴ ଶܰ  is bounded if and 
only if 

,ݑܴ)|  ଵܰ
(ݒ∗ − ( ଶܰ

,ݑ∗ |(ݒ∗ܴ ≤ const ‖ݑ‖ ·  (50)                           ‖ݒ‖
For every ݑ ∈ ुேమand ݒ ∈ ुேభ

∗ = ुேభ . It is easy to see that ଵܴܰ − ܴ ଶܰ   is bounded if 
and only if ଵܰ

∗ܴ∗ − ܴ∗
ଶܰ
∗ is bounded, and ( ଵܴܰ − ܴ ଶܰ)∗ = −( ଵܰ

∗ܴ∗ − ܴ∗
ଶܰ
∗). In 

particular, we write ଵܴܰ = ܴ ଶܰ if ܴ(ुேమ ) ⊂ ुேభ  and ଵܴܰݑ = ܴ ଶܰݑ for every ݑ ∈ ुேమ. 
We say that  ‖ ଵܴܰ − ܴ ଶܰ‖ = ∞ if ଵܴܰ = ܴ ଶܰ   is not a bounded operator. 
Theorem (4.2.27).  Let ݂ be a function in  ܥ௕(ℝଶ)  whose Fourier transform ℱ݂ has 
compact support.  Suppose that ܴ is a bounded linear operator, ଵܰ  and ଶܰare normal 
operators such that the operators ଵܴܰ − ܴ ଶܰ  and ଵܰ

∗ܴ∗ − ܴ∗
ଶܰ
∗ are bounded.  Then 

݂( ଵܰ) − ݂( ଶܰ)

= ඵ൫ु௬݂൯(ݖଵ, ଵܴܤ)(ଵݖ)ଵܧ݀(ଶݖ − (ଶݖ)ଶܧ݀(ଶܤܴ
ℂమ

+ ඵ(ु௫݂)(ݖଵ, ଵܴܣ)(ଵݖ)ଵܧ݀(ଶݖ − (ଶݖ)ଶܧ݀(ଶܣܴ
ℂమ

                         (51) 

Proof. The proof is similar to the proof of Theorem(4.2.6), Consider first the case when 
ଵܰ  and ଶܰ  are bounded operators.  Put 
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݀ = max{‖ ଵܰ‖, ‖ ଶܰ‖}       and    ܦ ≝ ߞ}  ∈ ℂ: |ߞ| ≤ ݀}. 
By Theorem(4.2.5), both ु௬݂ and ु௫݂ are Schur multipliers.  We have 
∬ ൫ु௬݂൯(ݖଵ, ଵܴܤ)(ଵݖ)ଵܧ݀(ଶݖ − ℂమ(ଶݖ)ଶܧ݀(ଶܤܴ = ∬ ൫ु௬݂൯(ݖଵ, ଵܴܤ)(ଵݖ)ଵܧ݀(ଶݖ −஽×஽

(ଶݖ)ଶܧ݀(ଶܤܴ = ∬ ൫ु௬݂൯(ݖଵ, ஽×஽(ଶݖ)ଶܧଵܴ݀ܤ(ଵݖ)ଵܧ݀(ଶݖ −

∬ ൫ु௬݂൯(ݖଵ, ஽×஽(ଶݖ)ଶܧଶ݀ܤܴ(ଵݖ)ଵܧ݀(ଶݖ = ∬ ,ଵݖ)ଵ൫ु௬݂൯ݕ ஽×஽(ଶݖ)ଶܧܴ݀(ଵݖ)ଵܧ݀(ଶݖ −

∬ ,ଵݖ)ଶ൫ु௬݂൯ݕ ஽×஽(ଶݖ)ଶܧܴ݀(ଵݖ)ଵܧ݀(ଶݖ = ∬ ଵݕ) −஽×஽

,ଵݖ)ଶ)൫ु௬݂൯ݕ (ଶݖ)ଶܧܴ݀(ଵݖ)ଵܧ݀(ଶݖ = ∬ ൫݂(ݔଵ, (ଵݕ − ,ଵݔ)݂ ஽×஽.(ଶݖ)ଶܧܴ݀(ଵݖ)ଵܧଶ)൯݀ݕ  
Similarly, 

ඵ(ु௫݂)(ݖଵ, ଵܴܣ)(ଵݖ)ଵܧ݀(ଶݖ − (ଶݖ)ଶܧ݀(ଶܣܴ
ℂమ

= ඵ൫݂(ݔଵ , (ଶݕ − ,ଶݔ)݂ .(ଶݖ)ଶܧܴ݀(ଵݖ)ଵܧଶ)൯݀ݕ
஽×஽

 

It follows that 

ඵ൫ु௬݂൯(ݖଵ, ଵܴܤ)(ଵݖ)ଵܧ݀(ଶݖ − (ଶݖ)ଶܧ݀(ଶܤܴ
ℂమ

+ ඵ(ु௫݂)(ݖଵ, ଵܴܣ)(ଵݖ)ଵܧ݀(ଶݖ − (ଶݖ)ଶܧ݀(ଶܣܴ
ℂమ

= ඵ൫݂(ݔଵ, (ଵݕ − ,ଶݔ)݂ (ଶݖ)ଶܧܴ݀(ଵݖ)ଵܧଶ)൯݀ݕ
஽×஽

 

= ඵ ,ଵݔ)݂ (ଶݖ)ଶܧܴ݀(ଵݖ)ଵܧ݀(ଵݕ
஽×஽

− ඵ ,ଶݔ)݂ (ଶݖ)ଶܧܴ݀(ଵݖ)ଵܧ݀(ଶݕ
஽×஽

= ݂( ଵܰ)ܴ − ܴ݂( ଶܰ). 

    In the general case we use the same approximation procedure as in the proof of 
Theorem(4.2.6).    
   As in the case of differences ݂( ଵܰ) − ݂( ଶܰ), we can extend Theorem 10.1 to functions 
݂ in ࡮ஶଵ

ଵ (ℝଶ) . 
Theorem(4.2.28)[144]. Let ଵܰand ଶܰbe normal operators and let ܴ  be a bounded linear 
operator such that the quasicommutators ଵܴܰ − ܴ ଶܰ  and ଵܰ

∗ܴ − ܴ ଶܰ
∗ are bounded.  

Then (51) holds for every ݂ ∈ ஶଵ࡮
ଵ (ℝଶ).  

Theorem (4.2.29)[144].  There exists a positive number ܿ such that for every normal  
operators ଵܰand ଶܰ ,  every bounded linear  operator ܴ  and  an  arbitrary  function  ݂ in 
ஶଵ࡮ 

ଵ (ℝଶ) the following inequality  holds: 
‖݂( ଵܰ)ܴ − ܴ݂( ଶܰ)‖ ≤ ಮభ࡮‖݂‖ܿ

భ (ℝమ) max{‖ ଵܴܰ − ܴ ଶܰ‖ࡿ, ‖ ଵܰ
∗ܴ − ܴ ଶܰ

∗‖}. 
Theorem(4.2.30)[144]. Let 0 < ߙ < 1. Then there exists ܿ > 0  such that for every ݂ ∈
ఈ(ℝଶ)  , for arbitrary normal operators ଵܰand ଶܰ߉  and a bounded operator ܴ  the 
following inequality holds: 

‖݂( ଵܰ)ܴ − ܴ݂( ଶܰ)‖ ≤ ܿ‖݂‖௸ഀ(ℝమ) max{‖ ଵܴܰ − ܴ ଶܰ‖ࡿ, ‖ ଵܰ
∗ܴ − ܴ ଶܰ

∗‖}ఈ‖ܴ‖ଵିఈ . 
Theorem (4.2.31)[144]. There  exists ܿ > 0 such that  for every modulus of continuity  
߱, for every ݂ ∈ ఠ(ℝଶ)  , for arbitrary  normal  operators ଵܰand ଶܰ߉ ,  and  a bounded 
nonzero operator ܴ the following inequality  holds: 
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‖݂( ଵܰ)ܴ − ܴ݂( ଶܰ)‖ ≤ ܿ‖݂‖௸ഀ(ℝమ)‖ܴ‖߱ ∗ ቆ
max{‖ ଵܴܰ − ܴ ଶܰ‖ࡿ, ‖ ଵܰ

∗ܴ − ܴ ଶܰ
∗‖}

‖ܴ‖ ቇ. 

    The  next  result  shows  that in  the case  ଵܴܰ − ܴ ଶܰ ∈ ௣,  1ࡿ < ݌ < ∞,  and ݂ ∈
Λ஑(ℝଶ),  0 < ߙ < 1,  we  can  estimate  ‖݂( ଵܰ)ܴ − ܴ݂( ଶܰ)‖ࡿ೛/ഀ  in terms  of  ‖ ଵܴܰ −
ܴ ଶܰ‖ࡿ೛ , we do not need ‖ ଵܰ

∗ܴ − ܴ ଶܰ
೛ࡿ‖∗ . 

Theorem(4.2.32)[144].Let 0 < ߙ < 1 and 1 < ݌ < ∞. Then there exists a positive 
number ܿ such that for every ݂ ∈ Λ஑(ℝଶ)  , for arbitrary normal operators ଵܰand ଶܰand 
a bounded operator ܴ with ଵܴܰ − ܴ ଶܰ ∈ ௣ and ଵܰࡿ

∗ܴ − ܴ ଶܰ
∗ ∈  ௣, the operatorࡿ

݂( ଵܰ)ܴ − ܴ݂( ଶܰ)  belongs to ࡿ௣/ఈ and the following inequality holds: 
‖݂( ଵܰ)ܴ − ܴ݂( ଶܰ)‖ࡿ೛/ഀ ≤ ܿ‖݂‖ஃಉ(ℝమ)‖ ଵܴܰ − ܴ ଶܰ‖ࡿ೛

ఈ . 
Proof. In the same way as in the proof of Theorem 9.1, we can prove that 

‖݂( ଵܰ)ܴ − ܴ݂( ଶܰ)‖ࡿ೛/ഀ ≤ ܿ‖݂‖ஃಉ(ℝమ) max ቄ‖ ଵܴܰ − ܴ ଶܰ‖ࡿ೛ , ‖ ଵܰ
∗ܴ − ܴ ଶܰ

೛ቅࡿ‖∗
ఈ

. 

The result follows from the well-known inequality: 
‖ ଵܰ

∗ܴ − ܴ ଶܰ
೛ࡿ‖∗ ≤ const ‖ ଵܴܰ − ܴ ଶܰ‖ࡿ೛ ,   1 < ݌ < ∞,           (52) 

see [173] and [174].    
Inequality (52) does not hold for ݌ = 1, see [175]. Thus to obtain analogs of Theorems 
(4.2.22) and (4.2.23), we have to estimate the quasicommutators ݂( ଵܰ)ܴ − ܴ݂( ଶܰ) in 
terms of both ଵܴܰ − ܴ ଶܰ and ଵܰ

∗ܴ − ܴ ଶܰ
∗. Let us state e.g., the analog of 

Theorem(4.2.23). 
Theorem(4.2.33)[144].   Let 0 < ߙ < 1.  Then there exists a positive number  ܿ such that 
for every ݂ ∈ ஶଵ࡮

ఈ (ℝଶ)   , for arbitrary normal operators ଵܰ  and ଶܰ  and a bounded 
operator ܴ with ଵܴܰ − ܴ ଶܰ ∈ ଵ and ଵܰࡿ

∗ܴ − ܴ ଶܰ
∗ ∈ )݂ ଵ, the operatorࡿ ଵܰ)ܴ − ܴ݂( ଶܰ)  

belongs to ࡿଵ/ఈ and the following inequality holds: 
‖݂( ଵܰ)ܴ − ܴ݂( ଶܰ)‖ࡿభ/ഀ ≤ ಮభ࡮‖݂‖ܿ

ഀ (ℝమ) max൛‖ ଵܴܰ − ܴ ଶܰ‖ࡿభ, ‖ ଵܰ
∗ܴ − ܴ ଶܰ

భൟࡿ‖∗
ఈ

. 
The proof is almost the same as the proof of Theorem (4.2.22). 
Corollary (4.2.34) [293]: There exists a constant ܿ > 0 such that for an arbitrary modulus of 
continuity ߱ and for an arbitrary function ݂ in ߉ఠ(ℝଶ)  , the following inequality holds: 

‖݂ − ݂ ∗ ௡ܸ‖௅∞ ≤ ܿ߱(2ି௡)‖݂‖௸ഘ൫ℝమ൯,      ݊ ∈ ℤ.                               (53) 
Proof. We have 

(௥ିଵݔ)݂| − (݂ ∗ ௡ܸ)(ݔ௥ିଵ)| = 2ଶ௡ ቮ න൫݂(ݔ௥ିଵ) − ௥ିଵݔ)݂ − ௥ିଵ)൯ݕ
ℝమ

ܸ(2௡ݕ௥ିଵ)݀ݕ௥ିଵቮ

≤ 2ଶ௡‖݂‖௸ഘ൫ℝమ൯ න (|௥ିଵݕ|)߱
ℝమ

|ܸ(2௡ݕ௥ିଵ)|݀ݕ௥ିଵ 

= 2ଶ௡‖݂‖௸ഘ൫ℝమ൯ න (|௥ିଵݕ|)߱
{|௬ೝషభ|ஸଶష೙}

|ܸ(2௡ݕ௥ିଵ)|݀ݕ௥ିଵ

+ 2ଶ௡‖݂‖௸ഘ൫ℝమ൯ න (|௥ିଵݕ|)߱
{|௬ೝషభ|வଶష೙}

|ܸ(2௡ݕ௥ିଵ)|݀ݕ௥ିଵ 

Clearly, 
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2ଶ௡ න (|௥ିଵݕ|)߱
{|௬ೝషభ|ஸଶష೙}

|ܸ(2௡ݕ௥ିଵ)|݀ݕ௥ିଵ ≤ ߱(2ି௡)‖ܸ‖௅భ. 

On the other hand, keeping in mind the obvious inequality 2ି௡߱(|ݕ௥ିଵ|) ≤    ௥ିଵ|߱(2ି௡)ݕ|2
for |ݕ௥ିଵ| ≥ 2ି௡, we obtain 

2ଶ௡ න (|௥ିଵݕ|)߱
{|௬ೝషభ|வଶష೙}

|ܸ(2௡ݕ௥ିଵ)|݀ݕ௥ିଵ

≤ 2 ∙ 2ଷ௡߱(2ି௡) න |௥ିଵݕ|
{|௬ೝషభ|வଶష೙}

|ܸ(2௡ݕ௥ିଵ)|݀ݕ௥ିଵ

= 2߱(2௡) න |௥ିଵݕ| ∙
{|௬ೝషభ|வଵ}

௥ିଵݕ݀|(௥ିଵݕ)ܸ| ≤ const ߱(2ି௡). 

This proves (53). 
Corollary (4.2.35) [293]: Let ݂ be a continuous bounded function on ℝଶ whose Fourier 
transform ℱ݂ has compact support.  Then the functions  ु௫ೝషభ ݂ and  ु௬ೝషభ݂ are Schur 
multipliers with respect to arbitrary Borel spectral measures ܧ௥ andܧ௥ାଵ.  
     Moreover, if 

suppℱ݂ ⊂ ൛ζ௥ିଵ ∈ ℂ ∶ |ζ௥ିଵ | ≤ σൟ, σ > 0, 
then 
ฮु௫ೝషభ݂ฮ

ै(ாೝ,ாೝశభ)
≤ const ߪ‖݂‖௅∞andฮु௬ೝషభ݂ฮ

ै(ாೝ,ாೝశభ)
≤ const ߪ‖݂‖௅∞                               (54). 

  Proof : 
We are going to show Theorem 5.1 proved by [144] that gives sharp estimates for the norms 
of ु୶ೝషభ݂ and ु୷ೝషభ݂ in the space of Schur multipliers.  Consider the functionु୶ೝషభ݂, 

൫ु௫ೝషభ ݂൯(ݖ௥, (௥ାଵݖ =
௥ݔ)݂ , (௥ାଵݕ − ,௥ାଵݔ)݂ (௥ାଵݕ

௥ݔ − ௥ାଵݔ
, ,௥ݖ ௥ାଵݖ ∈ ℂ. 

The first natural thought would be to fix the variable ݕଶ and represent the function 

௥ݔ) , (௥ାଵݕ →
௥ݔ)݂ , (௥ାଵݕ − ,௥ାଵݔ)݂ (௥ାଵݕ

௥ݔ − ௥ାଵݔ
 

in terms  of the integral  projective  tensor  product ܮ∞ ⊗෢௜  in the same was as it was done  ∞ܮ
in [153] for functions of one variable.  However, it turns out that if we do this, we obtain in 
the integral tensor representation terms that depend on the mixed variables (ݔ௥ ,  ௥ାଵ), and soݕ
this would not help us. 
    The first proof of Corollary (4.2.36) we have found was based on a modification of the 
integral tensor representation obtained in [153] and an estimate in terms of the tensor norm 
(4.6) rather than the integral projective tensor norm. 
We give a different approach based on an expansion of entire functions of exponential type ߪ 
in the series in the orthogonal basis ቄ ୱ୧୬ ఙ௫ೝషభ

ఙ௫ೝషభିగ௡
ቅ

௡∈ℤ
. 

 For a topological spaceࣲ , we denote by ܥ௕(ࣲ) the set of bounded continuous (complex) 
functions onࣲ. If ࣲ and ࣳare topological spaces, we denote by ܥ௕(ࣲ) ⊗෢௛  ௕(ࣳ)  the set ofܥ
functions ߔ on ࣲ × ࣳ  that admit a representation 
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,௥ିଵݔ)ߔ (௥ିଵݕ = ෍ ߮௡(ݔ௥ିଵ)߰௡(ݕ௥ିଵ)
௡ஹ଴

,௥ିଵݔ)         , (௥ିଵݕ ∈ ࣲ × ࣳ.                 (55) 

such that ߮௡ ∈ ௕(ࣲ), ߰௡ܥ ∈  ௕(ࣳ) andܥ

൭ sup
௫ೝషభ∈ࣲ

෍|߮௡(ݔ௥ିଵ)|ଶ

௡ஹ଴

൱
ଵ/ଶ

൭ sup
௬ೝషభ∈ࣳ

෍|߰௡(ݕ௥ିଵ)|ଶ

௡ஹ଴

൱
ଵ/ଶ

< ∞.               (56) 

Forߔ ∈ (ࣲ)௕ܥ ⊗෢௛ (ࣲ)௕ܥ ௕(ࣳ), its norm inܥ ⊗෢௛  ௕(ࣳ) is, by definition, the infimum of theܥ
left-hand side of (56) over all representations (55). 
    For  ߪ > 0, we denote by ℇσ the set of entire functions (of one complex variable) of 
exponential type at mostߪ. 
It follows from the results of [153] that 

݂ ∈ ℇఙ ∩ (ℝ)∞ܮ ⟹ ብ
(௥ିଵݔ)݂ − (௥ିଵݕ)݂

௥ିଵݔ − ௥ିଵݕ
ብ

ै(ாೝ,ாೝశభ)
≤ constߪ‖݂‖௅∞(ℝ)(57) 

for every Borel spectral measures  ܧ௥ and ܧ௥ାଵ on ℝ. 
It was shown in [150] that inequality (57) holds with constant equal to1. 
Corollary (4.2.36) [293]: Let ݂ be a continuous bounded function on ℝଶ whose Fourier 
transform ℱ݂ has compact support.  Suppose that ௥ܰ   and  ௥ܰାଵ  are extended normal 
operators such that the operator ௥ܰ − ௥ܰାଵ  is bounded.  Then 

݂( ௥ܰ) − ݂( ௥ܰାଵ) = ඵ൫ु௬ೝషభ ݂൯(ݖ௥, (௥ݖ)௥ܧ݀(௥ାଵݖ
ℂమ

ܣ)) + ߳)ଵ − ܣ) + ߳)ଶ)݀ܧ௥ାଵ(ݖ௥ାଵ) 

+ ඵ൫ु௫ೝషభ݂൯(ݖ௥, (௥ݖ)௥ܧ݀(௥ାଵݖ
ℂమ

ଵܣ) −  (58)                      (௥ାଵݖ)௥ାଵܧ݀(ଶܣ

We postpone the proof of Corollary (4.2.36)till the next section. Let us deduce here Corollary 
(4.2.37) from Corollary (4.2.36). (see [144]). 
Proof : Consider first the case when ௥ܰ and ௥ܰାଵ are bounded operators.  Put 
݀ = max{‖ ௥ܰ‖, ‖ ௥ܰାଵ‖}  and ܦ ≝ {ζ௥ିଵ ∈ ℂ: |ζ௥ିଵ | ≤ ݀}. 
By Theorem 5.1, both ु௬ೝషభ݂ and ु௫ೝషభ݂ are Schur multipliers.  We have 
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ඵ൫ु௬ೝషభ݂൯(ݖ௥ , (௥ݖ)௥ܧ݀(௥ାଵݖ
ℂమ

ܣ)) + ߳)ଵ − ܣ) + ߳)ଶ)݀ܧ௥ାଵ(ݖ௥ାଵ)

= ඵ൫ु௬ೝషభ݂൯(ݖ௥ , (௥ݖ)௥ܧ݀(௥ାଵݖ
஽×஽

ܣ)) + ߳)ଵ − ܣ) + ߳)ଶ)݀ܧ௥ାଵ(ݖ௥ାଵ)

= ඵ൫ु௬ೝషభ݂൯(ݖ௥ , (௥ݖ)௥ܧ݀(௥ାଵݖ
஽×஽

ܣ) + ߳)ଵ݀ܧ௥ାଵ(ݖ௥ାଵ)

− ඵ൫ु௬ೝషభ݂൯(ݖ௥ , (௥ݖ)௥ܧ݀(௥ାଵݖ
஽×஽

ܣ) + ߳)ଶ݀ܧ௥ାଵ(ݖ௥ାଵ)

= ඵ ௥ݖ)௥ିଵ൫ु௬ೝషభ݂൯ݕ , (௥ݖ)௥ܧ݀(௥ାଵݖ
஽×஽

(௥ାଵݖ)௥ାଵܧ݀

− ඵ ,௥ݖ)௥ାଵ൫ु௬ೝషభ݂൯ݕ (௥ݖ)௥ܧ݀(௥ାଵݖ
஽×஽

(௥ାଵݖ)௥ାଵܧ݀

= ඵ(ݕ௥ − ௥ݖ)௥ାଵ)൫ु௬ೝషభ݂൯ݕ , (௥ݖ)௥ܧ݀(௥ାଵݖ
஽×஽

(௥ାଵݖ)௥ାଵܧ݀

= ඵ(݂(ݔ௥ , (௥ାଵݕ − ௥ݔ)݂ , (௥ݖ)௥ܧ݀((௥ାଵݕ
஽×஽

 .(௥ାଵݖ)௥ାଵܧ݀

Since ै(ܧ௥,  ௥ାଵ) is a Banach algebra, it is easy to see that the functionܧ
,௥ݖ) (௥ାଵݖ → ௥ݔ)݂ , (௥ݕ − ௥ݔ)݂ , (௥ାଵݕ = ௥ݕ) − ௥ିଵ)൫ु௬ೝషభݕ ݂൯(ݖ௥ ,  (௥ାଵݖ

is a Schur multiplier. Similarly, 

ඵ൫ु௫ೝషభ݂൯(ݖ௥ , (௥ݖ)௥ܧ݀(௥ାଵݖ
ℂమ

ଵܣ) − (௥ାଵݖ)௥ାଵܧ݀(ଶܣ

= ඵ(݂(ݔ௥, (௥ାଵݕ − ,௥ାଵݔ)݂ (௥ݖ)௥ܧ݀((௥ାଵݕ
஽×஽

 .(௥ାଵݖ)௥ାଵܧ݀

It follows that 

ඵ൫ु௬ೝషభ݂൯(ݖ௥, (௥ݖ)௥ܧ݀(௥ାଵݖ
ℂమ

ܣ)) + ߳)ଵ − ܣ) + ߳)ଶ)݀ܧ௥ାଵ(ݖ௥ାଵ)

+ ඵ൫ु௫ೝషభ݂൯(ݖ௥, (௥ݖ)௥ܧ݀(௥ାଵݖ
ℂమ

ଵܣ) − (௥ାଵݖ)௥ାଵܧ݀(ଶܣ

= ඵ(݂(ݔ௥, (௥ݕ − ,௥ାଵݔ)݂ (௥ݖ)௥ܧ݀((௥ାଵݕ
஽×஽

(௥ାଵݖ)௥ାଵܧ݀

= ඵ ௥ݔ)݂ , (௥ݖ)௥ܧ݀(௥ݕ
஽×஽

(௥ାଵݖ)௥ାଵܧ݀ − ඵ ,௥ାଵݔ)݂ (௥ݖ)௥ܧ݀(௥ାଵݕ
஽×஽

(௥ାଵݖ)௥ାଵܧ݀

= ݂( ௥ܰ) − ݂( ௥ܰାଵ). 
Consider now the case when ௥ܰ  and ௥ܰାଵare unbounded. Put 

௞ܲ ≝ ௥ିଵߞ})௥ܧ ∈ ℂ: | ௥ିଵߞ| ≤ ݇})andܳ௞ ≝ ௥ିଵߞ})௥ାଵܧ ∈ ℂ: | ௥ିଵߞ| ≤ ݇})  ,    ݇ > 0. 
Then 

௥ܰ,௞ ≝ ௞ܲ ௥ܰ  and ௥ܰାଵ,௞ ≝ ܳ௞ ௥ܰାଵ 
are bounded extended normal operators. Denote by (ܧ௥ିଵ)௝,௞ the spectral measure 
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of( ௥ܰିଵ)௝,௞,  ݆ = ,ߤ ߤ + 1. It is easy to see that 

௥ܰ,௞ = ௞ܲܣଵ + ݅ ௞ܲ(ܣ + ߳)ଵand ௥ܰାଵ,௞ = ଶܳ௞ܣ + ܣ)݅ + ߳)ଶܳ௞,   ݇ > 0. 
We have 

௞ܲ ቀ∬ ൫ु௬ೝషభ݂൯(ݖ௥, (௥ݖ)௥ܧ݀(௥ାଵݖ
ℂమ ܣ)) + ߳)ଵ − ܣ) + ߳)ଶ)݀ܧ௥ାଵ(ݖ௥ାଵ)ቁ ܳ௞ =

௞ܲ ቀ∬ ൫ु௬ೝషభ݂൯(ݖ௥, (௥ݖ)௥,௞ܧ݀(௥ାଵݖ
ℂమ ( ௞ܲ(ܣ + ߳)ଵ − ܣ) + ߳)ଶܳ௞)݀ܧ௥ାଵ,௞(ݖ௥ାଵ)ቁ ܳ௞   and 

௞ܲ ൮ඵ൫ु௫ೝషభ݂൯(ݖ௥, (௥ݖ)௥ܧ݀(௥ାଵݖ
ℂమ

ଵܣ) − ൲(௥ାଵݖ)௥ାଵܧ݀(ଶܣ ܳ௞

= ௞ܲ ൮ඵ൫ु௫ೝషభ݂൯(ݖ௥, (௥ݖ)௥,௞ܧ݀(௥ାଵݖ
ℂమ

( ௞ܲܣଵ − ൲(௥ାଵݖ)௥ାଵ,௞ܧ݀(ଶܳ௞ܣ ܳ௞ . 

If we apply identity (58) to the bounded extended normal operators ௥ܰ,௞ and ௥ܰାଵ,௞, we 
obtain  

௞ܲ ቀ݂൫ ௥ܰ,௞൯ − ݂൫ ௥ܰାଵ,௞൯ቁ ܳ௞ 

= ௞ܲ ൮ඵ൫ु௬ೝషభ݂൯(ݖ௥, (௥ݖ)௥,௞ܧ݀(௥ାଵݖ
ℂమ

( ௞ܲ(ܣ + ߳)ଵ

− ܣ) + ߳)ଶܳ௞)݀ܧ௥ାଵ,௞(ݖ௥ାଵ)൲ ܳ௞ 

                       + ௞ܲ ൮ඵ൫ु௫ೝషభ ݂൯(ݖ௥ , (௥ݖ)௥,௞ܧ݀(௥ାଵݖ
ℂమ

( ௞ܲܣଵ − ൲(௥ାଵݖ)௥ାଵ,௞ܧ݀(ଶܳ௞ܣ ௞ܳ . 

Since obviously, 

௞ܲ ቀ݂൫ ௥ܰ,௞൯ − ݂൫ ௥ܰାଵ,௞൯ቁ ܳ௞ = ௞ܲ൫݂( ௥ܰ) − ݂( ௥ܰାଵ)൯ܳ௞ , 
we have  

௞ܲ൫݂( ௥ܰ) − ݂( ௥ܰାଵ)൯ܳ௞

= ௞ܲ ൮ඵ൫ु௬ೝషభ݂൯(ݖ௥, (௥ݖ)௥ܧ݀(௥ାଵݖ
ℂమ

ܣ)) + ߳)ଵ − ܣ) + ߳)ଶ)݀ܧ௥ାଵ(ݖ௥ାଵ)൲ ܳ௞ 

               + ൮ඵ൫ु௫ೝషభ݂൯(ݖ௥ , (௥ݖ)௥ܧ݀(௥ାଵݖ
ℂమ

ଵܣ) − ൲(௥ାଵݖ)௥ାଵܧ݀(ଶܣ ܳ௞ 

It remains to pass to the limit in the strong operator topology.   
     We would like to extend formula (58) to the case of arbitrary functions ݂ in࡮∞ଵ

ଵ (ℝଶ). 
Since  ࡮∞ଵ

ଵ (ℝଶ) consists of Lipschitz functions, it follows that for݂ ∈ ଵ∞࡮
ଵ (ℝଶ), 

|(௥ିଵߞ)݂| ≤ const(1 + ௥ିଵߞ   ,(| ௥ିଵߞ| ∈ ℂ.                                            (59) 
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Hence, for݂ ∈ ଵ∞࡮
ଵ (ℝଶ), 

௙(ேೝషభ)ܦ ⊃  .ேೝషభܦ
Corollary (4.2.37) [293]: Let ௥ܰ and ௥ܰାଵ be extended normal operators such that ௥ܰ − ௥ܰାଵ  
is bounded. Then (58) holds for every ݂ ∈ ଵ∞࡮

ଵ (ℝଶ) 
Proof. It suffices to prove that for  ݑ ∈ ேೝܦ =  , ேೝశభܦ
 
൫݂( ௥ܰ) − ݂( ௥ܰାଵ)൯ݑ 

= ൮ඵ൫ु௬ೝషభ݂൯(ݖ௥ , (௥ݖ)௥ܧ݀(௥ାଵݖ
ℂమ

ܣ)) + ߳)ଵ − ܣ) + ߳)ଶ)݀ܧ௥ାଵ(ݖ௥ାଵ)൲      ݑ

+ ൮ඵ൫ु௫ೝషభ ݂൯(ݖ௥, (௥ݖ)௥ܧ݀(௥ାଵݖ
ℂమ

ଵܣ) − ൲(௥ାଵݖ)௥ାଵܧ݀(ଶܣ   ݑ

 
Indeed, if N௥ିଵ is an extended normal operator and ݂ satisfies (59), then ݂(N௥ିଵ) is the 
closure of its restriction to the domain ofN௥ିଵ . 
We have 

൫݂( ௥ܰ) − ݂( ௥ܰାଵ)൯ݑ = ቀ൫݂ − ݂(0)൯( ௥ܰ)ቁ ݑ − ቀ൫݂ − ݂(0)൯( ௥ܰାଵ)ቁ  ݑ

ቀ൫݂ − ݂(0)൯( ௥ܰ)ቁ ݑ = ෍ ቀ൫ ௡݂ − ௡݂(0)൯( ௥ܰ)ቁ ݑ
௡∈ℤ

                    (60) 

and 

ቀ൫݂ − ݂(0)൯( ௥ܰାଵ)ቁ ݑ = ෍ ቀ൫ ௡݂ − ௡݂(0)൯( ௥ܰାଵ)ቁ ݑ
௡∈ℤ

                    (61) 

where the functions ௡݂ are defined by (2.2).  Moreover, the series on the right-hand sides of 
(60) and (61) converge absolutely in the norm. 
Thus 

൫݂( ௥ܰ ) − ݂( ௥ܰାଵ)൯ݑ = ෍൫ ௡݂( ௥ܰ) − ௡݂( ௥ܰାଵ)൯ݑ
௡∈ℤ

 

It remains to observe that 

ඵ൫ु௬ೝషభ݂൯(ݖ௥, (௥ݖ)௥ܧ݀(௥ାଵݖ
ℂమ

ܣ)) + ߳)ଵ − ܣ) + ߳)ଶ)݀ܧ௥ାଵ(ݖ௥ାଵ)

= ෍ ඵ൫ु௬ೝషభ ௡݂൯(ݖ௥, (௥ݖ)௥ܧ݀(௥ାଵݖ
ℂమ

ܣ)) + ߳)ଵ − ܣ) + ߳)ଶ)݀ܧ௥ାଵ(ݖ௥ାଵ)
௡∈ℤ

 

and 

ඵ൫ु௫ೝషభ݂൯(ݖ௥ , (௥ݖ)௥ܧ݀(௥ାଵݖ
ℂమ

ଵܣ) − (௥ାଵݖ)௥ାଵܧ݀(ଶܣ

= ෍ ඵ൫ु௫ೝషభ ௡݂൯(ݖ௥, (௥ݖ)௥ܧ݀(௥ାଵݖ
ℂమ

ଵܣ) − (௥ାଵݖ)௥ାଵܧ݀(ଶܣ
௡∈ℤ

, 

and  the series on the right-hand  sides  converge  absolutely  in  the norm  which  is an 
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immediate consequence of inequalities (54).    
Corollary (4.2.38) [293]: Let݂ ∈ ℇఙ ∩  Then   .(ℝ)∞ܮ

(௥ିଵݔ)݂ − (௥ିଵݕ)݂
௥ିଵݔ − ௥ିଵݕ

= ෍(−1)௡ߪ ∙
(௥ିଵݔ)݂ − (ଵିߪ݊ߨ)݂

௥ିଵݔߪ − ݊ߨ
௡∈ℤ

∙
sin ௥ିଵݕߪ

௥ିଵݕߪ − ݊ߨ
                     (62) 

=
1
ߨ

න
(௥ିଵݔ)݂ − (௥ିଵݐ)݂

௥ିଵݔ − ௥ିଵℝݐ
.
sin( ௥ିଵݕ)ߪ − ((௥ିଵݐ

௥ିଵݕ − ௥ିଵݐ
,௥ିଵݔ      ,௥ିଵݐ݀  ௥ିଵݕ ∈ ℝ.        (63) 

Moreover, 

෍
(௥ିଵݔ)݂| − ଶ|(ଵିߪ݊ߨ)݂

௥ିଵݔߪ) − ଶ(݊ߨ
௡∈ℤ

=
1

ߪߨ
න

(௥ିଵݔ)݂| − ଶ|(௥ିଵݐ)݂

௥ିଵݔ) − ௥ିଵ)ଶݐ
ℝ

௥ିଵݔ      ,௥ିଵݐ݀ ∈ ℝ.        (64) 

and 

෍
sinଶ ௥ିଵݕߪ

௥ିଵݔߪ) − ଶ(݊ߨ
௡∈ℤ

= 1 =
1

ߪߨ
න

sinଶ( ௥ିଵݕ)ߪ − ((௥ିଵݐ
௥ିଵݕ) − ௥ିଵ)ଶݐ

ℝ
௥ିଵݕ      ,௥ିଵݐ݀ ∈ ℝ.        (65) 

Proof.  Clearly, it suffices to consider the caseߪ = 1.  Let us first observe that the identities 
in (65) are elementary and well known. 

    We are going to use the well-known fact that the family ቄ ୱ୧୬ ఙ௫ೝషభ

ఙ௫ೝషభିగ௡
ቅ

௡∈ℤ
 orthogonal basis in 

the spaceℇଵ ∩  ଶ(ℝ), forms anܮ

(௥ିଵݖ)ܨ = ෍(−1)௡(݊ߨ)ܨ
sin ௥ିଵݖ

௥ିଵݖ − ݊ߨ
௡∈ℤ

,                                  (66) 

and 

෍|(݊ߨ)ܨ|ଶ =
௡∈ℤ

1
ߨ

න .(௥ିଵݐ)ଶ݀|(௥ିଵݐ)ܨ|
ℝ

                                  (67) 

For every ܨ ∈ ℇଵ ∩  ଶ(ℝ), see, e.g., [167], Lect. 20.2,Th. 1. It follows immediately fromܮ
(67) that 

෍ തതതതതതതത(݊ߨ)ܩ(݊ߨ)ܨ =
௡∈ℤ

1
ߨ

න .௥ିଵݐതതതതതതതതതത݀(௥ିଵݐ)ܩ(௥ିଵݐ)ܨ
ℝ

for every ܨ, ܩ ∈ ℇଵ ∩  ଶ(ℝ).           (67)ܮ

Given ݔ௥ିଵ ∈ ℝ , we consider the function ܨ defined by (ߣ)ܨ = ௙(௫ೝషభ)ି௙(ఒ)
௫ೝషభ–ఒ

ߣ ,  ∈ ℂ. Clearly, 

ܨ ∈ ℇଵ ∩  .ଶ(ℝ)ܮ
     It is easy to see that (62) is a consequence of (66) and the equality in (64) is a 
consequence of (67).  It is also easy to see that (63) follows from (6.10). 
     It remains to prove that 

1
ߨ

න
(௥ିଵݔ)݂| − ଶ|(௥ିଵݐ)݂

௥ିଵݔ) − ௥ିଵ)ଶݐ
ℝ

௥ିଵݐ݀ ≤ 3‖݂‖௅∞(ℝ)
ଶ  

for every ܨ ∈ ℇଵ ∩ ௥ିଵݔ  ଶ(ℝ)  andܮ ∈ ℝ.  Without loss of generality we may assume 
that‖݂‖௅∞(ℝ) = 1.  Then ‖݂ ′‖௅∞(ℝ) ≤ 1  by the Bernstein inequality.  Hence,  
(௥ିଵݔ)݂|  − |(௥ିଵݐ)݂ ≤ min(2, ௥ିଵݔ| − t௥ିଵ|), and we have 

1
ߨ

න
(௥ିଵݔ)݂| − ଶ|(௥ିଵݐ)݂

௥ିଵݔ) − ௥ିଵ)ଶݐ
ℝ

௥ିଵݐ݀ ≤
1
ߨ

න
min(4, ௥ିଵݔ) − (௥ିଵ)ଶݐ

௥ିଵݔ) − ௥ିଵ)ଶݐ
ℝ

௥ିଵݐ݀

=
2
ߨ

න ௥ିଵݐ݀ +
ଶ

଴

8
ߨ

න
௥ିଵݐ݀

ଶ(௥ିଵݐ)

∞

ଶ
=

8
ߨ

< 3. 
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Corollary (4.2.39) [293]: Let ߪ > 0 and let ݂ be a function in ܥ௕(ℝଶ) such that 
suppℱ݂ ⊂ ௥ିଵߞ} ∈ ℂ: ≥|௥ିଵߞ|  .{ߪ

Thenु௫ೝషభ݂, ु௬ೝషభ݂ ∈ ௕(ℂ)ܥ ⊗෢௛  ,௕(ℂ)ܥ
ฮु௫ೝషభ݂ฮ

஼್(ℂ)⊗෢೓஼್(ℂ)
≤  ௅∞(ℂ)‖݂‖ߪ

and 
ฮु௬ೝషభ݂ฮ

஼್(ℂ)⊗෢೓஼್(ℂ)
≤  ௅∞(ℂ)‖݂‖ߪ

Proof. Clearly, ݂ is the restriction to ℝଶof an entire function of two complex 
variables.Moreover,  ݂(·, ܽ), ݂(ܽ,·) ∈ ℇଵ ∩ ଶ(ℝ)  for everyܽܮ ∈ ℝ.  It suffices to consider the 
caseߪ = 1. By Theorem 6.1, we have 

൫ु௫ೝషభ݂൯(ݖ௥ , (௥ାଵݖ ≝
௥ݔ)݂ , (௥ାଵݕ − ,௥ାଵݔ)݂ (௥ାଵݕ

௥ݔ − ௥ାଵݔ

= ෍(−1)௡ ,݊ߨ)݂ (௥ାଵݕ − ,௥ାଵݔ)݂ (௥ାଵݕ
݊ߨ − ௥ାଵ௡∈ℤݔ

∙
sin ௥ݔ

௥ݔ − ݊ߨ
 

and 

൫ु௬ೝషభ݂൯(ݖ௥, (௥ାଵݖ ≝
௥ݔ)݂ , (௥ାଵݕ − ,௥ݔ)݂ (௥ାଵݕ

௥ݕ − ௥ାଵݕ

= ෍(−1)௡ ௥ݔ)݂ , (௥ݕ − ௥ݔ)݂ , (݊ߨ
௥ݕ − ݊ߨ

௡∈ℤ

∙
sin ௥ାଵݕ

௥ାଵݕ − ݊ߨ
. 

    Note that the functions ୱ୧୬ ௫ೝ

௫ೝିగ௡
 and ௙(௫ೝ,௬ೝ)ି௙(௫ೝ,గ௡)

௬ೝିగ௡
 depend on ݖ௥ = ௥ݔ) ,  ௥) and do notݕ

depend on ݖ௥ାଵ = ,௥ାଵݔ) ௥ାଵ) while the functions ௙(గ௡,௬ೝశభ)ି௙(௫ೝశభ,௬ೝశభ)ݕ
గ௡ି௫ೝశభ

 and ୱ୧୬ ௬ೝశభ

௬ೝశభିగ௡
  depend 

on ݖ௥ାଵ = ,௥ାଵݔ) ௥ݖ ௥ାଵ) and do not depend onݕ = ௥ݔ) ,  ௥).  Moreover, by Corollaryݕ
(4.2.39)we have 

෍
௥ݔ)݂| , (௥ݕ − ௥ݔ)݂ , ଶ|(݊ߨ

௥ݕ) − ଶ(݊ߨ
௡∈ℤ

≤ ௥ݔ)݂‖3 ,∙)‖௅∞(ℝ)
ଶ ≤ 3‖݂‖௅∞(ℂ)

ଶ , 

෍
,݊ߨ)݂| (௥ାଵݕ − ,௥ାଵݔ)݂ ௥ାଵ)|ଶݕ

݊ߨ) − ௥ାଵ)ଶݔ
௡∈ℤ

≤ 3‖݂(∙, ௥ାଵ)‖௅∞(ℝ)ݕ
ଶ ≤ 3‖݂‖௅∞(ℂ)

ଶ , 

and 

෍
sinଶ ௥ݔ

௥ݔ) − ଶ(݊ߨ
௡∈ℤ

= ෍
sinଶ ௥ାଵݕ

௥ାଵݕ) − ଶ(݊ߨ
௡∈ℤ

= 1. 

This implies the result.    
Corollary (4.2.40) [293]: Let݂ belong to the Besov space ࡮∞ଵ

ଵ (ℝଶ) and let ௥ܰand ௥ܰାଵ be 
extended normal operators whose difference is a bounded operator. Then (58) holds and 

‖݂( ௥ܰ) − ݂( ௥ܰାଵ)‖ ≤ const‖݂‖࡮∞భ
భ (ℝమ)‖ ௥ܰ − ௥ܰାଵ‖. 

Proof. It follows that 

‖݂( ௥ܰ) − ݂( ௥ܰାଵ)‖ ≤ ෍‖ ௡݂( ௥ܰ) − ௡݂( ௥ܰାଵ)‖
௡∈ℤ

≤ const ෍ 2௡‖݂‖௅∞

௡∈ℤ

‖ ௥ܰ − ௥ܰାଵ‖

≤ const‖݂‖࡮∞భ
భ (ℝమ)‖ ௥ܰ − ௥ܰାଵ‖ 

(see the definition of ࡮∞ଵ
ଵ (ℝଶ) in § 2).    
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In other words, functions in ࡮∞ଵ
ଵ (ℝଶ) must be operator Lipschitz. 

Corollary (4.2.41) [293]: Let ℑ be a quasinormed ideal of operators on Hilbert space that 
has majorization property and let ݂ belong to the Besov space࡮∞ଵ

ଵ (ℝଶ).  If  ௥ܰ  and ௥ܰାଵ  are 
extended normal operators such that ௥ܰ − ௥ܰାଵ ∈ ℑ. Then ݂( ௥ܰ) − ݂( ௥ܰାଵ) ∈ ℑ and  

‖݂( ௥ܰ) − ݂( ௥ܰାଵ)‖ℑ ≤ భ∞࡮‖݂‖ܿ
భ (ℝమ)‖ ௥ܰ − ௥ܰାଵ‖ℑ 

for a numerical  constant ܿ. 
Proof. In the case where ℑ is a normed ideal the result is an immediate consequence In 
particular, Corollary (4.2.42)is true forℑ = ଵࡿ

௟  . To complete the proof in the general case it 
suffices to use the majorization property.    
Corollary (4.2.42) [293]: There exists a positive number ܿ such that for every  ߳ > 0 and 
every ∈  , ଵିఢ(ℝଶ)߉
‖݂( ௥ܰ) − ݂( ௥ܰାଵ)‖ ≤ ܿ(߳)ିଵ‖݂‖௸భషച(ℝమ)‖ ௥ܰ − ௥ܰାଵ‖(ଵିఢ).                    (68) 
for arbitrary extended  normal  operators ௥ܰ   and ௥ܰାଵ. 
Proof. The proof is almost the same as the proof of Theorem 4.1 of [148] (see also Remark   
following Theorem 4.1 in [148]) for self-adjoint operators. All we need is the following: 
‖ ௡݂( ௥ܰ) − ௡݂( ௥ܰାଵ)‖ ≤ const 2௡‖ ௡݂‖௅∞‖ ௥ܰ − ௥ܰାଵ‖, ݊ ∈ ℤ,            (69) 
and 
‖ ௡݂‖௅∞ ≤ const 2ି௡(ଵିఢ)‖݂‖௸భషച(ℝమ), ݊ ∈ ℤ,                                 (70) 
where the functions ௡݂ are defined by (2.2).  We remind that (69) is a consequence while (70) 
is a special case of Corollary (4.2.35). 
 The  deduction of inequality (68)  from (69)  and  (70)  is exactly the same as in the proof  
of Theorem  4.1 of [148],  in  which  inequality  (68)  for self-adjoint  operators  is deduced 
from the corresponding analogs of inequalities (69) and (70).    
    Consider now more general classes of functions.  Let ߱ be a modulus of continuity. Recall 
that the class ߉ఠ(ℝଶ)is defined by 

ఠ(ℝଶ)߉ ≝ ቊ݂: ‖݂‖௸ഘ(ℝమ) = sup
௭ೝஷ௭ೝశభ

(௥ݖ)݂| − |(௥ାଵݖ)݂
௥ݖ|)߱ − (|௥ାଵݖ < ∞ቋ. 

As in the case of functions of one variable (see [147], [148]), we define the function ߱∗ by 

(௥ିଵݔ)∗߱ ≝ ௥ିଵݔ න
(௥ିଵݐ)߱
ଶ(௥ିଵݐ)

∞

௫ೝషభ

௥ିଵݔ          ,௥ିଵݐ݀ > 0.                               (71) 

Corollary (4.2.43) [293]: There exists a positive number  ܿ such that for every modulus of 
continuity  ߱ and every ݂ ∈  ,  ఠ(ℝଶ)߉
‖݂( ௥ܰ) − ݂( ௥ܰାଵ)‖ ≤ ܿ‖݂‖௸ഘ(ℝమ) ∗߱(‖ ௥ܰ − ௥ܰାଵ‖)                    (72) 
for arbitrary extended normal  operators ௥ܰ and ௥ܰାଵ . 
Proof.  To prove Corollary (4.2.44), we need inequalities (69) and Corollary (4.2.35). The 
deduction of inequality (72) from (69) and Corollary (4.2.35)is exactly the same as it was 
done in the proof of Theorem 7.1 of [148] in the case of self-adjoint operators.  
  For a Lipschitz function f on a compact convex subset ܭof ℂ, we extend it to ℂ by the 
formula 
(௥ିଵߞ)݂ ≝  (73)                                                           ,(#(௥ିଵߞ))݂
Corollary (4.2.44) [293]: Let ௥ܰ and ௥ܰାଵ be extended normal operators whose spectra are 
contained in a compact convex set ܭ  and let ݂ be a Lipschitz function on.  Then 
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‖݂( ௥ܰ) − ݂( ௥ܰାଵ)‖ ≤ const ‖݂‖୐୧୮‖ ௥ܰ − ௥ܰାଵ‖ ൬1 + log
݀

‖ ௥ܰ − ௥ܰାଵ‖൰ ,      (74) 

where݀ is the diameter of ܭ . 
Proof.  Without loss of generality, we may assume that‖݂‖୐୧୮ = 1. Let us extend ݂  to C by 
formula (73).  Define the modulus of continuity ߱ by 

(ߜ)߱  = ൜ δ     ,ߜ ≤ d,
ߜ        ,݀ > ݀. 

Clearly,  ݂ ∈ ఠ(ℝ)   and‖݂‖௸ഘ(ℝ)߉ ≤ ‖݂‖୐୧୮.  We have 

(ߜ)߱∗ = ߜ න
௥ିଵݐ݀

௥ିଵݐ

ௗ

ఋ
+ ݀ߜ න

௥ିଵݐ݀

ଶ(௥ିଵݐ)

∞

ௗ
= ߜ log

݀
ߜ

+ ߜ    ,ߜ ≤ ݀, 

where߱∗ is defined by (71). Now inequality (74) follows immediately from Theorem 8.2.    
Corollary (4.2.45) [293]: Let߳ ≥ 0.  Then there exists a positive number ܿ > 0 such that for 
every ݈ ≥ 0,߳ ≥ 0, ݂ ∈  ଵିఢ(ℝଶ) , and for arbitrary extended normal operators ௥ܰ and߉

௥ܰାଵon Hilbert space with bounded ௥ܰ − ௥ܰାଵ,  the following inequality  holds: 
)݂)௝ݏ ௥ܰ) − ݂( ௥ܰାଵ)) ≤ ܿ‖݂‖௸భషച൫ℝమ൯(1 + ݆)ఢିଵ/ଵାఢ‖ ௥ܰ − ௥ܰାଵ‖ࡿభశച

ଵିఢ  
for every ݆ ≤ ݈. 
Proof. The proof is almost the same as the proof of Theorem 5.1 of [149].  To be able to 
apply the reasonings given in the proof of Theorem 5.1 of [149], we need inequality (70) and 
the following inequality: 
‖ ௡݂( ௥ܰ) − ௡݂( ௥ܰାଵ)‖ࡿభశച

೗ ≤ const 2௡‖ ௡݂‖௅∞‖ ௥ܰ − ௥ܰାଵ‖ࡿభశച
೗ ,    ݊ ∈ ℤ,          (75) 

where the functions ௡݂ are defined by (2.2).  Inequality (75) is an immediate consequence . 
All the details can be found in the proof of Theorem 5.1 of [149].    
Corollary (4.2.46) [293]: Let߳ > 0.  Then there exists a positive number  ܿ > 0 such that for 
every ݂ ∈ ଵିఢ(ℝଶ)    and arbitrary extended normal operators ௥ܰ߉   and  ௥ܰାଵ  on Hilbert 
space with ௥ܰ − ௥ܰାଵ ∈ )݂ ଵ , the operatorࡿ ௥ܰ) − ݂( ௥ܰାଵ)  belongs to ࡿ భ

భషച,∞ and the 

following inequality holds: 
‖݂( ௥ܰ) − ݂( ௥ܰାଵ)‖ࡿ భ

భషച,∞
≤ ܿ‖݂‖௸భషച(ℝమ)‖ ௥ܰ − ௥ܰାଵ‖ࡿభ

ଵିఢ. 

Proof. As in the case of self-adjoint operators (see Theorem 5.2 of [149]), this is an 
immediate consequence of Corollary (4.2.46) in the case ߳ = 0.    
    Note that the assumptions of Corollary (4.2.47) do not imply that ݂( ௥ܰ) − ݂( ௥ܰାଵ) ∈
ଵ/ଵିఢ. This is not true even in the case when ௥ܰࡿ  and ௥ܰାଵ are self-adjoint operators. This 
was proved in [149].  Moreover, in [149] a necessary condition on the function ݂ on ℝ was 
found for 
(ܣ)݂ − ܣ)݂ + ߳) ∈ ܣ    ଵ/ଵିఢ,     wheneverࡿ = ,∗ܣ ܣ + ߳ = ܣ) + ߳)∗    and    ߳ ∈  .ଵࡿ
That necessary condition is based on the ࡿଵାఢ criterion for Hankel operators ([145] and 
[172], Ch. 6) and shows that the condition ݂ ∈  .ଵିఢ(ℝ) is not sufficient߉
    The following result ensures that the assumption that ௥ܰ − ௥ܰାଵ ∈  ଵ for extended normalࡿ
operators ௥ܰ  and ௥ܰାଵ implies that ݂(ܣ) − ܣ)݂ + ߳) ∈  ଵ/ఢିଵ  under a slightly moreࡿ
restrictive assumption on. 
Corollary (4.2.47) [293]: Let ߳ > 0.Then there exists a positive number  ܿ > 0 such that for 
every ݂ ∈ ଵିఢ(ℝଶ) and arbitrary extended normal operators ௥ܰand߉ ௥ܰାଵon Hilbert space 
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with bounded ௥ܰ − ௥ܰାଵ, the following inequality holds: 
)݂|)௝ݏ ௥ܰ) − ݂( ௥ܰାଵ)| ଵ/ଵିఢ) ≤ ܿ‖݂‖௸భషച(ℝమ)

ଵ/ଵିఢ )௝ߪ ௥ܰ − ௥ܰାଵ),    ݆ ≥ 0. 

Recall that the numbers  ߪ௝  ( ௥ܰ − ௥ܰାଵ) defined by (3.1). 
Proof. As in the case of self-adjoint operators (see [149]), it suffices to apply Corollary 
(4.2.46)with ݈ = ݆  and߳ = 0.    
   Now we are  in  a  position  to obtain  a  general  result  in  the case  ݂ ∈  ଵିఢ(ℝଶ) and߉

௥ܰ − ௥ܰାଵ ∈ ℑ for an arbitrary quasinormed ideal ℑ with  upper  Boyd index less than 1. 
Recall that the number ܥℑ is defined in § 3. 
Corollary (4.2.48) [293]: Let ݂ be a function in  ܥ௕(ℝଶ)  whose Fourier transform ℱ݂ has 
compact support.  Suppose that ܴ is a bounded linear operator, ௥ܰand ௥ܰାଵare extended 
normal operators such that the operators ௥ܴܰ − ܴ ௥ܰାଵ and ௥ܰ

∗ܴ∗ − ܴ∗
௥ܰାଵ
∗ are bounded.  

Then 
݂( ௥ܰ) − ݂( ௥ܰାଵ)

= ඵ൫ु௫ೝషభ݂൯(ݖ௥, ܣ))(௥ݖ)௥ܧ݀(௥ାଵݖ + ߳)ଵܴ − ܣ)ܴ + ߳)ଶ)݀ܧ௥ାଵ(ݖ௥ାଵ)
ℂమ

+ ඵ൫ु௫ೝషభ ݂൯(ݖ௥, ଵܴܣ)(௥ݖ)௥ܧ݀(௥ାଵݖ − (௥ାଵݖ)௥ାଵܧ݀(ଶܣܴ
ℂమ

                       (76) 

Proof. The proof is similar to the proof of Corollary (4.2.37), Consider first the case when 
௥ܰ  and ௥ܰାଵ are bounded operators.  Put 

݀ = max{‖ ௥ܰ‖, ‖ ௥ܰାଵ‖}   and ܦ ≝ ௥ିଵߞ}  ∈ ℂ: |ߞ௥ିଵ| ≤ ݀}. 
By Corollary (4.2.36), both ु௬ೝషభ݂ and ु௫ೝషభ ݂ are Schur multipliers.  We have 

ඵ൫ु௬ೝషభ݂൯(ݖ௥, ܣ))(௥ݖ)௥ܧ݀(௥ାଵݖ + ߳)ଵܴ − ܣ)ܴ + ߳)ଶ)݀ܧ௥ାଵ(ݖ௥ାଵ)
ℂమ

= ඵ൫ु௬ೝషభ݂൯(ݖ௥, ܣ))(௥ݖ)௥ܧ݀(௥ାଵݖ + ߳)ଵܴ − ܣ)ܴ + ߳)ଶ)݀ܧ௥ାଵ(ݖ௥ାଵ)
஽×஽

= ඵ൫ु௬ೝషభ݂൯(ݖ௥, ܣ)(௥ݖ)௥ܧ݀(௥ାଵݖ + ߳)ଵܴ݀ܧ௥ାଵ(ݖ௥ାଵ)
஽×஽

− ඵ൫ु௬ೝషభ݂൯(ݖ௥, ܣ)ܴ(௥ݖ)௥ܧ݀(௥ାଵݖ + ߳)ଶ݀ܧ௥ାଵ(ݖ௥ାଵ)
஽×஽

= ඵ ௥ݖ)௥൫ु௬ೝషభ݂൯ݕ , (௥ାଵݖ)௥ାଵܧܴ݀(௥ݖ)௥ܧ݀(௥ାଵݖ
஽×஽

− ඵ ,௥ݖ)௥ାଵ൫ु௬ೝషభ݂൯ݕ (௥ାଵݖ)௥ାଵܧܴ݀(௥ݖ)௥ܧ݀(௥ାଵݖ
஽×஽

= ඵ(ݕ௥ − ௥ାଵ)൫ु௬ೝషభݕ ݂൯(ݖ௥ , (௥ାଵݖ)௥ାଵܧܴ݀(௥ݖ)௥ܧ݀(௥ାଵݖ
஽×஽

= ඵ൫݂(ݔ௥ , (௥ݕ − ௥ݔ)݂ , .(௥ାଵݖ)௥ାଵܧܴ݀(௥ݖ)௥ܧ௥ାଵ)൯݀ݕ
஽×஽

 

Similarly, 
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ඵ൫ु௫ೝషభ ݂൯(ݖ௥, ଵܴܣ)(௥ݖ)௥ܧ݀(௥ାଵݖ − (௥ାଵݖ)௥ାଵܧ݀(ଶܣܴ
ℂమ

= ඵ൫݂(ݔ௥ , (௥ାଵݕ − ,௥ାଵݔ)݂ .(௥ାଵݖ)௥ାଵܧܴ݀(௥ݖ)௥ܧ௥ାଵ)൯݀ݕ
஽×஽

 

It follows that 

ඵ൫ु௬ೝషభ݂൯(ݖ௥, ܣ))(௥ݖ)௥ܧ݀(௥ାଵݖ + ߳)ଵܴ − ܣ)ܴ + ߳)ଶ)݀ܧ௥ାଵ(ݖ௥ାଵ)
ℂమ

+ ඵ൫ु௫ೝషభ ݂൯(ݖ௥ , ଵܴܣ)(௥ݖ)௥ܧ݀(௥ାଵݖ − (௥ାଵݖ)௥ାଵܧ݀(ଶܣܴ
ℂమ

= ඵ൫݂(ݔ௥ , (௥ݕ − ,௥ାଵݔ)݂ (௥ାଵݖ)௥ାଵܧܴ݀(௥ݖ)௥ܧ௥ାଵ)൯݀ݕ
஽×஽

 

= ඵ ௥ݔ)݂ , (௥ାଵݖ)௥ାଵܧܴ݀(௥ݖ)௥ܧ݀(௥ݕ
஽×஽

− ඵ ,௥ାଵݔ)݂ (௥ାଵݖ)௥ାଵܧܴ݀(௥ݖ)௥ܧ݀(௥ାଵݕ
஽×஽

= ݂( ௥ܰ)ܴ − ܴ݂( ௥ܰାଵ). 
Corollary (4.2.49) [293]: Let ߳ > 0. Then there exists a positive number ܿ such that for 
every ݂ ∈ Λଵିఢ(ℝଶ)  , for arbitrary extended normal operators ௥ܰand ௥ܰାଵand a bounded 
operator ܴ with ௥ܴܰ − ܴ ௥ܰାଵ ∈ ଵାఢ andࡿ ௥ܰ

∗ܴ − ܴ ௥ܰାଵ
∗ ∈ )݂ ଵାఢ, the operatorࡿ ௥ܰ)ܴ −

ܴ݂( ௥ܰାଵ)  belongs to ࡿଵାఢ/ଵିఢ and the following inequality holds: 
‖݂( ௥ܰ)ܴ − ܴ݂( ௥ܰାଵ)‖ࡿభశച/భషച ≤ ܿ‖݂‖Λభశച(ℝమ)‖ ௥ܴܰ − ܴ ௥ܰାଵ‖ࡿభశച

ଵିఢ . 
Proof.  we prove that 

‖݂( ௥ܰ)ܴ − ܴ݂( ௥ܰାଵ)‖ࡿభశച/భషച

≤ ܿ‖݂‖Λభషച(ℝమ) max൛‖ ௥ܴܰ − ܴ ௥ܰାଵ‖ࡿభశച , ‖ ௥ܰ
∗ܴ − ܴ ௥ܰାଵ

∗ భశചࡿ‖ ൟ
ଵିఢ

. 
The result follows from the well-known inequality: 
‖ ௥ܰ

∗ܴ − ܴ ௥ܰାଵ
∗ భశചࡿ‖ ≤ const‖ ௥ܴܰ − ܴ ௥ܰାଵ‖ࡿభశച ,   ߳ > 0,          (77) 

see [173] and [174].    
    Note that inequality (77) does not hold for߳ = 0, see [175]. Thus to obtain analogs of 
Corollary (4.2.47)we have to estimate the quasicommutators ݂( ௥ܰ)ܴ − ܴ݂( ௥ܰାଵ) in terms of 
both ௥ܴܰ − ܴ ௥ܰାଵ and ௥ܰ

∗ܴ − ܴ ௥ܰାଵ
∗ .  

 
 
 


