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Chapter 3 
Differential Properties of Subalgebras and Fully Operators 

It is shown that (ܦଵ
∗)-subalgebras are closed under Cஶ- calculus. If ߜ is a closed derivation of A, 

the algebras  D (ߜ௉) are (ܦ௣
∗)-subalgebras of A. In the case when ߜ is a generator of a one-

parameter semi group of automorphisms of  A, it is proved that, in fact, D(ߜ௉)are (ܦଵ
∗)-

subalgebras. We also characterize  those Banach *-algebras which are isomorphic to (ܦଵ
∗)-

subalgebras of C*-algebras.It is proved that the following classes of functions from 
A(॰)coincide: the class of the sequences of operator Lipschitz functions on the unit circle ॻ; the 
class of the sequences of operator Lipschitz functions on ॰; and the class of the sequences of 
operator Lipschitz functions on all contraction operators. A similar result is obtained for the class 
of the sequences of operator Cଶ-Lipschitz functions from A(॰). 
 
   Section (3 .1): Some Dense  Subalgebras  of  ࡯*-Algebras 

     It is well-known that ܥ*-algebras are noncommutative analogies of the algebras of 
continuous functions. We studies some classes of dense ܥ∗-subalgebras of ܥ∗-algebras 
whose properties are "close" to the properties   of the algebras of differentiable functions. 
    In [100] is investigated dense locally normal ܳ∗-subalgebras ܤ of ܥ∗-algebras ܣ.  These 
subalgebras retain many properties of the enveloping   ܥ∗-algebras:   ܵ݌஺(ݔ) =   ,(ܺ)஻݌ܵ
ݔ ∈  is automatically ܤ  every finite-dimensional   semisimple  representation   of ,ܤ
continuous   and  extends  to  ܣ  and,  for  every  injective  *-homomorphism  ߮ of ܤ  into  a 
Banach  *-algebra,  ‖ݔ‖ ≦ ݔ ,‖(ݔ)߮‖ ∈   two-sided  (ܣ in the topology  of)  All closed .ܤ
ideals of ܤ  are  obtained  by the mapping  ܫ → ܫ ∩   of the set of all closed  two-sided  ܤ
ideals ܫ  in ܣ, this  mapping  is one-to-one   and  it  maps  the  set of all maximal  ideals  in  ܣ  
onto  the set of all maximal  ideals in ܤ. From Longo's result [101] it also follows that 
everywhere defined derivations from ܤ into  ܣ are automatically   bounded. 
    Let ܤ be a dense *-subalgebra of a ܥ∗-algebra (ܣ, ‖. ‖଴)   and a Banach *-algebra  with 
respect  to a norm  ‖. ‖∙ We describe  in terms  of the norm  ‖. ‖  different  classes of locally  
normal  ܳ∗-subalgebras  of ܣ. If, for example, ‖. ‖ is such that  ܤ is closed under ܥஶ-
functional calculus of selfadjoint elements, then  ܤ is a locally   normal    ܳ∗-subalgebra 
of ܣ.  Thus if ߜ is a closed  *-derivation of ܣ, if ݔ = ݌  has   (ݐ)݂  and  a  function   (௣ߜ)ܦ∗ݔ +
1 continuous derivatives, it follows from the result  of  Bratteli, Elliott and Jorgensen [102] 
that ݂(ݔ) ∈  .ܣ is a  locally normal ܳ∗-subalgebra  of (௣ߜ)ܦ so that ,(௣ߜ)ܦ
    Blackadar   and Cuntz [103] started the study of smooth   *-subalgebras   of ܥ∗-algebras. 
The basic concept in their approach is the one of differential seminorms which generalizes 
the seminorms   associated with the powers of derivations. They showed that any 
subalgebra which is complete with respect to a differential seminorm of total order ݇ is 
closed under ܥ௞ାଵ-functional calculus. 
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We consider (ܦ௣)-subalgebras ܤ of Banach algebras   (ܣ, ‖1‖଴):  dense subalgebras of  ܣ 
for which there exist norms  {‖1‖௜}௜ୀ଴

௣  and positive constants {ܦ௜}௜ୀ଴
௣  such that  (ܤ, ‖1‖௣) is 

Banach algebra and 
௜‖ݕݔ‖ ≦ ௜ିଵ‖ݕ‖௜‖ݔ‖)௜ܦ + ,(௜‖ݕ‖௜ିଵ‖ݔ‖ ,ݔ ݕ ∈ and  1  ܤ ≦ ݅ ≦  .݌
The differential subalgebras of order ݌ studied by Blackadar and Cuntz are (ܦ௣)-
subalgebras and, for ݌ = 1, these classes coincide. But for ݌ ≧ 2, the growth of ‖1‖௣on 
products and exponentials in (ܦ௣)-subalgebras, which determines the properties of the 
subalgebra, is much faster than in the differential subalgebras. Because of this, even 
for ݌ = 2, it is not clear whether (ܦ௣)-subalgebras are closed under ܥஶ-functional 
calculus. 
    In Theorem (3.1.6) we show that if ܣ contains an identity 1, then 1 ∈  -ܳ is a ܤ and ܤ
subalgebra of ܣ, i.e., ܵ݌஻(ܺ) = ݔ for all ,(ݔ)஺݌ܵ ∈  ,algebra-∗ܥ is a ܣ  For the case when .ܤ
ݔ = ∗ݔ ∈  Theorem (3.1.19) gives some sufficient ,(ݔ)஺݌ܵ is a function on (ݐ)݂  and ܤ
conditions for ݂(ݔ) to belong to ܤ. Although this condition is much stronger than the 
condition of Bratteli, Elliott and  Jorgensen [102] for the algebras ܦ(ߜ௣) and than the 
condition of Blackadar   and Cuntz [103] for differential  algebras,  nevertheless,  as  a  
corollary of  this result, we obtain that (ܦ௣)-subalgebras of ܥ∗-algebras are locally normal  
ܳ∗-subalgebras (similarly, the Fourier-Wiener algebra is a locally normal ܳ∗-subalgebra, 
but it is not closed  under ܳஶ-functional calculus). 
    Blackadar and Cuntz [103] studied a special class of flat differential seminorms. They 
showed that a differential seminorm ܶ = {|°|௜}௜ୀ଴

௣ on ܤ is flat if and only if there exist a 
seminormed algebra ܦ and a derivation ߜ of  ܦ  such that ܤ ⊆ ௜|ݔ| and that (௣ߜ)ܦ =
ฮߜ௜(ݔ)ฮ

஽
ݔ , !݅/ ∈ and 0 ܤ ≦ ݅ ≦  is a generator of a one-parameter ߜ We show that if .݌

semigroup of  automorphism of ܣ, then the flat differential seminorm ܶ = ቄฮߜ௜(ݔ)ฮ
଴

/݅!ቅ
௜ୀ଴

௣
 

of order ݌ > 1 on ܦ(ߜ௣) is equivalent to the differential seminorm ܶᇱ = ൛‖∙‖଴, ‖∙‖௣ൟ of 
order 1, where ‖ݔ‖௣ = ∑ ฮߜ௜(ݔ)ฮ

଴
/݅!௣

௜ୀ଴ . Thus, in this case, the algebras ܦ(ߜ௣)  are, in fact, 
 .ܣ subalgebras of-(ଵܦ)
 algebras constitute probably the most interesting subclass of-∗ܥ Subalgebras of-(ଵܦ)    
subalgebras of ܥ∗-algebras. Characterizes those Banach *-algebras which are isomorphic 
to (ܦଵ)-subalgebras of ܥ∗-algebras. 

 
      Let 

ܽ(݇, ݆) = ൬݇
݆ ൰ = ൜݇!/݆! (݇ − ݆)! ,    if  ݆ ≦ ݇,

0                      ,     if  ݆ > ݇. 

By induction one can prove the following formula: 

෍ ൬݇
݆ ൰ =

௠

௞ୀ଴

෍ ൬݇
݆ ൰ = ൬݉ + ݆

݆ + 1 ൰
௠

௞ୀ௝

,   ݆ ≦ ݉.                                 (1) 
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Set 

ܵ(݇, (݌ = ෍ ൬݇
݆ ൰ .

௣ିଵ

௝ୀ଴

 

Making use of (1), we obtain that 

෍ ܵ(݇, (݌ = ෍ ෍ ൬݇
݆ ൰

௣ିଵ

௝ୀ଴

=
௠

௞ୀ଴

௠

௞ୀ଴

෍ ෍ ൬݇
݆ ൰

௠

௞ୀ଴

௣ିଵ

௝ୀ଴

= ෍ ൬݉ + 1
݆ + 1 ൰ = ෍ ൬݉ + 1

݆ ൰ = ܵ(݉ + 1, ݌ + 1) − 1.
௣

௝ୀଵ

௣ିଵ

௝ୀ଴

            (2) 

Lemma (3.1.1)[99]. Let ܤ be an algebra and let { ௜݂}௜ୀ଴
௣  be a set of non-negative    functions 

on ܤ such that for all ݅ = 0, . . . , (௡ା௠ݔ)௜݂  ,݌ ௜݂(ݔ௡) ௜݂(ݔ௠), ݔ ∈ ,݉   and  ܤ ݊ > 0.  If there 
exist positive numbers  {ܥ௜}௜ୀ଴

௣  such that 
௜݂(ݔଶ) ≦ ௜ܥ ௜݂ିଵ(ݔ) ௜݂(ݔ),    ݔ ∈ ݅  and  ܤ = 1, … ,  ,݌

then, for all ݇, 

௜݂ቀݔଶೖቁ ≦ ଴݂(ݔ)ଶೖିௌ(௞,௜) ෑ[ ௜݂ିଵ(ݔ)]௔(௞,௝)
௜ିଵ

௝ୀ଴

 .௔(௞,௝ାଵ)(௜ି௝ܥ)

in particular, ଵ݂ቀݔଶೖቁ ≦ ଵܥ
௞[ ଴݂(ݔ)]ଶೖିଵ

ଵ݂(ݔ). 

Proof. We have that 

௜݂ቀݔଶೖቁ ≦ ௜ܥ ௜݂ିଵቀݔଶೖషభቁ ௜݂ቀݔଶೖషభቁ ≦ ⋯

≦ ଵܥ
௞

௜݂ିଵቀݔଶೖషభቁ ௜݂ିଵቀݔଶೖషమቁ … ௜݂ିଵ(ݔଶ) ௜݂ିଵ(ݔ) ௜݂(ݔ).               (3) 

Since ଴݂(ݔ௠) ≦ ଴݂(ݔ)௠, we obtain that ଵ݂ቀݔଶೖቁ ≦ ଵܥ
௞[ ଴݂(ݔ)]ଶೖିଵ

ଵ݂(ݔ) and the lemma holds 

for ݅ = 1. Suppose that the lemma holds for ݅ ≦ ݊. Let ݅ = ݊ + 1. By (3), 

௡݂ାଵቀݔଶೖቁ ≦ ௡ାଵܥ
௞ (ݔ) ௡݂ାଵ(ݔ) ෑ ௡݂൫ݔଶ೘൯

௞ିଵ

௠ୀ଴

≦ ௡ାଵܥ
௞

௡݂ାଵ(ݔ) ෑ ଴݂(ݔ)ଶ೘ିௌ(௠,௡)
௞ିଵ

௠ୀ଴

ෑൣ ௡݂ି௝(ݔ)൧௔(௠,௝)
௡ିଵ

௝ୀ଴

൫ܥ௡ି௝൯௔(௠,௝ାଵ)
. 

By (2), ∑ (2௠ − ܵ(݉, ݊))௞ିଵ
௠ୀ଴ = 2௞ − 1 − ܵ(݇, ݊ + 1) + 1 = 2௞ − ܵ(݇, ݊ + 1). By 

(1) ∑ ܽ(݉, ݆) = ܽ(݇, ݇, ݆ + 1)௞ିଵ
௠ୀ଴ . therefore 

௡݂ାଵቀݔଶೖቁ ≦ ௡ାଵܥ
௞

௡݂ାଵ(ݔ) ଴݂(ݔ)ଶೖିௌ(௞,௡ାଵ) ෑ ௡݂ି௝(ݔ)௔(௞,௝ାଵ)
௡ିଵ

௝ୀ଴

௡ି௝ܥ
௔(௞,௝ାଶ)

= ଴݂(ݔ)ଶೖିௌ(௞,௡ାଵ) ෑ ௡݂ାଵି௝(ݔ)௔(௞,௝)
௡

௝ୀ଴

௡ାଵି௝ܥ
௔(௞,௝ାଵ). 
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Corollary (3.1.2)[99].    Let 2௠ ≦ ݊ < 2௠ାଵ  and set (ݔ)ܭ = max
ଵ≦௜≦௣

௜ܥ} ௜݂(ݔ), 1}. Then for ݉ >

 ,݌2
ܵ(݉, (݌ < ݉௣ିଵ  and   ௣݂(ݔ) ≦ ]ଶ(௠ାଵ)೛శభ(ݔ)ܭ ଴݂(ݔ)]௡ିௗ(௡), 
where  ܵ(݉, (݌ ≦ ݀(݊) ≦ ܵ(݉ + 1, ݌ + 1). 
Proof.  By Lemma (3.1.1), ௣݂(ݔଶ೔) ≦ ]௕೔(ݔ)ܭ ଴݂(ݔ)]ଶ೔ିௌ(௜,௣), where 

௜ܾ = ෍ ቆ൬݅
݆൰ + ൬ ݅

݆ + 1൰ቇ
௣ିଵ

௝ୀ଴

= 2ܵ(݅, (݌ − 1 + ൬݅
൰݌ ≦ 2ܵ(݅, ݌ + 1). 

Set ଴݂(ݔ଴) = 1. Let ݊ = ∑ ܽ௜2௜௠
௜ୀ଴ , where ܽ௜  are either 1 or 0 and ܽ௠ = 1. Then  

௣݂(ݔ௡) ≦ ෑ ௣݂ ቀݔ௔೔ଶ೔ቁ ≦ ෑ ]௔೔௕೔(ݔ)ܭ ଴݂(ݔ)]௔೔ቀଶ೔ିௌ(௜,௣)ቁ
௠

௜ୀ଴

௠

௜ୀ଴

≦ ]௕(ݔ)ܭ ଴݂(ݔ)]௡ିௗ(௡), 

Where  ܾ = ∑ ܽ௜ ௜ܾ
௠
௜ୀ଴   and ݀(݊) = ∑ ܽ௜ܵ(݅, ௠(݌

௜ୀ଴ . Since ܽ௠ = 1, we obtain from (2) that ܾ ≦
2ܵ(݉ + 1, ݌ + 2) and ܵ(݉, (݌ ≦ ݀(݊) ≦ ܵ(݉ + 1, ݌ + 1). 

    For ݉ > ,݉)ݏ   we have that ,݌2 (݌ < ݌ ቀ
݉

݌ − 1ቁ < ݉௣ିଵ. Since1 ≦ ௕(ݔ)ܭ then   ,(ݔ)ܭ ≦

ଶ(௠ାଵ)೛శభ(ݔ)ܭ  
Definition (3.1.3)[99]. Let {‖∙‖௜}௜ୀ଴

௣  be algebraic seminorms on an algebra ܤ, i.e.,‖ݕݔ‖௜ ≦
 . ௜‖ݕ‖௜‖ݔ‖
  (i) We say that ܤ has property (ࡰ௣) with respect to {‖∙‖௜}௜ୀ଴

௣   if there exist 
numbers {ࡰ௜}௜ୀ଴

௣ ௜ࡰ  , ≧ 0,  such that  for all ݔ ∈  ,ܤ
௜‖ݕݔ‖ ≦ ௜ିଵ‖ݕ‖௜‖ݔ‖)௜ࡰ + ,  (௜‖ݕ‖௜ିଵ‖ݔ‖ 1 ≦ ݅ ≦  .݌

  (ii)  Let ‖∙‖଴ and   ‖∙‖௣ be norms on ܤ and let ܣ be the completion of ܤ with respect to ‖∙‖଴. 
If ܤ is Banach algebra with respect to ‖∙‖௣, then we say that    ܤ is a (ࡰ௣)-subalgebra of ܣ. If, 
in addition, ܤ is a *-algebra and ‖ݔ∗‖௜ = ௜, 0‖ݔ‖ ≦ ݅ ≦ ௣ࡰ) is a ܤ then we say that ݌

∗ )-
subalgebra of the Banach *-algebra ܣ. 

      Since ‖ݔ௡ା௠‖ ≦  ௠‖ for any seminorm ‖∙‖ Lemma (3.1.1) and Corollary (3.1.2)ݔ‖‖௡ݔ‖
hold if ܤ has property (ࡰ௣) with ܥ௜ = ௜ࡰ2 . 
Lemma(3.1.4)[99].  Let ܤ be a *-algebra and let ‖ݔ∗‖௜ = ௜, 0‖ݔ‖ ≦ ݅ ≦  Then property .݌
௣ࡰ) is equivalent to the following property (௣ࡰ)

∗ ): there exist numbers {ࡰ௜
ᇱ}௜ୀଵ

௣ ௜ࡰ  ,
ᇱ ≧ 0,   

such that for all ݔ ∈  ,ܤ
௜‖ݔ∗ݔ‖ ≦ ௜ࡰ

ᇱ‖ݔ‖௜‖ݔ‖௜ିଵ  ,    1 ≦ ݅ ≦  ݌
Proof. Let ݔ = ܽ + ܾ݅ ∈ Then ‖ܽ‖௜ .ܤ = ݔ)‖ + ௜‖2/(∗ݔ ≦ ௜‖ݔ‖  and ‖ܾ‖ = ݔ)‖ − ௜‖2݅/(∗ݔ ≦
௣ࡰ) clearly implies property (௣ࡰ) ௜. Property‖ݔ‖

∗ ). Let ܤ  have property (ࡰ௣
∗ ). Fix ݅ and set 

‖∙‖ =  ‖∙‖௜ =  ‖∙‖௜ିଵ and ࡰ = ௜ࡰ
ᇱ.  We have that 

ଶݔ = ܽଶ + ݅(ܾܽ + ܾܽ) − ܾଶ = (1 − ݅)ܽଶ − (1 + ݅)ܾଶ + ݅(ܽ + ܾ)ଶ, ݔ∗ݔ = ܽଶ + ݅(ܾܽ − ܾܽ) +
ܾଶ 
Then 

‖ܾܽ − ܾܽ‖ = ݔ∗ݔ‖ − ܽଶ − ܾଶ‖ ≦ |ݔ|‖ݔ‖)ܦ + ‖ܽ‖|ܽ| + ‖ܾ‖|ܾ|) ≦  .|ݔ|‖ݔ‖ܦ3
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For ݐ > 0, 
ܾܽ)ݐ2‖ + ܾܽ)‖ = ‖(ܽ + ଶ(ܾݐ − (ܽ − ‖ଶ(ܾݐ ≦ ‖(ܽ + ܽ)‖‖ଶ(ܾݐ − ‖ଶ(ܾݐ

≦ ܽ‖)ܦ + ܽ|‖ܾݐ + |ܾݐ + ‖ܽ − ܽ|‖ܾݐ − (|ܾݐ
≦ |ܽ|‖ܽ‖)ܦ2 + ‖ܾ‖|ܽ|ݐ + ‖ܽ‖|ܾ| +  .(|ܾ|‖ܾ‖ଶݐ

Therefore 
‖ܾܽ + ܾܽ‖ ≦ |ܾ|‖ܽ‖)ܦ + |ܽ|‖ܾ‖ + |ܾ|‖ܾ‖ݐ +  (ݐ/|ܽ|‖ܽ‖

Using the inequality   2(ߤߣ)ଵ/ଶ ≦ ߣ +  we obtain that ,ߤ
min(ݐ‖ܾ‖|ܾ| + (ݐ/|ܽ|‖ܽ‖ = 2(‖ܾ‖|ܾ|‖ܽ‖|ܽ|)ଵ/ଶ ≦ ‖ܽ‖|ܾ| + |ܽ|‖ܾ‖. 

Therefore ‖ܾܽ + ܾܽ‖ ≦ |ܾ|‖ܽ‖)ܦ2 + |ܽ|‖ܾ‖), so that‖ܾܽ + ܾܽ‖ ≦  Hence we .|ݔ|‖ݔ‖ܦ4
obtain that ‖ܾܽ‖ = ‖(ܾܽ + ܾܽ) + (ܾܽ − ܾܽ)‖/2 ≦ ‖ݔ‖Since .|ݔ|‖ݔ‖ܦ3.5 ≦ ‖ܽ‖ + ‖ܾ‖ 
and |ݔ| ≦ |ܽ| + |ܾ|, 

‖ܾܽ‖ ≦ ‖ܽ‖)ܦ3.5 + ‖ܾ‖)(|ܽ| + |ܾ|). 
Let now  ݔ = ܽଵ + ݅ܽଶ  and  ݒ = ܾଵ + ܾ݅ଶ. For every ݆ and ݇, 

ฮ ௝ܾܽ௞ฮ ≦ ൫ฮܦ3.5 ௝ܽฮ + ‖ܾ௞‖൯൫ห ௝ܽห + |ܾ௞|൯ ≦ ‖ݔ‖)ܦ3.5 + |ݔ|)(‖ݕ‖ +  .(|ݕ|
Then 

‖ݕݔ‖ ≦ ෍ ฮ ௝ܾܽ௞ฮ
ଶ

௝.௞ୀଵ

≦ ‖ݔ‖)ܦ14 + |ݔ|)(‖ݕ‖ +  .(|ݕ|

Set ݐ = ݏ  ,|ݔ| = ݑ ,|ݕ| = ݒ  and ݐ/ݔ = |ݑ| Then    .ݏ/ݕ = |ݒ| ,1 = 1  and 
‖ݕݔ‖ = ‖ݒݑ‖ݏݐ ≦ ‖ݑ‖)ܦݏݐ28 + (‖ݒ‖ = |ݕ|‖ݔ‖)ܦ28 +  .(‖ݕ‖|ݔ|

Thus  ܤ has property (ࡰ௣).           
    Recall that a normed algebra ܤ with identity is a ܳ-algebra if the group of all invertible 
elements in ܤ is open in ܤ. If, in addition, ܤ is a *-normed algebra, then ܤ is a ܳ∗-algebra. 
Let ܵ݌஻(ݔ) be the spectrum and  ݎ஻(ݔ) be the spectral radius of ݔ in ܤ. 
Lemma(3.1.5)[99].  ([8,11]). The following conditions are equivalent: 

(i)  ܤ is a ܳ-algebra; 
(ii)  ݎ஻(ݔ) ≦ ݔ for all ‖ݔ‖ ∈  ;ܤ
(iii) ܵ݌஺(ݔ) = ݔ for all (ݔ)஻݌ܵ ∈  .ܤ is the completion of ܣ where ,ܤ

    Bratteli and Robinson [104] (cf. [105]) proved that if ߜ is a closed *-derivation   of a ܥ∗-
algebra with an identity 1, then 1 belongs automatically to the domain  (ߜ)ܦ  of ߜ. In [100] 
this result was extended to the case when ߜ is a densely defined closed derivation of a 
Banach algebra ܣ. The following theorem  shows that (ࡰ௣)-subalgebras of Banach algebras 
are ܳ-algebras and that 1 automatically belongs to them. 
Theorem (3.1.6)[99]. Let ܤ be a (ࡰ௣)-subalgebra of ܣ and let ܣ contain an identity 1. Then 
૚ ∈  .is a ܳ-algebra with respect to ‖∙‖଴ ܤ and ܤ
Proof.  Let ݕ be an element in ܤ such that ‖૚ − ଴‖ݕ = ߝ < 1.Set 

ܽ௡ = ૚ − (૚ − ௡(ݕ = − ෍ ቀ݊
݅ ቁ

௡

௜ୀଵ

௜(ݕ−) ∈  ܤ
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Then    ܽ௡ାଵ − ܽ௡ = (૚ − ܭ Let .ݕ௡(ݕ = ૚)ܭ − (ݕ  = max
ଵ≦௜≦௣

,௜ࡰ2} ‖૚ − ௜‖ݕ , 1}. From 

Corollary(3.1.2) we obtain that 
‖ܽ௡ାଵ − ܽ௡‖௣ ≦ ‖(૚ − ௣‖ݕ‖௡‖௣(ݕ ≦ ௣‖ݕ‖௡ିௌ(௠ାଵ,௣ାଵ)ߝଶ(௠ାଵ)೛శభܭ

≦  ,௣‖ݕ‖௡ି(௠ାଵ)೛ߝଶ(௠ାଵ)೛శభܭ
where ݉ ≦ ݈݃ଶ݊ ≦ ݉ + 1. The series ∑ ௡ି(௟௚మ௡ାଵ)೛ஶߝଶ(௟௚మ௡ାଵ)೛శభܭ

௡ୀଵ   converges.  Therefore its 
partial sums ܵ௜, converge. 
   For any ݍ > 0, 

ฮܽ௡ା௤ − ܽ௡ฮ
௣

≦ ෍ ฮ ௝ܽାଵ − ௝ܽฮ
௣

≦ ௣൫ܵ௡ା௤ିଵ‖ݕ‖ − ܵ௡ିଵ൯
௡ା௤ିଵ

௝ୀ௡

. 

Since ܤ is a Banach algebra with respect to‖∙‖௣, the sequence {ܽ௡} converges to an element 
 .ܤ in ݕݔ converges to {ݕ௡ܽ} Hence .ܤ in ݔ
    On the other hand, 

ܽ௡ݕ = ݕ − (1 − ݕ௡(ݕ = ݕ − (ܽ௡ାଵ − ܽ௡). 
Since ‖ܽ௡ାଵ − ܽ௡‖௣ → 0, {ܽ௡ݕ} converges to ݕ  with respect to ‖∙‖௣ . Thus ݕݔ =   .ݕ
Since ‖૚ − ଴‖ݕ < = ݔ  Therefore .ܣ is invertible in  ݕ ,1 1 ∈  .ܤ
Since (ܤ, ‖∙‖௣) is a Banach algebra, it follows from Corollary (3.1.2) that 

(ݔ)஻ݎ = lim
௡→ஶ

൫‖ݔଶ‖௣൯ଵ/௡ ≦ lim
௡→ஶ

଴‖ݔ‖ଶ(௠ାଵ)೛శభ/೙(ݔ)ܭ
(௡ିௗ(௡))/௡, 

where (ݔ)ܭ = max
ଵ≦௜≦௣

,௜ࡰ2} ,௜‖ݔ‖ 1} and where ቀ
݉

݌ − 1ቁ ≦ ݀(݊) ≦ (݉ + 1)௣ − 1 and ݉ ≦

݈݃ଶ݊ < ݉ + 1. Hence ݎ஻(ݔ) ≦  is a ܳ-algebra with respect to ܤ ,଴ and, by Lemma (3.1.5)‖ݔ‖
‖∙‖଴. 
Example (3.1.7)[99]. Let (ܣ, ‖∙‖) be Banach algebra. ܣ two-sided ideal ܫ of ܣ is 
symmetrically   normable (see [106])  if ܫ is a Banach algebra with respect  to a norm  |∙|௦ . 
and 

௦|ݖݕݔ| ≦ ݕ   for    ,‖ݖ‖௦|ݕ|‖ݔ‖ ∈ ,ݔ  and  ܫ ݖ ∈  .ܣ
    The symmetric Segal algebras of locally compact groups ܩ are symmetrically normable 
ideals of ܮଵ(ܩ) [107]. Shatten classes of operators give another example of symmetrically 
normable ideals [108J. 
   If ݈ is a dense symmetrically normable ideal in ܣ, then it is a (ࡰଵ)-subalgebra of ܣ with 
respect to ‖∙‖  and |∙|௦. By Theorem (3.1.6), ܣ does not have an identity. The algebras  ܣ and 
መܣ can be canonically embedded in larger Banach algebras ܫ = ܣ + ℂ૚   and ܫመ = ܫ + ℂ૚ with 
the norms 
૚ݐ‖ + ‖ݔ = |ݐ| + ૚ݐ‖  and  ‖ݔ‖ + ଵ‖ݕ = |ݐ| + ݐ   ,௦|ݕ| ∈ ℂ, ݔ ∈ ,ܣ ݕ ∈  ܫ

respectively.  The algebra ܫመ is a (ࡰଵ)-Subagebra of ܣመ. 
Example (3.1.8)[99]. Let ߜଵ, … , ,ܣ) ௣  be closed derivations of a Banach algebraߜ ‖∙‖)some 
of them may be the same). For every subset  ܵ = {݇ଵ, . . . , ݇௠}  of {݌, . . . ,1}, ݇ଵ  > ݇ଶ … > ݇௠ , 
set 
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(ݔ)ௌߜ = …௞భ൫ߜ ൫ߜ௞೘(ݔ)൯ … ൯   and  (ݔ)∅ߜ =  ݔ
where ∅ is the empty  set.  Let ܦ(ߜ௦)  be the domain of ߜௌ and let ߜ)ܦ௦ … . (ଵߜ ⋂ ௌ(ௌߜ)ܦ  
where  ܵ ranges over all subsets of {݌, . . . ,1}. 

    For  ݔ ∈ ௌߜ)ܦ … . ଴‖ݔ‖ ଵ),      setߜ = and,  for 1  ‖ݔ‖ ≦ ݅ ≦  set   ,݌

ଵ‖ݔ‖ = ෍‖ߜௌ(ݔ)‖
ௌ

 

where  ܵ ranges  over all subsets  of {݅, . . . ,1}. For example, 
ଵ‖ݔ‖ = ‖ݔ‖ + ଶ‖ݔ‖   and ‖(ݔ)ଵߜ‖ = ‖ݔ‖ + ‖(ݔ)ଵߜ‖ + ‖(ݔ)ଶߜ‖ +  ‖((ݔ)ଵߜ)ଶߜ‖

For  every  subset  ܵ  of  {݌, . . . ,1},  the  derivation   property   implies  the  identity ߜௌ(ݕݔ) =
∑ ொ(ݕ)ௌ\ொߜ(ݔ)ொߜ  , where ܳ ranges over all subsets of ܵ. Therefore 

௜‖ݕݔ‖ ≦ ෍ ෍ฮߜொ(ݔ)ฮฮߜௌ\ொ(ݕ)ฮ
ொௌ

 

where  ܵ ranges  over  all  subsets  of  {݅, . . . ,1} and  ܳ ranges  over  all  subsets  of ܵ. From 
this we can deduce that 

௜‖ݕݔ‖ ≦ ௜‖ݕݔ‖  ௜    and‖ݕ‖௜‖ݔ‖ ≦ ௜ିଵ‖ݕ‖௜‖ݔ‖ +  .௜‖ݕ‖௜ିଵ‖ݔ‖
Therefore ߜ)ܦ௣ … . with respect to the norms {‖∙‖௜}௜ୀ଴ (௣ࡰ) ଵ) has propertyߜ

௣ . The 
closedness of all the derivations ߜଵ … . ௣ߜ)ܦ  ௣ implies thatߜ … .  ଵ)  is Banach algebra withߜ
respect to ‖∙‖௣. If ߜ)ܦ௣ … .  .ܣ subalgebra of-(௣ࡰ) ଵ) is dense in A, then it is aߜ

Example (3.1.9)[99]. . Let (ܣ, ‖∙‖ ) be a Banach  algebra, let ܨ be a linear  closed mapping  
from a dense  subalgebra   (ܨ)ܦ  of ܣ  into  a normed  space (ܪ, ‖∙‖ு)   and  let there  exist 
ܦ ≧ 0   such that 

ு‖(ܾܽ)ܨ‖ ≦ ‖ܾ‖ு‖(ܽ)ܨ‖)ܦ + ,ܽ  ,(ு‖(ܾ)ܨ‖‖ܽ‖ ܾ ∈  .(ܨ)ܦ
For example,  ܪ is Banach ܣ-bimodule and ܨ is a closed derivation from ܣ into ܪ. Set 
‖ܽ‖଴ = ‖ܽ‖ and ‖ܽ‖ଵ = ‖ܽ‖ + ு‖(ܽ)ܨ‖ . Then (ܨ)ܦ is a (ࡰଵ)-subalgebra     of  ܣ  with 
respect to the norms  ‖∙‖଴ and ‖∙‖ଵ. 

Example (3.1.10)[99].. Let (ࣛ, |∙|)  and  (ी, |∙|ଵ)  be Banach algebras and let ܤ be  a (ࡰଵ)-
subalgebra of ܣ with respect to |∙| and |∙|ଵ By ܥ(ࣛ)  and ܥ(ी) we denote the Banach 
algebras of all converging sequences  ܽ = {ܽ௡},  ܽ௡ ∈ ࣛ, and ܾ = {ܾ௡},  ܾ௡ ∈ ी with the 
norms ‖ܽ‖଴ = sup|ܽ௡| and ‖ܾ‖ଵ = sup|ܾ௡|ଵ respectively.   Then    ܥ(ी) is   a (ࡰଵ)-
subalgebra    of ܥ(ࣛ). Let ܪ =  which consists of all (ी)ܥ ଵ(ी) be the linear manifold inܮ 
ܾ = {ܾ௡}  such that 

‖ܾ‖ு = ෍|ܾ௡|ଵ

ஶ

௡ୀଵ

< ∞. 

Then ܮଵ(ी) is a Banach ܥ(ी)-bimodule. Let 
(ܾ)ܨ = {ܾଵ, ܾଶ − ܾଵ, ⋯ , ܾ௡ − ܾ௡ିଵ, ⋯ } 

be a  mapping from  ܥ(ी) into  ܮଵ(ी).  Then  ܮଵ(ी) ⊆  contains every   (ܨ)ܦ  and   (ܨ)ܦ
constant sequence ܾ = {ܾ௡} ∈ ी, ܾ௡ = ܾ௠ ,  for all ݊ and  ݉.  Hence (ܨ)ܦ  is dense in ܥ(ी), 
so that ܨ  is a closed derivation from ܥ(ी) into ܮଵ(ी). Thus (ܨ)ܦ  is a (ࡰଵ)-subalgebra of 
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with respect to the norms ‖ܾ‖ଵ. and ‖ܾ‖ଶ (ी)ܥ = ‖ܾ‖ଵ +  ு. It is easy to check that‖(ܾ)ܨ‖
 .(ࣛ)ܥ is a (D2)-subalgebra of (ܨ)ܦ so that   ,(ࣛ)ܥ is also dense in  (ܨ)ܦ
       We  consider  a  special  subclass  of  (ࡰ௣)-subalgebras of  Banach algebras-differential   
subalgebras studied  by  Blackadar   and  Cuntz   [103]. A set of seminorms ܶ = {|∙|௜}௜ୀ଴

௣ =
0 (not necessarily algebraic on an algebra ܤ is called a differential seminorm   of order ݌ if 

௜|ݕݔ| ≦ ෍ ௝|ݔ|௝,௜ି௝ܭ

௜

௝ୀ଴

,ݔ    ,௜ି௝|ݕ| ݕ ∈ and  0    ܤ ≦ ݅ ≦  ,݌

where ܭ௝,௠ are nonnegative  constants and ܭ଴,଴ = 1. Differential seminorms ܶ = {|∙|௜}௜ୀ଴
௣ =

0 and ܶ′ = {|∙|௜
ᇱ}௜ୀ଴

௠ = 0 are equivalent if the seminorms ∑ |∙|௜
௣
௜ୀ଴  and ∑ |∙|௜

ᇱ௠
௜ୀ଴  are equivalent 

on ܤ. Every differential seminorm ܶ  is equivalent to a differential seminorm ܶ′ =
{|∙|௜

ᇱ}௜ୀ଴
௠ = 0 such |ݕݔ|௜

ᇱ ≦ ∑ ௜|ݔ|
ᇱ௜

௝ୀ଴ ௜ି௝|ݕ|
ᇱ . 

For 0 ≦ ݅ ≦ set ܴ௜ ,݌ = min
௝ା௡≦௜

 .(௝,௡ܭ)

Lemma (3.1.11)[99].  ‖ݔ‖௜ = ܴ௜ ∑ ௡|ݔ|
௜
௡ୀ଴ , 0 ≦ ݅ ≦        and ܤ are algebraic seminorms on ݌

with respect to {‖∙‖௜}௜ୀ଴ (௣ࡰ) has property ܤ
௣ and with constants    ࡰ௜ = ܴ௜/ܴ௜ିଵ. 

Proof.   We have 

௜‖ݕݔ‖ = ܴ௜ ෍ ௠|ݕݔ| ≦ ܴ௜ ෍ ෍ ௝,௠ି௝ܭ

௠

௝ୀ଴

௜

௠ୀ଴

௜

௠ୀ଴

௠ି௝|ݕ|௝|ݔ|

≦ ܴ௜
ଶ ෍ ෍|ݔ|௝|ݕ|௠ି௝

௠

௝ୀ଴

≦
௜

௠ୀ଴

 ௜,                                      (4)‖ݕ‖௜‖ݔ‖

so that ‖∙‖௜ are algebraic seminorms on ܤ. From (4) it follows that 

௜‖ݕݔ‖ = ܴ௜
ଶ ෍ ෍|ݔ|௝|ݕ|௠ି௝

௠

௝ୀ଴

≦
௜

௠ୀ଴

ܴ௜
ଶ ቎ቌ෍|ݔ|௝

௜

௝ୀ଴

ቍ ቌ෍|ݕ|௝

௜ିଵ

௝ୀ଴

ቍ + ቌ෍|ݔ|௝

௜ିଵ

௝ୀ଴

ቍ ቌ෍|ݕ|௝

௜

௝ୀ଴

ቍ቏

≦ ௜ିଵ‖ݕ‖௜‖ݔ‖)ଵࡰ +  .(௜‖ݕ‖௜ିଵ‖ݔ‖
Definition(3.1.12)[99].  Let ܶ = {|∙|௜}௜ୀ଴

௣  be a differential seminorm on ܤ, let |∙|଴ = ‖∙‖଴ and 
‖∙‖௣be norms on ܤ  and let (ܤ, ‖∙‖௣)   be Banach algebra. By ܣ  we denote the completion 
of ܤ with respect to ‖∙‖଴.Then  (ܤ, ܶ) is called a differential subalgebra of  ܣ of order ݌. If, 
in addition,   ܤ   is a   *-algebra and |ݔ∗|௜ = ௜|ݔ|  , 0 ≦ ݅ ≦ ,ܤ)  then   ݌ ܶ)   is a differential *-
subalgebra   of the Banach *-algebra ܣ. 
Lemma (3.1.1)  establishes the growth of ቛݔଶೖቛ

௣
, as ݇ → ∞, in the case when ܤ  has 

property (ࡰ௣).  Lemma (3.1.13) below is similar to Lemma (3.1.1)  and estimates the 

growth of ቛݔଶೖቛ
௣

, as݇ → ∞, when ܤ has a differential seminorm ܶ = {|∙|௜}௜ୀ଴
௣  (cf. [103]). 

Set ܥ௜ = ௜,଴ܭ + ଴,௜ and ௜ܰܭ = max ௝భܥ ௝మܥ ⋯ ݅  ௝೙ܥ = 1, … ,  where maximum is taken over    ,݌
all the sets of integers ( ଵ݆, … , ݆௡) such that ଵ݆+. . . +݆௡ =  ݅. Changing slightly, if necessary, 
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the constants ܥ௜ ,   we can assume that ܥ௜ ≠ ௝ܰ ௜ܰି௝ for 1 < ݅  and 1 ≦ ݆ < ݅.  Let  ܰ =
max
ଵ≦௝≦௜ ௜ܰ            be the total order of  ܶ (cf. [103]). 

Lemma(3.1.13)[99].   Let  ݔ ∈ ଴|ݔ| and ܤ = 1. Then there are constants ܭ௜(ݔ),݅ = 1, … ,  ,݌
continuous with  respect to ‖∙‖௣ such that, for all ݇, 

ቚݔଶೖቚ
௜

≦ (ݔ)௜ܭ ௜ܰ
௞     ana   ቛݔଶೖቛ

௣
≦ (ݔ)ܭ  ௞,  whereܰ(ݔ)ܭ = ܴ௣ ∑ ௣(ݔ)௜ܭ

௜ୀଵ . 

Proof.    Let {ݑ௞}௞ୀ଴
ஶ = 0, ܽ,  { ௜ܾ}௜ୀଵ

௠  and  {ܿ௜}௜ୀଵ
௠   be positive numbers such that  ܽ ≠ ܾ 1 ≦

݅ ≦  and  ,݌

௞ݑ ≦ ௞ିଵݑܽ + ෍ ܿ௜ ௜ܾ
௞ିଵ

௠

௜ୀଵ

. 

Let ݀ = max
ଵ≦௜≦௠

(ܽ, ௜ܾ) and ߣ = ଴ݑ + ∑ ܿ௜/| ௜ܾ − ܽ|௠
௜ୀଵ . Then  

௞ݑ ≦ ܽ௞ݑ଴ + ෍ ܿ௜( ௜ܾ
௞ − ܽ௞)/( ௜ܾ − ܽ)

௠

௜ୀଵ

≦  ௞,                          (5)݀ߣ

 
Set ܮ௝,௜ି௝ = ௝,௜ି௝ܭ + ௜ି௝,௝. Then for 1ܭ ≦ ݅ ≦  ,݌

ቚݔଶೖቚ
௜

≦ ෍ ௝,௜ି௝ܭ

௜

௝ୀ଴

ቚݔଶೖషభቚ
௝
ቚݔଶೖషభቚ

௜ି௝
≦ ଶೖషభቚݔ௜ቚܥ

௜
+ ෍ ௝,௜ି௝ܮ

[௜/ଶ]

௝ୀଵ

ቚݔଶೖషభቚ
௝
ቚݔଶೖషభቚ

௜ି௝
. 

For ݅ = 1, ቚݔଶೖቚ
ଵ

≦ ଶೖషభቚݔ௜ቚܥ
ଵ

= ଵܰቚݔଶೖషభቚ
ଵ

 By (5), ቚݔଶೖቚ
ଵ

≦ (ݔ)ଵܭ ଵܰ
௞.       where ܭଵ(ݔ) =

݅  ଵ   is continuous with  respect to  ‖∙‖௣  Assume that  the  lemma  holds for|ݔ| ≦ ݉ − 1.  
Since ௜ܰ ௝ܰ ≦ ௜ܰା௝ , for ݅ = ݉, 

ቚݔଶೖቚ
௠

≦ ଶೖషభቚݔ௠ቚܥ
௠

+ ෍ ௝,௠ି௝ܮ

[௜/ଶ]

௝ୀଵ

ቚݔଶೖషభቚ
௝
ቚݔଶೖషభቚ

௠ି௝

≦ ଶೖషభቚݔ௠ቚܥ
௠

+ ෍ ௝,௠ି௝ܮ

[௜/ଶ]

௝ୀଵ

൫(ݔ)௝ܭ ௝ܰܰ௠ି௝൯௞ିଵ 

Since ܰ௠ = max
௝

൫ܥ௠ , ௝ܰܰ௠ି௝൯, it follows from (5) that ቚݔଶೖቚ
௠

≦ ௠ܰ(ݔ)௠ܭ
௞ ,     where ܭ௠(ݔ) 

is continuous with respect  to ‖∙‖௣· 
    We also have that 

ቛݔଶೖቛ
௣

= ܴ௣ ෍ቚݔଶೖቚ
௜

≦
௣

௜ୀଵ

ܴ௣ ෍ (ݔ)௜ܭ ௜ܰ
௞ ≦

௣

௜ୀଵ

 .௞ܰ(ݔ)ܭ

Let  a  graded algebra ܤ = ଴ܤ + ⋯ ௜ܤ ௣  be  the  direct  sum  of  subspacesܤ+ ,   let 
௝ܤ௜ܤ ⊆ ௡ܤ ௜ା௝(we assume thatܤ = {0} if ݌ < ݊) and let ௜ܲ , be the projections onto ܤ௜  Then 
௜ܤ ଴-bimodules.  Suppose that everyܤ are ,ܤ and all ܤ ଴ is a subalgebra  ofܤ , has a space 
seminorm ݏ௜(ݔ) and that there are constants ܭ௜,௝  such that ܭ଴,଴ = 1, and 
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(ݕݔ)௜ା௝ݏ ≦ ݔ    , (ݕ)௝ݏ(ݔ)௜ݏ௜,௝ܭ ∈ ௜ܤ   and  ݕ ∈ ௝ܤ . 
For ݔ ∈ (ݔ)௜ݏ set ,ܤ = )௜ݏ ௜ܲ(ݔ)), 0 ≦ ݅ ≦ ݔ ,ܤ Then ܵ௜ are seminorms on .݌ = ∑ ௜ܲ(ݔ)௣

௜ୀ଴  and  

(ݕݔ)௜ݏ = ௜൫ݏ ௜ܲ(ݕݔ)൯ = ௜ݏ ቌ෍ ௝ܲ(ݔ) ௜ܲି௝(ݕ)
௜

௝ୀ଴

ቍ ≦ ෍ ௜൫ݏ ௝ܲ(ݔ) ௜ܲି௝(ݕ)൯
௜

௝ୀ଴

≦ ෍ ௝ݏ௝,௜ି௝ܭ

௜

௝ୀ଴

ቀ ௝ܲ(ݔ)ቁ ௜ି௝ݏ ቀ ௜ܲି௝(ݕ)ቁ = ෍ ௝,௜ି௝ܭ

௜

௝ୀ଴
௝ܵ(ݔ)ܵ௜ି௝(ݕ). 

Therefore ܵ = {ܵ௜}௜ୀ଴
௣   is a differential seminorm on ܤ, If all ݏ௜ are norms on ܤ௜ , then, by 

௣‖ݔ‖ is a graded  normed algebra with respect  to the norm ܤ ,(4) = ܴ௣ ∑ ܵ௜(ݔ)௣
௜ୀ଴ . 

     As an example, we can consider a nest algebra ी = Alg ܰ = {ܸ ∈ :(ܪ)ܤ ௞ܮܸ ⊆  ,{௞ܮ
where ܰ  is a nest of subspaces {ܮ௞}௞ୀ଴

௣ାଵ,   {0} = ଴ܮ ⊂ ଵܮ ⊂. . . ⊂ ௣ାଵܮ =  of a  Hilbert space ,ܪ
௞  and let ܴ௞ܮ Let  ܳ௞  be the projections on  .ܪ = ܳ௞ − ܳ௞ିଵ,  ݇ = 1, . . . , ݌ + 1. For ݅ =
0, . . . ,  set ,݌

௜ܤ = {ܸ ∈ ी ∶ ܸܴ௞ = ܴ௞ିଵܴ௞, for all ݇ = 1, … , ݌ + 1} 
and ݏ௜(ܸ) = ‖ܸ‖, ܸ ∈ ௜ܤ ,   where ‖∙‖ the usual norm of the operator ܸ on   ܪ.  Let ௜ܲ , be the 
projections onto ܤ௜ .  Then  ܤ = ଴ܤ + ⋯ ܵ ௣ is a graded algebra andܤ+ = {ܵ௜}௜ୀ଴

௣ , 
where ݏ௜(ݔ) = )௜ݏ ௜ܲ(ܸ)), is a differential seminorm on Alg ܰ   of order ݌. 
    A  differential seminorm  ܶ = {|∙|௜}௜ୀ଴

௣   on an algebra ܤ  is called flat ([1, Def. 4.3])  if 
there  is  a  homomorphism  ∅  from  ܤ   into  a  graded algebra ܤ with  a  differential 
seminorm ܵ = {ܵ௜}௜ୀ଴

௣  such that |ݔ|௜ = ܵ௜(∅(ݔ)). 
    Let, in particular, all ܤ௜ = ଴, 1ܤ ≦ ݅ ≦ (ݔ)଴. Set ߮௜ܤ be a derivation of ߜ and  ,݌ =  !݅/(ݔ)௜ߜ
ݔ ∈  ,݅ Since, for every .(௣ߜ)ܦ

߮௜(ݕݔ) = !݅/(ݕݔ)௜ߜ = ෍ ൬݅
݆൰

௜

௝ୀ଴

!݅/(ݕ)௜ି௝ߜ(ݔ)௜ߜ = ෍ ߮௜(ݔ)߮௜ି௝(ݕ)
௜

௝ୀ଴

, 

the mapping ߮(ݔ) = ቀݔ, ߮ଵ(ݔ), … , ߮௣(ݔ)ቁ is  a homomorphism   from ܦ(ߜ௣) into ܤ. Let |∙|଴ 

be an algebraic seminorm on ܤ଴. Set |ݔ|௜ = |߮௜(ݔ)|଴ for ݔ ∈ ܶ  Then  .(௣ߜ)ܦ = {|∙|௜}௜ୀ଴
௣  is a 

flat differential seminorm on ܦ(ߜ௣). If (ܤ଴, |∙|଴) is Banach algebra, ߜ is a closed derivation 
and ܦ(ߜ௣) is dense in ܤ଴,   then  ܦ(ߜ௣) is a differential subalgebra of ܤ଴of order ݌. 
   Blackadar and Cuntz ([1,Th. 4.4]) proved that ܶ = {|∙|௜}௜ୀ଴

௣  is flat if and only if there exist 
a seminormed algebra  ܦ  and  a  derivation  ߜ of  ܦ  such  that ܤ ⊆ ௜|ݔ| and   (௣ߜ)ܦ =
ฮߜ௜(ݔ)ฮ

஽
/݅!  and 0 ≦ ݅ ≦  is ܶ  ,ߜ We shall now show that, under some conditions on .݌

equivalent to the differential seminorm  ܶ′ = {|∙|଴, ‖∙‖଴}  of order 1 where ‖ݔ‖௣ = ∑ ௜|ݔ|
௣
௜ୀ଴  

     Let ܨ = ⋃ [ܽ௜ , ௜ܾ]௡
௜ୀଵ , ݊ < ∞, be the union of disjoint segments and ܥ(ℱ)    be the ܥ∗-

algebra of all continuous functions on ܨ with the norm ‖݂‖ = sup
௧∈ℱ

ߜ Let .|(ݐ)݂| =  For .ݐ݀/݀

any ܦ ,݌(ߜ௣) =  (ݐ)݂ which consists of all functions (ℱ)ܥ ௣(ℱ) is a dense *-subalgebra ofܦ
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such that ݂(௣)(ݐ) ∈ Set |݂|௞  .(ℱ)ܥ = ‖݂௞‖/݇! Then  ܶ = {|∙|௞}௞ୀ଴
௣   is a differential 

seminorm on ܥ(ℱ)  of order ݌. For 0 ≦ ݉ ≦  ,݌

‖݂‖௠ = ෍‖݂௞‖/݇!
௠

௞ୀ଴

. 

are norms on ܦ௣(ℱ)  and ܦ௣(ℱ) is a Banach  *-algebra with respect  to ‖∙‖௣. 
Theorem (3.1.14)[99].     ܶ′ = {|∙|଴, ‖∙‖଴} is a  differential seminorm of order 1 on  ܦ௣(ℱ)     
equivalent to  ܶ, i.e., there  exists  ܦଵ(݌) > 0 such that 

‖݂݃‖௣ ≦ ଴‖ݕ‖൫‖݂‖௣(݌)ଵܦ + ‖݂‖଴‖݃‖௣൯,      ݂, ݃ ∈  .௣(ℱ)ܦ
and  (ܦ௣(ℱ), ܶ) is a differential *-subalgebra of ܥ(ℱ) of order 1. 
Proof. First assume that   ܨ = [ܽ, ܾ]  and set ℎ = ܾ − ܽ. In [113] it is proved that, for all ݇  
and ݉, ݇ ≦ ݉, 

ฮ݂(௞)ฮ ≦ ,݇)ܥ ݉)‖݂‖(௠ି௞)/௠ܯ௠(݂)௞/௠, 
where ܥ(݇, ݉) = 4݁ଶ௞(݉/݇)௞  and  ܯ௠(݂) = max{‖݂‖݉! ℎି௠, ฮ݂(௠)ฮ}.     Let     ܩ(ℎ, ݉) =
(݉!)max {1, ݉! ℎି௠}.  Then 

(݂)௠ܯ ≦ ,ℎ)ܩ ݉)(‖݂‖‖݂௠‖/݉!) ≦ ,ℎ)ܩ ݉)‖݂‖௠. 
Thus ฮ݂(௞)ฮ ≦ ܴ(݇, ݉, ℎ)‖݂‖(௠ି௞)/௠‖݂‖௠

௞/௠ where ܴ(݇, ݉, ℎ) = ,݇)ܥ ,ℎ)ܩ(݉ ݉)௞/௠. Hence 
ฮ݂(௞)ฮฮ݃(௠ି௞)ฮ ≦ ܴ(݇, ݉, ℎ)ܴ(݉ − ݇, ݉, ℎ)(‖݂‖‖݃‖௠)(௠ି௞)/௠(‖݂‖௠‖݃‖)௞/௠. 

Using the inequality ߙ௫ߚଵି௫ ≦ ݔߙ + 1)ߚ − ,(ݔ ,ߙ ߚ ≧ 0,0 ≦ ݔ ≦ 1, we obtain that 
ฮ݂(௞)ฮฮ݃(௠ି௞)ฮ ≦ ,݇)ܮ ݉, ℎ)(‖݂‖‖݃‖௠(݉ − ݇)/݉ + ‖݂‖௠‖݃‖݇/݉), 

≦ ,݇)ܮ ݉, ℎ)(‖݂‖‖݃‖௠ + ‖݂‖௠‖݃‖),                                 (6) 
where ܮ(݇, ݉, ℎ, ) = ܴ(݇, ݉, ℎ)ܴ(݉ − ݇, ݉, ℎ). Therefore 

‖݂݃‖௣ = ෍ ‖(݂݃)௠‖
௣

௠ୀ଴

/݉! ≦ ෍
1

݉!

௣

௠ୀ଴

൥෍ ቀ݉
݇ ቁ ฮ݂(௜)ฮฮ݃(௠ି௜)ฮ

௠

௞ୀ଴

൩

≦ ෍
1

݉!

௣

௠ୀ଴

൥෍ ቀ݉
݅ ቁ ,݅)ܮ ݉, ℎ)(‖݂‖௠‖݃‖ + ‖݂‖‖݃‖௠)

௠

௞ୀ଴

൩. 

Since ‖݂‖௠ ≦ ‖݂‖௣, for ݉ ≦  ,݌
‖݂݃‖௣ ≦ ,݌)ܦ ℎ)൫‖݂‖௣‖݃‖ + ‖݂‖‖݃‖௣൯,                                   (7) 

where ݌)ܦ, ℎ) = ∑ ଵ
௠!

௣
௠ୀ଴ ቂ∑ ቀ݉

݅ ቁ ,݅)ܮ ݉, ℎ)௠
௞ୀ଴ ቃ. 

Assume now that  ܨ = ⋃ [ܽ௜ , ௜ܾ]௡
௜ୀଵ , ݊ < ∞, and let ℎ௜ = ௜ܾ − ܽ௜ . For   ݂ ∈ ௣(ℱ)  and1ܦ ≦ ݅ ≦

݊, set 

‖݂‖[௜] = sup
௧∈[௔೔ ,௕೔]

|(ݐ)݂|        and       ‖݂‖௣
[௜] = ෍

1
݇!

௣

௞ୀ଴

ฮ݂(௞)ฮ[௜]. 

Then 
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‖݂‖଴ = max
ଵ≦௜≦௡

൫‖݂‖଴
[௜]൯       and    max

ଵ≦௜≦௡
൫‖݂‖௣

[௜]൯ ≦ ‖݂‖௣ ≦ ෍
1
݇!

௡

௜ୀଵ

‖݂‖௣
[௜]. 

Set ܦଵ(݌) = ∑ ,݌)ଵܦ ℎ௜)௡
௜ୀଵ . Then by (7), for ݂, ݃ ∈  ,௣(ℱ)ܦ

‖݂݃‖௣ ≦ ෍‖݂‖௣
[௜]

௡

௜ୀଵ

≦ ൫‖݂‖௣‖݃‖଴(݌)ଵܦ + ‖݂‖଴‖݃‖௣൯. 

   We shall now extend the result of Theorem (3.1.14) to generators ߜ of strongly 
continuous one-parameter semigroups of bounded automorphism ߙ௜  of Banach algebras ܣ. 
There exists a dense subalgebra (ߜ)ܦ  in  ܣ  such that (ݔ)ߜ = lim

௧→଴
(ݔ)௜ߙ) − ∋ ݔ  ,ݐ/(ݔ  ,(ߜ)ܦ

is a closed derivation on ܣ.  For every ݌, 
(௣ߜ)ܦ = ݔ} ∈ :(ߜ)ܦ (ݔ)௞ߜ ∈ ,(ߜ)ܦ 1 ≦ ݇ ≦ ݌ − 1} 

is a subalgebra of  ܣ. It is Banach algebra with respect to the norm ‖ݔ‖௣ = ∑ ௣‖(ݔ)௞ߜ‖
௞ୀ଴ /݇! 

and ܶ = {|∙|௜}௜ୀ଴
௣ ௜|ݔ| , = ฮߜ(௜)(ݔ)ฮ/݅! is a flat differential seminorm on ܦ(ߜ௣). Since ܦ(ߜ௣) is 

dense in ܣ, it is a differential subalgebra of ܣ of order ݌. 
Theorem(3.1.15)[99].     There exists a constant  ܦଵ(݌) > 0   such that 

௣‖ݕݔ‖ ≦ ‖ݕ‖௣‖ݔ‖൫(݌)ଵܦ + ,ݔ              ,௣൯‖ݕ‖‖ݔ‖ ݕ ∈  ,(௣ߜ)ܦ
so that ܶ′ = ൛‖∙‖, ‖∙‖௣ൟ is a differential seminorm of order 1 on ܦ(ߜ௣) equivalent  to  ܶ. Thus 
 .of order 1 ܣ is a differential subalgebra of (௣ߜ)ܦ
Proof. We have (see [108, v. I]) that, for ݐ ≧ (ݔ)௜ߙ ,0 ∈ ݐ݀/(ݔ)௜ߙ݀ and (ߜ)ܦ = ൯(ݔ)௜ߙ൫ߜ =
ݔ ,  ((ݔ)ߜ)௜ߙ ∈ ݔ Therefore if (ߜ)ܦ ∈  then ,(௣ߜ)ܦ

(ݔ)௜ߙ ∈ ݐ݀/൯(ݔ)௞ିଵߜ௜൫ߙ݀   and  (௞ߜ)ܦ = (((ݔ)௞ିଵߜ)௜ߙ)ߜ =  .൯(ݔ)௞ߜ௜൫ߙ
Hence ߜ௞൫ߙ௜(ݔ)൯ =  .൯(ݔ)௞ߜ௜൫ߙ
    Let ݂ be a bounded functional on ܣ such that ‖݂‖ = 1. For ݔ ∈ ,ݔ)ܨ the function ,ܣ (ݐ =
ݔ If .ݐ is continuous with respect to ((ݔ)௜ߙ)݂ ∈ ,ݔ)ܨ  then    ,(௣ߜ)ܦ  continuous ݌ has (ݐ
derivatives with respect to ݐ and 

,ݔ)(௣)ܨ (ݐ = ݂ ቀߜ௣൫ߙ௜(ݔ)൯ቁ = ݂ ቀߙ௜൫ߜ௞(ݔ)൯ቁ = ,(ݔ)௣ߜ)ܨ  .(ݐ

Let ܥ(ℱ) be the ܥ∗-algebra of all continuous functions on ܨ = [0,1]. If ݔ ∈  ,(௣ߜ)ܦ
,ݔ)ܨ ܥ ௣(ℱ). By Lemma VIII.1.3 [108, v. I], there isܦ(ݐ < ∞  such that sup

଴≦௧≦ଵ
‖௜ߙ‖ = ܥ . 

Therefore 
‖ܨ‖ = sup

଴≦௧≦ଵ
|((ݔ)௜ߙ)݂| ≦ sup

଴≦௧≦ଵ
‖(ݔ)௜ߙ‖ ≦ ‖ݔ‖ sup

଴≦௧≦ଵ
‖௜ߙ‖ ≦  .‖ݔ‖ܥ

and, for ݇ ≦  ,݌
ฮܨ(௞)ฮ = sup

଴≦௧≦ଵ
ቚ݂ ቀߙ௜൫ߜ௞(ݔ)൯ቁቚ ≦ sup

଴≦௧≦ଵ
ቛߙ௜ ቀߙ௜൫ߜ௞(ݔ)൯ቁቛ ≦  .‖(ݔ)௞ߜ‖ܥ

Then 

௣‖ܨ‖ = ෍ฮܨ(௞)ฮ/݇!
௣

௞ୀ଴

≦ ෍ !݇/‖(ݔ)௞ߜ‖ܥ
௣

௞ୀ଴

≦  ௣‖ݔ‖ܥ
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    Let now ݂ and ݃  be bounded   functionals on ܣ such that ‖݂‖ = ‖݃‖ = 1, let ݔ,  (௣ߜ)ܦݕ
and let ݔ)ܨ, (ݐ = ,ݕ)ܩ and ((ݔ)௜ߙ)݂ (ݐ = ݇ By (6), for every .((ݕ)௜ߙ)݃ ≦ ݉, there exists a 
constant ܮ(݇, ݉, 1) such that 

ฮܨ(௞)ฮฮܩ(௠ି௞)ฮ ≦ ,݇)ܮ ݉, ‖ܩ‖௠‖ܨ‖)(1 +  .(௠‖ܩ‖‖ܨ‖
Therefore 

sup
଴≦௧≦ଵ

ቚ݂ ቀߙ௜൫ߜ௞(ݔ)൯ቁቚ sup
଴≦௧≦ଵ

ቚ݃ ቀߙ௜൫ߜ௠ି௞(ݕ)൯ቁቚ ≦ ,݇)ܮܥ ݉, ‖ݕ‖௠‖ݔ‖)(1 +  .(௠‖ݕ‖‖ݔ‖

Set ݐ = 0.Then ห݂൫ߜ௞(ݔ)൯หห݃൫ߜ௠ି௞(ݕ)൯ห ≦ ,݇)ܮܥ ݉, ‖ݕ‖௠‖ݔ‖)(1 +  ௠). Since this‖ݕ‖‖ݔ‖
inequality holds for all ݂, ݃ ∈ ‖݂‖ such that ,∗ܣ = ‖݃‖ = 1, 

‖(ݕ)௠ି௞ߜ‖‖(ݔ)௞ߜ‖ ≦ ,݇)ܮܥ ݉, ‖ݕ‖௠‖ݔ‖)(1 +  .(௠‖ݕ‖‖ݔ‖
From this it follows that 

௣‖ݕݔ‖ = ෍ ‖(ݕݔ)௠ߜ‖
௣

௠ୀ଴

/݉! ≦ ෍
1

݉!

௣

௠ୀ଴

൥෍ ቀ݉
݇ ቁ ‖(ݕ)௠ି௞ߜ‖‖(ݔ)௞ߜ‖

௠

௞ୀ଴

൩

≦ ෍
1

݉!

௣

௠ୀ଴

൥෍ ,݇)ܮܥ ݉, ‖ݕ‖௠‖ݔ‖)(1 + (௠‖ݕ‖‖ݔ‖
௠

௞ୀ଴

൩. 

Since ‖ݔ‖௠ ≦ ݉ ௣, for‖ݔ‖ ≦ ௣‖ݕݔ‖ ,݌ ≦ ‖ݕ‖௣‖ݔ‖൫(݌)ଵܦ +  ௣൯ , where‖ݕ‖‖ݔ‖

(݌)ଵܦ = ܥ ෍
1

݉!

௣

௠ୀ଴

෍ ,݇)ܮܥ ݉, 1)
௠

௞ୀ଴

. 

Let (ܣ, ‖∙‖଴) be a ܥ∗-algebra and let ݔ = ∗ݔ ∈ ,ܽ} We call .ܣ ܾ},ܽ ≦ ܾ,    endpoints in ܵ(ݔ)݌ if 
ܽ, ܾ ∈ ߝ and there is  (ݔ)݌ܵ > 0 such that 

(ܽ − ,ߝ ܽ) ∩ (ݔ)݌ܵ = (ܾ, ܾ + (ߝ ∩ (ݔ)݌ܵ ≠ ∅. 
If ݌௔,௕(ݐ) is a continuous function such that ݌௔,௕(ݐ) = ݐ ,1 ∈ [ܽ, ܾ], and  ݌௔,௕(ݐ) = ݐ ,0 ∉
(ܽ − ,ߝ ܾ + (ݔ)௔,௕݌ then ,(ߝ ∈ ฮݔ)௔,௕݌is a projection and ฮ ܣ

଴
= 1. 

Corollary (3.1.16)[99].   Let ߜ be a closed *-derivation of a commutative ܥ∗-algebra (ܣ, ‖∙‖଴) 
and let ܦ(ߜଶ) be a differential subalgebra of order 1 with respect     to the norms 
ଶ‖ݔ‖ ଴and‖ݔ‖ = ଴‖ݔ‖ + ଴‖(ݔ)ߜ‖ + ݕ ଴/2. Let‖(ݔ)ଶߜ‖ = ∗ݕ ∈  and let there be  (ଶߜ)ܦ
endpoints  {ܽ௜ , ௜ܾ}௜ୀ଴

ஶ  in ܵ(ݕ)݌ such that ௜ܾ − ܽ௜ → 0,  as ݅ → ∞. Then   ฮ݌௔೔ ,௕೔(ݕ)(ݕ)ߜฮ
଴

→ 0.  

In particular, (ݕ)ߜ ≠ 1. 
Proof. Let ݃௜(ݐ) be functions which have two continuous derivatives and such that 
݃௜(ݐ) = ݐ − ܽ௜ ݐ , ∈ [ܽ௜ , ௜ܾ], and ݃௜(ݐ) = 0, if ݐ is outside (ܽ௜ − ,௜ߝ ௜ܾ + (ݕ)௜).    Then ݃௜ߝ ∈
଴‖(ݕ)and ‖݃௜ (ଶߜ)ܦ = ܽ௜ − ௜ܾ . Since ݃௜

ᇱ(ݐ) = ௔೔݌ ,௕೔(ݐ) and since ܣ is commutative, 
൯(ݕ)൫݃௜ߜ = ݃௜

ᇱ(ݕ)(ݕ)ߜ = ௔೔݌ ,௕೔
௔೔݌      and    (ݕ)ߜ(ݕ) ,௕೔

(ݕ) ∈  .(ߜ)ܦ
For any projection ݌ in (݌)ߜ ,(ߜ)ܦ = (ଶ݌)ߜ = (݌)ߜ݌ so that ,(݌)ߜ݌2 =   .(݌)ߜ݌2
Therefore (݌)ߜ = 0. Hence ߜ ቀ݌௔೔ ,௕೔

ቁ(ݕ) = 0 and 

൯(ݕ)ଶ൫݃௜ߜ = ߜ ቀ݌௔೔,௕೔
ቁ(ݕ) = ௔೔,௕೔݌

 .(ݕ)ଶߜ(ݕ)

Thus 
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‖݃௜(ݕ)‖ଶ = ‖݃௜(ݕ)‖଴ + ଴‖((ݕ)௜݃)ߜ‖ + ଴/2‖((ݕ)௜݃)ଶߜ‖
≦ (ܽ௜ − ௜ܾ) + ଴‖(ݕ)ߜ‖ +  .଴/2‖(ݕ)ଶߜ‖

Set ℎ௜(ݕ) = (݃௜(ݕ))ଶ. Then ‖ℎ௜(ݕ)‖଴ = ‖݃௜(ݕ)‖଴
ଶ = (ܽ௜ − ௜ܾ)ଶ, 

଴‖((ݕ)ℎ௜)ߜ‖ = ‖2݃௜(ݕ)ߜ(݃௜(ݕ))‖଴ ≦ 2(ܽ௜ − ௜ܾ)‖(ݕ)ߜ‖଴ 
and 

଴‖((ݕ)ℎ௜)ଶߜ‖ = 2ฮ݃௜(ݕ)ߜଶ൫݃௜(ݕ)൯ + ଶฮ[((ݕ)௜݃)ߜ]
଴

= 2ฮ݃௜(ݕ)݌௔೔ ,௕೔
(ݕ)ଶߜ(ݕ) + ௔೔݌] ,௕೔

ଶฮ[(ݕ)ߜ(ݕ)
଴

. 

Since  ܦ(ߜଶ)  is a differential subalgebra of ܣ   of order 1, there is  ܦ > 0 such 
that ‖(݃௜(ݕ))ଶ‖ଶ ≦   ଴ . Therefore‖(ݕ)ଶ‖݃௜‖(ݕ)௜݃‖ܦ2

ฮ݃௜(ݕ)݌௔೔ ,௕೔
(ݕ)ଶߜ(ݕ) + ௔೔,௕೔݌]

ଶฮ[(ݕ)ߜ(ݕ)
଴

≦ ௜ܽ)]ܦ2 − ௜ܾ) + ଴‖(ݕ)ߜ‖ + )[଴/2‖(ݕ)ଶߜ‖ ௜ܾ − ܽ௜) → 0. 
as ݅ → ∞. Hence ฮ݌௔೔ ,௕೔

ฮ(ݕ)ߜ(ݕ)
଴

→ 0. 
If we put ݊ = ∞   and min

ଵ≦௜ழஶ
(ℎ௜) = 0 in Theorem (3.1.10), we obtain an example which 

shows that ܶ′ = ൛‖∙‖଴, ‖∙‖௣ൟ is not necessarily a differential seminorm on ܦ(ߜ௣). 
Example(3.1.17) [99].. Let 

ℱଵ = ൭ራ ൤
2
2௜ ,

3
2௜൨

ஶ

௜ୀଵ

൱ ራ{0}, 

let ܣ = ߜ and let  (ℱଵ)ܥ = ݕ The function .(ݐ݀/݀) = (ݐ)ݕ = ݐ,ݐ ∈ ℱଵ belongs to ܦ(ߜଶ) 
and (ݕ)ߜ = 1. The points ܽ௜ = (2/2௜) and ௜ܾ = (3/2௜) are endpoints of ݕ and ௜ܾ − ܽ௜ → 0 
as ݅ → ∞, By Corollary (3.1.16), ܶ′ = {‖∙‖଴, ‖∙‖ଶ}  is not a differential seminorm on ܦ(ߜଶ). 

        Powers [109] (cf.  [105]   and  [110])   proved that  if  ߜis  a  closed  *-derivation  of  a 
ݔ if  ,ܣ  algebra-∗ܥ = ∗ݔ ∈  has two continuous derivatives on (ݐ)݂ and a function (ߜ)ܦ
(ݔ)݂ then    ,(ݔ)஺݌ܵ ∈  Bratteli, Elliott and Jorgensen [102] generalized this result  .(ߜ)ܦ
and showed that ݂(ݔ) ∈ ݌ has (ݐ)݂ if (௣ߜ)ܦ + 1   continuous derivatives and ݔ = ∗ݔ ∈
-∗ܥ Lackadar and Cuntz [103]    extended this result to differential subalgebras of .(௣ߜ)ܦ
algebras. (ࡰଵ

∗)-subalgebras are differential subalgebras of order1, so that Blackadar's and 
Cuntz's result holds for them. (ࡰ௣)-subalgebras, ݌ ≧ 2,  however, are  not, generally 
speaking, differential subalgebras. Considers some sufficient conditions for ݂(ݔ) to belong 
to ܤ  if ݔ∗ = ݔ ∈ ௣ࡰ) is a  ܤ  and ܤ

∗ )-subalgebra of ܣ. This will allows us to show that (ࡰ௣
∗ )-

subalgebras of ܥ∗-algebras are locally normal. 
Lemma(3.1.18)[99]. If ܤ is a (ࡰଵ

∗)-subalgebra of a unital ܥ∗-algebra ܣ, then ‖૚‖ଵ = 1  and 
ଵࡰ > 1/2. 
Proof. By Theorem (3.1.6), ૚ ∈ Therefore ‖૚‖ଵ .ܤ = ‖૚ଶ‖ଵ ≦ ‖૚‖ଵ‖૚‖଴, so that 1/2 ≦  . ଵࡰ
Let ࡰଵ = 1/2. By Lemma (3.1.1), for ݔ∗ = ݔ ∈  ,݇ and for all ܤ

‖exp(݅ݔ)‖ଵ = ቛ(exp(݅2/ݔ௞))ଶೖቛ
ଵ

≦ ଴‖(2௞/ݔ݅)௞‖exp(ଵࡰ2)
ଶೖିଵ‖exp(݅2/ݔ௞)‖ଵ

= ‖exp(݅2/ݔ௞)‖ଵ ≦ exp(‖ݔ‖ଵ/2௞) → 1,  
as ݇ → ∞,  since ‖exp(݅2/ݔ௞)‖଴ = 1. Therefore 
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‖૚‖ଵ = ‖exp(݅ݔ) exp(−݅ݔ)‖ଵ ≦ ‖exp(݅ݔ)‖ଵ‖exp(−݅ݔ)‖ଵ ≦ 1, 
so that ‖૚‖ଵ = 1 and  ‖exp(݅ݔ)‖ଵ = 1. Since (ܤ, ‖∙‖ଵ) is a Banach *-algebra, it follows from 
Theorem 38.14 [111] that ܤ is a ܥ∗-algebra. Since ܤ is dense in ܤ  ,ܣ = ଵࡰ  Thus .ܣ > 1/2. 
Theorem (3.1.19)[99]. Let  ܤ  be a dense ·-subalgebra   of a *-algebra (ܣ, ‖∙‖଴) with 
identity, let ݔ = ∗ݔ ∈ ,ܽ] and let  ܤ ܾ] contain ܵ݌஺(ݔ). Let ݂(ݐ) be a continuous function on 
(−∞, ∞) such that ݂(ݐ) = 0 outside [ܽ, ܾ] and let መ݂(ݏ)   be its Fourier transform. 
    (i)  Let ܤ be a (ࡰଵ

∗)-subalgebra      of    ܣ    and    ܯ = max
ଵ≦௝≦௣

൛2ࡰଵ, exp(‖ݔ‖௝)ൟ. If 

∫ ೛షభ௟௚మெ/(௣ିଵ)!ห(|௟௚మ|ଶ௦)|ݏ2| መ݂(ݏ)หஶ
ିஶ ݏ݀ < ∞,  for  ݌ ≧ 2, or ∫ ห(భࡰ)ଵା௟௚మ|ݏ2| መ݂(ݏ)หஶ

ିஶ ݏ݀ < ∞,   for  
݌ = 1, then ݂(ݔ) ∈  .ܤ
    (ii) Let ܤ be a (ࡰଵ

∗)-subalgebra of ܣ. If ݂(ݐ) has ݍ ≧ 2 + ݈݃ଶ(ࡰଵ)     continuous 
derivatives, then ݂(ݔ) ∈  .ܤ
    (iii) (cf   [103]).   Let   ܤ  be  a  differential   subalgebra   of  ܣ  with  respect   to  a  
differential seminorm ܶ = {|∙|௜}௜ୀ଴

௣ ,   where |∙|଴ = ‖∙‖଴ and  let ܰ  be the total order  of ܶ    
(see  Lemma (3.1.13)). If ∫ ௟௚మ(ே)ห|ݏ2| መ݂(ݏ)หஶ

ିஶ ݏ݀ < ∞  or if ݂(ݐ)   has ݍ ≧ 1 + ݈݃ଶ(ܰ)   
continuous derivatives on [ܽ, ܾ], then ݂(ݔ) ∈  .ܤ
Proof.   By Theorem (3.1.6), 1 ∈ (ݔݏ݅)so that exp  ,ܤ ∈  Let ݇ be the integer  .ݏ for real ܤ
such that 2௞ିଵ < |ݏ| ≦ 2௞ , so that ݇ − 1 < ݈݃ଶ|ݏ| ≦ ݇. Set ݕ = ଴‖(ݕ)2௞.    Then ‖exp/ݔݏ݅ =
1 and 

‖exp(ݕ)‖௝ = ‖exp(݅2/ݔݏ௞)‖௝ ≦ exp൫|ݔ‖|ݏ‖௝/2௞൯ ≦  .ܯ
for1 ≦ ݆ ≦ ݖ For every  .݌ ∈ ଶ‖௜ݖ‖ ,ܤ ≦  ଶ‖௜ିଵ Making use of Lemma  (3.1.1)andݖ‖௜‖ݖ‖௜ࡰ2
replacing there ܥ௜  by 2ࡰ௜,    we obtain 

‖exp(݅ݔݏ)‖௣ = ‖exp(2௞ݕ)‖௣ = ቛ(exp(ݕ))ଶೖቛ
௣

≦ ‖exp(ݕ)‖଴
ଶೖିௌ(௞,௣) ෑ‖exp(ݕ)‖௣ି௝

௔(௞,௣)
௣ିଵ

௝ୀ଴

൫2ࡰ௣ି௝൯௔(௞,௝ାଵ)

= ෑ‖exp(ݕ)‖௣ି௝
௔(௞,௣)

௣ିଵ

௝ୀ଴

൫2ࡰ௣ି௝൯௔(௞,௝ାଵ) ≦  ௕                                   (8)ܯ

where ܽ(݇, ݆) = ൬݇
݆ ൰  and ܾ = ∑ [ܽ௣ିଵ

௝ୀ଴ (݇, ݆) + ܽ(݇, ݆ + 1)]. For 2݌ < ݇, 

ܾ ≦ 1 + ݌)2 − 1)ܽ(݇, ݌ − 1) + ܽ(݇, (݌ ≦ 1 + ݌)2 − 1)݇௣ିଵ/(݌ − 1)! + ݇௣/݌!
≦ 1 + ݇௣/(݌ − 1)! 

Since 1 ≦  ,ܯ
‖exp(݅ݔݏ)‖௣ ≦ !ଵା௞೛/(௣ିଵ)ܯ ≦ !ଵା(௟௚మ|௦|ାଵ)೛/(௣ିଵ)ܯ =  ట(௦),       (9)|ݏ2|ܯ

where ߰(ݏ) = (݈݃ଶ|2ݏ|)௣ିଵ݈݃ଶ݌)/ܯ − 1)!. 
    The rest of the proof of (i) follows the proof of Proposition 3.3.6 [112] with insignificant 
changes. Since መ݂ is continuous on (−∞, ∞)  and vanishes at infinity and since ݈݃ଶܯ ≧ 0, 
∫ ట(௦)ห|ݏ2| መ݂(ݏ)ห݀ݏ < ∞ஶ

ିஶ  implies ∫ ห መ݂(ݏ)ห݀ݏ < ∞ஶ
ିஶ . Since ݂ is continuous and 
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መ݂መ(ݐ) = ଵ/ଶ(ߨ2)/1 න exp(݅ݏݐ) መ݂(ݏ)݀ݏ
ஶ

ିஶ
 

is continuous and since መ݂መ = ݂ almost everywhere, መ݂መ = ݂. Therefore 

݂൫(ߣ)ݔ൯ = (ߨ2)/1
ଵ
ଶ න exp(݅ݏ(ߣ)ݔ) መ݂(ݏ)݀ݏ

ஶ

ିஶ
,    for  ߣ ∈  .(ݔ)஺݌ܵ

It follows from (9) that 

න ‖exp(݅ݔݏ)‖௣

ஶ

ିஶ
ห መ݂(ݏ)ห݀ݏ ≦ න ట(௦)ห|ݏ2|ܯ መ݂(ݏ)ห݀ݏ < ∞

ஶ

ିஶ
. 

Therefore ∫ exp(݅ݏݔ) መ݂(ݏ)݀ݏஶ
ିஶ    is absolutely convergent in ‖∙‖௣. Hence 

ݕ = (ߨ2)/1
ଵ
ଶ න exp(݅ݏݔ) መ݂(ݏ)݀ݏ

ஶ

ିஶ
∈ (ߣ)and  y   ܤ = ݂൫(ߣ)ݔ൯, 

for ߣ ∈ ݕ Thus .(ݔ)஺݌ܵ = (ݔ)݂ ∈  .ܤ
For ݌ = 1, it follows from (8) that 

‖exp(݅ݔݏ)‖ଵ ≦ ‖exp(ݕ)‖ଵ(2ࡰଵ)௞ ≦ |௟௚మ|ଶ௦(ଵࡰ2)ܯ =  .(భࡰ)૚ା௟௚మ|ݏ2|ܯ
     Repeating the above argument, we obtain that ݂(ݔ) ∈ ∫ if ܤ ห(భࡰ)௟௚మ|ݏ| መ݂(ݏ)ห݀ݏ < ∞ஶ

ିஶ . 
Part (i) is proved. 
    Part (ii) follows from (i) and from the proof of Theorem 3.3.7 [112].  
   It follows from Lemma (3.1.9) that 

‖exp(݅ݔݏ)‖௣ = ቛ(exp(݅ݔݏ))ଶೖቛ
௣

≦  ௞ܰ((ݔݐ݅)exp)ܭ

where ݐ = 2௞,    so that 1/2/ݏ ≦ |ݐ| ≦ 1.      Since ܭ(exp(݅ݔݐ))   is continuous with respect 
to ‖∙‖௣, there exists (ݔ)ܯ = sup

ଵ/ଶ≦௧≦ଵ
((ݔݐ݅)exp)ܭ < ∞. Hence 

‖exp(݅ݔݏ)‖௣ ≦ ௟௚మ(ଶ|௦|)ܰ(ݔ)ܯ =  ௟௚మ(ே)|ݏ2|(ݔ)ܯ
and this case is similar to the case of (ࡰଵ

∗)-subalgebra of ܣ where  ૚ + ݈݃ଶ(ࡰଵ)  is 
substituted  by ݈݃ଶ(ܰ).                                                                                                                   
    Recall that a family ܨ of functions on a topological space ܺ is said to be normal (see, for 
example, [106, §15]) if for any disjoint closed subsets ܵ and   ܶ  in ܺ, there exists a function 
݂ ∈  such that ܨ
(ݔ)݂ = 0 on ܶ    and   ݂(ݔ) = 1 on ܵ. 
Definition (3.1.20)[99].   Let ܤ be a dense subalgebra of Banach algebra ܣ with an identity 
1 and let ૚ ∈  .ܤ
(1)  Let ܣ be commutative. The algebra ܤ is said to be normal if the algebra of functions 
ݔ :(ݏ)ݔ} ∈  .is normal ܣ on the space of all maximal ideals of  {ܤ
(2) Let  ܣ  and  ܤ  be *-algebras. Then  ܤ  is  said  to  be locally  normal if  for  every 
selfadjoint x e ܤ, there is a commutative  Banach *-subalgebra (ݔ)ܣ  in ܣ such that 1 and x 
belong  to (ݔ)ܣ and such that (ݔ)ܤ = ܤ ∩  .(ݔ)ܣ is a dense  normal subalgebra  of  (ݔ)ܣ
Theorem  (3.1.21)[99].  Let (ܣ, ‖∙‖଴)   be a ܥ∗-algebra with identity and let ܤ be a (ࡰ௣

∗ )-
subalgebra of ܣ. Then 
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(i)  ܤ is a locally normal ܳ∗-subalgebra of ܣ; 
(ii)  everywhere defined derivations from ܤ into ܣ are bounded; 
(iii)   the mapping ܫ → ܫ ∩  is a one-to-one mapping  of the set of all closed two-sided  ܤ
ideals in ܣ onto the set of all closed (in the topology of ܣ) two-sided ideals in Band of the 
set of all maximal ideals of ܣ onto the set of all maximal ideals of ܤ. 
Proof. By Theorem (3.1.6),  1 ∈ ݔ It was shown in (9) that, for .ܤ = ∗ݔ ∈ ௣‖(ݔݏ݅)exp‖ ,ܤ ≦
(ݏ)߰ ట(௦), where|ݏ2|ܯ = (݈݃ଶ|2ݏ|)௣ିଵ݈݃ଶ݌)/ܯ − 1)!  and  ܯ = maxଵ≦௝≦௣൛2ܦ௝ , exp൫‖ݔ‖௝൯ൟ. 
Therefore 

න ln‖exp(݅ݔݏ)‖௣
ݏ݀

1 + ଶݏ

ஶ

ିஶ
< ∞. 

It follows from the Shilov's condition of regularity ([11, §15, 6]) that ܤ is locally normal. 
Part (ii) follows from (i) and from [101] and part (iii) follows from (i) and from [100]. 
ଵࡰ)     

∗)-Subalgebras of ܥ∗-algebras constitute the simplest and the most interesting 
subclass of ܥ∗-algebras. We showed that even some differential subalgebras of order ݌ ≧ 2 
are, in fact, (ࡰଵ

∗)-subalgebras. We characterize those Banach *-algebras which are 
isomorphic to (ࡰଵ

∗)-subalgebras of ܥ∗-algebras. 
Definition(3.1.22)[99]. Let (ܤ, ‖∙‖) be a *-Banach algebra and ݎ஻ be the spectral radius 
on ܤ. We say that B has property (ࡰ∗, ܦ if there exists (ݎ ≧ 0  such that 
‖ݕݔ‖ ≦ (ݕ)஻ݎ‖ݔ‖൫ܦ + ݔ  ൯,   for(ݔ)஻ݎ‖ݕ‖ = ∗ݔ ∈ ݕ  and  ܤ = ∗ݕ ∈  .ܤ
Example (3.1.23)[99]. Let ܤ be a  ܥ∗-algebra with a norm ‖∙‖. 
(1)  Let 

ܤ = ቄܾ = ቀݔ ݕ
0 ቁݔ ∶ ,ݔ ݕ ∈ ीቅ , ܾ∗ = ቀݔ∗ ∗ݕ

0 ቁ∗ݔ   and   ‖ܾ‖ = |ݔ| +  .|ݕ|

Then ܤ is a Banach *-algebra and the radical 

(ܤ)ܴ = ቄቀ0 ݕ
0 0ቁ ∶ ݕ ∈ ीቅ. 

We have that ܵ݌ी(ݔ) = (ݔ)ीݎ ஻(ܾ), so that݌ܵ = ܾ ஻(ܾ).   Ifݎ = ܾ∗, then  ݔ =    so  that      ,∗ݔ
(ܾ)஻ݎ = If ܾଵ .|ݔ|

∗ = ܾଵ ∈ and ܾଶ , ܤ
∗ = ܾଶ ∈  then ,ܤ

‖ܾଵܾଶ‖ = |ଶݔଵݔ| + ଶݕଵݔ| + |ଶݔଵݕ ≦ ஻(ܾଶ)ݎ|ଵݔ| + ஻(ܾଵ)ݎ|ଶݕ| + ஻(ܾଶ)ݎ|ଵݕ|
≦ ‖ܾଵ‖ݎ஻(ܾଶ) + ‖ܾଶ‖ݎ஻(ܾଵ). 

Hence ܤ has property (ࡰ∗,  .(ݎ
(2)  Let ߜ be a closed *-derivation of ܤ. Then  (ߜ)ܦ  is a (ࡰଵ

∗)-subalgebra of  ܤ  with respect 
to the norms  |ݔ|  and ‖ݔ‖ = |ݔ| +  Therefore.|(ݔ)ߜ|

‖ݕݔ‖ ≦ |ݕ|‖ݔ‖ + ,ݔ       ,‖ݕ‖|ݔ| ݕ ∈  ,ܤ
and,  by Theorem  (3.1.6), (ߜ)ܦ is a ܳ-subalgebra  of ܤ. Hence, by Lemma (3.1.5), for ݔ =
∗ݔ ∈ ,(ߜ)ܦ (ݔ)஻ݎ = (ݔ)ीݎ =  so that .|ݔ|

‖ݕݔ‖ ≦ (ݕ)஻ݎ‖ݔ‖ + ݔ       ,(ݔ)஻ݎ‖ݕ‖ = ∗ݔ ∈ ݕ and ܤ = ∗ݕ ∈  .ܤ
Therefore ܤ has property (ࡰ∗,  .(ݎ
    Let ܤ be a Banach *-algebra and let ࣪(ܤ) be the set of all positive functional on ܤ. Then 
(see [106, §18, 111]) 
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(ܤ)ܫ = ݔ} ∈ :ܤ (ݔ∗ݔ) = 0 for all  ݂ ∈  {(ܤ)࣪
is a closed symmetric two-sided ideal of ܤ and the radical  ܴ(ܤ)ܫ ⊆ -* A  Banach  .(ܤ)ܫ
algebra is called reduced if (ܤ)ܫ = {0}. 
Theorem(3.1.24)[99]. Let (ܤ, ‖∙‖)  a Banach *-algebra   with identity.  The following   
conditions are equivalent: 
(i) ܤ is a reduced algebra with property  (ࡰଵ

∗ ,  ;(ݎ
(ii) ܤ is a (ࡰଵ

∗)-subalgebra  of a ܥ∗-algebra; 
(iii) ܤ is a reduced algebra and there exists ܦ > 0 such that ‖ݔ∗ݔ‖ ≦  ,ଵ/ଶ(ݔ∗ݔ)஻ݎ‖ݔ‖ܦ2
Proof.    (ii) => (i).  Let   (ܣ, ‖∙‖଴)   be  a   ܥ∗-algebra    with   identity,   let   ܤ  be   a   dense 
*-subalgebra   of  A  and  let  there  exist  ܦଵ > 0  such  that   ‖ݕݔ‖ ≦ ଴‖ݕ‖‖ݔ‖)ଵܦ +
,ݔ , (‖ݔ‖଴‖ݔ‖ ݕ ∈ ,ݔ  then, for selfadjoint ,ܣ ஺  is the spectral radius onݎ If .ܤ ଴‖ݔ‖ =    ,(ݔ)஺ݎ
so that 
‖ݕݔ‖ ≦ (ݕ)஺ݎ‖ݔ‖)ଵܦ + ݔ  for ,   ((ݔ)஺ݎ‖ݕ‖ = ∗ݔ ∈ ݕ and ܤ = ∗ݕ ∈  .ܤ
By Theorem   (3.1.6), ܤ  is a ܳ∗-subalgebra of ܣ. Therefore   it follows from Lemma 
(3.1.5)that ݎ஺(ݔ) =  and we obtain that(ݔ)஻ݎ
‖ݕݔ‖ ≦ (ݕ)஻ݎ‖ݔ‖)ଵܦ + ݔ  for ,   ((ݔ)஻ݎ‖ݕ‖ = ∗ݔ ∈ ݕ and ܤ = ∗ݕ ∈  .ܤ
Thus ܤ has property (ࡰ∗,  .(ݎ
Since ܣ  is reduced, ܤ  is also reduced, so that ܤ is a reduced algebra with property (ࡰ∗,  (ݎ
 (ii) ⟹ (iii).   Since ܤ is a (ࡰଵ

∗)-subalgebra of ܣ, 
‖ݔ∗ݔ‖ ≦ ଴‖ݔ‖‖∗ݔ‖)ଵܦ + (‖ݔ‖଴‖∗ݔ‖ =  .଴‖ݔ‖‖ݔ‖ଵܦ2

Since ܣ is a ܥ∗-algebra, ‖ݔ‖଴
ଶ = ଴‖ݔ∗ݔ‖ =  it ,ܣ is a ܳ∗-subalgebra of ܤ Since .(ݔ∗ݔ)஺ݎ

follows from Lemma (3.1.5) that  ݎ஻(ݔ∗ݔ) = ‖ݔ∗ݔ‖ Hence .(ݔ∗ݔ)஺ݎ ≦    .ଵ/ଶ(ݔ∗ݔ)஻ݎ‖ݔ‖ଵܦ2
Since ܣ is reduced, ܤ is also reduced. 
(i) ⟹ (ii). Let ܤ be a reduced algebra with property (ࡰ∗,  Then .(ݎ

଴‖ݔ‖ = ቆ sup
௙∈࣪(஻)

ଵ/ଶቇ(ݔ∗ݔ)݂ , ∋ ݔ   ,ܤ

is a norm on ܤ  such that the completion ܣ  of ܤ  with respect to ‖∙‖଴ is the enveloping ܥ∗-
algebra (see [106, §18, 102]). 
    Let ݔ = ∗ݔ ∈  .ݔ which contains ܤ be a maximal commutative *-subalgebra of ܯ and let ܤ
Then ܵ݌஻(ݖ) = ݖ for all (ݖ)ெ݌ܵ ∈ ݖ If   .ܯ = (ݖ)஻ݎ ,ܯ belongs to the radical of ∗ݖ = (ݖ)ெݎ =
0 and  ‖ݖଶ‖ ≦ (ݖ)஻ݎ‖ݖ‖ଵܦ2 = 0. Hence ݖଶ = 0 and ݖ ∈ (ܤ)ܫ ,Since, by assumption   .(ܤ)ܫ =
 .is semisimple ܯ ,{0}
    Let ܶ be the space of all maximal ideals of the algebra ܯ and let ܥ(ܶ) be the ܥ∗-algebra 
of all continuous functions on ܶ with the norm |݂| = sup௧∈்|݂(ݐ)|, ݂ ∈  is a ܯ Then .(ܶ)ܥ
dense *-subalgebra of ܥ(ܶ) and 
(ݖ)஻ݎ = (ݖ)ெݎ = sup௧∈்|(ݐ)ݖ| = ݖ for all ,|ݖ| ∈  .ܯ
Therefore, for ݖ = ∗ݖ ∈ ݑ and ܯ = ∗ݑ ∈  ,ܯ

‖ݑݖ‖ ≦ (ݑ)஻ݎ‖ݖ‖൫ܦ2 + ൯(ݖ)஻ݎ‖ݑ‖ = |ݑ|‖ݖ‖)ܦ2 +  (‖ݑ‖|ݖ|
and, by Theorem (3.1.21), ܯ is a locally  normal ܳ∗-subalgebra  of ܥ(ܶ). 
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    In Theorem 8  [100] it was proved that if ܨ is a dense locally normal ܳ∗-subalgebra of a 
 algebra ࣛ, then-∗ܥ into a  ܨ is an injective *-homomorphism ofߨ andܨ algebra-∗ܥ
ࣛ‖(ݕ)ߨ‖ = ݕ for all ࣛ‖ݕ‖ ∈  we obtain ,ܣ is injectively imbedded in ܯ Hence, since .ܨ
that ‖ݖ‖଴ = ݖ For all .|ݖ| ∈ (ݔ)஻ݎ   Therefore  .ܯ = |ݔ| =  ଴.  From   this it follows that‖ݔ‖
for ݔ = ∗ݔ ∈ ݕ and     ܤ = ∗ݕ ∈  ,ܤ
‖ݕݔ‖ ≦ (ݕ)஻ݎ‖ݔ‖)ܦ + ((ݔ)஻ݎ‖ݕ‖ = ଴‖ݕ‖‖ݔ‖)ܦ +  (10)             .(‖ݕ‖଴‖ݔ‖
Now let ݖ = ݔ + ݕ݅ ∈ ݔ  Then .ܤ = ݖ) + ݔ and 2/(∗ݖ = ݖ) − ௝‖ݔ‖ ,are selfadjoint   2݅/(∗ݖ ≦
௝‖ݕ‖ ௝ and‖ݖ‖ ≦ ݆, ௝‖ݖ‖ = 0,1. Hence, by (10), 

‖ݖ∗ݖ‖ = ଶݔ‖ + ଶݕ + ݕݔ)݅ − ‖(ݔݕ ≦ ‖ଶݔ‖ + ‖ଶݕ‖ + ‖ݕݔ‖ + ‖ݔݕ‖
≦ ଴‖ݔ‖‖ݔ‖ܦ2 + ଴‖ݕ‖‖ݕ‖ܦ2 + ଴‖ݕ‖‖ݔ‖)ܦ2 + (‖ݕ‖଴‖ݔ‖ ≦  .଴‖ݖ‖‖ݖ‖ܦ8

It follows from Lemma (3.1.4) that B has property (ࡰଵ). 
(iii)⟹(ii). Let, as above, ܣ be the enveloping ܥ∗-algebra of ܤ, let ݔ = ∗ݔ ∈  be a ܯ   and ܤ
maximal commutative *-subalgebra of ܤ which contains ݔ. Then, as in (i) ⟹ (ii), we obtain 
that ܯ is semisimple and that ݎ஻(ݖ) = (ݖ)ெݎ = ݖ for all |ݖ| ∈  Therefore .ܯ

‖ݖ∗ݖ‖ ≦ ଵ/ଶ(ݖ∗ݖ)஻ݎ‖ݖ‖ܦ2 = ଵ/ଶ|ݖ∗ݖ|‖ݖ‖ܦ2 =  .|ݖ|‖ݖ‖ܦ2
From Lemma (3.1.4) it follows that ܯ is a (ࡰଵ

∗)-subalgebra of ܥ(ܶ). Hence, by Theorem 
଴‖ݖ‖ ,Then, as in (i) ⟹ (ii) .(ܶ)ܥ is a locally normal ܳ∗-subalgebra of ܯ ,(3.1.21) =  .|ݖ|
for ݖ ∈ (ݔ)஻ݎ Therefore .ܯ = |ݔ| = ݕ ଴. Therefore, for every‖ݔ‖ ∈  ,ܤ

‖ݕ∗ݕ‖ ≦ ଵ/ଶ(ݕ∗ݕ)஻ݎ‖ݕ‖ܦ2 = ଴‖ݕ∗ݕ‖‖ݕ‖ܦ2
ଵ/ଶ =  .଴‖ݕ‖‖ݕ‖ܦ2

It follows from Lemma (3.1.4) that ܤ is a (ࡰଵ
∗)-subalgebra of ܣ. 

    Recall that a Banach *-algebra ܤ  is called symmetric if ૚ + ݔ is invertible for all ݔ∗ݔ ∈   .ܤ
For a symmetric algebra ܤ, (ܤ)ܴ =  The following lemma shows .(see [11, §23, 3])  (ܤ)ܫ
that the condition ܴ(ܤ) = ,∗ࡰ)  is sufficient for algebra with property  (ܤ)ܫ  to be (ݎ
symmetric. 
Lemma(3.1.25)[99].  Let ܤ be a Banach *-algebra with identity and let ܤ have 
property (ࡰ∗,  .(ݎ
(i)  For every ݖ ∈ ଶݖ ,(ܤ)ܴ = 0 and the semisimple Banach *-algebra (ܤ)ܴ/ܤ  also has 
property(ࡰ∗,  .(ݎ
(ii)  If ܴ(ܤ) =  .is symmetric ܤ then the algebra ,(ܤ)ܫ
Proof.   If ݖ = ∗ݖ ∈ ‖ଶݖ‖ then     ,(ܤ)ܴ ≦ (ݖ)஻ݎ‖ݖ‖ܦ2 = 0 , so that ݖଶ = 0. If   
ݖ = ݔ + ݑ݅ ∈ ݕ,(ܤ)ܴ = ∗ݕ ∈ ݑ and   (ܤ)ܴ = ∗ݑ ∈ ଶݕ then ,(ܤ)ܴ = ଶݑ = 0 and    ݖଶ = ଶݕ +
ݑݕ)݅ + (ݕݑ − ଶݑ = ݕ)]݅ + ଶ(ݑ − ଶݕ − [ଶݑ = 0 
    Let  ݔ → ෠ܤ onto the quotient Banach *-algebra ܤ ො be the canonical mapping ofݔ =
ݖ If .(ܤ)ܴ/ܤ ∈ then ૚ ,(ܤ)ܴ + ݔ is invertible. If ݖ ∈ ݔ is invertible, then ܤ + ݖ = ૚)ݔ +
(ݔ)஻݌ܵ is also invertible. Therefore (ݖଵିݔ = ݔ)஻݌ܵ + (ݔ)஻ݎ and (ݖ = ݔ)஻ݎ +  From this  .(ݖ
it follows that 
(ݔ)஻݌ܵ = ஻෠݌ܵ (ݔ)஻ݎ   and   (ොݔ) = ஻෠ݎ  (11)                                       .(ොݔ)
Hence, for selfadjoint ݔ and ݕ, 
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‖ොݕොݔ‖ = inf
௭∈ோ(஻)

ݕݔ‖ + ‖ݖ ≦ inf
௭∈ோ(஻)

ݔ)‖ + ݕ)(ݖ + ‖(ݖ ≦ inf
௭ୀ௭∗∈ோ(஻)

ݔ)‖ + ݕ)(ݖ + ‖(ݖ

≦ ܦ inf
௭ୀ௭∗∈ோ(஻)

൫‖ݔ + ݕ)஻ݎ‖ݖ + (ݖ + ݕ‖ + ݔ)஻ݎ‖ݖ + ൯(ݖ

≦ ܦ ൬ݎ஻෠ (ොݕ) inf
௭ୀ௭∗∈ோ(஻)

ݔ‖ + ‖ݖ + ஻෠ݎ (ොݔ) inf
௭ୀ௭∗∈ோ(஻)

ݕ‖ +  .൰‖ݖ

For all selfadjoint ݑ and ݔ ,ݖ + ݖ = ݔ)] + ݖ + (ݑ݅ + ݔ) + ݖ −  so that  ,2/[(ݑ݅
ݔ‖ + ‖ݖ ≦ ݔ‖) + ݖ + ‖ݑ݅ + ݔ‖ + ݖ − 2/(‖ݑ݅ = ݔ‖ + ݖ +  .‖ݑ݅

Therefore  in f
௭ୀ௭∗∈ோ(஻)

ݔ‖ + ‖ݖ = inf
௭∈ோ(஻)

ݔ‖ + ‖ݖ =  ො‖. Henceݔ‖

‖ොݕොݔ‖ ≦ (ොݕ)஻ݎ‖ොݔ‖)ܦ + ,((ොݔ)஻ݎ‖ොݕ‖ ∗ොݔ = ොݔ ∈ ෠ܤ   and  ݕො∗ = ොݕ ∈ ෠ܤ , 
and ܤ෠  has  property  (ࡰ∗,  .Part (i) is proved .(ݎ
If (ܤ)ܫ = ෠ܤ   the   algebra   ,(ܤ)ܴ  is reduced   and   has   property(ࡰ∗,  be the  ܣ  Let  .(ݎ
enveloping ܥ∗-algebra of ܤ෠ . By (i) and by Theorem   (3.1.24), ܤ෠  is a (ࡰଵ

∗)-subalgebra of ܣ. 
It then follows from Theorem (3.1.6)  that ܤ෠  is a ܳ∗-subalgebra     of ܣ.  From this and from 
(11) we obtain that 
஻(૚݌ܵ + (ݔ∗ݔ = ஻෠݌ܵ ൫ ૚෡ + ො൯ݔ∗ොݔ = ஺൫ ૚෡݌ܵ + ݔ ො൯   for allݔ∗ොݔ ∈  .ܤ

Since ૚෡ + ૚ ,ܣ ො is invertible inݔ∗ොݔ +                     .is a symmetric algebra ܤ Thus .ܤ is invertible in ݔ∗ݔ
   

Section (3.2): Operator Lipschitz  Functions 

Let ॰ be the closed unit disk. The disc algebra ܣ(॰)  consists of all continuous complex- 
valued functions on ॰ holomorphic in its interior ॰° . It is a closed subalgebra of the C*-
algebra of all continuous complex-valued functions on ॰ with norm    ‖݃‖ = sup

௭∈॰
 The .|(ݖ)݃|

algebra ܣ(॰) can be naturally identified with the algebra ܣ(ॻ)  of all continuous functions on 
the unit circle ॻ with vanishing negative Fourier coefficients and norm ‖݂‖ = sup

௭∈ॻ
 So .|(ݖ)݂|

we will not distinguish between these two algebras and often identify ݂ ∈  with its  (ॻ)ܣ
holomorphic extension ሚ݂ to ॰. 
    Denote by (ܪ)ܤ the algebra of all bounded operators on a Hilbert space  . An operator ܶ ∈
‖ܶ‖ is a contraction if (ܪ)ܤ ≤ 1. Von Neumann's inequality states that ‖݌(ܶ)‖ ≤  for all ,‖݌‖
polynomials ݌ and contractions ܶ . Since the subalgebra of all polynomials is dense in ܣ(॰), 
the operator ݃(ܶ) can be correctly defined for each ݃ ∈  and contraction ܶ , and (॰)ܣ
‖݃(ܶ)‖ ≤ ‖݃‖.                                                     (12) 
Hence, considering each ݂ ∈  .(ܶ)݂ we can define the operator ,(॰)ܣ as a function from (ॻ)ܣ
    A continuous function ݂ on a compact ߙ ∈ ℂ is called an operator Lipschitz function on ߙ if 
‖݂(ܶ) − ݂(ܵ)‖ ≤ ܶ‖ܥ − ܵ‖,                                        (13) 
for all normal operators ܶ, ܵ with spectra in a. Thus ݂ ∈  is an operator Lipschitz (ॻ)ܣ
function on ॻ if (13) holds for all unitary operators ܶ, ܵ . Considering ݂ ∈  as a function (ॻ)ܣ
from ܣ(॰), we say that it is operator Lipschitzian on ॰, if (13) holds for all normal 
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contractions ܶ, ܵ . Furthermore, we say that it is a fully operator Lipschitz function on ॰ if 
(13) holds for all contractions ܶ, ܵ . 
    The problem whether all these three classes of operator Lipschitz functions in ܣ(ॻ)   
coincide was posed in [9]. We give the positive solution of this problem: 
Theorem(3.2.1)[114]. Let ݂ ∈  :Then the following conditions are equivalent .(ॻ)ܣ
 (i) ݂ is an operator Lipschitz function on ॻ; 
(ii) ݂ is an operator Lipschitz function on ॰; 
(iii) ݂ is a fully operator Lipschitz function on ॰. 
    It is clear that each fully operator Lipschitz function on ॰ is an operator Lipschitz function 
on ॰, and that each operator Lipschitz function on ॰ is an operator Lipschitz function on ॻ. 
So we only have to prove implication (i) ⇒(iii). 
    We prove Theorem (3.2.1). Making use of the interpolation theory, we obtain an analogue 
of (13) for Schatten ideals ܥ௣  of compact operators with norms ‖·‖௣, 1 ≤ ݌ < ∞ : if ݂ ∈  (ॻ)ܣ
is an operator Lipschitz function on ॻ with constant ܦ, then 
‖݂(ܶ) − ݂(ܵ)‖௣ ≤ ܶ‖ܦ − ܵ‖௣,   for all contraction ܶ, ܵ with ܶ − ܵ ∈  ௣.    (14)ܥ
    It would be natural to prove (14) for all ݂ ∈  ௣-Lipschitz functions on ॻ. Theܥ that are  (ॻ)ܣ
classes of ܥ௣-Lipschitz functions are wider than the class of operator Lipschitz functions; in 
fact no examples of continuously differentiable functions are known which do not belong to 
them. However, we were only able do this for ݌ = 2, using Ando's  theorem on common 
unitary dilations of two commuting contractions. Since ܥଶ-Lipschitz functions are just the 
usual Lipschitz functions, the result can be written in a quite general form: if ݂ ∈  is a  (ॻ)ܣ
Lipschitz function on ॻ with constant ܦ then If ‖݂(ܶ) − ݂(ܵ)‖ଶ ≤ ܶ‖ܦ − ܵ‖ଶ for all 
contractions ܶ, ܵ with ܶ − ܵ ∈ ݂ a weaker inequality is obtained: if ,݌ ଶ . For allܥ ∈  is a (ॻ)ܣ
,ܶ then, for all contractions ,ܦ ௣-Lipschitz function on ॻ with constantܥ ܵ with ܶ − ܵ ∈  , ௣/ଶܥ

‖݂(ܶ) − ݂(ܵ)‖௣ ≤ 2ଵ/௣(1ܦ + 2ଵ/ଶ)‖ܶ − ܵ‖௣/ଶ
ଵ/ଶ . 

The proof is based on the study of Lipschitz properties of the multivalued map that takes 
each contraction to the set of all its power unitary dilations. 
     Denote by Con(ܪ) the set of all contractions on a Hilbert space ܪ . Recall that a unitary 
operator ܷ on a Hilbert space ℌ ⊃ ܶ is called a (power) unitary dilation of ܪ ∈ Con(ܪ) if 
ܶ௡ = ܷܲ|ு        for all ݊ ∈ ℕ,                                (15) 
where ܲ is the projection on ܪ in ℌ. If ܷ is a unitary dilation of ܶ , it follows from (12) and 
(15) that 
݂(ܶ) = ݂ ு     for each|(ܷ)݌ܲ ∈  (16)                        .(ॻ)ܣ
    It follows from (12) that, for each ܶ ∈ Con(ܪ), the homomorphism ݂ →  ݂(ܶ) from ܣ(ॻ) 
into (ܪ)ܤ is norm-continuous. Furthermore, for any ݂ ∈ ܶ the map ,(ॻ)ܣ → ݂(ܶ) is norm-
continuous and continuous in the strong operator topology on Con(ܪ). 
        A measure space (ܺ,  is called standard if there is a topology on ܺ  (called admissible) (ߤ
with respect to which ߤ is a ߪ-finite Radon measure, that is, for each measurable set ܣ of 
finite measure and each ߝ > 0, there is a compact subset ܨ of ܣ such that (ܨ\ܣ)ߤ <  A .ߝ
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standard space (ܺ,  is separable if there is an admissible topology in which ܺ has a (ߤ
countable base. 
    Let (࣮, ,࣭) and  (ߤ  be separable standard measure spaces. Denote the Hilbert spaces  (ݒ
,࣮)ଶܮ ,࣭)ଶܮ and (ߤ ,ݐ)݃ ଶ , respectively. Every functionܪ ଵ andܪ by (ݒ (ݏ ∈ ࣮)ஶܮ × ࣭ , ߤ ×  (ݒ
defines an operator ܯ௚  on the space ܥଶ(ܪଵ,  ଵܪ ଶ) of Hilbert-Schmidt operators fromܪ
into ܪଶ; it can be considered as an analogue of the Hadamard multiplication operator in a 
space of matrices. Namely, if ܭ is a Hilbert-Schmidt operator with integral kernel ݐ)ߢ, (ݏ ∈
࣮)ଶܮ × ࣭ , ߤ ×  ,(ݒ
then ܯ௚(ܭ) is the operator with integral kernel ݃(ݐ, ,ݐ)ߢ(ݏ  .(ݏ
     The operator ܯ௚is linear and bounded on ܥଶ(ܪଵ,  ଶ). If it is also bounded with respect toܪ
the usual operator norm: 
ฮܯ௚(ܭ)ฮ ≤ ܭ for all     ‖ܭ‖ܥ ∈ ,ଵܪ)ଶܥ  ଶ),                                    (17)ܪ
and some ܥ > 0, then ݃ is called a Schur multiplier on (࣮ × ࣭ , ߤ ×  .(ݒ
    Peller [116] characterized Schur multipliers by several equivalent properties, one of which 
can be formulated as follows: ݃ is a Schur multiplier if and only if there are a separable 
Hilbert space ܪ and weakly measurable ܪ-valued functions ⃗ݔ  on ࣮ and ⃗ݕ  on ࣭ such that 
,ݐ)݃ (ݏ = ,(ݐ)ݔ⃗) × a.e.  on  ((ݏ)ݕ⃗ ࣭ ,   and                                    (18) 
‖(ݐ)ݔ⃗‖ ≤ ‖(ݏ)ݕ⃗‖     ,ଵ/ଶܥ ≤  ଵ/ଶ  a.e.  on ࣮ and ࣭                             (19)ܥ
for some ܥ > 0. Choosing an orthonormal basis {݁⃗௡}௡∈ℕ in ܪ and setting ݑ௡(ݐ) = ,(ݐ)ݔ⃗) ݁⃗௡), 
(ݏ)௡ݑ = (݁⃗௡ ,  we present g in the form , ((ݏ)ݕ⃗

,ݐ)݃ (ݏ = ෍ (ݏ)௡ݒ(ݐ)௡ݑ
ஶ

௡ୀଵ

     a. e.  on ࣮ × ࣭                        (20) 

with 

෍|ݑ௡(ݐ)|ଶ

௡

≤ .a   ܥ e. on ࣮,     ܽ݊݀  ෍|ݒ௡(ݐ)|ଶ

௡

≤ .a   ܥ e. on  ࣭.      (21) 

This implies that there are measurable subsets ଴࣮ and ࣭଴ of ࣮ and ࣭ with ߤ(࣮\ ଴࣮) =
(଴࣭\࣭)ߥ = 0 such that the sum in (20) is defined as a bounded function on ଴࣮ × ࣭଴  and (21) 
holds for all ݐ ∈ ଴࣮ and ݏ ∈ ࣭଴ . One says in this case that the sum is a bounded function 
marginally almost everywhere (a.e.). This terminology originated in [117], where a subset 
ܯ ⊂ ࣮ × ࣭ was called marginally null if ܯ ⊂ ܣ) × ࣭) ∪ (࣮ × ܣ where ,(ܤ ⊂ ࣮ and ܤ ⊂ ࣭ 
have zero measures. Two subsets of ࣮ × ࣭ are marginally equal if their symmetric difference 
is marginally null. Two functions are said to be equal marginally a.e. if the set of points, 
where the equality fails, is marginally null. 
        A set ܧ in ࣮ × ࣭  is called ߱-open, if there is a countable family of measurable rectangles 
௡ܣ × ௡ܣ)⋃ ௡ such thatܤ ×  are marginally equal. A complex-valued function ߮ on  ܧ ௡) andܤ
࣮ × ࣭ (it can be defined marginally a.e.) is ߱-continuous [118] if, for each open subset ܩ ⊂ ℂ, 
the full preimage ߮ିଵ (ܩ) is ߱-open. 
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Lemma(3.2.2)[114]. If a Schur multiplier ݃ is ߱-continuous then the equality (20) holds 
marginally almost everywhere. 
Proof. Note that if an ߱-continuous function ℎ on ࣮ × ࣭ equals zero a.e., then it is zero 
marginally a.e. Indeed, the set ܨ = ,ݐ)} :(ݏ ℎ(ݐ, (ݏ ≠ 0} =  ⋃ ℎିଵ( ௜ܷ)௜∈ℕ , where ℂ\{0} = ⋃ ௜ܷ௜∈ℕ  
and all ௜ܷ  are open. Each ℎିଵ( ௜ܷ) marginally equals to a union of measurable rectangles ܣ௡ ×
(௡ܣ) has zero measure. Thus all ܨ ௡ and has zero measure, asܤ = (௡ܤ)ݒ = 0 . Therefore 
ℎିଵ( ௜ܷ) is marginally null, so ܨ is marginally null. 
    Hence it follows that, if two ߱-continuous functions coincide a.e., they coincide marginally 
a.e., as the difference of ߱-continuous functions is ߱-continuous by [118, Corollary 3.2]. Thus 
we only need to show that the sum in (20) is an ߱-continuous function. 
    Since ݑ௡ , ݒ௡ are measurable, the functions ݑ௡ෞ ,ݐ)  (ݏ = ,(ݐ)௡ݑ ௡ෞݒ = ,ݐ) (ݏ = -߱ are (ݏ)௡ݒ
continuous on ࣮ × ࣭ . Hence, by [118, Corollary 3.2], all ݃ே(ݐ, (ݏ = ∑ ே(ݏ)௡ݒ(ݐ)௡ݑ

௡ୀଵ  are ߱-
continuous. As ܷே(ݐ) = (∑ ଶஶ|(ݐ)௡ݑ|

௡ୀேାଵ )ଵ/ଶ  and ேܸ(ݏ) = (∑ ଶஶ|(ݏ)௡ݒ|
௡ୀேାଵ )ଵ/ଶ are 

measurable, the functions ܷே(ݐ) ேܸ(ݏ)  are ߱-continuou on ଴࣮ × ࣭଴ . Since 

อ෍ (ݏ)௡ݒ(ݐ)௡ݑ − ݃ே(ݐ, (ݏ
ஶ

௡ୀଵ

อ = อ ෍ (ݏ)௡ݒ(ݐ)௡ݑ
ஶ

௡ୀேାଵ

อ ≤ ܷே(ݐ) ேܸ(ݏ) → 0,   as ܰ → ∞ 

on ଴࣮ × ࣭଴ , it follows from Lemma (3.2.8) [118] that ∑ ஶ(ݏ)௡ݒ(ݐ)௡ݑ
௡ୀଵ  is ߱-continuous on ଴࣮ ×

࣭଴ and, hence, on ࣮ × ࣭ .  
    Suppose now that ࣮ and ࣭ are separable metrizable compacts and ߤ,  are regular Borel ݒ
measures withs upp(ߤ) = ࣮ , supp(ݒ) = ࣭ . Our aim is to prove that if a Schur multiplier ݃ is 
continuous then the vector functions ⃗(ݐ)ݔ and ⃗(ݏ)ݕ in (18) can be chosen with some 
additional properties. For continuous functions, the condition that ݃ is a Schur multiplier 
does not depend on the choice of ߤ,  but we will not need this fact, as the ,(see [119, 120]) ݒ
measures will be fixed. 
    For a subset ܹ of a Hilbert space ܪ , by cls(ܹ) we denote its closed linear span. We will 
say that ܹ generates ܪ if csl(ܹ) =  . ܪ
Theorem (3.2.3)[114].      Suppose that a continuous function ݃ on ࣮ × ࣭  is a Schur 
multiplier. Then the vector functions ⃗(ݐ)ݔ,  can be chosen in such a way ܪ and the space (ݏ)ݕ⃗
that 
 (i) each of the sets {⃗(ݐ)ݔ: ݐ ∈ ࣮} and {⃗(ݏ)ݕ: ݏ ∈ ࣭} generates ܪ; 
 (ii) ⃗(ݐ)ݔ and ⃗(ݏ)ݕ are weakly continuous; 
(iii) equality (18) and inequality (19) hold for all (ݐ, (ݏ ∈ ࣮ × ࣭. 
Proof. As ࣮, ࣭  have countable bases, ࣮ × ࣭  has a countable base. Hence each open subset of 
࣮ × ࣭ is a countable union of open rectangles, so all continuous functions on ࣮ × ࣭ are w- 
continuous. By Lemma (3.2.2), one can assume that (20) holds marginally a.e. So there are 
ଵܧ ⊆ ࣮, ଵܨ ⊆ ࣭ such that ߤ(࣮\ܧଵ) = (ଵܨ\࣭)ݒ = 0 and (18) holds for all (ݐ, (ݏ = ଵܧ ×  . ଵܨ
Taking (19) into account and removing, if necessary, from ܧଵand ܨଵsome subsets of null 
measure, we obtain that there are ܧ ⊆ ࣮, ܨ ⊆ ࣭ with (ܧ\࣮)ߤ = (ܨ\࣭)ݒ = 0 such that (18) 
and (19) hold for all (ݐ, (ݏ = ܧ ×  . ܨ
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Let ଵܲ  be the projection on ܪଵ = cls{⃗(ݐ)ݔ: ݐ ∈ ,ݐ)݃ Then  .{ܧ (ݏ = ൫⃗(ݐ)ݔ, ଵܲ⃗(ݏ)ݕ൯  for  (ݐ, (ݏ =
ܧ × ଶܪ Let now ଶܲ  be the projection on . ܨ = cls{ ଵܲ⃗(ݏ)ݕ: ݏ ∈ ଶܪ Then .{ܨ  ⊆ ,ݐ)݃  ଵ andܪ (ݏ =
൫ ଶܲ⃗(ݐ)ݔ, ଵܲ⃗(ݏ)ݕ൯.  Note that cls({ ଶܲ⃗(ݐ)ݔ: ݐ ∈ ({ܧ = ଶܲ൫cls({⃗(ݐ)ݔ: ݐ ∈ ൯({ܧ = ଶܲܪଵ =  . ଶܪ
Replacing ܪ by ܪଶ and ⃗(ݐ)ݔ, ,(ݐ)ݔby ଶܲ⃗ (ݏ)ݕ⃗ ଶܲ⃗(ݏ)ݕ, we obtain the proof of (i). 
    Let ℱ be the set of all ݁⃗ ∈ (ݏ)݁ for which the function ܪ = (݁⃗,  is uniformly continuous ((ݏ)ݕ⃗
on. Let ݁⃗௡ ∈ ℱ and ݁⃗௡ = ݁⃗ . As (19) holds for all ∈  , ܨ

ห൫݁⃗, (ݏ)ݕ⃗ − ൯ห(′ݏ)ݕ⃗ ≤ ห൫݁⃗ − ݁⃗௡ , (ݏ)ݕ⃗ − ൯ห(′ݏ)ݕ⃗ + ห൫݁⃗௡ , (ݏ)ݕ⃗ − ൯ห(′ݏ)ݕ⃗
≤ 2‖݁⃗ − ݁⃗௡‖ܦଵ/ଶ + ห൫݁⃗௡ , (ݏ)ݕ⃗ −  .൯ห(′ݏ)ݕ⃗

Hence ݁⃗ ∈ ℱ , so ℱ is a closed linear subspace of. Moreover, ℱ contains all ⃗ݐ ,(ݐ)ݔ ∈  ,Indeed .ܧ
the function ߮(ݏ) = ൫⃗(ݐ)ݔ, ݏ coincides with the function ܨ ൯ on(ݏ)ݕ⃗ → ,ݐ)݃  which is (ݏ
continuous and, therefore, uniformly continuous on ࣭. Thus ߮(ݏ) is uniformly continuous 
on ܨ . By (i), ℱ =  . ܪ
     Let us redefine, if necessary, ⃗(ݏ)ݕ on ࣭\ܨ to obtain a weakly continuous ܪ-valued function 
on ࣭ . As supp(ݒ) = ࣭ , Closure(ܨ) = ࣭ . Let ݁⃗ ∈ (ݏ)݁ As the function . ܪ = ൫݁⃗,  ൯ is(ݏ)ݕ⃗
uniformly continuous on  , it extends to ࣭by continuity; the result will be also denoted by 
,As ห൫݁⃗ .(ݏ)݁ ൯ห(ݏ)ݕ⃗ ≤ ‖(ݏ)ݕ⃗‖‖⃗݁‖ ≤ ݏ ଵ/ଶ‖݁⃗‖,  forܦ ∈ |(ݏ)݁| we have, by continuity, that l , ܨ ≤
ݏ ଵ/ଶ‖݁⃗‖ for allܦ ∈ ࣭ . 
     Clearly, for each ݏ ∈ ⃗݁ the map , ܨ →  Hence, by continuity, it is also . ܪ is linear on (ݏ)݁
linear, for each ݏ ∈ ࣭ , so the map ݁⃗ →  Hence, for . ܪ is a bounded linear functional on (ݏ)݁
each ݏ ∈ ௦ݒ⃗ one can find , ܨ/࣭ ∈ (ݏ)݁ such that  ܪ = (݁⃗, ݁ ௦) for allݒ⃗ ∈ ‖௦ݒ⃗‖ Then . ܪ ≤  . ଵ/ଶܦ
Set ⃗(ݏ)ݕ = ௦ݒ⃗ . . As ݁(ݏ) = ൫݁⃗, ݁ ൯ is continuous on ࣭ for each(ݏ)ݕ⃗ ∈  is weakly (ݏ)ݕ⃗ , ܪ
continuous on ࣭ and ‖⃗(ݏ)ݕ‖ ≤ ݏ ଵ/ଶ , for allܦ ∈ ࣭ . 
    In the same way we can redefine ⃗(ݐ)ݔ on ࣮\ܧ to obtain a weakly continuous function on ࣮ 
with‖⃗(ݐ)ݔ‖ ≤ ݐ ଵ/ଶ , for allܦ ∈ ࣮ . The redefined function ൫⃗(ݐ)ݔ,  ൯ is separately(ݏ)ݕ⃗
continuous on  ࣮ × ࣭ on by both arguments and coincides with ݃(ݐ, ܧ on (ݏ × ,ݐ)݃ As . ܨ  is (ݏ
continuous, equality (18) holds for all (ݐ, (ݏ ∈ ࣮ × ࣭ . We have proved (ii) and (iii).  
Let us reformulate the result of Theorem (3.2.3) in a "scalar" form. 
Corollary(3.2.4)[114].If g is a continuous Schur multiplier on ࣮ × ࣭ then there are continuous 
functions ݑ௡(ݐ), ,ݐ)  such that the equality (20) holds for all (ݏ)௡ݒ (ݏ ∈ ࣮ × ࣭ and the 
inequalities (21) hold for each ݐ ∈ ࣮ and each ݏ ∈ ࣭, respectively. 
    Now we will prove that the functions ݑ௡ , ݒ௡  inherit some other properties of the 
function ݃. 
Corollary(3.2.5)[114].      Let ℒ and ℳbe, respectively, closed subspaces in the spaces ܥ(࣮) 
and ܥ(࣭) of all continuous functions. If, for each ݏ ∈ ࣭ , the function ݐ → ,ݐ)݃   ,belongs to ℒ (ݏ
then all functions ݑ௡  belong to ℒ. Similarly, if all functions ݏ → ,ݐ)݃ ∋ ,(ݏ ࣮ , belong to ℳ, 
then all ݒ௡ belong to ℳ. 
Proof. Let ⃗(ݐ)ݔ and ⃗(ݏ)ݕ be as in Theorem (3.2.3). Denote by ℱ the set of all ݁⃗ ∈  for which ܪ
the function ݐ → ,(ݐ)ݔ⃗) ݁⃗) belongs to ℒ. Since ℒis a closed subspace of ܥ(࣮) and‖⃗(ݐ)ݔ‖ ≤  ଵ/ଶܥ
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, for all ݐ ∈ ࣮, ℱ is a closed subspace of ܪ . It contains all ⃗ݏ,(ݏ)ݕ ∈ ࣭ , as൫⃗(ݐ)ݔ, ൯(ݏ)ݕ⃗ =
,ݐ)݃ (ݏ ∈ ℒ . Since these vectors generate ܪ, ℱ = Thus ݁௡ . ܪ ∈ ℱ  and this means that ݑ௡ ∈ ℒ. 
The second statement has a similar proof.  
         We prove here Theorem (3.2.1). Let ݂ ∈  .be continuously differentiable on ॻ  (ॻ)ܣ
Consider ݂ as a function on ॰and define the function መ݂ on ॰ × ॰ by 

                                               መ݂(ݖ, (ݓ =
(ݖ)݂ − (ݓ)݂

ݖ − ݓ
        for ݖ ≠  ,ݓ

መ݂(ݖ, (ݖ =
(ݖ)݂݀

ݖ݀
        for ݖ ∈ ॰∘, 

መ݂(ݐ, (ݐ =
(ݐ)݂݀

ݐ݀
        for ݐ ∈ ॻ.                                           (22) 

We will omit the proof of the following lemma. 
Lemma (3.2.6)[114]. Let ݂ ∈ ′݂ be a continuously differentiable function on ॻ. Then(ॻ)ܣ ∈
∘and the function መ݂ is analytic on ॰ (ॻ)ܣ × ॰∘and continuous on ॰ × ॰. For all ݖଵ, ଵݓ ∈ ॰ , 
the functions ݖ → መ݂(ݖ, ݓ ଵ) andݓ → መ݂(ݖଵ,  .(॰)ܣ belong to (ݓ
    Let ݂ ∈  Suppose that ݂ is .ܦ be an operator Lipschitz function on ॻ with constant  (ॻ)ܣ
continuously differentiable. Then (see, for example, [121]) መ݂(ݐ,  is a Schur multiplier on (ݏ
(ॻ × ॻ, ߤ ×  ,is the Lebesgue measure on ॻ. By Lemma (3.2.6) ߤ where ,ܦ with constant (ߤ
for ݐଵ, ଵݏ ∈ ॻ, the functions ݏ → መ݂(ݐଵ, ݐ and (ݏ → መ݂(ݐ,  is a  (ॻ)ܣ Since  .(ॻ)ܣ ଵ) belong toݏ
closed subspace of the space ܥ(ॻ)of all continuous functions on ॻ, Corollaries (3.2.4)and 
(3.2.5)imply that there are ݑ௡ , ௡ݒ ∈ ,ݐ such that, for all (ॻ)ܣ ݏ ∈ ॻ, 

መ݂(ݐ, (ݏ = ෍ (ݏ)௡ݒ(ݐ)௡ݑ
ஶ

௡ୀଵ

  with  ෍|ݑ௡(ݐ)|ଶ ≤ ܦ
௡

, ෍|ݒ௡(ݏ)|ଶ ≤ ܦ
௡

.      (23) 

Consider ݑ௡ , ݊ and, for each  (॰)ܣ ௡  as elements ofݒ ∈ ℕ, set ߪே(ݖ, (ݓ = ∑ ே(ݓ)௡ݒ(ݖ)௡ݑ
௡ୀଵ  for 

all ݖ, ݓ ∈ ॰. For all ݖଵ, ଵݓ ∈ ॰, the functions ݖ → ,ݖ)ேߪ ݓ ଵ) andݓ → ,ଵݖ)ேߪ  .(॰)ܣ belong to (ݓ
If ݃ ∈ then (see [122, Chapter III, (1.7)]), for 0 (॰)ܣ ≤ ݎ < 1, 

(௜ఛ݁ݎ)݃ =
1

ߨ2
න ,ݎ)ܲ ߬ − ߠ݀(௜ఏ݁)݃(ߠ

ଶగ

଴
 where  ܲ(ݎ, ߬) =

1 − ଶݎ

1 − ݎ2 cos ߬ + ଶݎ   (24) 

Lemma (3.2.7)[114].    ߪே uniformly converge to መ݂on each compact subset of ॰∘ × ॰∘ . 
Proof. By the maximum modulus principle and by (23), for all (ݖ, (ݓ ∈ ॰ × ॰, 

,ݖ)ேߪ| |(ݓ ≤ max
௧∈ॻ

,ݐ)ேߪ| |(ݓ ≤ max
௧∈ॻ

ቀmax
௦∈ॻ

,ݐ)ேߪ| ቁ|(ݏ = max
௧,௦∈ॻ

อ෍ (ݏ)௡ݒ(ݐ)௡ݑ
ே

௡ୀଵ

อ

≤ max
௧∈ॻ

൭෍|ݑ௡(ݐ)|ଶ
ே

௡ୀଵ

൱

ଵ/ଶ

max
௦∈ॻ

൭෍|ݒ௡(ݏ)|ଶ
ே

௡ୀଵ

൱

ଵ/ଶ

≤  .ܦ

Let ݖଵ = ଵݓ , ௜ఛ݁ݎ = ݖ ௜ఈ . The functions݁ߩ → ,ݖ)ேߪ ݓ ,(ଵݓ → ,ଵݖ)ேߪ  so by  ,(॰)ܣ belong to (ݓ
(24), 
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,ଵݖ)ேߪ (ଵݓ =
1

ߨ2
න ,ݎ)ܲ ߬ − ,ே(݁௜ఏߪ(ߠ ߠ݀(ଵݓ

ଶగ

଴

=
1

ଶߨ4 න ,ݎ)ܲ ߬ − (ߠ ቆන ,ߩ)ܲ ߙ − ேߪ(∅

ଶగ

଴
(݁௜ఏ, ݁௜∅)݀∅ቇ ߠ݀

ଶగ

଴
. 

  By Lemma (3.2.6), the functions ݖ → መ݂(ݖ, ݓ ଵ)andݓ → መ݂(ݖଵ,  Hence, as .(॰)ܣ belong to(ݓ
above 

መ݂(ݖଵ, (ଵݓ =
1

ଶߨ4 න ,ݎ)ܲ ߬ − (ߠ ቆන ,ߩ)ܲ ߙ − ∅) መ݂
ଶగ

଴
(݁௜ఏ, ݁௜∅)݀∅ቇ ߠ݀

ଶగ

଴
. 

Let max(ݎ, (݌ ≤ ܴ < 1  .Then |ܲ(ݎ, ߬ − ,ߩ)ܲ(ߠ ߙ − ∅)| ≤ (ଵା௥)(ଵାఘ)
(ଵି௥)(ଵିఘ)

≤ ቀଵାோ
ଵିோ

ቁ
ଶ
. Hence 

ห መ݂(ݖଵ, (ଵݓ − ,ଵݖ)ேߪ ଵ)หݓ ≤
1

ଶߨ4 ൬
1 + ܴ
1 − ܴ

൰
ଶ

න න ห መ݂൫݁௜ఏ, ݁௜∅൯ − ,ே൫݁௜ఏߪ ݁௜∅൯ห
ଶగ

଴

ଶగ

଴
 .ߠ݀∅݀

Since መ݂is continuous on ॻ × ॻ, supห መ݂൫݁௜ఏ, ݁௜∅൯ห ≤ ,ே൫݁௜ఏߪAs supห . ܯ for some ܯ ݁௜∅൯ห ≤  ܦ
and ߪே൫݁௜ఏ, ݁௜∅൯ → መ݂൫݁௜ఏ, ݁௜∅൯ for all ∅,  it follows from the Dominated Convergence ,ߠ
theorem that 

න න ห መ݂൫݁௜ఏ, ݁௜∅൯ − ,ே൫݁௜ఏߪ ݁௜∅൯ห
ଶగ

଴

ଶగ

଴
ߠ݀∅݀ → 0,    as ܰ → ∞ 

Therefore ߪேuniformly converge to መ݂in ॰ோ × ॰ோ   where ॰ோis the closed disk of radius ܴ.     
    Let {ݑ௡}, ܰ satisfying (23). For (ॻ)ܣ be functions in {௡ݒ} ∈ ℕ and contractions ܶ, ܵ, define 
the bounded operators ߁ே(ܶ, ܵ) on (ܪ)ܤ by the formula: ߁ே(ܶ, ܵ)ܺ = ∑ ௡(ܵ)ேݒܺ(ܶ)௡ݑ

௡ୀଵ . 
Lemma(3.2.8)[114].      ‖߁ே(ܶ, ܵ)‖஻(ு) ≤  .ܦ
Proof. Set ∅ே(ݐ) = ∑ തതതതതതതே(ݐ)௡ݑ(ݐ)௡ݑ

௡ୀଵ . Let ܷ be a unitary dilation of ܶ and ܲ be the projection 
on ܪ such that ܶ = ܷܲ|ு  (see (l.4)). Since 0 ≤ ∅ே ≤ (ܷ)૚, the positive operators ∅ேܦ =
∑ ௡(ܷ)∗ேݑ(ܷ)௡ݑ

௡ୀଵ  satisfy the inequality 0 ≤ ∅ே ≤ (ܶ)௡ݑ ,૚. By (l.5)ܦ =  . ௡(ܷ)|ுݑܲ
Hence 

∅ே(ܶ) = ෍ ∗(ܶ)௡ݑ(ܶ)௡ݑ
ே

௡ୀଵ

= ෍ ∗(ܷ)௡ݑ(ܷ)௡ݑܲ
ே

௡ୀଵ

ܲ = ܲ ൭෍ ∗(ܷ)௡ݑ(ܷ)௡ݑ
ே

௡ୀଵ

൱ ܲ ≤  ,ܲܦ

so ‖∑ ௡(ܶ)∗ேݑ(ܶ)௡ݑ
௡ୀଵ ‖ ≤ ∑‖We obtain similarly that .ܦ ௡(ܵ)ேݒ∗(ܵ)௡ݒ

௡ୀଵ ‖ ≤   ܦ
by setting ߰ே(ݏ) = ∑ ே(ݏ)௡ݒ തതതതതതത(ݏ)௡ݒ

௡ୀଵ . 
Consider the Hilbert space ܪ෩ = ܪ ⊕. . .⊕ ܪ ⊕. .. . For ܺ ∈  the operators ,(ܪ)ܤ

ேܣ = ൭
ܺ(ܶ)ଵݑ

0
⋯

     
⋯
⋯
⋯

     
ܺ(ܶ)ேݑ

0
⋯

     
0
0
⋯

     
⋯
⋯
⋯

൱          and 

ேܤ = ൭
∗(ܵ)ଵݒ

0
⋯

     
⋯
⋯
⋯

     
∗(ܵ)ேݒ

0
⋯

     
0
0
⋯

     
⋯
⋯
⋯

൱               

on ܪ෩ are bounded, as 
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ே‖ଶܣ‖ = ேܣேܣ‖
∗ ‖ = ะ෍ ∗(ܶ)௡ݑ∗ܺܺ(ܶ)௡ݑ

ே

௡ୀଵ

ะ = sup
௫∈ு,‖௫‖ୀଵ

෍‖ܺ∗ݑ௡(ܶ)∗ݔ‖ଶ
ே

௡ୀଵ

≤ ‖ܺ∗‖ଶ sup
௫∈ு,‖௫‖ୀଵ

෍‖ݑ௡(ܶ)∗ݔ‖ଶ
ே

௡ୀଵ

= ‖ܺ‖ଶ ะ෍ ∗(ܶ)௡ݑ(ܶ)௡ݑ
ே

௡ୀଵ

ะ ≤  ଶ‖ܺ‖ܦ

and ‖ܤே‖ଶ = ேܤேܤ‖
∗ ‖ = ‖∑ ௡(ܵ)ேݒ∗(ܵ)௡ݒ

௡ୀଵ ‖ ≤  Hence .ܦ

,ܶ)ே߁‖ ܵ)ܺ‖ = ะ෍ (ܵ)௡ݒܺ(ܶ)௡ݑ
ே

௡ୀଵ

ะ = ேܤேܤ‖
∗ ‖ ≤ ‖ேܤ‖‖ேܣ‖ ≤  ‖ܺ‖ܦ

which completes the proof. 
    For ܣ ∈  on ܣ ஺ and ஺ܴ the operators of the left and right multiplication byܮ denote by ,(ܪ)ܤ
‖஺ܮ‖ they clearly commute. It is well known that ;(ܪ)ܤ = ‖ ஺ܴ‖ =  is a strict ܣ So if .‖ܣ‖
contraction (this means that ‖ܣ‖ < 1) then one may apply functions in ܣ(॰) to ܮ஺and ஺ܴ. It 
is evident that ݌(ܮ஺)ܺ = )݌ and ܺ(ܣ)݌  ஺ܴ)ܺ =  Approximating .݌ for each polynomial ,ܺ(ܣ)݌ 
uniformly ݂ ∈ ܺ(஺ܮ)݂ by polynomials, we have  (॰)ܣ = )݂ and ܺ(ܣ)݂  ஺ܴ)ܺ =  for  ,ܺ(ܣ)݂ 
each strict contraction ܣ, so 
(஺ܮ)݂ = )݂       ௙(஺)     andܮ  ஺ܴ) =  ௙ܴ(஺).                                          (25) 
    Let ݂ ∈ ,ܶ be a continuously differentiable, operator Lipschitz function on ॻ and let (ॻ)ܣ ܵ 
be strict contractions. Consider ݂ as an element of ܣ(॰). The function ݂(ݖ) −  is analytic (ݓ)݂
on ॰∘ × ॰∘ and, by Lemma (3.2.6), the function መ݂(ݖ, ∘is analytic on ॰ (ݓ × ॰∘ . Therefore 
(see [123, §116] and [124, III.11.8, Theorem 8]) they can be applied to any two elements of a 
commutative Banach unital algebra whose spectra are contained in ॰∘and, hence, to the 
commuting strict contractions ்ܮ   and ்ܴ   on the Banach space (ܪ)ܤ. Thus መ݂(்ܮ,  ௌ) andܮ
(்ܮ)݂ − ݂(ܴௌ) are bounded operators on (ܪ)ܤ. By (22), ݂(ݖ) − (ݓ)݂ = መ݂(ݖ, ݖ)(ݓ −  .(ݓ
Hence, by (25), 
(்)௙ܮ − ௙ܴ(ௌ) = (்ܮ)݂ − ݂(ܴௌ) = መ݂(்ܮ, ܴௌ)(்ܮ − ܴௌ) .                           (26) 
Now we can prove the result   and finish the proof of Theorem(3.2.1). 
Theorem (3.2.9)[114].  If  ݂ ∈ ܦ is an operator Lipschitz function on ॻ then there is (ॻ)ܣ >
0 such that 
‖݂(ܶ)ܺ − ݂ܺ(ܵ)‖ ≤ ܺܶ‖ܦ − ܺܵ‖  for all contraction ܶ, ܵ and ܺ ∈  (27)     .(ܪ)ܤ
Proof. (i) First assume that ݂ has continuous derivative on ॻ and that ܶ, ܵ are strict 
contractions. It follows from (26) that, for all ܺ ∈  ,(ܪ)ܤ
݂(ܶ)ܺ − ݂ܺ(ܵ) = (்ܮ)݂) − ݂(ܴௌ))ܺ = መ݂(்ܮ, ܴௌ)(ܶܺ − ܺܵ). 
By Lemma (3.2.7), the analytic functions  ߪே(ݖ, ∘on ॰ (ݓ × ॰∘ uniformly converge to መ݂(ݖ,  (ݓ
on ॰௥ × ॰௥  where ॰௥  is the closed disk of radius ݎ = max(‖ܶ‖, ‖ܵ‖) < 1. It follows from 
continuity of the Holomorphic Functional Calculus (see [123, §13]) that መ݂(்ܮ, ܴௌ) is the norm 
limit of the operators ߪே(்ܮ, ܴௌ) = ∑ ௡(ܴௌ)ேݒ(்ܮ)௡ݑ

௡ୀଵ . It follows from (25) that  ߪே(்ܮ, ܴௌ) =
,ܶ)ே߁ ܵ). Hence, by Lemma (3.2.8), ‖ߪே(்ܮ, ܴௌ)‖஻(ு) ≤ Therefore ฮ .ܦ መ݂(்ܮ, ܴௌ)ฮ

஻(ு)
≤  and  ܦ

(27) holds. 
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    Let now ܶ, ܵ be arbitrary contractions. Applying (27) to , for 0 , ܵݎ < ݎ < 1, we get 
ܺ(ܶݎ)݂‖ − ‖(ܵݎ)݂ܺ ≤ ܺܶݎ‖ܦ − ‖ܵܺݎ  ≤ ܺܶ‖ܦ − ܺܵ‖. 

Hence 
‖݂(ܶ)ܺ − ݂ܺ(ܵ)‖ ≤ ܺ(ܶݎ)݂‖ − ‖(ܵݎ)݂ܺ + ‖(݂(ܶ) − ‖ܺ((ܶݎ)݂ + ‖ܺ(݂(ܵ) − ‖((ܵݎ)݂

≤ ܺܶ‖ܦ − ܺܵ‖ + ‖݂(ܶ) − ‖ܺ‖‖(ܶݎ)݂ + ‖ܺ‖‖݂(ܵ) −  .‖(ܵݎ)݂
Letting ݎ → 1 and using the norm-continuity of the map ܶ → ݂(ܶ), we obtain that (27) holds 
for all contractions. Thus we proved the theorem for continuously differentiable functions. 
    (ii) Let now f be any operator Lipschitz function on ॻ from ܣ(ॻ).  Let ߮ be a non-negative 
infinitely differentiable function on ॻ with ∫ ݐ݀(ݐ)߮ = 1ॻ . The convolution 

ℎ(ݐ) = ߮ ∗ (ݐ)݂ = න ݏ݀(ଵିݏݐ)݂(ݏ)߮
ॻ

 

is also infinitely differentiable and belongs to ܣ(ॻ), since the negative Fourier coefficients 

ℎ෠(݊) =
1

ߨ2
න ℎ(݁௜ఏ)

గ

ିగ
݁ି௜௡ఏ݀ߠ = ݅ መ݂(݊) න ݁ି௜(௡ିଵ)థ

గ

ିగ
߮൫݁௜థ൯݀߶ = 0  for ݊ < 0, 

as መ݂(݊) = 0. Moreover, it is operator Lipschitzian on ॻ with the same constant. Indeed, 

ℎ(ܷ) − ℎ(ܸ) = න߮(ݏ)൫݂(ܷିݏଵ) − ݏ൯݀(ଵିݏܸ)݂
ॻ

 

for unitary operators ܷ, ܸ . Since ݂ is an operator Lipschitz function on ॻ and |ݏ| = 1, we 
have from (13) that 

‖ℎ(ܷ) − ℎ(ܸ)‖ ≤ න߮(ݏ)‖݂(ܷିݏଵ) − ݏ݀‖(ଵିݏܸ)݂
ॻ

≤ න߮(ݏ)ܦ‖ܷ − ݏ݀‖ܸ
ॻ

= ܷ‖ܦ − ܸ‖. 

Since ℎ is infinitely differentiable, (27) holds for it and all ܶ, ܵ ∈ Con(ܪ) and ܺ ∈  Thus .(ܪ)ܤ

‖ℎ(ܷ)ܺ − ܺℎ(ܸ)‖ = ብන߮(ݏ)൫݂(ܶିݏଵ)ܺ − ݏ൯݀(ଵିݏܵ)݂ܺ
ॻ

ብ ≤ ܺܶ‖ܦ − ܺܵ‖. (28) 

Set (ݏ)ܨ = ܺ(ଵିݏܶ)݂ − ,ݐ For .(ଵିݏܵ)݂ܺ ݏ ∈ ॻ , 
(ݐ)ܨ‖ − ‖(ݏ)ܨ ≤ ܺ(ଵିݐܶ)݂‖ − ‖ܺ‖‖(ଵିݏܶ)݂ܺ + ܺ(ଵିݐܵ)݂‖‖ܺ‖ −  .‖(ଵିݏܵ)݂ܺ

Since the map ܶ → ݂(ܶ) is norm-continuous, ‖(ݐ)ܨ − ‖(ݏ)ܨ → 0, as ݏ →  Take a sequence . ݐ
{߮௡} of functions as above with the support of ߮௡ contained in ॻ௡ = ݐ} ∈ ॻ: ݐ| − 1| ≤ ଵ

௡
}. Then 

ብ(1)ܨ − න߮௡(ݏ)ݏ݀(ݏ)ܨ
ॻ

ብ = ብන߮௡(ݏ)((1)ܨ − ݏ݀((ݏ)ܨ
ॻ

ብ ≤ sup
௦∈ॻ೙

(ݐ)ܨ‖ − ‖(ݏ)ܨ → 0, 

and 

‖݂(ܶ)ܺ − ݂ܺ(ܵ)‖ = ‖(1)ܨ‖ ≤ ብ(1)ܨ − න߮௡(ݏ)ݏ݀(ݏ)ܨ
ॻ

ብ + ብන߮௡(ݏ)ݏ݀(ݏ)ܨ
ॻ

ብ. 

By (28) ฮ∫ ߮௡(ݏ)ݏ݀(ݏ)ܨॻ ฮ ≤ ܺܶ‖ܦ − ܺܵ‖. Letting ݊ → ∞, we conclude that (27) holds. 
Proof of Theorem (3.2.1). To complete the proof we only need to prove implication (i) ⇒ (iii). 
This is done by substituting 1 for ܺ in (27).  
        Denote by ܥ௣ ,1 ≤ ݌ < ∞ , the Schatten ideals of compact operators on ܪ with norm ‖∙‖௣ 
and by ܥஶ the ideal (ܪ)ܥ of all compact operators on ܪ . Recall (see [125]) that 
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௣‖ܤܺܣ‖ ≤ ,ܣ for all      ‖ܤ‖௣‖ܺ‖‖ܣ‖ ܤ ∈ ܺ  and    (ܪ)ܤ ∈  ௣           (29)ܥ

If ܣ௡  tend to ܣ in the strong operator topology in (ܪ): ௡ܣ
(ୱ୭୲)
ሱ⎯ሮ  then [125, Theorem III.6.3] , ܣ

௡ܺܣ‖ − ௣‖ܺܣ → 0      for all   ܺ ∈  ௣.                                         (30)ܥ
If ܪ is finite-dimensional, then all ܥ௣ coincide with (ܪ)ܤ but the norms are different. 
     It is well known that (ܪ)ܤ is isomorphic to the dual space of the ideal ܥଵ  of all nuclear 
operators on ܪ and that ܥଵis isomorphic to the dual space of ܥஶ . Both dualities are given by 
the bilinear form 〈ܣ, 〈ܤ =  tr(ܤܣ). For ܶ ∈  set ,(ܪ)ܤ
்ܮ

௣ = ்ܴ        , ஼೛|்ܮ
௣ = ்ܴ|஼೛        for 1 ≤ ݌ ≤ ∞. 

For ܣ ∈ ∋ and (ܪ)ܤ ,(ܣ)்ܮ〉 , ଵܥ 〈ܤ =  tr(ܶܤܣ) =  tr(ܶܤܣ) = ,ܣ〉 ்ܴ
ଵ(ܤ)〉. Using this, we obtain 

the following identities for the conjugate operators: 
்ܮ)

ஶ)∗ = ்ܴ
ଵ ,        (்ܴ

ஶ)∗ = ்ܮ
ଵ ்ܮ)      , 

ଵ )∗ = ்ܴ      and     (்ܴ
ଵ)∗ =  (31)          ்ܮ

We obtain the Lipschitz type inequalities for ܥ௣-norms for the action of operator Lipschitz 
functions from ܣ(ॻ) on Con(ܪ). 
Proposition(3.2.10)[114].      Let ݂ ∈ and 1 (ॻ)ܣ ≤ ݌ ≤ ∞. Let there exists ܦ > 0 such that 
‖݂(ܶ)ܺ − ݂ܺ(ܵ)‖௣ ≤ ܺܶ‖ܦ − ܺܵ‖௣,                                    (32) 
for all finite rank contractions ܶ, ܵ and all finite rank operators ܺ. Then (32) holds for any 
pair of contractions ܶ, ܵ and all ܺ ∈  ௣ , andܥ
‖݂(ܶ) − ݂(ܵ)‖௣ ≤ ܶ‖ܦ − ܵ‖௣   if   ܶ − ܵ ∈  ௣                                   (33)ܥ
Proof. Let ܺ be a finite rank operator and ܵ, ܶ ∈ Con(ܪ) . Choose finite rank contractions 

ܵ௡ , ௡ܶ such that ܵ௡
∗ (ୱ୭୲)

ሱ⎯ሮ ܵ∗, ௡ܶ
(ୱ୭୲)
ሱ⎯ሮ ܶ . By (30), ‖(ܶ − ௡ܶ)ܺ‖௣ → 0 and ‖ܺ(ܵ − ܵ௡)‖௣ =

‖(ܵ௡
∗ − ܵ∗)ܺ∗‖௣ → 0. Furthermore ݂( ௡ܶ)

(ୱ୭୲)
ሱ⎯ሮ ݂(ܶ)whence, by (30), ‖(݂(ܶ) − ݂( ௡ܶ))ܺ‖௣ → 0. 

 
    The function ሚ݂(ݐ) = (∗ܵ)and (see [122, Section III.2]) ሚ݂  (ॻ)ܣ തതതതതത belongs to(̅ݐ)݂ = ݂(ܵ)∗ . 

Hence ݂(ܵ௡)∗ − ݂(ܵ)∗ = ሚ݂(ܵ௡
∗) − ሚ݂(ܵ∗)

(ୱ୭୲)
ሱ⎯ሮ 0   , so that ‖ܺ(݂(ܵ௡) − ݂(ܵ))‖௣ = ‖݂(ܵ௡)∗ −

݂(ܵ)∗ܺ∗‖௣ → 0. 
Using these norm limits and taking the limit in the inequality ‖(݂( ௡ܶ)ܺ − ݂ܺ(ܵ௡))‖௣ ≤
‖ܦ ௡ܶܺ − ܺܵ௡‖௣, we obtain (33) for all ܶ, ܵ ∈ Con(ܪ) and all finite rank operators ܺ. For 
arbitrary ܺ ∈ ܺ‖ ௣ , choose finite rank operators ܺ௡   such thatܥ − ܺ௡‖௣ → 0. Now (33) can be 
proved by taking the limit in the inequality ‖(݂(ܶ)ܺ௡ − ܺ௡݂(ܵ))‖௣ ≤ ௡ܺܶ‖ܦ − ܺ௡ܵ‖௣ and 
using (12) and (29). 
    Let now ܶ − ܵ ∈  ௣ . Let ௡ܲ be an increasing sequence of finite-dimensional projectionsܥ

such ௡ܲ
(ୱ୭୲)
ሱ⎯ሮ 1. . Replace in (32) ܶ, ܵ by ௡ܲܶ, ܵ ௡ܲ   and ܺ by ௡ܲ . This gives 

‖݂( ௡ܲܶ) ௡ܲ − ௡݂ܲ(ܵ ௡ܲ)‖௣ ≤ ‖ܦ ௡ܲܶ ௡ܲ − ௡ܲܵ ௡ܲ‖௣ = ‖ܦ ௡ܲ(ܶ − ܵ) ௡ܲ‖௣

≤ ܶ‖ܦ    − ܵ‖௣                                                                               (34) 
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We have that ௡ܲܶ
(ୱ୭୲)
ሱ⎯ሮ ܶ and ܵ ௡ܲ

(ୱ୭୲)
ሱ⎯ሮ ܵ . Hence ݂( ௡ܲܶ)

(ୱ୭୲)
ሱ⎯ሮ ݂(ܶ) and ݂(ܵ ௡ܲ)

(ୱ୭୲)
ሱ⎯ሮ ݂(ܵ) . By 

(12), ‖݂( ௡ܲܶ)‖ ≤ ‖݂‖. Therefore the finite rank operators ݂( ௡ܲܶ) ௡ܲ − ௡݂ܲ(ܵ ௡ܲ)
(ୱ୭୲)
ሱ⎯ሮ ݂(ܶ) −

݂(ܵ). Taking (34) into account, we obtain from [125, Theorem III.5.1] that ݂(ܶ) − ݂(ܵ) ∈   ௣ܥ
and ‖݂(ܶ) − ݂(ܵ)‖௣ ≤ ܶ‖ܦ − ܵ‖௣. 
Theorem (3.2.11)[114].   Let ݂ ∈  be an operator Lipschitz function on ॻ with constant  (ॻ)ܣ
, Then, for all contractions .ܦ ܵ , and all 1 ≤ ݌ ≤ ∞, 
‖݂(ܶ)ܺ − ݂ܺ(ܵ)‖௣ ≤ ܺܶ‖ܦ − ܺܵ‖௣        for   ܺ ∈  ௣,                     (35)ܥ
‖݂(ܶ) − ݂(ܵ)‖௣ ≤ ܶ‖ܦ − ܵ‖௣       if   ܶ − ܵ ∈  ௣.                        (36)ܥ
Proof. First assume that ߪ(ܶ) ∩ (ܵ)ߪ = 0. By Rosenblum's theorem (see [126]) the operator 
∆= ்ܮ − ܴௌ on (ܪ)ܤ is invertible and we may consider the operator ܨ = (்)௙ܮ) − ௙ܴ(ௌ))∆ିଵ . 
It follows from (27) that ‖ܨ‖ ≤ =The operator ∆ஶ .ܦ ∆|஼ಮ is also invertible, so ܨ pre 
serves ܥஶ . Set ܨஶ = ‖ஶܨ‖ ஼ಮ . Then|ܨ ≤ ‖∗(ஶܨ)‖ so ,ܦ ≤  is the conjugate  ∗(ஶܨ) where  ,ܦ
operator on ܥଵ.  As ∆ିଵ commutes with ܮ௙(்) − ௙ܴ(ௌ) , we see from (31) that ܨஶ =
(∆ஶ)ିଵ(ܮ௙(்)

ஶ − ௙ܴ(ௌ)
ஶ ) and. Hence ((∆ஶ)ିଵ)∗ = ((∆ஶ)∗)ିଵ = ்ܮ)

ଵ − ܴௌ
ଵ)ିଵ. Hence                                                                           

∗(ஶܨ) = ൫(∆ஶ)ିଵ(ܮ௙(்)
ஶ − ௙ܴ(ௌ)

ஶ )൯∗ = (்)௙ܮ)
ଵ − ௙ܴ(ௌ)

ଵ )((∆ஶ)∗)ିଵ == (்)௙ܮ)
ଵ − ௙ܴ(ௌ)

ଵ ்ܮ)(
ଵ − ܴௌ

ଵ)ିଵ

= ஼భ|ܨ . 
Since max൫‖ܨ‖, ฮܨ|஼భฮ൯ ≤  ,it follows from the interpolation theory (see, for example [125] ,ܦ

[2, Theorem B]) that ܨ preserves ܥ௣  and ቛܨ|஼೛ቛ ≤  .ܦ
For ܺ ∈ ܻ ௣ , setܥ = ்ܮ) − ܴௌ)ܺ. Then ܻ ∈  ௣  and we obtain (35) for this caseܥ
‖݂(ܶ)ܺ − ݂ܺ(ܵ)‖௣ = ฮ൫ ܮ௙(்) − ௙ܴ(ௌ)൯ܺฮ

௣
= ௣‖(ܻ)ܨ‖ ≤ ௣‖ܻ‖ܦ = ܺܶ‖ܦ                      − ܺܵ‖௣                                                                                   

(37) 
Let dim(ܪ) < ∞ and ܶ, ܵ ∈ Con(ܪ). Choose contractions ܵ௡  such that ߪ(ܶ) ∩ (௡ܵ)ߪ = ∅    
and ‖ܵ − ܵ௡‖ → 0. Hence ‖݂(ܵ௡) − ݂(ܵ)‖ → 0. We have from (29) and (37) that 

‖݂(ܶ)ܺ − ݂ܺ(ܵ)‖௣ ≤ ‖݂(ܶ)ܺ − ݂ܺ(ܵ௡)‖௣ + ‖ܺ(݂(ܵ௡) − ݂(ܵ))‖௣

≤ ܺ(ܶ)݂‖ܦ − ݂ܺ(ܵ௡)‖௣ + ‖ܺ‖௣‖݂(ܵ௡) − ݂(ܵ)‖
≤ ܺܶ‖ܦ − ܺܵ௡‖௣ + ‖ܺ‖௣‖݂(ܵ௡) − ݂(ܵ)‖.   

By (29), ‖ܶܺ − ܺܵ௡‖௣ ≤ ‖ܶܺ − ܺܵ‖௣ + ‖ܺ‖௣‖ܵ − ܵ௡‖. Taking the limit, we obtain that (35) 
holds for all ܶ, ܵ ∈ Con(ܪ) if dim(ܪ) < ∞. Thus it holds for arbitrary ܪ if ܶ, ܵ are finite rank 
contractions. Applying Proposition (3.2.10), we conclude the proof. 
     The result obtained in Theorem (3.2.11) is not the optimal one. It would be desirable to 
show that (35) and (36) hold if ݂ ∈  ௣-Lipschitz function on ॻ (see (46)). Then weܥ is a (ॻ)ܣ
would have proved an analogue of Theorem (3.2.1)  for ܥ௣-Lipschitz function on ॻ.  
     Let ܪ be a separable Hilbert space. Consider it as a subspace of a separable Hilbert space 
ℋsuch that the complement of ܪ in ℋis infinite-dimensional. A natural approach to the 
studied problems would be a construction of unitary dilations ܷ, ܸ on ℋfor any two 
contractions ܶ, ܵ on ܪ in such a way that 
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ܷ − ܸ ∈ ܷ‖     ௣         andܥ − ܸ‖௣ ≤ ܶ‖ܥ − ܵ‖௣,     if ܶ − ܵ ∈  ௣ ,         (38)ܥ
where the constant ܥ > 0 does not depend on the contractions. However, we will show that 
such construction is in no means possible. Consider the multivalued map Dil that takes each 
contraction ܶ ∈ Con(ܪ) into the set Dil(ܶ) of all its power unitary dilations ܷ on ℋ: ுܷܲ௡|ு 
for all ݊. We will establish that it is not Lipschitzian. On the other hand, we will estimate the 
continuity moduli ߱of Dil and use it to obtain Lipschitz type inequalities in ܥ௣ 
norms. 
Denote ܥ௕ = ,݌ For .(ܪ)ܤ ,1] ݍ ∞] ∪ ܾ and ݐ > 0, set 
)௣ߜ ଵܶ, ଶܶ) = inf൛‖ ଵܷ − ܷଶ‖௣: ௜ܷ ∈ Dil( ௜ܶ)ൟ, for ଵܶ, ଶܶ ∈ Con(ܪ)with ଵܷ − ܷଶ ∈  ௣ܥ
and 

߱௣,௤(ݐ) = sup൛ߜ௣( ଵܶ, ଶܶ): ௜ܶ ∈ Con(ܪ), ଵܶ − ଶܶ ∈ ‖ ݀݊ܽ ௣ܥ ଵܶ − ଶܶ‖௤ =  .ൟݐ
Proposition(3.2.12)[114].  For all ݌, ,1] ݍ ∞] ∪ ܾ and each ݐ ∈ (0,1),  
߱௣,௤(ݐ) ≥  .  ݐ2√
Proof. It suffices to show that, ݂ or each ݐ ∈ (0,1), there are contractions ܶ, ܵ such that 
‖ܶ − ܵ‖௤ = ܶ‖ and that  ݐ − ܵ‖௣ ≤ , for all their unitary dilations , ݐ2√ ܸ . 
    Let ݁ ∈ ܶ and ܳ be the projection on ℂ݁. Set ܪ = ܳ and ܵ = (1 − ܶ‖ ,Clearly .ܳ(ݐ − ܵ‖ =  . ݐ
As ܶ − ܵ is rank one operator, ‖ܶ − ܵ‖௤ = ‖ܶ − ܵ‖ for all ݍ . 
    Let ܲ  be the projection on ܪ  in ℋ.  Then ܷܲ|ு = ܶ , ܸܲ|ு = ܵ, so that (ܷ݁, ݁) =
1,(ܸ݁, ݁) = 1 − ܷ݁ ,Hence .ݐ = ݁. Then ‖ܷ − ܸ‖ ≥  as ,ݐ2√

‖ܷ − ܸ‖ଶ ≥ ‖ܷ݁ − ܸ݁‖ଶ = (ܷ݁, ܷ݁) + (ܸ݁, ܸ݁) − (ܷ݁, ܸ݁) − (ܸ݁, ܷ݁) =  ݐ2
If ܷ − ܸ ∈ ܷ‖ ௣ thenܥ − ܸ‖௣ ≥ ‖ܷ − ܸ‖. Hence ‖ܷ − ܸ‖௣ ≥  .ݐ2√
It follows from Proposition (3.2.12) that (38) does not hold. To estimate the continuity 
moduli ߱௣,௤  of Dil, we will consider the "canonical" unitary dilation of ܶ ∈ Con(ܪ) (see [122, 
Chapter I,§5]). Set 

்ܦ = (1 − ܶ∗ܶ)ଵ/ଶ, ்ܦ∗ = (1 − ܶܶ∗)ଵ/ଶ  and ℋ =
∞
⊕

−∞
௡ܪ ௡ with allܪ =  ܪ

Let ܲ be the projection on ℌ = ଴ܪ ⊕ ଵ and ܷ଴ܪ
்   be the operator on ℋsuch that 

ܷ଴
் = ܷܲ଴

்ܲ   and   ܷ଴
்|ℌ = ൬்ܦ −ܶ∗

ܶ ∗்ܦ
൰. 

Let ܸ be the unitary shift operator on ℋ such that (ܸݔ)௡ = ݔ ௡ାଵ for eachݔ = (௡ݔ) ∈ ℋ. Then 
the operator ்ܷ = ܸ(૚ℋ − ܲ + ܷ଴

்) is the unitary dilation of. 
    If ܵ is another contraction on ܪ then ்ܷ −  ܷௌ = ܸ(ܷ଴

் − ܷ଴
ௌ), so ‖ ்ܷ −  ܷௌ‖ =

‖(ܷ଴
் − ܷ଴

ௌ)‖  and ‖ ்ܷ −  ܷௌ‖௣ = ‖(ܷ଴
் − ܷ଴

ௌ)‖௣, if  ܷ଴
் − ܷ଴

ௌ ∈   ௣. Asܥ

ܷ଴
்|ℌ − ܷ଴

ௌ|ℌ = ൬்ܦ 0
0 ∗்ܦ − ∗ௌܦ

൰ + ቀ 0 −ܶ∗ + ܵ∗

ܶ − ܵ 0 ቁ, 

we have 
‖ ்ܷ −  ܷௌ‖ ≤ ‖ܶ − ܵ‖ + max(‖்ܦ − ,‖ௌܦ ∗்ܦ‖ −  ௌ∗‖),              (39)ܦ
‖ ்ܷ −  ܷௌ‖௣ ≤ 2ଵ/௣‖ܶ − ܵ‖௣ + 2ଵ/௣ max൫‖்ܦ − ,ௌ‖௣ܦ ∗்ܦ‖ −  ௌ∗‖௣൯,      (40)ܦ



93 
 

Proposition (3.2.13)[114].     
(i) ‖ ்ܷ −  ܷௌ‖ ≤ ‖ܶ − ܵ‖+2ଵ/௣‖ܶ − ܵ‖ଶ. 
(ii) let 1 ≤ ݌ < ∞ and ܶ − ܵ ∈ ܶ ௣/ଶ. Thenܥ − ܵ ∈ ்ܷ  ,௣ܥ −  ܷௌ ∈   ௣  andܥ

‖ ்ܷ −  ܷௌ‖௣ ≤ 2ଵ/௣‖ܶ − ܵ‖௣ + 2
భ
మାభ

೛‖ܶ − ܵ‖௣/ଶ
ଵ/ଶ ,  if  ௣

ଶ
≥ 1, 

‖ ்ܷ −  ܷௌ‖௣ ≤ 2ଵ/௣‖ܶ − ܵ‖௣ + 2
య
೛‖ܶ − ܵ‖௣/ଶ

ଵ/ଶ ,  if  ௣
ଶ

< 1. 

Proof. For ܴ = ܴ∗ ∈ :ܴ denote by ܴା and ܴି  the positive and negative parts of ,(ܪ)ܤ ܴ∓ =
ଵ
ଶ

(|ܴ| ± ܴ). Then     ‖ܴ‖ = max(‖ܴା‖, ‖ܴି‖). If ܴ ∈ ,௣ then ܴାܥ ܴି ∈   ௣ andܥ
‖ܴ‖௣

௣ = ‖|ܴ|‖௣
௣ = ‖ܴା‖௣

௣ = ‖ܴି‖௣
௣                                              (41) 

For 0 < ܣ ∈ ଵ/ଶܣ ௣ , we haveܥ ∈ ଵ/ଶฮܣଶ௣  and ฮܥ
ଶ௣

= ௣‖ܣ‖
ଵ/ଶ . Hence, by (41), 

ฮ(ܴା)ଵ/ଶฮ
ଶ௣
ଶ௣ + ฮ(ܴି)ଵ/ଶฮ

ଶ௣
ଶ௣ = ‖ܴା‖௣

௣ + ‖ܴି‖௣
௣ = ‖ܴ‖௣

௣ 

We need now the following result of Birman, Koplienko and Solomyak [129, Theorem 1]. Let 
,ܣ ܩ Set .(ܪ)ܤ be positive operators in ܤ = ଵ/ଶܤ − ܨ ଵ/ଶ  andܣ = ܤ −  Then .ܣ
‖ାܩ‖ (1) ≤ ‖ିܩ‖ ା‖ଵ/ଶ andܨ‖ ≤  ;ଵ/ଶ‖ିܨ‖
 (2) If |ܨ|ଵ/ଶ ∈ ܩ ௣ thenܥ ∈ ା‖௣ܩ‖ ௣ andܥ ≤ ฮ(ܨା)ଵ/ଶฮ

௣
and ‖ିܩ‖௣ ≤ ฮ(ିܨ)ଵ/ଶฮ

௣
. 

Combining this with (41) and (42), yields 
‖ܩ‖ = max(‖ܩା‖, (‖ିܩ‖ ≤ max(‖ିܨ‖ଵ/ଶ, (ା‖ଵ/ଶܨ‖ =  ଵ/ଶ,            (43)‖ܨ‖
௣‖ܩ‖

௣ = ା‖௣ܩ‖
௣ + ௣‖ିܩ‖

௣ ≤ ฮ(ܨା)ଵ/ଶฮ
௣
௣ + ฮ(ିܨ)ଵ/ଶฮ

௣
௣ = ଶ௣‖ܨ‖

ଶ௣.           (44) 

Set ܤ = ૚ − ܶ∗ܶ and ܣ = ૚ − ܵ∗ܵ . We obtain from (43) that 
்ܦ‖ − ‖ௌܦ = ฮ(૚ − ܶ∗ܶ )ଵ/ଶ − (૚ − ܵ∗ܵ )ଵ/ଶฮ ≤ ‖(૚ − ܶ∗ܶ) − (૚ − ܵ∗ܵ)‖ଵ/ଶ

= ‖ܶ∗(ܶ − ܵ) + (ܶ∗ − ܵ∗)ܵ‖ଵ/ଶ ≤ (2‖ܶ − ܵ‖)ଵ/ଶ. 
Similarly, ‖்ܦ∗ − ‖∗ௌܦ ≤ (2‖ܶ − ܵ‖)ଵ/ଶ  and part (i) follows from (39). 
Let ܶ − ܵ ∈  ଶ௣ . Thenܥ

ܨ = (૚ − ܶ∗ܶ) − (૚ − ܵ∗ܵ) = ܶ∗(ܶ − ܵ) + (ܶ∗ − ܵ∗)ܵ ∈  ,ଶ௣ܥ
so |ܨ|ଵ/ଶ ∈ ்ܦ ௣. Henceܥ − ௌܦ ∈  ௣  and we obtain from (44) thatܥ

்ܦ‖ − ௌ‖௣ܦ
௣ = ฮ(૚ − ܶ∗ܶ )ଵ/ଶ − (૚ − ܵ∗ܵ )ଵ/ଶฮ

௣
௣ ≤ ‖(૚ − ܶ∗ܶ) − (૚ − ܵ∗ܵ)‖௣/ଶ

௣/ଶ

= ‖ܶ∗(ܶ − ܵ) + (ܶ∗ − ܵ∗)ܵ‖௣/ଶ
௣/ଶ ≤ ൫2‖ܶ − ܵ‖௣/ଶ൯௣/ଶ. 

 If 2/݌ ≥ 1 then‖்ܦ − ௌ‖௣ܦ
௣ ≤ ൫2‖ܶ − ܵ‖௣/ଶ൯௣/ଶ, so ‖்ܦ − ௌ‖௣ܦ ≤ 2ଵ/ଶ‖ܶ − ܵ‖௣/ଶ

ଵ/ଶ  . Similarly, 

∗்ܦ‖ − ‖∗ௌܦ ≤ 2ଵ/ଶ‖ܶ − ܵ‖௣/ଶ
ଵ/ଶ  and the first formula in (ii) follows from (40). 

     If  2/݌ < 1 then (see [1160, Lemma XI.9.9]) ‖்ܦ − ௌ‖௣ܦ
௣ ≤ 2‖ܶ − ܵ‖௣/ଶ

௣/ଶ , so ‖்ܦ − ௌ‖௣ܦ ≤

2ଶ/௣‖ܶ − ܵ‖௣/ଶ
ଵ/ଶ  . Similarly, ‖்ܦ∗ − ௌ∗‖௣ܦ ≤ 2ଶ/௣‖ܶ − ܵ‖௣/ଶ

ଵ/ଶ  and the second formula in (ii) 
follows from (40). 
Corollary (3.2.14)[114].     Let ݐ ∈ (0,1). Then߱௣,೛మ

(ݐ) ≤ ݇௣ݐଵ/ଶ , where 

݇௣ = 2ଵ/௣(1 + 2ଵ/ଶ),   if  ݌ ≥ 2,  and ݇௣ = 2ଵ/௣ + 2ଷ/௣,   if  ݌ ≤ 2.      (45) 
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Proof. It suffices to use Proposition (3.2.13) and to note that ߱௣,௤(ݐ) ≤ ‖்ܷ − ܷௌ‖௣ for 
‖ܶ − ܵ‖௣ = ܶ‖ and ݐ − ܵ‖௣ ≤ ‖ܶ − ܵ‖௣/ଶ ≤ ‖ܶ − ܵ‖௣/ଶ

ଵ/ଶ  . 
Recall that ݂ is called a ܥ௣-Lipschitz function on ॻ, 1 ≤ ݌ ≤ ∞, if there is ܦ > 0 such that 
݂(ܷ) − ݂(ܸ) ∈ (ܷ)݂‖   ௣      andܥ − ݂(ܸ)‖௣ ≤ ܷ‖ܦ − ܸ‖௣ ,                 (46) 
for all unitary ܷ, ܸ , with ܷ − ܸ ∈  . ௣ܥ
    For contractions ଵܶ, ଶܶ , set ௜ܷ = ்ܷ೔ . If ݂ ∈  ,௣-Lipschitz function then, by (16)ܥ is a (ॻ)ܣ

‖݂( ଵܶ) − ݂( ଶܶ)‖௣ = ‖ܲ(݂( ଵܷ) − ݂(ܷଶ))|ு‖௣ ≤ ‖݂( ଵܷ) − ݂(ܷଶ)‖௣ ≤ ‖ܦ ଵܷ − ܷଶ‖௣

≤ ,௣( ଵܶߜܦ ଶܶ). 
Hence max൛‖݂( ଵܶ) − ݂( ଶܶ)‖௣: ‖ ଵܶ − ଶܶ‖௤ = ൟݐ ≤  Combining this with Corollary .(ݐ)௣௤߱ܦ
(3.2.14)yields 
Corollary(3.2.15)[114]. If ݂ ∈  then ,ܦ ௣-Lipschit: function on ॻ with constantܥ is a (ॻ)ܣ

‖݂(ܶ) − ݂(ܵ)‖௣ ≤ ܶ‖௣݇ܦ − ܵ‖௣/ଶ
ଵ/ଶ , 

for all contractions ܶ, ܵ satisfying ܶ − ܵ ∈  .௣/ଶ , where ݇௣  is defined in (45)ܥ
        Now we will show that the inequalities (35) and (36) hold for ݌ = 2. 
A function ݂ on ॻ is a ܥଶ-Lipschitz function with constant ܦ (see, for example, [127]) if and 
only if ݂ is a Lipschitz function on ॻwith constant ܦ in the usual sense, that is, 
(ݐ)݂| − |(ݏ)݂ ≤ ݐ|ܦ −  (47)                                                  |ݏ
If ݂ has bounded derivative, then one can take ܦ = sup

௧∈ॻ
|݂ ᇱ(ݐ)|. Our aim is to prove. 

Theorem (3.2.16)[114].    If ݂ ∈ ,ܶ satisfies (47) then, for all contractions (ॻ)ܣ ܵ  
‖݂(ܶ)ܺ − ݂ܺ(ܵ)‖ଶ ≤ ܺܶ‖ܦ − ܺܵ‖ଶ      for  ܺ ∈  ଶ,     and              (48)ܥ
‖݂(ܶ) − ݂(ܵ)‖ଶ ≤ ܶ‖ܦ − ܵ‖ଶ      if  ܶ − ܵ ∈  ଶ.                        (49)ܥ
Let ܥ(॰) be the C*-algebra of all continuous functions on ॰. As it is nuclear, the tensor 
product ܥ(॰)⨂ܥ(॰) is isomorphic to ܥ(॰ × ॰) with ݂⨂݃ ≅ ,݂ for  (ݓ)݃(ݖ)݂ ݃ ∈  .(॰)ܥ
Denote by ܣ(॰ × ॰) the closure of the algebraic tensor product ܣ(॰)⨀ܣ(॰) in ܥ(॰ × ॰). It 
is well known that ܣ(॰ × ॰)consists of all functions continuous on ॰ × ॰ and holomorphic 
on ॰∘ × ॰∘ (the bidisk algebra). 
Lemma (3.2.17)[114].  Let ߨ௜  , ݅ = 1,2, be representations of ܣ(॰) on a Hilbert space ܪ such 
that ‖ߨ௜‖ ≤ 1 and [ߨଵ(݃), [ଶ(ℎ)ߨ = 0 for all ݃, ℎ ∈  Then there exists a representation .(॰)ܣ
॰)ܣ ofߨ × ॰) on ܪ such that ‖ߨ‖ ≤ 1 and ((ݓ)݃(ݖ) ݂)ߨ = ,݃ ଶ(݃) forߨ( ݂)ଵߨ  ℎ ∈  .(॰)ܣ
Proof. Let ݅݀ ∈ (ݖ)݀݅ be the function such that  (॰)ܣ ≡ Then ௜ܶ .ݖ =  ௜(݅݀) are commutingߨ
contractions in (ܪ)ܤ and, for each polynomial ߨ ,݌௜(݌) = )݌ ௜ܶ). Hence ߨ௜(݂) = ݂( ௜ܶ) for 
each ݂ ∈  ,௡ converge to f then, by (12)݌ Indeed, if polynomials .(॰)ܣ

(݂)௜ߨ‖ − ݂( ௜ܶ)‖ ≤ ݂)௜ߨ‖ − ‖(௡݌ + )௡݌‖ ௜ܶ) − ݂( ௜ܶ)‖ ≤ 2‖݂ − ‖௡݌ → 0. 
By Ando's theorem [122, Theorem I.6.4], there are a Hilbert space ܭ ⊂  and commuting ܪ
unitary operators ௜ܷ  on ܭ such that ௜ܶ = ܲ ଵܷ|ு , where ܲ is the projection on  , and 

ଵܶ
௡

ଶܶ
௠ = ܲ ଵܷ

௡ܷଶ
௠|ு     for all ݉, ݊                                                   (50) 

The *-representations ߩ௜  of ܥ(॰) on ܭ defined by 
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(݃)௜ߩ = ݃( ௜ܷ) 
commute and, by (16), ܲߩ௜(݂)|ு = ݂ܲ( ௜ܷ)|ு = ݂( ௜ܶ) = ݂ ௜(݂) forߨ ∈ For each ℎ  .(॰)ܣ ∈
॰)ܥ × ॰), there is a unique operator ℎ( ଵܷ, ܷଶ) in the commutative C*-subalgebra of (ܪ)ܤ 
generated by ଵܷ, ܷଶ (see [12, Corollary 16.7]), ߩ: ℎ → ℎ( ଵܷ, ܷଶ) is a *-representation of ܥ(॰ ×
॰) on ܭ and ߩ(݂⨂݃) = ((ݓ)݃(ݖ) ݂)ߩ = ݂( ଵܷ)݃(ܷଶ) = ,݂ ଶ(݃) for allߩ(݂)ଵߩ ݃ ∈  ॰. It)ܥ
remains to define a representation ߨof ܥ(॰ × ॰) by setting ߨ(ℎ) = ఘܲ(ℎ)|ு , for ℎ ∈ ॰)ܥ ×
॰). 
Proof of Theorem (3.2.16). First suppose that ݂ is continuously differentiable. By (22), ݂(ݖ) −
(ݓ)݂ = መ݂(ݖ, ݖ)(ݓ − ,ݖ)By Lemma (3.2.6), መ݂  .(ݓ ∘is analytic on ॰  (ݓ × ॰∘ and continuous on 
D x D. Hence it belongs to ܣ(॰ × ॰). 
Let ܶ, ܵ ∈ Con(ܪ). Define contractive representations ߨ௜of ܣ(॰)  on the Hilbert space ܥଶ by 
setting ߨଵ(݃)(ܺ) = ݃(ܶ)ܺ, (ܺ)(݃)ଶߨ = ܺ݃(ܵ),  for ܺ ∈  ଶ . They commute and, by (12) andܥ
ଵ(݃)(ܺ)‖ଶߨ‖ ,(29) ≤ ‖݃(ܶ)‖‖ܺ‖ଶ ≤ ‖݃‖‖ܺ‖ଶ , so ‖ߨଵ‖ ≤ 1. Similarly, ‖ߨଶ‖ ≤ 1. Let ߨbe the 
representation of ܣ(॰ × ॰) constructed in Lemma (3.2.17). Then (ݖ)݂)ߨ − ܺ((ݓ)݂ =
(݂)ଵߨ) − ܺ((ଶ݂ߨ) = ݂(ܶ)ܺ − ݂ܺ(ܵ) and  ݖ)ߨ − ܺ(ݓ = ܶܺ − ܺܵ. As ߨ൫݂(ݖ) − ൯(ݓ)݂ = 
)ߨ መ݂(ݖ, ݖ)ߨ((ݓ −  we have ,(ݓ

‖݂(ܶ)ܺ − ݂ܺ(ܵ)‖ ≤ ฮߨ( መ݂)ฮ‖ܶܺ − ܺܵ‖ ≤ ฮ መ݂ฮ‖ܶܺ − ܺܵ‖, 
where, by (22), ฮ መ݂ฮ = sup

௭∈॰×॰
ห መ݂(ݖ, ห(ݓ = sup

௭∈॰
By Lemma (3.2.6),  መ݂ .|(ݖ)′݂| ∈   (ॻ)ܣ

so sup
௭∈॰

|(ݖ)′݂| = sup
௧∈ॻ

 ݂ Thus (48) holds for continuously differentiable functions .|(ݐ)′݂|

with ܦ = sup
௧∈ॻ

 .|(ݐ)′݂|

Let now  ݂ ∈  be an arbitrary function that satisfies (47). Choose the sequence {߮௡} of (ॻ)ܣ
infinitely differentiable functions on ॻ as in the proof of part (2) in Theorem (3.2.9) and 
set ℎ௡ = ߮௡ ∗ ݂ . Then ℎ௡ are infinitely differentiable, belong to ܣ(ॻ) and satisfy (47) with 
the same constant ܦ. As ܦ = sup

௧∈ॻ
|ℎ௡

ᇱ |(ݐ) ≤  it follows that ,ܦ

‖ℎ௡(ܶ)ܺ − ܺℎ௡(ܵ)‖ଶ ≤ ܺܶ‖௡ܦ − ܺܵ‖ଶ ≤ ܺܶ‖ܦ − ܺܵ‖ଶ    for ܺ ∈  .ଶܥ
Repeating the end of the proof of Theorem (3.2.9) and replacing the operator norm ‖∙‖ by the 
norm ‖∙‖ଶ , we obtain that (48) holds for ݂ . Now it suffices to use Proposition (3.2.10) to 
obtain that (49) also holds for ݂ .  
    The above proof extends to a much more general situation. Let ि be a semi finite von 
Neumann algebra and ߬be a normal faithful trace on ि. By ܮଶ(ि) we denote the non-
commutative ܮଶ-space of ि. It coincides with ܥଶ when ि = ,ܺ)ଶܮ and with (ܪ)ܤ  when (ߤ
ि = ,ܺ)ஶܮ ,ܺ) for some measure space (ߤ  Then the following extension of Theorem .(ߤ
(3.2.16) is immediate: 
Theorem (3.2.18)[114].  Let ݂ ∈  have a bounded derivation. Then (49) holds for all  (ॻ)ܣ
contractions ܶ, ܵ ∈ ि with ܶ − ܵ ∈ ܦ ଶ( ि) withܮ = sup

௧∈ॻ
|݂ ᇱ(ݐ)|. 

Denote by ܤ(ܪ௥ିଵ) the algebra of all bounded operators on a Hilbert space  . An operator T௥ିଵ ∈
‖is a sequence of contractions if ‖T௥ିଵ (௥ିଵܪ)ܤ ≤ 1. Von Neumann's inequality states that 
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‖(1 + ߳)(T௥ିଵ)‖ ≤ ‖1 + ߳‖, for all polynomials (1 + ߳) and sequence of contractions T௥ିଵ . Since 
the sub algebra of all polynomials is dense in ܣ(॰), the sequence of operators g௥ିଵ(T௥ିଵ) can be 
correctly defined for each g௥ିଵ ∈  and contractions T௥ିଵ , and (॰)ܣ
‖g௥ିଵ(T௥ିଵ)‖ ≤ ‖g௥ିଵ‖.                                                     (51) 
We shall list now a few definitions and facts that will be used later. Denote by Con(ܪ௥ିଵ) the set 
of all contractions on a Hilbert space  ܪ௥ିଵ . Recall that a unitary operator ௥ܷିଵ on a Hilbert space 
ℌ ⊃ ௥ିଵ is called a (power) unitary dilation of T௥ିଵܪ ∈ Con(ܪ௥ିଵ) if 
(T௥ିଵ)௡ = ௥ܲିଵ( ௥ܷିଵ)௡|ுೝషభfor all ݊ ∈ ℕ,                                (52) 
where ௥ܲିଵ is the projection on ܪ௥ିଵ in ℌ. If ௥ܷିଵ is a unitary dilation of  T௥ିଵ , it follows from 
(51) and (52) that 

௥݂ିଵ(T௥ିଵ) = ௥ܲିଵ ௥݂ିଵ( ௥ܷିଵ)|ுೝషభ  for each ௥݂ିଵ ∈  (53)                        .(ॻ)ܣ
    It follows from (51) that, for each T௥ିଵ ∈ Con(ܪ௥ିଵ), the homomorphism ௥݂ିଵ → ௥݂ିଵ(T௥ିଵ) 
from ܣ(ॻ) into ܤ(ܪ௥ିଵ) is norm-continuous. Furthermore, for any  ௥݂ିଵ ∈ the map T௥ିଵ ,(ॻ)ܣ →

௥݂ିଵ(T௥ିଵ) is norm-continuous and continuous in the strong operator topology on Con(ܪ௥ିଵ). 
The operator ܯ୥ೝషభis linear and bounded on (ܥ௥ିଵ)ଶ(ܪ௥,  ௥ାଵ). If it is also bounded with respectܪ
to the usual operator norm: 
         ฮܯ୥ೝషభ(ܭ)ฮ ≤ ܭ  for all   ‖ܭ‖௥ିଵܥ ∈ ௥ܪ)ଶ(௥ିଵܥ) ,  ௥ାଵ),                                  (54)ܪ
and some ܥ௥ିଵ > 0, then g௥ିଵ is called a Schur multiplier on ( ௥࣮ × ࣭௥  , ߤ ×  .(ݒ
Peller [116] characterized Schur multipliers by several equivalent properties, one of which can be 
formulated as follows: g௥ିଵ is a Schur multiplier if and only if there are a separable Hilbert space 
on ࣭௥  ݕ⃗ on ௥࣮ and  ݔ⃗ ௥ିଵ-valued functionsܪ ௥ିଵand weakly measurableܪ  such that 
g௥ିଵ(1 − ߳, (௥ିଵݏ = 1)ݔ⃗) − ߳), × a.e. on  ௥࣮ ((௥ିଵݏ)ݕ⃗ ࣭௥ ,   and                                    (55) 
1)ݔ⃗‖ − ߳)‖ ≤ ‖(௥ିଵݏ)ݕ⃗‖     ,ଵ/ଶ(௥ିଵܥ) ≤ ଵ/ଶ  a.e. on  ௥࣮  and  ࣭௥(௥ିଵܥ)                                 (56) 
for some ܥ௥ିଵ > 0. Choosing an orthonormal basis {݁⃗௡}௡∈ℕ in ܪ௥ିଵ and setting   ݑ௡(1 − ߳) =
1)ݔ⃗) − ߳), ݁⃗௡), ݑ௡(ݏ௥ିଵ) = (݁⃗௡ ,  we present g௥ିଵ in the form , ((௥ିଵݏ)ݕ⃗

g௥ିଵ(1 − ߳, (௥ିଵݏ = ෍ ௡((1ݑ − (௥ିଵݏ)௡ݒ((߳
∞

௡ୀଵ

a. e.  on ௥࣮ × ࣭௥                                        (57) 

with 

෍|ݑ௡(1 − ߳)|ଶ

௡

≤ .௥ିଵ aܥ e. on  ௥࣮ ,     ܽ݊݀ ෍|ݒ௡(ݏ௥ିଵ)|ଶ

௡

≤ .௥ିଵ  aܥ e. on  ࣭௥ .      (58) 

This implies that there are measurable subsets  ௥࣮ିଵ and  ࣭௥ିଵ of  ௥࣮ and  ࣭௥  with ߤ( ௥࣮\ ௥࣮ିଵ) =
(௥\ ࣭௥ିଵ࣭ )ߥ = 0 such that the sum in (57) is defined as a bounded function on  ௥࣮ିଵ × ࣭௥ିଵ  and 
(58) holds for all (1 − ߳) ∈  ௥࣮ିଵand ݏ௥ିଵ ∈  ࣭௥ିଵ . One says in this case that the sum is a bounded 
function marginally almost everywhere (a.e.). This terminology originated in [117], where a 
subset ܯ ⊂  ௥࣮ ×  ࣭௥  was called marginally null if ܯ ⊂ ௜ܣ) ×  ࣭௥ିଵ) ∪ ( ௥࣮ × ௜ܣ) + ߳)), where 
௜ܣ ⊂  ௥࣮ and (ܣ௜ + ߳) ⊂  ࣭௥  have zero measures. Two subsets of  ௥࣮ ×  ࣭௥are marginally equal if 
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their symmetric difference is marginally null. Two functions are said to be equal marginally a.e. if 
the set of points, where the equality fails, is marginally null. (see[17]) 
Corollary (3.2.19) [293]:. If a Schur multiplier g௥ିଵ is ߱-continuous then the equality (57) holds 
marginally almost everywhere. 
Proof. Note that if an ߱-continuous function ℎ௥ିଵ on ௥࣮ ×  ࣭௥  equals zero a.e., then it is zero 
marginally a.e. Indeed, the  set ܨ௥ିଵ = {(1 − ߳, :(௥ିଵݏ ℎ௥ିଵ(1 − ߳, (௥ିଵݏ ≠ 0} =
 ⋃ (ℎ௥ିଵ)ିଵ(( ௥ܷିଵ)௜)௜∈ℕ , where ℂ\{0} = ⋃ ( ௥ܷିଵ)௜௜∈ℕ  and all ( ௥ܷିଵ)௜ are open. Each 
(ℎ௥ିଵ)ିଵ(( ௥ܷିଵ)௜) marginally equals to a union of measurable rectangles (ܣ௜)௡ × ௜ܣ) + ߳)௡ and 
has zero measure, as ܨ௥ିଵ has zero measure. Thus all (ߤ(ܣ௜)௡) = ௜ܣ))ݒ + ߳)௡) = 0 . Therefore 
(ℎ௥ିଵ)ିଵ(( ௥ܷିଵ)௜) is marginally null, so ܨ௥ିଵ is marginally null. 
    Hence it follows that, if two ߱-continuous functions coincide a.e., they coincide marginally a.e., 
as the difference of ߱-continuous functions is ߱-continuous by [118, Corollary 3.2]. Thus we only 
need to show that the sum in (57) is an ߱-continuous function. 
Since ݑ௡ , ݒ௡ are measurable, the functions ݑ௡ෞ(1 − ߳, (௥ିଵݏ = ௡(1ݑ − ߳), ௡ෞ(1ݒ − ߳, (௥ିଵݏ =
are ߱-continuouson  ௥࣮ (௥ିଵݏ)௡ݒ ×  ࣭௥  . Hence, by [118, Corollary 3.2], all (g௥ିଵ)ே(1 − ߳, (௥ିଵݏ =
∑ ௡(1ݑ − ே(௥ିଵݏ)௡ݒ(߳

௡ୀଵ  are ߱-continuous. As ( ௥ܷିଵ)ே(1 − ߳) = (∑ ௡(1ݑ| − ߳)|ଶ∞
௡ୀேାଵ )ଵ/ଶ  and 

( ௥ܸିଵ)ே(ݏ௥ିଵ) = (∑ ∞ଶ|(௥ିଵݏ)௡ݒ|
௡ୀேାଵ )ଵ/ଶ are measurable, the functions ( ௥ܷିଵ)ே(1 −

߳)( ௥ܸିଵ)ே(ݏ௥ିଵ)  are ߱-continuous on  ௥࣮ିଵ ×  ࣭௥ିଵ . Since 

อ෍ ௡(1ݑ − (௥ିଵݏ)௡ݒ(߳ − g௥ିଵ)ே((1 − ߳), (௥ିଵݏ
∞

௡ୀଵ

อ = อ ෍ ௡(1ݑ − (௥ିଵݏ)௡ݒ(߳
∞

௡ୀேାଵ

อ

≤ ( ௥ܷିଵ)ே(1 − ߳)( ௥ܸିଵ)ே(ݏ௥ିଵ) → 0,   as ܰ → ∞ 
on  ௥࣮ିଵ ×  ࣭௥ିଵ , it follows from Lemma 3.3 [118] that ∑ ௡(1ݑ − ∞(௥ିଵݏ)௡ݒ(߳

௡ୀଵ  is ߱-continuous 
on  ௥࣮ିଵ ×  ࣭௥ିଵ and, hence, on ௥࣮ ×  ࣭௥  .(See[114]). 
    Suppose now that  ௥࣮ and  ࣭௥   are separable metrizable compacts and ߤ,  are regular Borel ݒ
measures with  supp(ߤ) =  ௥࣮ , supp(ݒ) =  ࣭௥   . Our aim is to prove that if a Schur multiplier g௥ିଵ 
is continuous then the vector functions  ⃗1)ݔ − ߳) and ⃗ݕ(ݏ௥ିଵ) in (55) can be chosen with some 
additional properties. For continuous functions, the condition that g௥ିଵ is a Schur multiplier does 
not depend on the choice of ߤ,  but we will not need this fact, as the measures ,(see [119, 120]) ݒ
will be fixed. 
    For a subset ௥ܹିଵ of a Hilbert space  ܪ௥ିଵ , by cls( ௥ܹିଵ) we denote its closed linear span. We 
will say that ௥ܹିଵ generates  ܪ௥ିଵ if  csl( ௥ܹିଵ) =  ௥ିଵ.For the following see[114]ܪ
Corollary (3.2.20) [293]: Suppose that a continuous function g௥ିଵ on  ௥࣮ ×  ࣭௥   is a Schur 
multiplier. Then the vector functions ⃗1)ݔ − ߳),  ௥ିଵ can be chosen in suchܪ and the space (௥ିଵݏ)ݕ⃗
a way that 
 (i) each of the sets {⃗1)ݔ − ߳): 1 − ߳ ∈  ௥࣮} and {⃗ݕ(ݏ௥ିଵ): ௥ିଵݏ ∈  ࣭௥} generates ܪ௥ିଵ; 
 (ii) ⃗1)ݔ − ߳)and⃗ݕ(ݏ௥ିଵ) are weakly continuous; 
(iii) equality (55) and inequality (56) hold for all (1 − ߳, (௥ିଵݏ ∈  ௥࣮ ×  ࣭௥. 
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Proof. As  ௥࣮,  ࣭௥  have countable bases,  ௥࣮ ×  ࣭௥has a countable base. Hence each open subset of 
 ௥࣮ ×  ࣭௥  is a countable union of open rectangles, so all continuous functions on  ௥࣮ ×  ࣭௥  are ߱-
continuous. By Corollary (3.2.19), one can assume that (57) holds marginally a.e. So there are 
௥ܧ ⊆  ௥࣮, ௥ܨ ⊆  ࣭௥ such that ߤ( ௥࣮\ܧ௥) = (௥ܨ\௥࣭ )ݒ = 0 and (55) holds for all (1 − ߳, (௥ିଵݏ ∈ ௥ܧ ×
௥ܨ  . Taking (56) into account and removing, if necessary, from  ܧ௥ and  ܨ௥  some subsets of null 
measure, we obtain that there are ܧ௥ିଵ ⊆  ௥࣮ , ௥ିଵܨ ⊆  ࣭௥  with ߤ( ௥࣮\ܧ௥ିଵ) = (௥ିଵܨ\௥࣭ )ݒ = 0 
such that (55) and (56) hold for all(1 − ߳, (௥ିଵݏ ∈ ௥ିଵܧ ×  . ௥ିଵܨ
Let ௥ܲ  be the projection on ܪ௥ = cls{⃗1)ݔ − ߳): 1 − ߳ ∈ ௥ିଵ}. Then g௥ିଵ(1ܧ − ߳, (௥ିଵݏ =
൫⃗1)ݔ − ߳), ௥ܲ ൯ for (1(௥ିଵݏ)ݕ⃗ − ߳, (௥ିଵݏ ∈ ௥ିଵܧ ×  ௥ିଵ . Let now ௥ܲାଵ  be the projection onܨ
௥ାଵܪ = cls{ ௥ܲ⃗ݕ(ݏ௥ିଵ): ௥ିଵݏ ∈ ௥ାଵܪ ௥ିଵ}. Thenܨ ⊆ ௥ܪ   and g௥ିଵ(1 − ߳, (௥ିଵݏ = ൫ ௥ܲାଵ⃗1)ݔ −
߳), ௥ܲ⃗ݕ(ݏ௥ିଵ)൯.Note that cls ({ ௥ܲାଵ⃗1)ݔ − ߳): (1 − ߳) ∈ ({௥ିଵܧ = ௥ܲାଵ൫cls ({⃗1)ݔ − ߳): 1 − ߳ ∈
௥ିଵ})൯ܧ = ௥ܲାଵܪ௥ = 1)ݔ⃗ ௥ାଵ andܪ ௥ିଵ byܪ ௥ାଵ . Replacingܪ − ߳), by(௥ିଵݏ)ݕ⃗ ௥ܲାଵ⃗1)ݔ −
߳), ௥ܲାଵ⃗ݕ(ݏ௥ିଵ), we obtain the proof of (i). 
    Let ℱ௥ିଵbe the set of all ݁⃗ ∈ (௥ିଵݏ)݁ ௥ିଵ for which the functionܪ = (݁⃗,  is uniformly ((௥ିଵݏ)ݕ⃗
continuous on ܨ௥ିଵ. Let ݁⃗௡ ∈ ℱ௥ିଵ and  ݁⃗௡ = ݁⃗ . As (56) holds for all ݏ௥ିଵ ∈  , ௥ିଵܨ

ห൫݁⃗, (௥ିଵݏ)ݕ⃗ − ൯ห(ʹ(௥ିଵݏ))ݕ⃗ ≤ ห൫݁⃗ − ݁⃗௡ , (௥ିଵݏ)ݕ⃗ − ൯ห(ʹ(௥ିଵݏ))ݕ⃗ + ห൫݁⃗௡ , (௥ିଵݏ)ݕ⃗ − ൯ห(ʹ(௥ିଵݏ))ݕ⃗
≤ 2‖݁⃗ − ݁⃗௡‖(ܦ௥ିଵ)ଵ/ଶ + ห൫݁⃗௡ , (௥ିଵݏ)ݕ⃗ −  .൯ห(ʹ(௥ିଵݏ))ݕ⃗

Hence  ሬ݁ሬ⃗ ∈ ℱ௥ିଵ , so ℱ௥ିଵ is a closed linear subspace of ܪ௥ିଵ. Moreover, ℱ௥ିଵ contains all 
1)ݔ⃗ − ߳), (1 − ߳) ∈ (௥ିଵݏ)߮ ௥ିଵ. Indeed, the functionܧ = ൫⃗1)ݔ − ߳),  ௥ିଵ coincidesܨ ൯ on(௥ିଵݏ)ݕ⃗
with the function ݏ௥ିଵ → g௥ିଵ(1 − ߳,  ௥ିଵ) which is continuous and, therefore, uniformlyݏ
continuous on ࣭௥  . Thus ߮(ݏ௥ିଵ) is uniformly continuous on ܨ௥ିଵ . By (i) , ℱ௥ିଵ =  . ௥ିଵܪ
     Let us redefine, if necessary, ⃗ݕ(ݏ௥ିଵ) on  ࣭௥  ௥ିଵ-valuedܪ ௥ିଵ to obtain a weakly continuousܨ\ 
function on  ࣭௥   . As supp(ݒ) =  ࣭௥   , Closure (ܨ௥ିଵ) =  ࣭௥   . Let  ሬ݁ሬ⃗ ∈  ௥ିଵ . As the functionܪ
(௥ିଵݏ)݁ = ൫݁⃗, ௥ିଵ  , it extends to  ࣭௥ܨ ൯ is uniformly continuous on(௥ିଵݏ)ݕ⃗  by continuity; the 
result will be also denoted by ݁(ݏ௥ିଵ). As ห൫݁⃗, ൯ห(௥ିଵݏ)ݕ⃗ ≤ ‖(௥ିଵݏ)ݕ⃗‖‖⃗݁‖ ≤   , ‖⃗݁‖ଵ/ଶ(௥ିଵܦ)
for  ݏ௥ିଵ ∈ |(௥ିଵݏ)݁|  ௥ିଵ , we have, by continuity, thatܨ ≤ ௥ିଵݏ ଵ/ଶ‖݁⃗‖ for all(௥ିଵܦ) ∈  ࣭௥  . 
     Clearly, for each  ݏ௥ିଵ ∈ ⃗݁ ௥ିଵ , the mapܨ →  ௥ିଵ . Hence, by continuity, itܪ is linear on (௥ିଵݏ)݁
is also linear, for each   ݏ௥ିଵ ∈  ࣭௥   , so the map ݁⃗ →  is a bounded linear functional (௥ିଵݏ)݁
on  ܪ௥ିଵ . Hence, for each  ݏ௥ିଵ ∈  ࣭௥ିଵ/ܨ௥ିଵ , one can find ⃗ݒ  ௦ೝషభ ∈ (௥ିଵݏ  )݁ ௥ିଵ such thatܪ =
(݁⃗, ݁  ௦ೝషభ) for all  ݒ⃗ ∈ ௦ೝషభฮ  ݒ௥ିଵ . Then ฮ⃗ܪ ≤ ሬሬሬ⃗ݕ  ଵ/ଶ . Set(௥ିଵܦ) (௥ିଵݏ  ) = ௦ೝషభ  ݒ⃗ . . As ݁(  ݏ௥ିଵ) =
൫݁⃗, ݁  ൯ is continuous on  ࣭௥ିଵ for each(௥ିଵݏ  )ݕ⃗ ∈ is weakly continuous on  ࣭௥ (௥ିଵݏ)ݕ⃗ , ௥ିଵܪ  and 
‖(௥ିଵݏ)ݕ⃗‖ ≤ ௥ିଵݏ ଵ/ଶ , for all(௥ିଵܦ) ∈  ࣭௥   . 
    In the same way we can redefine ⃗1)ݔ − ߳) on  ௥࣮\ܧ௥ିଵ to obtain a weakly continuous function 
on  ௥࣮ with ‖⃗1)ݔ − ߳)‖ ≤ ଵ/ଶ , for all (1(௥ିଵܦ) − ߳) ∈  ௥࣮ . The redefined function ൫⃗1)ݔ −
߳), ൯ is separately continuous on   ௥࣮(௥ିଵݏ)ݕ⃗ ×  ࣭௥  by both arguments and coincides with 
g௥ିଵ(1 − ߳, ௥ିଵܧ ௥ିଵ) onݏ × ௥ିଵ .As g௥ିଵ(1ܨ − ߳,  ௥ିଵ) is continuous, equality (55) holds forݏ
all (1 − ߳, (௥ିଵݏ ∈  ௥࣮ ×  ࣭௥  . We have proved (ii) and (iii).  
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Let us reformulate the result of Corollary (3.2.20) in a "scalar" form. ( see[114]). 
Corollary (3.2.21) [293]: Let ℒ and ℳbe, respectively, closed subspaces in the spaces ܥ௥ିଵ( ௥࣮) 
and ܥ௥ିଵ( ࣭௥) of all continuous functions. If, for each  ݏ௥ିଵ ∈  ࣭௥ , the function (1 − ߳) →
g௥ିଵ(1 − ߳,  ௡  belong to ℒ. Similarly, if allݑ ௥ିଵ) belongs to ℒ,  then all functionsݏ
functions  ݏ௥ିଵ → g௥ିଵ(1 − ߳, ௥ିଵ), (1ݏ − ߳) ∈  ௥࣮  , belong to ℳ, then all ݒ௡ belong to ℳ. 
Proof. Let ⃗1)ݔ − ߳) and ⃗ݕ(ݏ௥ିଵ) be as in Corollary (3.2.20) Denote by ℱ௥ିଵ the set of all ݁⃗ ∈  ௥ିଵܪ
for which the function(1 − ߳) → 1)ݔ⃗) − ߳), ݁⃗) belongs to ℒ. Since ℒ  is a closed subspace of 
1)ݔ⃗‖ ௥ିଵ( ௥࣮) andܥ − ߳)‖ ≤ ଵ/ଶ , for all(1(௥ିଵܥ) − ߳) ∈  ௥࣮, ℱ௥ିଵ is a closed subspace of  ܪ௥ିଵ . 
It contains all ⃗ݕ(ݏ௥ିଵ), ݏ௥ିଵ ∈  ࣭௥ , as ൫⃗1)ݔ − ߳), ൯(௥ିଵݏ)ݕ⃗ = g௥ିଵ(1 − ߳, (௥ିଵݏ ∈ ℒ . Since these 
vectors generate  ܪ௥ିଵ, ℱ௥ିଵ = ௥ିଵ . Thus ݁௡ܪ ∈ ℱ௥ିଵ  and this means that   ݑ௡ ∈ ℒ. 
Corollary (3.2.22) [293]: ߪே uniformly converge to ( ௥݂ିଵ)෣ on each compact subset of ॰∘ × ॰∘ . 
Proof. By the maximum modulus principle and by (60), for all (ݖ௥ିଵ, (௥ିଵݓ ∈ ॰ × ॰, 

,௥ିଵݖ)ேߪ| |(௥ିଵݓ ≤ max
(ଵିఢ)∈ॻ

ே((1ߪ| − ߳), |(௥ିଵݓ ≤ max
(ଵିఢ)∈ॻ

൬ max
௦ೝషభ∈ॻ

ே(1ߪ| − ߳, ௥ିଵ)|൰ݏ

= max
(ଵିఢ),௦ೝషభ∈ॻ

อ෍ ௡(1ݑ − (௥ିଵݏ)௡ݒ(߳
ே

௡ୀଵ

อ

≤ max
(ଵିఢ)∈ॻ

൭෍|ݑ௡(1 − ߳)|ଶ
ே

௡ୀଵ

൱

ଵ/ଶ

max
௦ೝషభ∈ॻ

൭෍|ݒ௡(ݏ௥ିଵ)|ଶ
ே

௡ୀଵ

൱

ଵ/ଶ

≤  .௥ିଵܦ 

Let  ݖ௥ = (1 − ߳)݁௜ఛ, ݓ௥ = ௜ఈ݁ߩ  . The functions  ݖ௥ିଵ → ,௥ିଵݖ)ேߪ ௥ିଵݓ ,(௥ݓ → ,௥ݖ)ேߪ  (௥ିଵݓ
belong to   ܣ(॰),  so by (61), 

,௥ݖ)ேߪ (௥ݓ =
1

ߨ2
න ௥ܲିଵ(1 − ߳, ߬ − ,ே(݁௜ఏߪ(ߠ ߠ݀(௥ݓ

ଶగ

଴

=
1

ଶߨ4 න ௥ܲିଵ(1 − ߳, ߬ − (ߠ ቆන ௥ܲିଵ(1 + ߳, ߙ − ேߪ(∅

ଶగ

଴
(݁௜ఏ, ݁௜∅)݀∅ቇ ߠ݀

ଶగ

଴
. 

  the functions ݖ௥ିଵ → ( ௥݂ିଵ)෣ ,௥ିଵݖ) ௥ିଵݓ ௥)andݓ → ( ௥݂ିଵ)෣ ,௥ݖ)  Hence, as .(॰)ܣ ௥ିଵ)belong toݓ
above 

( ௥݂ିଵ)෣ ,௥ݖ) (௥ݓ =
1

ଶߨ4 න ௥ܲିଵ(1 − ߳, ߬ − (ߠ ቆන ௥ܲିଵ(1 + ߳, ߙ − ∅)( ௥݂ିଵ)෣
ଶగ

଴
(݁௜ఏ, ݁௜∅)݀∅ቇ ߠ݀

ଶగ

଴
. 

Let  max (1 − ߳, 1 + ߳) ≤ ܴ < 1  .Then| ௥ܲିଵ(1 − ߳, ߬ − (ߠ ௥ܲିଵ(1 + ߳, ߙ − ∅)| ≤ (ఢమିସ)
ఢమ ≤ ቀଵାோ

ଵିோ
ቁ

ଶ
. 

Hence 

ห( ௥݂ିଵ)෣ ௥ݖ) , (௥ݓ − ,௥ݖ)ேߪ ௥)หݓ ≤
1

ଶߨ4 ൬
1 + ܴ
1 − ܴ

൰
ଶ

න න ห( ௥݂ିଵ)෣ ൫݁௜ఏ, ݁௜∅൯ − ,ே൫݁௜ఏߪ ݁௜∅൯ห
ଶగ

଴

ଶగ

଴
 .ߠ݀∅݀

Since ( ௥݂ିଵ) ෣ is continuous on ॻ × ॻ, supห( ௥݂ିଵ)෣ ൫݁௜ఏ, ݁௜∅൯ห ≤  As .ܯ  for  some  ܯ
supหߪே൫݁௜ఏ, ݁௜∅൯ห ≤ ,ே൫݁௜ఏߪ ௥ିଵ andܦ ݁௜∅൯ → ( ௥݂ିଵ)෣ ൫݁௜ఏ, ݁௜∅൯ for all  ߠ, ∅, it follows from the 
Dominated Convergence theorem that 
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න න ห( ௥݂ିଵ)෣ ൫݁௜ఏ, ݁௜∅൯ − ,ே൫݁௜ఏߪ ݁௜∅൯ห
ଶగ

଴

ଶగ

଴
ߠ݀∅݀ → 0,    as  ܰ → ∞ 

Therefore ߪே uniformly converge to ( ௥݂ିଵ)෣   in ॰ோ × ॰ோ   where ॰ோ is the closed disk of radius  ܴ.     
    Let {ݑ௡}, ܰ satisfying (60). For (ॻ)ܣ be functions in {௡ݒ} ∈ ℕ and contractions ௥ܶିଵ, ܵ௥ିଵ, 
define the bounded operators ߁ே( ௥ܶିଵ, ܵ௥ିଵ) on ܤ(ܪ௥ିଵ) by the formula: ߁ே( ௥ܶିଵ, ܵ௥ିଵ)ܺ =
∑ )௡ݑ ௥ܶିଵ)ܺݒ௡(ܵ௥ିଵ)ே

௡ୀଵ . 
Corollary (3.2.23) [293]: ‖߁ே( ௥ܶିଵ, ܵ௥ିଵ)‖஻(ுೝషభ) ≤  .௥ିଵܦ
Proof. Set ∅ே(1 − ߳) = ∑ ௡(1ݑ − ௡(1ݑ(߳ − ߳)തതതതതതതതതതതതതே

௡ୀଵ . Let ௥ܷିଵ be a unitary dilation of ௥ܶିଵ and ௥ܲିଵ 
be the projection on ܪ௥ିଵ such that ௥ܶିଵ = ௥ܲିଵ ௥ܷିଵ|ுೝషభ  (see (52)). Since 0 ≤ ∅ே(1 − ߳) ≤
)௥ିଵ૚, the positive operators ∅ேܦ ௥ܷିଵ) = ∑ )௡ݑ ௥ܷିଵ)ݑ௡( ௥ܷିଵ)∗ே

௡ୀଵ  satisfy the inequality 0 ≤
∅ே( ௥ܷିଵ) ≤ ௡( ௥ܶିଵ)ݑ ,௥ିଵ૚. By (53)ܦ = ௥ܲିଵݑ௡( ௥ܷିଵ)|ுೝషభ . 
Hence 

∅ே( ௥ܶିଵ) = ෍ )௡ݑ ௥ܶିଵ)ݑ௡( ௥ܶିଵ)∗
ே

௡ୀଵ

= ෍ ௥ܲିଵݑ௡( ௥ܷିଵ)ݑ௡( ௥ܷିଵ)∗
ே

௡ୀଵ
௥ܲିଵ

= ௥ܲିଵ ൭෍ )௡ݑ ௥ܷିଵ)ݑ௡( ௥ܷିଵ)∗
ே

௡ୀଵ

൱ ௥ܲିଵ ≤ ௥ିଵܦ
௥ܲିଵ, 

so ‖∑ )௡ݑ ௥ܶିଵ)ݑ௡( ௥ܶିଵ)∗ே
௡ୀଵ ‖ ≤ ∑‖௥ିଵ. We obtain similarly thatܦ ௡(ܵ௥ିଵ)ேݒ∗௡(ܵ௥ିଵ)ݒ

௡ୀଵ ‖ ≤
 ௥ିଵ ,for all ܰ , by settingܦ
߰ே(ݏ௥ିଵ) = ∑ ே(௥ିଵݏ)௡ݒതതതതതതതതതതത(௥ିଵݏ)௡ݒ

௡ୀଵ . 
Consider the Hilbert space (ܪ௥ିଵ)෫ = ௥ିଵܪ ⊕. . .⊕ ௥ିଵܪ ⊕. .. . For ܺ ∈  the operators ,(௥ିଵܪ)ܤ

ே(௜ܣ) = ൭
)ଵݑ ௥ܶିଵ)ܺ

0
⋯

⋯
⋯
⋯

)ேݑ ௥ܶିଵ)ܺ
0
⋯

0
0
⋯

⋯
⋯
⋯

൱ and 

௜ܣ) + ߳)ே = ൭
∗ଵ(ܵ௥ିଵ)ݒ

0
⋯

⋯
⋯
⋯

∗ே(ܵ௥ିଵ)ݒ

0
⋯

0
0
⋯

⋯
⋯
⋯

൱ 

on  (ܪ௥ିଵ)෫  are bounded, as 

ே‖ଶ(௜ܣ)‖ = ே(௜ܣ)ே(௜ܣ)‖
∗ ‖ = ะ෍ )௡ݑ ௥ܶିଵ)ܺܺ∗ݑ௡( ௥ܶିଵ)∗

ே

௡ୀଵ

ะ = sup
௫∈ுೝషభ,‖௫‖ୀଵ

෍‖ܺ∗ݑ௡( ௥ܶିଵ)∗ݔ‖ଶ
ே

௡ୀଵ

≤ ‖ܺ∗‖ଶ sup
௫∈ுೝషభ,‖௫‖ୀଵ

෍‖ݑ௡( ௥ܶିଵ)∗ݔ‖ଶ
ே

௡ୀଵ

= ‖ܺ‖ଶ ะ෍ )௡ݑ ௥ܶିଵ)ݑ௡( ௥ܶିଵ)∗
ே

௡ୀଵ

ะ

≤  ௥ିଵ‖ܺ‖ଶܦ
and  ‖(ܣ௜ + ߳)ே‖ଶ = ௜ܣ)‖ + ߳)ே(ܣ௜ + ߳)ே

∗ ‖ = ‖∑ ௡(ܵ௥ିଵ)ேݒ∗௡(ܵ௥ିଵ)ݒ
௡ୀଵ ‖ ≤  ௥ିଵ. Henceܦ

)ே߁‖ ௥ܶିଵ, ܵ௥ିଵ)ܺ‖ = ะ෍ )௡ݑ ௥ܶିଵ)ܺݒ௡(ܵ௥ିଵ)
ே

௡ୀଵ

ะ = ௜ܣ)ே(௜ܣ)‖ + ߳)ே
∗ ‖ ≤ ௜ܣ)‖‖ே(௜ܣ)‖ + ߳)ே‖

≤  ‖ܺ‖௥ିଵܦ



101 
 

which completes the proof. 
For ܣ௜ ∈ ஺೔ܮ denote by ,(௥ିଵܪ)ܤ  and ܴ஺೔ the operators of the left and right multiplication by ܣ௜  
on ܤ(ܪ௥ିଵ); they clearly commute. It is well known that ฮܮ஺೔ฮ = ฮ ஺ܴ೔ฮ = ௜ܣ ௜‖. So ifܣ‖  is a strict 
contraction (this means that ‖ܣ௜‖ < 1) then one may apply functions in ܣ(॰) to ܮ஺೔and ܴ஺೔. It is 
evident that   ݌൫ܮ஺೔൯ܺ = ൫ܴ஺೔൯ܺ݌ and ܺ(௜ܣ)݌  =  Approximating .݌ for each polynomial ,(௜ܣ)݌ܺ 

uniformly ௥݂ିଵ ∈ ஺೔൯ܺܮby polynomials, we have ௥݂ିଵ൫  (॰)ܣ =  ௥݂ିଵ(ܣ௜) ܺ and  ௥݂ିଵ൫ ஺ܴ೔൯ܺ =
ܺ ௥݂ିଵ(ܣ௜),  for 
each strict contraction ܣ௜, so 

௥݂ିଵ൫ܮ஺೔൯ = ௙ೝషభ(஺೔) and ௥݂ିଵ൫ܴ஺೔൯ܮ  =  ௙ܴೝషభ(஺೔).                                          (62) 
    Let ௥݂ିଵ ∈  be a continuously differentiable, sequence of   operator Lipschitz functions on (ॻ)ܣ
ॻ and let ௥ܶିଵ, ܵ௥ିଵ be strict contractions. Consider ௥݂ିଵ as an element of ܣ(॰). The 
function  ௥݂ିଵ(ݖ௥ିଵ) − ௥݂ିଵ(ݓ௥ିଵ) is analytic on ॰∘ × ॰∘ and, by Lemma 3.1, the function 
( ௥݂ିଵ)෣ ,௥ିଵݖ) ∘௥ିଵ) is analytic on ॰ݓ × ॰∘ . Therefore (see [123, §13] and [124, III.11.8, Theorem 
8]) they can be applied to any two elements of a commutative Banach unital algebra whose 
spectra are contained in ॰∘and, hence, to the commuting strict contractions  ܮ ೝ்షభ   and ܴௌೝషభ   on 
the Banach space  ܤ(ܪ௥ିଵ). Thus ( ௥݂ିଵ)෣ ܮ) ೝ்షభ , ܮ)ௌೝషభ) and ௥݂ିଵܮ ೝ்షభ) − ௥݂ିଵ(ܴௌೝషభ) are bounded 

operators on   ܤ(ܪ௥ିଵ). By (59) , ௥݂ିଵ(ݖ௥ିଵ) − ௥݂ିଵ(ݓ௥ିଵ) = ( ௥݂ିଵ)෣ ,௥ିଵݖ) ௥ିଵݖ)(௥ିଵݓ −  .(௥ିଵݓ
Hence, 
)௙ೝషభܮ ೝ்షభ) − ௙ܴೝషభ(ௌೝషభ) = ௥݂ିଵ൫ܮ ೝ்షభ൯ − ௥݂ିଵ൫ܴௌೝషభ൯ = ( ௥݂ିଵ)෣ ܮ) ೝ்షభ , ܴௌೝషభ)(ܮ ೝ்షభ − ܴௌೝషభ.   (63) 
Now we can show the main result of the section and finish the proof of Theorem 1.1. 
 ( see[114]). 
Corollary (3.2.24) [293]: If  ௥݂ିଵ ∈  is a sequence of operator Lipschitz functions on ॻ then (ॻ)ܣ
there is ܦ௥ିଵ > 0 such that 

‖ ௥݂ିଵ( ௥ܶିଵ)ܺ − ܺ ௥݂ିଵ(ܵ௥ିଵ)‖ ≤ ‖௥ିଵܦ ௥ܶିଵܺ − ܺܵ௥ିଵ‖ for all contractions ௥ܶିଵ, ܵ௥ିଵ and ܺ ∈
 (64)     .(௥ିଵܪ)ܤ

Proof. (i) First assume that ௥݂ିଵ has continuous derivative on ॻ and that ௥ܶିଵ, ܵ௥ିଵ are strict 
contractions. It follows from (63) that, for  all ܺ ∈  ,(௥ିଵܪ)ܤ

௥݂ିଵ( ௥ܶିଵ)ܺ − ܺ ௥݂ିଵ(ܵ௥ିଵ) = ( ௥݂ିଵ൫ܮ ೝ்షభ൯ − ௥݂ିଵ൫ܴௌೝషభ൯)ܺ = ( ௥݂ିଵ)෣ ܮ) ೝ்షభ , ܴௌೝషభ)( ௥ܶିଵܺ −
ܺܵ௥ିଵ). 
By Corollary (3.2.22), the analytic functions  ߪே(ݖ௥ିଵ, ∘௥ିଵ) on ॰ݓ × ॰∘ uniformly converge to 
( ௥݂ିଵ)෣ ,௥ିଵݖ) ௥ିଵ) on ॰ଵିఢݓ × ॰ଵିఢ where ॰ଵିఢ is the closed disk of radius 1 − ߳ =
max(‖ ௥ܶିଵ‖, ‖ܵ௥ିଵ‖) < 1. It follows from continuity of the Holomorphic Functional Calculus (see 
[123, §13]) that ( ௥݂ିଵ)෣ ܮ) ೝ்షభ , ܴௌೝషభ) is the norm limit of the operators  ߪே൫ܮ ೝ்షభ , ܴௌೝషభ൯ =
∑ ܮ௡൫ݑ ೝ்షభ൯ݒ௡൫ܴௌೝషభ൯ே

௡ୀଵ . It follows from (62) that ߪே൫ܮ ೝ்షభ , ܴௌೝషభ൯ = )ே߁ ௥ܶିଵ, ܵ௥ିଵ). Hence, by 

Corollary (3.2.23), ฮߪே൫ܮ ೝ்షభ , ܴௌೝషభ൯ฮ
஻(ுೝషభ)

≤ )௥ିଵ. Therefore ฮܦ ௥݂ିଵ)෣ ൫ܮ ೝ்షభ , ܴௌೝషభ൯ฮ
஻(ுೝషభ)

≤

 .௥ିଵ and (64) holdsܦ
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    Let now ௥ܶିଵ, ܵ௥ିଵ be arbitrary contractions. Applying (64) to (1 − ߳) ௥ܶିଵ, (1 − ߳)ܵ௥ିଵ , for ߳ >
0, we get 

‖ ௥݂ିଵ((1 − ߳) ௥ܶିଵ)ܺ − ܺ ௥݂ିଵ((1 − ߳)ܵ௥ିଵ)‖ ≤ ௥ିଵ‖(1ܦ − ߳) ௥ܶିଵܺ − (1 − ߳)ܺܵ௥ିଵ‖
≤ ‖௥ିଵܦ ௥ܶିଵܺ − ܺܵ௥ିଵ‖. 

Hence 
‖ ௥݂ିଵ( ௥ܶିଵ)ܺ − ܺ ௥݂ିଵ(ܵ௥ିଵ)‖

≤ ‖ ௥݂ିଵ((1 − ߳) ௥ܶିଵ)ܺ − ܺ ௥݂ିଵ((1 − ߳)ܵ௥ିଵ)‖
+ ‖( ௥݂ିଵ( ௥ܶିଵ) − ௥݂ିଵ((1 − ߳) ௥ܶିଵ))ܺ‖ + ‖ܺ( ௥݂ିଵ(ܵ௥ିଵ) − ௥݂ିଵ((1 − ߳)ܵ௥ିଵ))‖
≤ ‖௥ିଵܦ ௥ܶିଵܺ − ܺܵ௥ିଵ‖ + ‖ ௥݂ିଵ( ௥ܶିଵ) − ௥݂ିଵ((1 − ߳) ௥ܶିଵ)‖‖ܺ‖
+ ‖ܺ‖‖ ௥݂ିଵ(ܵ௥ିଵ) − ௥݂ିଵ((1 − ߳)ܵ௥ିଵ)‖. 

Letting ߳ → 0 and using the norm-continuity of the map ௥ܶିଵ → ௥݂ିଵ( ௥ܶିଵ), we obtain that (64) 
holds for all contractions. Thus we proved the theorem for continuously differentiable functions. 
    (ii) Let now ௥݂ିଵ be any sequence of operator Lipschitz functions on ॻ  from ܣ(ॻ).  Let ߮ be a 
non-negative infinitely differentiable function on ॻ  with ∫ ߮(1 − ߳)݀(1 − ߳) = 1ॻ . The 
convolution 

ℎ௥ିଵ(1 − ߳) = ߮ ∗ ௥݂ିଵ(1 − ߳) = න߮(ݏ௥ିଵ) ௥݂ିଵ((1 − ௥ିଵݏ݀(ଵି(௥ିଵݏ)(߳
ॻ

 

is also infinitely differentiable and belongs to ܣ(ॻ), since the negative Fourier coefficients 

(ℎ௥ିଵ)෣ (݊) =
1

ߨ2
න ℎ௥ିଵ(݁௜ఏ)

గ

ିగ
݁ି௜௡ఏ݀ߠ = ݅( ௥݂ିଵ)෣ (݊) න ݁ି௜(௡ିଵ)థ

గ

ିగ
߮൫݁௜థ൯݀߶ = 0  for   ݊ < 0, 

as ( ௥݂ିଵ)෣ (݊) = 0. Moreover, it is operator Lipschitzian on ॻ with the same constant. Indeed, 

ℎ௥ିଵ( ௥ܷିଵ) − ℎ௥ିଵ( ௥ܸିଵ) = න߮(ݏ௥ିଵ)൫ ௥݂ିଵ( ௥ܷିଵ(ݏ௥ିଵ)ିଵ) − ௥݂ିଵ( ௥ܸିଵ(ݏ௥ିଵ)ିଵ)൯݀ݏ௥ିଵ
ॻ

 

for unitary operators ௥ܷିଵ, ௥ܸିଵ . Since ௥݂ିଵ is an operator Lipschitz function on  ॻ  and  |ݏ௥ିଵ| =
1, we have from ( 2) that 

‖ℎ௥ିଵ( ௥ܷିଵ) − ℎ௥ିଵ( ௥ܸିଵ)‖ ≤ න߮(ݏ௥ିଵ)‖ ௥݂ିଵ( ௥ܷିଵ(ݏ௥ିଵ)ିଵ) − ௥݂ିଵ( ௥ܸିଵ(ݏ௥ିଵ)ିଵ)‖݀ݏ௥ିଵ
ॻ

≤ න ‖௥ିଵܦ(௥ିଵݏ)߮ ௥ܷିଵ − ௥ܸିଵ‖݀ݏ௥ିଵ
ॻ

= ‖௥ିଵܦ ௥ܷିଵ − ௥ܸିଵ‖. 

Since ℎ௥ିଵ is infinitely differentiable, (64) holds for it and all ௥ܶିଵ, ܵ௥ିଵ ∈ Con(ܪ௥ିଵ) and  ܺ ∈
 Thus .(௥ିଵܪ)ܤ

‖ℎ௥ିଵ( ௥ܷିଵ)ܺ − ܺℎ௥ିଵ( ௥ܸିଵ)‖

= ብන߮(ݏ௥ିଵ)൫ ௥݂ିଵ( ௥ܶିଵ(ݏ௥ିଵ)ିଵ)ܺ − ܺ ௥݂ିଵ(ܵ௥ିଵ(ݏ௥ିଵ)ିଵ)൯݀ݏ௥ିଵ
ॻ

ብ

≤ ‖௥ିଵܦ ௥ܶିଵܺ − ܺܵ௥ିଵ‖.           (65) 
Set ܨ௥ିଵ(ݏ௥ିଵ) = ௥݂ିଵ( ௥ܶିଵ(ݏ௥ିଵ)ିଵ)ܺ − ܺ ௥݂ିଵ(ܵ௥ିଵ(ݏ௥ିଵ)ିଵ).  For  (1 − ߳), ௥ିଵݏ ∈ ॻ, 

௥ିଵ(1ܨ‖ − ߳) − ‖(௥ିଵݏ)௥ିଵܨ
≤ ‖ ௥݂ିଵ( ௥ܶିଵ(1 − ߳)ିଵ) − ௥݂ିଵ( ௥ܶିଵ(ݏ௥ିଵ)ିଵ)‖‖ܺ‖
+ ‖ܺ‖‖ ௥݂ିଵ(ܵ௥ିଵ(1 − ߳)ିଵ) − ௥݂ିଵ(ܵ௥ିଵ(ݏ௥ିଵ)ିଵ)‖. 
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Since the map ௥ܶିଵ → ௥݂ିଵ( ௥ܶିଵ) is norm-continuous, ‖ܨ௥ିଵ(1 − ߳) − ‖(௥ିଵݏ)௥ିଵܨ → 0, as 
௥ିଵݏ → (1 − ߳) . Take a sequence {߮௡} of  functions as above with the support of ߮௡ contained in 

ॻ௡ = {(1 − ߳) ∈ ॻ: |−߳| ≤ ଵ
௡

}. Then 

ብܨ௥ିଵ(1) − න߮௡(ݏ௥ିଵ)ܨ௥ିଵ(ݏ௥ିଵ)݀ݏ௥ିଵ
ॻ

ብ = ብන߮௡(ݏ௥ିଵ)(ܨ௥ିଵ(1) − ௥ିଵݏ݀((௥ିଵݏ)௥ିଵܨ
ॻ

ብ

≤ sup
௦ೝషభ∈ॻ೙

௥ିଵ(1)ܨ‖ − ‖(௥ିଵݏ)௥ିଵܨ → 0, 

and 
‖ ௥݂ିଵ( ௥ܶିଵ)ܺ − ܺ ௥݂ିଵ(ܵ௥ିଵ)‖ = ‖௥ିଵ(1)ܨ‖

≤ ብܨ௥ିଵ(1) − න ߮௡(ݏ௥ିଵ)ܨ௥ିଵ(ݏ௥ିଵ)݀ݏ௥ିଵ
ॻ

ብ + ብන߮௡(ݏ௥ିଵ)ܨ௥ିଵ(ݏ௥ିଵ)݀ݏ௥ିଵ
ॻ

ብ. 

By (65)ฮ∫ ߮௡(ݏ௥ିଵ)ܨ௥ିଵ(ݏ௥ିଵ)݀ݏ௥ିଵॻ ฮ ≤ ‖௥ିଵܦ ௥ܶିଵܺ − ܺܵ௥ିଵ‖. Letting   ݊ → ∞, we conclude 
that (64) holds. 
Corollary (3.2.25) [293]: Let ௥݂ିଵ ∈ ߳  and (ॻ)ܣ > 0  Let there exists ܦ௥ିଵ > 0 such that 
‖ ௥݂ିଵ( ௥ܶିଵ)ܺ − ܺ ௥݂ିଵ(ܵ௥ିଵ)‖ଵାఢ ≤ ‖௥ିଵܦ ௥ܶିଵܺ − ܺܵ௥ିଵ‖ଵାఢ,                                    (68) 
for all finite rank contractions ௥ܶିଵ, ܵ௥ିଵ and all finite rank operators ܺ. Then (68) holds for any 
pair of contractions ௥ܶିଵ, ܵ௥ିଵ and all   ܺ ∈  ଵାఢ , and(௥ିଵܥ)
‖ ௥݂ିଵ( ௥ܶିଵ) − ௥݂ିଵ(ܵ௥ିଵ)‖ଵାఢ ≤ ‖௥ିଵܦ ௥ܶିଵ − ܵ௥ିଵ‖ଵାఢ  if   ( ௥ܶିଵ − ܵ௥ିଵ) ∈                             ଵାఢ(௥ିଵܥ)
(69) 
Proof. Let ܺ be a finite rank operator and  ܵ௥ିଵ, ௥ܶିଵ ∈ Con(ܪ௥ିଵ) . Choose finite rank 

contractions (ܵ௥ିଵ)௡ , ( ௥ܶିଵ)௡ such that  (ܵ௥ିଵ)௡
∗ (ୱ୭୲)

ሱ⎯ሮ (ܵ௥ିଵ)∗, ( ௥ܶିଵ)௡
(ୱ୭୲)
ሱ⎯ሮ ௥ܶିଵ . By (67) 

‖( ௥ܶିଵ − ( ௥ܶିଵ)௡)ܺ‖ଵାఢ → 0 and   ‖ܺ(ܵ௥ିଵ − (ܵ௥ିଵ)௡)‖ଵାఢ = ‖((ܵ௥ିଵ)௡
∗ − (ܵ௥ିଵ)∗)ܺ∗‖ଵାఢ → 0. 

Furthermore ,  ௥݂ିଵ(( ௥ܶିଵ)௡)
(ୱ୭୲)
ሱ⎯ሮ ௥݂ିଵ( ௥ܶିଵ)  whence, by (67),  ‖( ௥݂ିଵ( ௥ܶିଵ) −

௥݂ିଵ(( ௥ܶିଵ)௡))ܺ‖ଵାఢ → 0. 

    The function ( ௥݂ିଵ)෫ (1 − ߳) = ௥݂ିଵ((1 − ߳)തതതതതതതതത)തതതതതതതതതതതതതതതതത belongs to ܣ(ॻ)  and (see [122, Section III.2]) 
( ௥݂ିଵ)෫ (ܵ௥ିଵ)∗) = ௥݂ିଵ(ܵ௥ିଵ)∗ . Hence ௥݂ିଵ((ܵ௥ିଵ)௡)∗ − ௥݂ିଵ(ܵ௥ିଵ)∗ = ( ௥݂ିଵ)෫ ((ܵ௥ିଵ)௡

∗ ) −

( ௥݂ିଵ)෫ ((ܵ௥ିଵ)∗)
(ୱ୭୲)
ሱ⎯ሮ 0  , so that ‖ܺ( ௥݂ିଵ((ܵ௥ିଵ)௡) − ௥݂ିଵ(ܵ௥ିଵ))‖ଵାఢ = ‖ ௥݂ିଵ((ܵ௥ିଵ)௡)∗ −

௥݂ିଵ(ܵ௥ିଵ)∗ܺ∗‖ଵାఢ → 0. 
Using these norm limits and taking the limit in the inequality ‖( ௥݂ିଵ(( ௥ܶିଵ)௡)ܺ −
ܺ ௥݂ିଵ((ܵ௥ିଵ)௡))‖ଵାఢ ≤ )‖௥ିଵܦ ௥ܶିଵ)௡ܺ − ܺ(ܵ௥ିଵ)௡‖ଵାఢ , we obtain (69) for all ௥ܶିଵ, ܵ௥ିଵ ∈
Con(ܪ௥ିଵ) and all finite rank operators ܺ. For arbitrary  ܺ ∈  ଵାఢ , choose finite rank(௥ିଵܥ)
operators ܺ௡   such that‖ܺ − ܺ௡‖ଵାఢ → 0. Now (69) can be proved by taking the limit in the 
inequality ‖( ௥݂ିଵ( ௥ܶିଵ)ܺ௡ − ܺ௡ ௥݂ିଵ(ܵ௥ିଵ))‖ଵାఢ ≤ ‖௥ିଵܦ ௥ܶିଵܺ௡ − ܺ௡ܵ௥ିଵ‖ଵାఢ  and using (51) 
and (66). 
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    Let now ( ௥ܶିଵ − ܵ௥ିଵ) ∈ ) ଵାఢ . Let(௥ିଵܥ) ௥ܲିଵ)௡ be an increasing sequence of finite-

dimensional  projections such  ( ௥ܲିଵ)௡
(ୱ୭୲)
ሱ⎯ሮ 1. Replace in (68) ௥ܶିଵ, ܵ௥ିଵ by 

( ௥ܲିଵ)௡ ௥ܶିଵ, ܵ௥ିଵ( ௥ܲିଵ)௡  and ܺ by ( ௥ܲିଵ)௡. This gives 
‖ ௥݂ିଵ(( ௥ܲିଵ)௡ ௥ܶିଵ)( ௥ܲିଵ)௡ − ( ௥ܲିଵ)௡ ௥݂ିଵ(ܵ௥ିଵ( ௥ܲିଵ)௡)‖ଵାఢ

≤ )‖௥ିଵܦ ௥ܲିଵ)௡ ௥ܶିଵ( ௥ܲିଵ)௡ − ( ௥ܲିଵ)௡ܵ௥ିଵ( ௥ܲିଵ)௡‖ଵାఢ
= )‖௥ିଵܦ ௥ܲିଵ)௡( ௥ܶିଵ − ܵ௥ିଵ)( ௥ܲିଵ)௡‖ଵାఢ ≤ ‖௥ିଵܦ ௥ܶିଵ − ܵ௥ିଵ‖ଵାఢ(70) 

We have that ( ௥ܲିଵ)௡ ௥ܶିଵ
(ୱ୭୲)
ሱ⎯ሮ ௥ܶିଵ and ܵ௥ିଵ( ௥ܲିଵ)௡

(ୱ୭୲)
ሱ⎯ሮ ܵ௥ିଵ . Hence ௥݂ିଵ(( ௥ܲିଵ)௡ ௥ܶିଵ)

(ୱ୭୲)
ሱ⎯ሮ ௥݂ିଵ( ௥ܶିଵ) and ௥݂ିଵ(ܵ௥ିଵ( ௥ܲିଵ)௡)

(ୱ୭୲)
ሱ⎯ሮ ௥݂ିଵ(ܵ௥ିଵ) . By (59),‖ ௥݂ିଵ(( ௥ܲିଵ)௡ ௥ܶିଵ)‖ ≤ ‖ ௥݂ିଵ‖. 

Therefore the finite rank operators ௥݂ିଵ(( ௥ܲିଵ)௡ ௥ܶିଵ)( ௥ܲିଵ)௡ − ( ௥ܲିଵ)௡ ௥݂ିଵ(ܵ௥ିଵ( ௥ܲିଵ)௡)
(ୱ୭୲)
ሱ⎯ሮ ௥݂ିଵ( ௥ܶିଵ) − ௥݂ିଵ(ܵ௥ିଵ). Taking (70) into account, we obtain from [125, Theorem III.5.1] that 

௥݂ିଵ( ௥ܶିଵ) − ௥݂ିଵ(ܵ௥ିଵ) ∈ ‖  ଵାఢ    and(௥ିଵܥ) ௥݂ିଵ( ௥ܶିଵ) − ௥݂ିଵ(ܵ௥ିଵ)‖ଵାఢ 
≤ ‖௥ିଵܦ ௥ܶିଵ − ܵ௥ିଵ‖ଵାఢ. 
Corollary (3.2.26) [293]: Let ௥݂ିଵ ∈  be a sequence of  operator Lipschitz functions on ॻ  (ॻ)ܣ
with constant ܦ௥ିଵ. Then, for all contractions  ௥ܶିଵ, ܵ௥ିଵ , and all ߳ > 0, 
‖ ௥݂ିଵ( ௥ܶିଵ)ܺ − ܺ ௥݂ିଵ(ܵ௥ିଵ)‖ଵାఢ ≤ ‖௥ିଵܦ ௥ܶିଵܺ − ܺܵ௥ିଵ‖ଵାఢ   for   ܺ ∈                      ,  ଵାఢ(௥ିଵܥ)
(71) 
‖ ௥݂ିଵ( ௥ܶିଵ) − ௥݂ିଵ(ܵ௥ିଵ)‖ଵାఢ ≤ ‖௥ିଵܦ ௥ܶିଵ − ܵ௥ିଵ‖ଵାఢ  if   ௥ܶିଵ − ܵ௥ିଵ ∈                    .ଵାఢ(௥ିଵܥ)
(72) 

Proof. First assume that ߪ( ௥ܶିଵ) ∩ (௥ିଵܵ)ߪ = ∅. By Rosenblum's theorem (see [126]) the 
operator ∆= ܮ ೝ்షభ − ܴௌೝషభ  on ܤ(ܪ௥ିଵ) is invertible and we may consider the operator ܨ௥ିଵ =
)௙ೝషభܮ) ೝ்షభ) − ܴ௙ೝషభ(ௌೝషభ))∆ିଵ . It follows from (64) that  ‖ܨ௥ିଵ‖ ≤ =∞∆ ௥ିଵ. The operatorܦ
∆|(஼ೝషభ)∞ is also invertible, so ܨ௥ିଵ pre serves(ܥ௥ିଵ)∞ . Set ( ܨ௥ିଵ)∞ =  . ∞௥ିଵ|(஼ೝషభ)ܨ
Then  ‖(ܨ௥ିଵ)∞‖ ≤ ‖∗(∞(௥ିଵܨ))‖ ௥ିଵ, soܦ ≤  is the conjugate operator  ∗(∞(௥ିଵܨ)) ௥ିଵ,  whereܦ
on (ܥ௥ିଵ)ଵ.  As ∆ିଵ commutes with  ܮ௙ೝషభ( ೝ்షభ) − ܴ௙ೝషభ(ௌೝషభ) , we see from (68) that (ܨ௥ିଵ)∞ =
(∆∞)ିଵ(ܮ௙ೝషభ( ೝ்షభ)

∞ − ௙ܴೝషభ(ௌೝషభ)
∞ ) and ((∆∞)ିଵ)∗ = ((∆∞)∗)ିଵ = ܮ) ೝ்షభ

ଵ − ܴௌೝషభ
ଵ )ିଵ. Hence               

                                                             
௥ିଵܨ)

∞)∗ = ൫(∆∞)ିଵ(ܮ௙ೝషభ( ೝ்షభ)
∞ − ௙ܴೝషభ(ௌೝషభ)

∞ )൯∗ = )௙ೝషభܮ) ೝ்షభ)
ଵ − ௙ܴೝషభ(ௌೝషభ)

ଵ )((∆∞)∗)ିଵ

= )௙ೝషభܮ) ೝ்షభ)
ଵ − ௙ܴೝషభ(ௌೝషభ)

ଵ ܮ)( ೝ்షభ
ଵ − ܴௌೝషభ

ଵ )ିଵ = ௥ିଵ|(஼ೝషభ)భܨ . 
Since max൫‖ܨ௥ିଵ‖, ฮܨ௥ିଵ|(஼ೝషభ)భฮ൯ ≤  ௥ିଵ, it follows from the interpolation theory (see, forܦ

example [125], [128, Theorem B]) that ܨ௥ିଵ preserves (ܥ௥ିଵ)ଵାఢ   and  ฮܨ௥ିଵ|஼భశച ฮ ≤  .௥ିଵܦ
For ∈ ܻ ଵାఢ , set(௥ିଵܥ) = ܮ) ೝ்షభ − ܴௌೝషభ)ܺ. Then ܻ ∈  ଵାఢ  and we obtain (71) for this case(௥ିଵܥ)
‖ ௥݂ିଵ( ௥ܶିଵ)ܺ − ܺ ௥݂ିଵ(ܵ௥ିଵ)‖ଵାఢ = ฮ൫ܮ௙ೝషభ( ೝ்షభ) − ܴ௙ೝషభ(ௌೝషభ)൯ܺฮ

ଵାఢ
= ௥ିଵ(ܻ)‖ଵାఢܨ‖ ≤

௥ିଵ‖ܻ‖ଵାఢܦ = ‖௥ିଵܦ    ௥ܶିଵܺ − ܺܵ௥ିଵ‖ଵାఢ                             (73) 
Let dim(ܪ௥ିଵ) < ∞ and ௥ܶିଵ, ܵ௥ିଵ ∈ Con(ܪ௥ିଵ). Choose contractions (ܵ௥ିଵ)௡  such that 
)ߪ ௥ܶିଵ) ∩ (௡(௥ିଵܵ))ߪ = ∅  and ‖ܵ௥ିଵ − (ܵ௥ିଵ)௡‖ → 0. Hence  
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‖ ௥݂ିଵ((ܵ௥ିଵ)௡) − ௥݂ିଵ(ܵ௥ିଵ)‖ → 0. We have from (66) and (73) that 
‖ ௥݂ିଵ( ௥ܶିଵ)ܺ − ܺ ௥݂ିଵ(ܵ௥ିଵ)‖ଵାఢ

≤ ‖ ௥݂ିଵ( ௥ܶିଵ)ܺ − ܺ ௥݂ିଵ((ܵ௥ିଵ)௡)‖ଵାఢ + ‖ܺ( ௥݂ିଵ((ܵ௥ିଵ)௡) − ௥݂ିଵ(ܵ௥ିଵ))‖ଵାఢ
≤ ‖௥ିଵܦ ௥݂ିଵ( ௥ܶିଵ)ܺ − ܺ ௥݂ିଵ((ܵ௥ିଵ)௡)‖ଵାఢ
+ ‖ܺ‖ଵାఢ‖ ௥݂ିଵ((ܵ௥ିଵ)௡) − ௥݂ିଵ(ܵ௥ିଵ)‖
≤ ‖௥ିଵܦ ௥ܶିଵܺ − ܺ(ܵ௥ିଵ)௡‖ଵାఢ + ‖ܺ‖ଵାఢ‖ ௥݂ିଵ((ܵ௥ିଵ)௡) − ௥݂ିଵ(ܵ௥ିଵ)‖.   

By (66), ‖ ௥ܶିଵܺ − ܺ(ܵ௥ିଵ)௡‖ଵାఢ ≤ ‖ ௥ܶିଵܺ − ܺܵ௥ିଵ‖ଵାఢ + ‖ܺ‖ଵାఢ‖ܵ௥ିଵ − (ܵ௥ିଵ)௡‖. Taking the 
limit, we obtain that (71) holds for all ௥ܶିଵ, ܵ௥ିଵ ∈ Con(ܪ௥ିଵ) if dim(ܪ௥ିଵ) < ∞ . Thus it holds for 
arbitrary ܪ௥ିଵ if ௥ܶିଵ, ܵ௥ିଵ are finite rank contractions. Applying Corollary (3.2.25), we conclude 
the proof. 
     The result obtained in Corollary (3.2.26) is not the optimal one. It would be desirable to show 
that (71) and (72) hold if ௥݂ିଵ ∈  ଵାఢ-Lipschitz function on ॻ (see (82)). Then we(௥ିଵܥ) is a (ॻ)ܣ
would have proved an analogue of Theorem 1.1 for (ܥ௥ିଵ)ଵାఢ-Lipschitz function on ॻ. 

Corollary (3.2.27) [293]: For all (1 + ߳, ଵାఢ
ఢ

) ∈ [1,∞] ∪ ܾ and each ߳ > 0 , ߱ଵାఢ,భశച
ച

(1 − ߳) ≥

ඥ2(1 − ߳) . 
Proof. It suffices to show that , for each ߳ ≥ 0, there are contractions ௥ܶିଵ, ܵ௥ିଵ such that 
‖ ௥ܶିଵ − ܵ௥ିଵ‖భశച

ച
= 1 − ߳  and that‖ ௥ܷିଵ − ௥ܸିଵ‖ଵାఢ ≤ ඥ2(1 − ߳) , for all their unitary dilations 

௥ܷିଵ , ௥ܸିଵ . 
    Let ݁ ∈ ௥ିଵ and ܳ be the projection on ℂ݁. Set ௥ܶିଵܪ = ܳ and  ܵ௥ିଵ = (߳)ܳ. Clearly, 
‖ ௥ܶିଵ − ܵ௥ିଵ‖ = 1 − ߳ . As ௥ܶିଵ − ܵ௥ିଵ is rank  one operator, ‖ ௥ܶିଵ − ܵ௥ିଵ‖భశച

ച
= ‖ ௥ܶିଵ − ܵ௥ିଵ‖ 

for all  ଵାఢ
ఢ

 . 

    Let ௥ܲିଵ  be the projection on ܪ௥ିଵ  in ℋ.  Then  ௥ܲିଵ ௥ܷିଵ|ுೝషభ = ௥ܶିଵ , ௥ܲିଵ ௥ܸିଵ|ுೝషభ = ܵ௥ିଵ, 

so that ( ௥ܷିଵ݁, ݁) = 1,( ௥ܸିଵ݁, ݁) = 1 − ߳. Hence , ௥ܷିଵ݁ = ݁. Then‖ ௥ܷିଵ − ௥ܸିଵ‖ ≥ ඥ2(1 − ߳), 
as 
‖ ௥ܷିଵ − ௥ܸିଵ‖ଶ ≥ ‖ ௥ܷିଵ݁ − ௥ܸିଵ݁‖ଶ

= ( ௥ܷିଵ݁, ௥ܷିଵ݁) + ( ௥ܸିଵ݁, ௥ܸିଵ݁) − ( ௥ܷିଵ݁, ௥ܸିଵ݁) − ( ௥ܸିଵ݁, ௥ܷିଵ݁) = 2(1 − ߳) 
If ௥ܷିଵ − ௥ܸିଵ ∈ ‖ ଵାఢthen(௥ିଵܥ) ௥ܷିଵ − ௥ܸିଵ‖ଵାఢ  ≥ ‖ ௥ܷିଵ − ௥ܸିଵ‖.Hence ‖ ௥ܷିଵ − ௥ܸିଵ‖ଵାఢ ≥
ඥ2(1 − ߳). 
It follows from Corollary (3.2.27) that (73) does not hold. To estimate the continuity moduli 
߱(ଵାఢ),భశച

ച
  of Dil, we will consider the "canonical" unitary dilation of ௥ܶିଵ ∈ Con(ܪ௥ିଵ)  

(see [122, Chapter I,§5]). Set 

(௥ିଵܦ) ೝ்షభ = (1 − ( ௥ܶିଵ)∗
௥ܶିଵ)ଵ/ଶ, (ܦ௥ିଵ)( ೝ்షభ)∗ = (1 − ௥ܶିଵ( ௥ܶିଵ)∗)ଵ/ଶ  and ℋ =

∞
⊕

−∞
 ௡(௥ିଵܪ)

with all (ܪ௥ିଵ)௡ =  ௥ିଵܪ
Let ௥ܲିଵ be the projection on ℌ = ௥ିଵܪ ⊕ ௥ܪ  and ( ௥ܷିଵ)଴

ೝ்షభ  be the operator on ℋsuch that 
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( ௥ܷିଵ)଴
ೝ்షభ = ௥ܲିଵ( ௥ܷିଵ)଴

ೝ்షభ
௥ܲିଵ   and  ( ௥ܷିଵ)଴

ೝ்షభห
ℌ

= ቆ
(௥ିଵܦ) ೝ்షభ −( ௥ܶିଵ)∗

௥ܶିଵ )(௥ିଵܦ) ೝ்షభ)∗
ቇ. 

Let ௥ܸିଵ be the unitary shift operator on ℋ such that ( ௥ܸିଵݔ)௡ = ݔ ௡ାଵ for eachݔ = (௡ݔ) ∈ ℋ. 
Then the operator  ( ௥ܷିଵ) ೝ்షభ = ௥ܸିଵ൫૚ℋ − ௥ܲିଵ + ( ௥ܷିଵ)଴

ೝ்షభ൯ is the unitary dilation of ௥ܶିଵ. 

    If ܵ௥ିଵ is another contraction on ( ܪ௥ିଵ) then ( ௥ܷିଵ) ೝ்షభ − ( ௥ܷିଵ)ௌೝషభ = ௥ܸିଵ(( ௥ܷିଵ)଴
ೝ்షభ −

( ௥ܷିଵ)଴
ௌೝషభ, so ‖( ௥ܷିଵ) ೝ்షభ − ( ௥ܷିଵ)ௌೝషభ‖ = ฮ(( ௥ܷିଵ)଴

ೝ்షభ − ( ௥ܷିଵ)଴
ௌೝషభ)ฮ and  ‖( ௥ܷିଵ) ೝ்షభ −

( ௥ܷିଵ)ௌೝషభ‖ଵାఢ = ฮ(( ௥ܷିଵ)଴
ೝ்షభ − ( ௥ܷିଵ)଴

ௌೝషభ)ฮ
ଵାఢ

 , if  ( ௥ܷିଵ)଴
ೝ்షభ − ( ௥ܷିଵ)଴

ௌೝషభ ∈  .ଵାఢ(௥ିଵܥ)

As  
( ௥ܷିଵ)଴

ೝ்షభห
ℌ

− ( ௥ܷିଵ)଴
ௌೝషభห

ℌ

= ቆ
(௥ିଵܦ) ೝ்షభ − ௌೝషభ(௥ିଵܦ) 0

0 )(௥ିଵܦ) ೝ்షభ)∗ − ∗(ௌೝషభ)(௥ିଵܦ)
ቇ

+ ൬ 0 −( ௥ܶିଵ)∗ + (ܵ௥ିଵ)∗

௥ܶିଵ − ܵ௥ିଵ 0 ൰, 

we have 
‖( ௥ܷିଵ) ೝ்షభ − ( ௥ܷିଵ)ௌೝషభ‖ ≤ ‖ ௥ܶିଵ − ܵ௥ିଵ‖ + max൫ฮ(ܦ௥ିଵ) ೝ்షభ −
,ௌೝషభฮ(௥ିଵܦ) ฮ(ܦ௥ିଵ)( ೝ்షభ)∗ −  ฮ൯,              (75)∗(ௌೝషభ)(௥ିଵܦ)

‖( ௥ܷିଵ) ೝ்షభ − ( ௥ܷିଵ)ௌೝషభ‖ଵାఢ ≤ 2ଵ/ଵାఢ‖ ௥ܶିଵ − ܵ௥ିଵ‖ଵାఢ + 2ଵ/ଵାఢ max ቀฮ(ܦ௥ିଵ) ೝ்షభ −

ௌೝషభฮ(௥ିଵܦ)
ଵାఢ

, ฮ(ܦ௥ିଵ)( ೝ்షభ)∗ − ฮ∗(ௌೝషభ)(௥ିଵܦ)
ଵାఢ

ቁ,      (76) 

Corollary (3.2.28) [293]: 
(i) ‖( ௥ܷିଵ) ೝ்షభ − ( ௥ܷିଵ)ௌೝషభ‖ ≤ ‖ ௥ܶିଵ − ܵ௥ିଵ‖+2ଵ/ଶ‖ ௥ܶିଵ − ܵ௥ିଵ‖ଵ/ଶ. 
(ii) Let  ߳ > 0  and ௥ܶିଵ − ܵ௥ିଵ ∈ ଵାఢ/ଶ  . Then  ௥ܶିଵ(௥ିଵܥ) − ܵ௥ିଵ ∈ ଵାఢ  , ( ௥ܷିଵ)(௥ିଵܥ) ೝ்షభ −
( ௥ܷିଵ)ௌೝషభ ∈    ଵାఢ  and(௥ିଵܥ)

‖( ௥ܷିଵ) ೝ்షభ − ( ௥ܷିଵ)ௌೝషభ‖ଵାఢ ≤ 2ଵ/ଵାఢ‖ ௥ܶିଵ − ܵ௥ିଵ‖ଵାఢ + 2
భ
మା భ

భశച‖ ௥ܶିଵ − ܵ௥ିଵ‖ଵାఢ/ଶ
ଵ/ଶ  , if  ଵାఢ

ଶ
≥

1, 

‖( ௥ܷିଵ) ೝ்షభ − ( ௥ܷିଵ)ௌೝషభ‖ଵାఢ ≤ 2ଵ/ଵାఢ‖ ௥ܶିଵ − ܵ௥ିଵ‖ଵାఢ + (2)
య

భశച‖ ௥ܶିଵ − ܵ௥ିଵ‖ଵାఢ/ଶ 
ଵ/ଶ  , if  ଵାఢ

ଶ
<

1. 
Proof. For ܴ = ܴ∗ ∈ :ܴ  denote by ܴା and ܴି  the positive and negative parts of ,(௥ିଵܪ)ܤ ܴ∓ =
ଵ
ଶ

(|ܴ| ± ܴ). Then ‖ܴ‖ = max(‖ܴା‖, ‖ܴି‖). If ܴ ∈ ,ଵାఢthen ܴା(௥ିଵܥ) ܴି ∈   ଵାఢ and(௥ିଵܥ)

‖ܴ‖ଵାఢ
ଵାఢ = ‖|ܴ|‖ଵାఢ

ଵାఢ = ‖ܴା‖ଵାఢ
ଵାఢ = ‖ܴି‖ଵାఢ

ଵାఢ                                              (77) 

For  0 < ௜ܣ ∈ ଵ/ଶ(௜ܣ) ଵାఢ , we have(௥ିଵܥ) ∈ ଵ/ଶฮ(௜ܣ)ଶ(ଵାఢ)  and ฮ(௥ିଵܥ)
ଶ(ଵାఢ) = ௜‖ଵାఢܣ‖

ଵ/ଶ  . 

Hence, by (77), 

ฮ(ܴା)ଵ/ଶฮ
ଶ(ଵାఢ)
ଶ(ଵାఢ)

+ ฮ(ܴି)ଵ/ଶฮ
ଶ(ଵାఢ)
ଶ(ଵାఢ)

= ‖ܴା‖ଵାఢ
ଵାఢ + ‖ܴି‖ଵାఢ

ଵାఢ = ‖ܴ‖ଵାఢ
ଵାఢ   (78) 
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We need now the following result of Birman, Koplienko and Solomyak [129, Theorem 1]. Let 
௜ܣ , ௜ܣ) + ߳) be positive operators in ܤ(ܪ௥ିଵ). Set ܩ௥ିଵ = ௜ܣ) + ߳)ଵ/ଶ − ௥ିଵܨ  ଵ/ଶand(௜ܣ) = ߳. 
Then 

(i)ฮܩ௥ିଵ
ାฮ ≤ ฮܨ௥ିଵ

ାฮଵ/ଶ
and ‖ܩ௥ିଵ

ି‖ ≤ ௥ିଵܨ‖
ି‖ଵ/ଶ; 

 (ii) If |ܨ௥ିଵ|ଵ/ଶ ∈ ௥ିଵܩ ଵାఢ then(௥ିଵܥ) ∈ ௥ିଵܩଵାఢ and ฮ(௥ିଵܥ)
ାฮ

ଵାఢ
≤ ฮ(ܨ௥ିଵ

ା)ଵ/ଶฮ
ଵାఢ

and 

௥ିଵܩ‖
ି‖ଵାఢ ≤ ฮ(ܨ௥ିଵ

ି)ଵ/ଶฮ
ଵାఢ

. 

Combining this with (77) and (78), yields 

‖௥ିଵܩ‖ = max൫ฮܩ௥ିଵ
ାฮ, ௥ିଵܩ‖

ି‖൯ ≤ max ቀ‖ܨ௥ିଵ
ି‖ଵ/ଶ, ฮܨ௥ିଵ

ାฮଵ/ଶቁ =  ௥ିଵ‖ଵ/ଶ,            (79)ܨ‖

௥ିଵ‖ଵାఢܩ‖
ଵାఢ = ฮܩ௥ିଵ

ାฮ
ଵାఢ
ଵାఢ + ௥ିଵܩ‖

ି‖ଵାఢ
ଵାఢ ≤ ฮ(ܨ௥ିଵ

ା)ଵ/ଶฮ
ଵାఢ
ଵାఢ + ฮ(ܨ௥ିଵ

ି)ଵ/ଶฮ
ଵାఢ
ଵାఢ = ௥ିଵ‖ଵାఢ/ଶܨ‖

ଵାఢ/ଶ.                                                                                                                            

(80) 
Set ܣ௜ + ߳ = ૚ − ( ௥ܶିଵ)∗

௥ܶିଵand ܣ௜ = ૚ − (ܵ௥ିଵ)∗ܵ௥ିଵ . We obtain from (79) that 
ฮ(ܦ௥ିଵ) ೝ்షభ − ௌೝషభฮ(௥ିଵܦ) = ฮ(૚ − ( ௥ܶିଵ)∗

௥ܶିଵ)ଵ/ଶ − (૚ − (ܵ௥ିଵ)∗ܵ௥ିଵ)ଵ/ଶฮ
≤ ‖(૚ − ( ௥ܶିଵ)∗

௥ܶିଵ) − (૚ − (ܵ௥ିଵ)∗ܵ௥ିଵ)‖ଵ/ଶ

= ‖( ௥ܶିଵ)∗( ௥ܶିଵ − ܵ௥ିଵ) + (( ௥ܶିଵ)∗ − (ܵ௥ିଵ)∗)ܵ௥ିଵ‖ଵ/ଶ ≤ (2‖ ௥ܶିଵ − ܵ௥ିଵ‖)ଵ/ଶ. 
Similarly, ฮ(ܦ௥ିଵ)( ೝ்షభ)∗ − ฮ∗(ௌೝషభ)(௥ିଵܦ) ≤ (2‖ ௥ܶିଵ − ܵ௥ିଵ‖)ଵ/ଶ  and part (i) follows from (75). 
Let ௥ܶିଵ − ܵ௥ିଵ ∈  ଵାఢ/ଶ . Then(௥ିଵܥ)

௥ିଵܨ = (૚ − ( ௥ܶିଵ)∗
௥ܶିଵ) − (૚ − (ܵ௥ିଵ)∗ܵ௥ିଵ)

= ( ௥ܶିଵ)∗( ௥ܶିଵ − ܵ௥ିଵ) + (( ௥ܶିଵ)∗ − (ܵ௥ିଵ)∗)ܵ௥ିଵ ∈  ,ଵାఢ/ଶ(௥ିଵܥ)
So |ܨ௥ିଵ|ଵ/ଶ ∈ (௥ିଵܦ) ଵାఢ. Henceܥ ೝ்షభ − ௌೝషభ(௥ିଵܦ) ∈  ଵାఢ  and we obtain from (80) that(௥ିଵܥ)

ฮ(ܦ௥ିଵ) ೝ்షభ − ௌೝషభฮ(௥ିଵܦ)
ଵାఢ

ଵାఢ = ฮ(૚ − ( ௥ܶିଵ)∗
௥ܶିଵ)ଵ/ଶ − (૚ − (ܵ௥ିଵ)∗ܵ௥ିଵ)ଵ/ଶฮ

ଵାఢ
ଵାఢ

≤ ‖(૚ − ( ௥ܶିଵ)∗
௥ܶିଵ) − (૚ − (ܵ௥ିଵ)∗ܵ௥ିଵ)‖ଵାఢ/ଶ

ଵାఢ/ଶ

= ‖( ௥ܶିଵ)∗( ௥ܶିଵ − ܵ௥ିଵ) + (( ௥ܶିଵ)∗ − (ܵ௥ିଵ)∗)ܵ௥ିଵ‖ଵାఢ/ଶ
ଵାఢ/ଶ

≤ ൫2‖ ௥ܶିଵ − ܵ௥ିଵ‖ଵାఢ/ଶ൯ଵାఢ/ଶ. 

If  (1 + ߳)/2 ≥ 1 then ฮ(ܦ௥ିଵ) ೝ்షభ − ௌೝషభฮ(௥ିଵܦ)
ଵାఢ

ଵାఢ ≤ ൫2‖ ௥ܶିଵ − ܵ௥ିଵ‖ଵାఢ/ଶ൯ଵାఢ/ଶ
, 

so     ฮ(ܦ௥ିଵ) ೝ்షభ − ௌೝషభฮ(௥ିଵܦ)
ଵାఢ

≤ 2ଵ/ଶ‖ ௥ܶିଵ − ܵ௥ିଵ‖ଵାఢ/ଶ
ଵ/ଶ  .   Similarly, 

 ฮ(ܦ௥ିଵ)( ೝ்షభ)∗ − ฮ∗(ௌೝషభ)(௥ିଵܦ) ≤ 2ଵ/ଶ‖ ௥ܶିଵ − ܵ௥ିଵ‖(ଵାఢ)/ଶ
ଵ/ଶ  

 and the first  formula in (ii) follows from (75). 

     If  (1 + ߳)/2 < 1 then  (see [130, Lemma XI.9.9]) ฮ(ܦ௥ିଵ) ೝ்షభ − ௌೝషభฮ(௥ିଵܦ)
ଵାఢ

ଵାఢ ≤

2‖ ௥ܶିଵ − ܵ௥ିଵ‖(ଵାఢ)/ଶ
(ଵାఢ)/ଶ , soฮ(ܦ௥ିଵ) ೝ்షభ − ௌೝషభฮ(௥ିଵܦ)

ଵାఢ
≤ 2ଶ/ଵାఢ‖ ௥ܶିଵ − ܵ௥ିଵ‖(ଵାఢ)/ଶ

ଵ/ଶ  . 

Similarly, ฮ(ܦ௥ିଵ)( ೝ்షభ)∗ − ฮ∗(ௌೝషభ)(௥ିଵܦ)
ଵାఢ

≤ 2ଶ/(ଵାఢ)‖ ௥ܶିଵ − ܵ௥ିଵ‖(ଵାఢ)/ଶ
ଵ/ଶ  and the second 

formula in (ii) follows from (76). ( see[114]). 
Corollary (3.2.29) [293]: Let ߳ > 0. Then  ߱ଵାఢ,(భశച)

మ
(1 − ߳) ≤ ݇ଵାఢ(1 − ߳)ଵ/ଶ , where 
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݇ଵାఢ = 2ଵ/(ଵାఢ)(1 + 2ଵ/ଶ),   if ߳ > 0,  and ݇ଵାఢ = 2ଵ/(ଵାఢ) + 2ଷ/(ଵାఢ),   if ߳ > 0.      (81) 
Proof. It suffices to use Corollary (3.2.28) and to note that ߱ଵାఢ,భశച

ച
(1 − ߳) ≤ ‖( ௥ܷିଵ) ೝ்షభ −

( ௥ܷିଵ)ௌೝషభ‖భశച
ച

 for ‖ ௥ܶିଵ − ܵ௥ିଵ‖ଵାఢ = 1 − ߳ and‖ ௥ܶିଵ − ܵ௥ିଵ‖ଵାఢ ≤ ‖ ௥ܶିଵ − ܵ௥ିଵ‖ଵାఢ/ଶ ≤

‖ ௥ܶିଵ − ܵ௥ିଵ‖ଵାఢ/ଶ
ଵ/ଶ  . 

Recall that ௥݂ିଵ is called a (ܥ௥ିଵ)ଵାఢ-Lipschitz function on ॻ, ߳ > 0, if there is ܦ௥ିଵ > 0 such that 

௥݂ିଵ( ௥ܷିଵ) − ௥݂ିଵ( ௥ܸିଵ) ∈        ଵାఢ(௥ିଵܥ)
and       ‖ ௥݂ିଵ( ௥ܷିଵ) − ௥݂ିଵ( ௥ܸିଵ)‖ଵାఢ ≤ ‖௥ିଵܦ ௥ܷିଵ − ௥ܸିଵ‖ଵାఢ                             (82) 
for all unitary ௥ܷିଵ, ௥ܸିଵ , with ௥ܷିଵ − ௥ܸିଵ ∈  . ଵାఢ(௥ିଵܥ)
    For contractions ௥ܶ , ௥ܶାଵ , set ( ௥ܷିଵ)௜ = ( ௥ܷିଵ)( ೝ்షభ)೔ . If ௥݂ିଵ ∈  ଵାఢ-Lipschitz(௥ିଵܥ) is a (ॻ)ܣ
function then, by (53), 

‖ ௥݂ିଵ( ௥ܶ) − ௥݂ିଵ( ௥ܶାଵ)‖ଵାఢ = ฮ ௥ܲିଵ( ௥݂ିଵ( ௥ܷ) − ௥݂ିଵ( ௥ܷାଵ))|ுೝషభฮ
ଵାఢ

≤ ‖ ௥݂ିଵ( ௥ܷ) − ௥݂ିଵ( ௥ܷାଵ)‖ଵାఢ ≤ ‖௥ିଵܦ ௥ܷ − ௥ܷାଵ‖ଵାఢ ≤ )ଵାఢߜ௥ିଵܦ ௥ܶ , ௥ܶାଵ). 

Hence max൜‖ ௥݂ିଵ( ௥ܶ) − ௥݂ିଵ( ௥ܶାଵ)‖ଵାఢ: ‖ ௥ܶ − ௥ܶାଵ‖భశച
ച

= 1 − ߳ൠ ≤ ௥ିଵ߱(ଵାఢ),(భశചܦ
ച ) (1 − ߳). 

Corollary (3.2.30) [293]: If ௥݂ିଵ ∈ ,satisfies (83) then, for all contractions ௥ܶିଵ (ॻ)ܣ ܵ௥ିଵ , 
‖ ௥݂ିଵ( ௥ܶିଵ)ܺ − ܺ ௥݂ିଵ(ܵ௥ିଵ)‖ଶ ≤ ‖௥ିଵܦ ௥ܶିଵܺ − ܺܵ௥ିଵ‖ଶ    for  ܺ ∈  ଶ,     and              (84)(௥ିଵܥ)
‖ ௥݂ିଵ( ௥ܶିଵ) − ௥݂ିଵ(ܵ௥ିଵ)‖ଶ ≤ ‖௥ିଵܦ ௥ܶିଵ − ܵ௥ିଵ‖ଶ if ௥ܶିଵ − ܵ௥ିଵ ∈  ଶ.              (85)(௥ିଵܥ)
Let ܥ௥ିଵ(॰) be the (ܥ௥ିଵ)*-algebra of all continuous functions on ॰. As it is nuclear, the tensor 
product  ܥ௥ିଵ(॰)⨂ܥ௥ିଵ(॰) is  isomorphic  to ܥ௥ିଵ(॰ × ॰)  with ௥݂ିଵ⨂g௥ିଵ ≅

௥݂ିଵ(ݖ௥ିଵ)g௥ିଵ(ݓ௥ିଵ)for ௥݂ିଵ, g௥ିଵ ∈  .௥ିଵ(॰)ܥ
Denote by ܣ(॰ × ॰) the closure of the algebraic tensor product ܣ(॰)⨀ܣ(॰) in ܥ௥ିଵ(॰ × ॰). It 
is well known that ܣ(॰ × ॰)consists of all functions continuous on ॰ × ॰ and holomorphic on 
॰∘ × ॰∘ (the bidisk algebra). 
Proof : First suppose that  ௥݂ିଵ is continuously differentiable. By (59),  ௥݂ିଵ(ݖ௥ିଵ) −
 ௥݂ିଵ(ݓ௥ିଵ) = ( ௥݂ିଵ)෣ ,௥ିଵݖ) ௥ିଵݖ)(௥ିଵݓ − ௥ିଵ).  ( ௥݂ିଵ)෣ݓ ,௥ିଵݖ) ∘௥ିଵ)  is analytic on ॰ݓ × ॰∘ and 
continuous on  ॰ × ॰. Hence it belongs to ܣ(॰ × ॰). 
Let  ௥ܶିଵ, ܵ௥ିଵ ∈ Con(ܪ௥ିଵ). Define contractive representations  ߨ௜   of ܣ(॰)  on the Hilbert space 
(ܺ)ଵ(g௥ିଵ)ߨ  ଶ by  setting(௥ିଵܥ) = g௥ିଵ( ௥ܶିଵ)ܺ, (ܺ)ଶ(g௥ିଵ)ߨ = ܺg௥ିଵ(ܵ௥ିଵ) , for ܺ ∈  ଶ(௥ିଵܥ)
. They commute and, by (51) and (65), ‖ߨଵ(g௥ିଵ)(ܺ)‖ଶ ≤ ‖g௥ିଵ( ௥ܶିଵ)‖‖ܺ‖ଶ ≤ ‖g௥ିଵ‖‖ܺ‖ଶ , so 
‖ଵߨ‖ ≤ 1. Similarly, ‖ߨଶ‖ ≤ 1. Let ߨ be the representation of ܣ(॰ × ॰) constructed in Corollary 
(3.2.31) .Then ߨ൫ ௥݂ିଵ(ݖ௥ିଵ) −  ௥݂ିଵ(ݓ௥ିଵ)൯ܺ = ൫ߨଵ( ௥݂ିଵ) − ൯ܺ(ଶ ௥݂ିଵߨ) =  ௥݂ିଵ( ௥ܶିଵ)ܺ −
ܺ ௥݂ିଵ(ܵ௥ିଵ) and ݖ)ߨ௥ିଵ − ܺ(௥ିଵݓ =  ௥ܶିଵܺ − ܺܵ௥ିଵ. As  
(௥ିଵݖ)൫ ௥݂ିଵߨ   −  ௥݂ିଵ(ݓ௥ିଵ)൯ = ෣(௥݂ିଵ ))ߨ ,௥ିଵݖ) ௥ିଵݖ)ߨ((௥ିଵݓ −  ௥ିଵ), we haveݓ

‖ ௥݂ିଵ( ௥ܶିଵ)ܺ − ܺ ௥݂ିଵ(ܵ௥ିଵ)‖ ≤ ฮߨ(( ௥݂ିଵ)෣ )ฮ‖ ௥ܶିଵܺ − ܺܵ௥ିଵ‖
≤ ฮ( ௥݂ିଵ)෣ ฮ‖ ௥ܶିଵܺ − ܺܵ௥ିଵ‖, 
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where, by (59),ฮ( ௥݂ିଵ)෣ ฮ = sup
௭ೝషభ∈॰×॰

ห( ௥݂ିଵ)෣ ,௥ିଵݖ) ௥ିଵ)หݓ = sup
௭ೝషభ∈॰

|( ௥݂ିଵ)ʹ(ݖ௥ିଵ)| then ( ௥݂ିଵ)෣ ∈

so    sup  (ॻ)ܣ
௭ೝషభ∈॰

|( ௥݂ିଵ)ʹ(ݖ௥ିଵ)| = sup
(ଵିఢ)∈ॻ

|( ௥݂ିଵ)ʹ(1 − ߳)|. Thus (85) holds for continuously 

differentiable functions  ௥݂ିଵ with   ܦ௥ିଵ = sup
(ଵିఢ)∈ॻ

|( ௥݂ିଵ)ʹ(1 − ߳)|. 

Let now  ௥݂ିଵ ∈  be an arbitrary function that satisfies (83). Choose the sequence {߮௡} of (ॻ)ܣ
infinitely differentiable functions on ॻ as in the proof of part (ii) in Corollary (3.2.24) and 
set   (ℎ௥ିଵ)௡ = ߮௡ ∗  ௥݂ିଵ . Then (ℎ௥ିଵ)௡ are infinitely differentiable, belong to ܣ(ॻ) and satisfy 
(83) with the same constant  ܦ௥ିଵ. As  (ܦ௥ିଵ)௡ = sup

(ଵିఢ)∈ॻ
|(ℎ௥ିଵ)௡

ʹ (1 − ߳)| ≤  ௥ିଵ, it follows thatܦ

‖(ℎ௥ିଵ)௡( ௥ܶିଵ)ܺ − ܺ(ℎ௥ିଵ)௡(ܵ௥ିଵ)‖ଶ ≤ ௡‖ ௥ܶିଵܺ(௥ିଵܦ) − ܺܵ௥ିଵ‖ଶ 
     ≤ ௥ିଵ‖ ௥ܶିଵܺܦ − ܺܵ௥ିଵ‖ଶ for ܺ ∈  .ଶ(௥ିଵܥ)
Repeating the end of the proof of Corollary (3.2.24)and replacing the operator norm ‖∙‖ by the 
norm‖∙‖ଶ , we obtain that (84) holds for ௥݂ିଵ . Now it suffices to use Corollary (3.2.25)to obtain 
that (85) also holds for ௥݂ିଵ .  
Corollary (3.2.31) [293]: Let ߨ௜  , ݅ = 1,2, be representations of ܣ(॰) on a Hilbert space ܪ௥ିଵ such 
that ‖ߨ௜‖ ≤ 1 and [ߨଵ(g௥ିଵ), [ଶ(ℎ௥ିଵ)ߨ = 0 for all g௥ିଵ, ℎ௥ିଵ ∈  Then there exists a .(॰)ܣ
representation ߨ  of ܣ(॰ × ॰) on ܪ௥ିଵ such that ‖ߨ‖ ≤ 1 and ߨ( ௥݂ିଵ (ݖ௥ିଵ)g௥ିଵ(ݓ௥ିଵ)) =
)ଵߨ  ௥݂ିଵ )ߨଶ(g௥ିଵ) for ௥݂ିଵ, g௥ିଵ ∈  .(॰)ܣ
Proof. Let ݅݀ ∈ (௥ିଵݖ)݀݅  be the function such that  (॰)ܣ ≡ ) ௥ିଵ. Thenݖ ௥ܶିଵ)௜ =  ௜(݅݀) areߨ
commuting contractions in ܤ(ܪ௥ିଵ)and, for each polynomial  ݌௥ିଵ, ߨ௜(  ݌௥ିଵ) = )௥ିଵ݌   ௥ܶିଵ)௜). 
Hence ߨ௜( ௥݂ିଵ) = ௥݂ିଵ(( ௥ܶିଵ)௜) for each    ௥݂ିଵ ∈  ௡  converge(௥ିଵ݌) Indeed, if polynomials .(॰)ܣ
to  ௥݂ିଵ then, by (51), 

௜( ௥݂ିଵ)ߨ‖ −  ௥݂ିଵ(( ௥ܶିଵ)௜)‖ ≤ ௜( ௥݂ିଵߨ‖ − ‖(௡(௥ିଵ݌) + ))௡(௥ିଵ݌)‖ ௥ܶିଵ)௜) −  ௥݂ିଵ(( ௥ܶିଵ)௜)‖
≤ 2‖ ௥݂ିଵ − ‖௡(௥ିଵ݌) → 0. 

By Ando's theorem [122, Theorem I.6.4], there are a Hilbert space ܭ ⊃  ௥ିଵ and commutingܪ
unitary operators ( ௥ܷିଵ)௜  on ܭ such that  ( ௥ܶିଵ)௜ = ௥ܲିଵ( ௥ܷିଵ)௜|ுೝషభ , where ௥ܲିଵ is the 
projection  on  ܪ௥ିଵ , and 

௥ܶ
௡

௥ܶାଵ
௠ = ௥ܲିଵ ௥ܷ

௡
௥ܷାଵ
௠ |ுೝషభfor all ݉, ݊                            (86) 

The *-representations ߩ௜  of ܥ௥ିଵ(॰) on ܭ defined by 
௜(g௥ିଵ)ߩ = g௥ିଵ(( ௥ܷିଵ)௜) 

commute  and, by (53) , ௥ܲିଵߩ௜( ௥݂ିଵ)|ுೝషభ = ௥ܲିଵ ௥݂ିଵ(( ௥ܷିଵ)௜)|ுೝషభ =  ௥݂ିଵ( ( ௥ܶିଵ)௜) =
௜( ௥݂ିଵ) for  ௥݂ିଵߨ ∈ For each   ℎ௥ିଵ  .(॰)ܣ ∈ ௥ିଵ(॰ܥ × ॰), there is a unique operator 
ℎ௥ିଵ( ௥ܷ, ௥ܷାଵ) in the commutative (ܥ௥ିଵ)*-sub algebra of ܤ(ܪ௥ିଵ) generated by ௥ܷ, ௥ܷାଵ (see 
[124, Corollary 16.7]), ߩ: ℎ௥ିଵ → ℎ௥ିଵ( ௥ܷ, ௥ܷାଵ) is a *-representation of ܥ௥ିଵ(॰ × ॰) on ܭ and 
(௥݂ିଵ⨂g௥ିଵ )ߩ = ((௥ିଵݓ)g௥ିଵ(௥ିଵݖ) ௥݂ିଵ )ߩ =  ௥݂ିଵ( ௥ܷ)g௥ିଵ( ௥ܷାଵ) =  ଶ(g௥ିଵ) for allߩଵ( ௥݂ିଵ)ߩ
 ௥݂ିଵ, g௥ିଵ ∈ ॰)ܣ  of  ߨ ௥ିଵ(॰. It  remains  to  define  a representationܥ × ॰) by 
setting  ߨ(ℎ௥ିଵ) = ௥ܲିଵߩ(ℎ௥ିଵ)|ுೝషభ , for  ℎ௥ିଵ ∈ ॰)ܣ × ॰). 
 


