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ABSTRACT 

 

  

In this thesis a two phase method for Isolated Arabic Handwritten Character 

Recognition (IAHCR) system has been presented. The objective of the proposed method is 

to achieve the best possible recognition accuracy. The new method combines two stages 

based on two classifiers, a public and a private, according to the similar features among 

characters. In the first stage, a public classifier to deal with all character groups has been 

built, where each group contains characters with overlapped features. The public classifier 

classifies the characters in the data set to a specified group. In the second stage, a private 

classifier for each group to recognize and classify the characters within a group has been 

created. To determine the similarities between the Arabic characters, a neural network 

algorithm using back propagation algorithm with two experiments with different data set 

sizes has been applied. The characters with the same structure are then grouped in one 

class and a new size of data set which consists of fifteen groups (classes) is formed for all 

the Arabic characters.      

The Sudan University for Sciences and Technology Arabic Recognition Group 

(SUST-ARG) data set was used to classify the Arabic handwritten character groups. 

In this thesis, two types of statistical features have been employed. The first type of 

features, called CCOB, which includes the center mass (xt, yt) of the character image, 

count the crosshair, the outliers (Right, Left, Top and Down) and the black ink histograms.  

The second set of features is based on extract eigenvectors and eigenvalues of the shifted 

mean of resize cropped images. The two set of features were then combined and reduced to 

four features using the principal component analysis PCA technique. 

The Adaptive Neural network Fuzzy Inference System (ANFIS) classifier was used 

at all levels of the character recognition stages with different learning algorithms. For the 

first level, a general classifier for 34 classes was used.  For the second level, a group 

classifier for 15 groups was used and a character classifier for separated character was also 

used. 

Experimental results based on data set of 6800 images using Arabic Handwritten 

characters have proved the efficiency of the new proposed recognition system. 

  Different experiments have been conducted with different set of features for two 

stages of classification and obtained the highest recognition rate.  In the first stage, the 

recognition rates were 96.1, 96.2 and 97.15 for the first set of features, second set of 

features and combined set of features, respectively. In the second stage, the recognition 

rates were 99.30, 99.46 and 99.34 for the first set of features, second set of features and 

combined set of features, respectively. 

The system has achieved the highest recognition rate of 99.46% for the tested data 

set using the proposed two stage recognition system. 

The learning process for a large training data set needs more time and requires large 

memory. 
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 اٴٹىحؽٵُ 

اٌّىرٛتح تخؾ ا١ٌذ  ٌحاٌّؼضٚ ف اٌؼشت١ححشٚاٌػٍٝ  ٍرؼشفٌ ٠مذَ ٘زا اٌثحس ؿش٠مح شٕائ١ح اٌّشاحً     

(IAHCR)اٌـش٠مح  ٚذمَٛ ٘زٖ .ٌٍرؼشف . ٚاٌٙذف ِٓ ٘زٖ اٌـش٠مح اٌّمرشحح ٌرحم١ك أفؼً دلح ِّىٕح

ٌٍسّاخ ٚفما ٚذُ رٌه ، ِظٕف ػاَ ٚآخش خاص، ِظٕف١ٓت١ٓ ِسر١٠ٛٓ اسرٕادا اٌٝ تاٌذِط اٌعذ٠ذج 

اٌزٞ اٌّظٕف اٌؼاَ   ١ُذُ ذظّ. فٟ اٌّسرٜٛ الأٚي، ٚاٌخظائض اٌّرشاتٙح ت١ٓ اٌحشٚف اٌؼشت١ح

٠مَٛ . اٌسّاخػٍٝ اٌحشٚف اٌّرشاتٙح فٟ ، ح١س ذحرٛٞ وً ِعّٛػح ِعّٛػاخ اٌحشٚفرؼاًِ ِغ ٠

إٌٝ اٌّعّٛػاخ اٌّحذدج. فٟ اٌحشٚف اٌؼشت١ح  ِعّٛػح ت١أاخ حشٚف ِٓف ا١ٌظٕتراٌّظٕف اٌؼاَ 

ػّٓ  حشٚفاٌاٌرؼشف ٚذظ١ٕف ت ١ٌمَِٛظٕف خاص ٌىً ِعّٛػح  ذُ ذظ١ُّاٌّسرٜٛ اٌصأٟ، 

ك خٛاسص١ِح اٌشثىح اٌؼظث١ح تاسرخذاَ ١ـثذُ ذّعّٛػح. ٌرحذ٠ذ أٚظٗ اٌرشاتٗ ت١ٓ اٌحشٚف اٌؼشت١ح اٌ

ِعّٛػح  ٚاٌرٟ ذُ ف١ٙا اسرخذاَ احعاَ ِخرٍفح ِٓ ِٓ اٌرعاسب ٔٛػ١ٓخٍفٟ ِغ اٌلأرشاس أّٛرض 

ذشى١ً حعُ ظذ٠ذ ِٓ ٚ ذُ ٚاحذ  طٕففٟ  حشٚف اٌّراشثٙح فٟ اٌشىًذع١ّغ اٌ ذُاٌث١أاخ. شُ 

ٚلذ     .ف اٌٍغح اٌؼشت١حٚ( ٌع١ّغ حشظٕف)اٌ ػحرىْٛ ِٓ خّسح ػشش ِع٠ِّٛعّٛػح اٌث١أاخ  

ٌرذس٠ة ٘زٖ اٌّظٕفاخ ِعّٛػح اٌحشٚف اٌؼشت١ح إٌّفظٍح اٌّىرٛتح تخؾ  اٌرٟ ذُ إٔشاء٘ا ِٓ اسرخذَ 

 ىٌٕٛٛظ١ا.ٚاٌر عاِؼح اٌسٛداْ ٌٍؼٍَٛتاٌؼشت١ح ِعّٛػح ذىٍٕٛظ١ا اٌٍغح اٌؼشت١ح 

٘زٖ الإحظائ١ح. ، إٌٛع الأٚي ِٓ  اٌسّاخ ذم١ٕاخ  ٔٛػ١ٓ ِٓ ذُ اسرخذاَفٟ ٘زٖ الأؿشٚحح،       

 ظٛسجٌ  (Center of mass)ورٍح اٌّشوضٚذمَٛ ٘زٖ اٌرم١ٕح تحساب ، CCOB ٠سّٝ ، ٚاٌرم١ٕاخ

 ٚاٌؼّٛد٠ححساب ٔماؽ الأرماي ِٓ اٌخٍف١ح اٌٝ اٌٛاظٙح ِٓ خلاي اٌخـٛؽ الافم١ح ، اٌحشف

(crosshair) ، اٌم١ُ اٌّرـشفحٚ ا٠عاد ِسافح (Outliers)  ١ّ٠ٓ، ٠ساس، أػٍٝ ٚأسفً( ٚسسَٛ ت١ا١ٔح(

ػٍٝ اسرخشاض  اٌسّاخ. ٚذسرٕذ اٌّعّٛػح اٌصا١ٔح ِٓ (Black in histogram)اٌحثش الأسٛد

ذغ١١ش  تؼذحٌٛد ذاٌرٟ ٌٍّرٛسؾ  (Eigenvalues)ٚاٌم١ُ اٌزاذ١ح(Eigenvectors)اٌّرعٙاخ اٌزاذ١ح 

 ٚذخف١غ اٌساتمح اٌسّاخِعّٛػح . شُ ذُ دِط ج اٌرٟ ذُ اسرثؼاد الاظضاء اٌفاسغح ِٕٙاحعُ اٌظٛس

 .PCA  ذح١ًٍ اٌّىْٛ اٌشئ١سٟ اسرخذاَ ذم١ٕحت خظائض أساس١حإٌٝ أستغ  حعّٙا

ٚذـث١مٗ   (ANFIS)  ٚاٌشثىاخ اٌؼظث١ح غاِغِظٕف ٘ع١ٓ ِٓ ٔظاَ إٌّـك اٌ ذُ اسرخذاَ          

                      ذؼٍُ ِخرٍفح.  اخحً اٌرؼشف ػٍٝ اٌحشٚف ِغ خٛاسص١ِػٍٝ ظ١ّغ ِسر٠ٛاخ ِشا

طٕف ٠حرٛٞ وً طٕف ػٍٝ ِعّٛػح ِٓ طٛس  43ؼذد ٌٍّسرٜٛ الأٚي، ذُ اسرخذاَ اٌّظٕف اٌؼاَ ٌ

ٚاخ١شا ذُ ِعّٛػح،  51 ؼذدٌ اٌّعّٛػح. تإٌسثح ٌٍّسرٜٛ اٌصأٟ، ذُ اسرخذاَ ِظٕف ٌحشف ٚاحذ

 .اسرخذاَ ِظٕف ِٕفظً ٌىً حشف ػٍٝ حذٜ

ف اٌؼشت١ح ٚشحآٌِ ِعّٛػح ت١أاخ  جطٛ 0266 ػذد اسب اٌرٟ اظش٠د ػٍٝٚلذ أشثرد ٔرائط اٌرع

 .اٌعذ٠ذ اٌزٞ ذُ ذظ١ّّٗوفاءج ٔظاَ اٌرؼشف  ٙااسرخذاِ اٌرٟ ذُ  اٌّىرٛتح تخؾ ا١ٌذ

ي ٛحظذُ اٌِشحٍر١ٓ تاسرخذاَ ِظٕف فٟ  اٌسّاخِعّٛػح ِخرٍفح ِٓ  ِغذعاسب ِخرٍفح  ظش٠دأ

ٚ  30.9%، 30.5% رؼشف. فٟ اٌّشحٍح الأٌٚٝ وأد ِؼذلاخ اٌٌذلح اٌرؼشفػٍٝ أػٍٝ ِؼذي 

، ػٍٝ اٌرٛاٌٟ. فٟ اٌٙع١ٓاٌصا١ٔح ِٚعّٛػح  اٌسّاخّعّٛػح الأٌٚٝ، ِعّٛػح اٌ خظائضٌ %31.51

 دلح حمك إٌظاَ أػٍٝ ِؼذي .33.43ٚ  33.30، 33.46 رؼشفاٌدلح اٌّشحٍح اٌصا١ٔح وأد ِؼذلاخ 

   اٌّشحٍر١ٓ اٌّمرشغ.خرثاس تاسرخذاَ ّٔٛرض الات١أاخ ّعّٛػح ٌ  33.30%ٌٍرؼشف 
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CHAPTER I 

  

INTRODUCTION 

 

1.1 Overview 

   The main goal of handwriting recognition system is to transform handwritten text input 

from specific source, such as paper documents, photographs, touch-screens and other 

devices, into printed output form. From digital image format, represented inside the 

electronic machine to coded character format documents in order to make it readable and 

editable using word processing application systems. Handwritten recognition system 

represents an attempt to simulate the human ability in reading [1]. 

  

        Handwritten Arabic letter recognition is a big problem facing technical, heritage and 

manuscript scientists because of the high similarity among characters in the form of letters 

and body structure. 

  

          Arabic language has features and characteristics which are more complex than the 

Latin language. The Arabic letters have more than one shape; one shape for the letter at the 

beginning of a word, in the middle, at the end, and isolated shape. Arabic language has 

many handwriting styles. An accurate feature set should be extracted from a wide sample 

of handwriting styles to be used for training and to have an accurate result [2].  

 The handwriting recognition systems can be classified into two main groups, off-

line and on-line recognition, according to the format of handwriting inputs. On-line 

character recognition, the computer recognizes the symbols as they are drawn. The second 

type, the off-line character recognition, refers to the process of recognizing characters that 

have been scanned from a surface. Many applications require off-line handwritten 
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character capabilities such as bank processing, mail sorting, document archiving, 

commercial form-reading, office automation, etc. [3]. Therefore, offline handwritten 

recognition is an application of pattern recognition. 

  

         Fuzzy logic was first introduced by Zadeh [4]. It was developed for solving 

decision making problems through the use of “IF-THEN” rules.  It was used later to model 

uncertainty and imprecision in data management. Fuzzy logic is an easy way to reach 

definitive conclusions based on vague, ambiguous, imprecise and noise information [5, 6]. 

More detail of fuzzy logic with character recognition is described in chapter 3. 

 

 Neural Network approach is an important method in the field of handwritten 

character recognition. The modern theories of neural network processing and digital 

computers appearance was during the late 1940s. Neural Network structure is a collection 

of parallel processors connected together in the form of a directed graph [7]. There are 

many structures of artificial neural networks including, Perceptron, Adaline, Madaline, 

Kohonen, Back Propagation and many others. Back Propagation is the most commonly 

used with pattern recognition. Further detail of neural network application with character 

recognition area is briefly described in chapter 3. 

  

 Hybrid approaches could be considered as one of the main contribution to soft 

computing with neuro-fuzzy systems being the first and probably the most successful 

hybrid approach till now. Neuro-fuzzy systems incorporate the elements from fuzzy logic 

and neural networks. The idea of hybridization originates from the following two 

observations:  

  

 Fuzzy systems are not capable of performing parallel computation, whereas these 

characteristics are clearly attributed to neural networks.  

 Neural networks lack flexibility and human interaction which lies at the core of 

fuzzy logic.  
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 In this dissertation, a recognition system with two stages for Isolated Arabic 

Handwritten Characters Recognition (IAHCR) using an Artificial Neural Network 

Fuzzy Inference System (ANFIS) will be presented. 

1.2 Problem Statement and its Significance 

   In the Arab and Muslim world, manuscripts and ancient writings need to be 

saved, processed, edited, coordinated and presented. There are many researchers who 

spend a long time typing reports that were handwritten in their workplaces. Also, many 

citizen official papers that are handwritten would need to type to be saved and edited for 

future use. 

This research focuses on the problem of producing an intelligent system that is 

capable of translating Arabic handwritten letters to print digitized letters to be saved as 

text. 

The shapes of Arabic handwritten characters differ among writers, but the 

geometrical features are always the same. An important difference of Arabic handwritten 

characters from Latin ones is the existence of dots. Dots differentiate among characters 

with the same geometry. 

  

  There are strong similarities between the Arabic letters in shape, but there are 

some differentiators such as having the dot or not in (ع، ؽ) or in the number of dots such as 

 .(ب، ْ) and also the position of the dot being below or above the character such as (خ، ز)

1.3 Questions 

What are the proper techniques that will be used in the preprocessing stage? 

What is the technique that will be used to extract the features from a character (letter) and 

what is the suitability of the extracted features? (a new performance evaluation measure 

will be generated to measure the suitability of features) What is the appropriate method for 

character recognition process and what is their suitability? (a new performance evaluation 

measure will be generated to measure the suitability of the recognition process) 
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What is the appropriate technology to be used to implement the recognition system? 

1.4 Hypothesis 

 The hypothesis of this research is to produce an Arabic handwritten letter 

recognition software system using a suitable pattern recognition approach. The software 

also should give a high rate of accuracy. The approach that will be used in this research is 

the neuro -fuzzy approach.  

This system allows the user to enter handwritten Arabic letters and output the 

printed letters. 

1.5 Research Objectives 

Researchers are still active in solving the problem of automatic reading of 

handwritten letters and invent ideas to improve the process. The significant benefits of 

the new process should be to shorten the time and reduce effort for humans to use it.  

The following are the main objectives for the research in this dissertation: 

- To find an appropriate method to design a system to recognize Arabic handwritten 

characters with good rate of recognition and fast speed. 

- To design software product that can recognize Arabic Characters by analyzing its 

shape and comparing its features against a set of rules that distinguishes each 

character. 

- To convert the handwritten Arabic text file into one or more of the output formats 

offered by software including WORD, RTF and PDF. 

- To enable automatic reading of ancient Arabic manuscripts.  

- To help in the process of handwritten Arabic text file recognition. Handwritten 

Arabic text file comes in as input. It then gets segmented into handwritten character 

using our proposed ANFIS system which outputs the printed characters. A 

collection step (algorithm) will combine the characters at hand to one or more of 

the output formats offered by software including WORD, RTF and PDF. 
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-  A new ANFIS system will be developed which resolve the problem of the 

similarities among the Arabic characters by applying a new idea using a two-stage 

character recognition system. 

- To be a pioneer among researchers to devise new and effective method to solve the 

problem of similarities in the structural of the handwritten Arabic letters. 

1.6 Scope of the Research 

 The research in Handwritten Arabic Character Recognition (HACR) usually 

consists of several stages such as presenting images of characters, scan these images, 

preprocessing and extracting features. The last stage includes training, classification and 

output results. 

 The research problem will include theory and application, where we will come up 

with theoretical results regarding Arabic handwritten recognition. 

1.7 Research Contributions 

 The main contributions of this dissertation can be summarized as follows: 

 Implement a hybrid Neuro-fuzzy algorithm to recognize Isolated Arabic Handwritten 

Letters (HAL).  

 Use many image preprocessing and types of feature extraction techniques and use a 

large data set of (HAL) images written by 141 writers all of them repeat the letter ten 

times. 

 Propose method that can divided the problem of HAC to sub-problems.  

1.8 Thesis Layout  

Chapter one is an introduction to the research topic. Chapter two explains the 

following concepts: pattern recognition, OCR structure, handwriting Arabic character 

recognition, digital image preprocessing methods, feature extraction techniques, covers the 

concepts of neural network, fuzzy logic and neuro-fuzzy. Chapter three presents literature 
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review. Chapter four explains the research methodology. Chapter five presents the SUST-

ADG data base and the implementation process of neural network system for determining 

the overlap among Arabic characters. Chapter six presents the experimental results of 

using the ANFIS classifiers and discusses the result. Chapter seven provides the 

conclusion, recommendation and further work. 
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CHAPTER II 

BACKGROUND 

  

 This chapter introduces pattern recognition, character recognition, and Arabic 

handwritten character recognition. It introduces the main stages involved in developing any 

OCR application. The main focus of this research is Arabic Handwritten OCR and present 

character recognition processing stages for it, preprocessing, features extraction and 

recognition methods. 

2.1 Pattern Recognition (PR) 

In this section, presented definition of PR, applications of PR and PR methods. 

2.1.1 Pattern Recognition definitions  

Pattern Recognition is the research area that studies the operation and design of 

systems that recognize patterns in data. 

   Pattern Recognition is one of a most important mental ability, which is 

characterized by the humans. Humans can extract information from the surrounding and 

humans also have the ability to keep this information and use it when requested. At this 

time,  the digital computer technology has been largely used and developed to simulate this 

human ability, the simulation of this human ability with automated machines is becoming 

more realistic [8]. 

Fukunaga [9] defined pattern recognition as” A problem of estimating density functions in 

a high-dimensional space and dividing the space into the regions of categories of classes.” 

Gonzalez, Thomas [10] defined pattern recognition as a classification of input data 

via extracting important features from a lot of noisy data. Robert P.W. Duin [11] described 
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the aim of pattern recognition is to design machines to solve the gap between application 

and theory.   

2.1.2 Pattern Recognition Applications 

There are many pattern recognition applications. The following are some: 

 Optical character recognition  will be detailed in Section 2.2 

 Biomedical (Neuroscience, ECG monitoring, drug development, DNA sequences). 

 Speech recognition. 

 Industrial inspection. 

 Biometric (face recognition, fingerprint, iris recognition). 

 Military applications (Automated Target Recognition). 

  

2.1.3 Methods of Pattern Recognition  

Pattern recognition uses many methods in the development of numerous 

applications in different fields. The workability of these methods is intelligent emulation 

[12]. The following are the main methods that are used in pattern recognition: 

2.1.3.1 Statistical Methods 

Statistical Methods are mathematical formulas, models, and techniques that are 

used in statistical analysis of classification of data, which aims to minimize the loss of 

classification with given loss matrix and estimated probabilities [13]. 

2.1.3.2 Structural Methods 

Structural methods concerned with the structural description of the pattern (string, 

tree, or graph) of flexible size. Structural representation recorded sequence stroke or 

topographic form of the character style, and hence resembles well to the mechanism of 

human perception. The structural convergence procedure not only provide the overall 
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similarities, but also explains the structure of the input patterns and refers to the similarities 

between the components [14]. 

2.1.3.3 Artificial Neural Networks 

 Artificial Neural Networks (ANNs) are enormous concentrations of overlapping 

nodes that work together in harmony and cooperation. ANNs were initially studied with 

the hope of making intelligent perception and cognition machines by simulating the 

physical structure of human brains. The principles and algorithms of ANNs have found 

numerous applications in diverse fields including pattern recognition and signal processing 

[10]. ANNs will be detailed in Section 2.4. 

2.1.3.4 Fuzzy Logic (FL) 

The thinking process of human being is often fuzzy and uncertain, and the 

languages that humans use are also often fuzzy. In reality, the human does not always give 

complete answers or classifications, so the fuzzy set theory comes into being [14].  

  Fuzzy logic is an approach of computing which is based on "degree of truth" 

rather than the usual "true or false" (1 or 0) results. The idea of fuzzy logic was first 

introduced by Dr. Lotfi Zadeh who was working on the problem of computer 

understanding of natural languages. Natural languages (like most other activities in life and 

indeed the universe) are not easily translated into the absolute terms of 0 and 1 [15]. FL 

will be detailed in Section 2.5 

2.2 Character Recognition (CR) 

In this section the overview of character recognition, CR history, OCR application 

and OCR family will be presented.  
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2.2.1 Overview 

Character Recognition or Optical Character Optical Character Recognition (OCR) 

is a technology that enabled to convert the character images of machine printed or 

handwritten text (numerals, letters, and symbols) into a computer process able format 

(such as ASCII, word and PDF). This is the technology long used by libraries and 

government agencies to make lengthy books, reports and manuscripts quickly available 

electronically. Advances in OCR technology have spurred its increasing use by enterprises. 

Before the start of using the OCR, documents were scanned and only stored as images on 

the media with a large space and could not be copied nor modified.  OCR is an important 

research area in pattern recognition. The objective of an OCR system is to recognize 

alphabetic letters, numbers, or other characters, which are in the form of digital images, 

without any human intervention [16]. 

2.2.2 Character Recognition History 

   According to Arica and Yarman-Vural in their review of character recognition 

(CR), the CR systems have evolved in three stages [17].  The first stage is in the period of 

1900-1980.  The beginning of OCR was considered for the aim of producing a device to 

help the blind people in reading. In the second period of development in the era of the 

1980s to 1990s, the explosion of information technology has helped a rapid growth in the 

area of OCR.  The CR research was important only for techniques that recognizes the 

character shape. The real progress in OCR systems has been achieved on the 1990s. In the 

beginning of this period, the artificial intelligence is combined with some concepts, such as 

image processing and pattern recognition techniques. Complex algorithms for character 

recognition systems were developed.  There is, however, still a long way to go in order to 

reach the ultimate goal of machine simulation of fluent human reading, especially for 

unconstrained on-line and off-line handwriting [18]. 
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2.2.3 OCR Applications 

There is a wide variety of OCR software available on the market with different 

prices and degrees of accuracy. Some of these software applications are commonly used 

with the English language and other used with the Arabic language. There are various 

types of OCR software such as the following: Simple Software 2012, ABBYY 2012, 

OmniPage Professional 18 (ScanStore 2011), Readiris Pro 12 (IRIS 2011), (World 2010; 

Network 2012), NovoVerus from Novo Dynamics (Dynamics 2012) and OCR from Sakhr 

software (Software 2011) [19].   

2.2.4 Different Families of Character Recognition (CR) 

  There are two types of character recognition as shown in figure 2.1.  The first type 

is the on-line CR, in which the computer recognizes the symbols as they are drawn. The 

second type is the off-line CR, which refers to the process of recognizing characters that 

have been scanned from a surface (such as a sheet of paper) and are stored digitally in gray 

scale format [20]. This last has two types, Magnetic Character Recognition (MCR) and 

optical character recognition. 

   

Optical Character Recognition (OCR) this type of characters acquiring by a scanner 

or a camera. The characters are in the form of pixelized images, and can be either printed 

or handwritten, of any size, shape, or orientation. The OCR can be subdivided into 

handwritten character recognition and printed character recognition. Handwritten 

Character Recognition is more complicated to implement than printed character 

recognition because the differences in the writing of the letter from one person to another. 

In printed character recognition, the images of Characters can be in specific fonts like 

Times New Roman, Arial, Courier, etc. [20]. OCR systems are being developed for all 

world languages and Arabic language is one of them. Arabic character recognition will be 

presented in the next section. 
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Figure 2. 1: The different families of character recognition. 
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 2.3 Arabic Characters Recognition (ACR) 

In this section the main types of written text, Arabic aphanitic and character 

characteristics will be presented. 

2.3.1 Overview  

Arabic is a language spoken by Arabs peoples in over 22 countries, and roughly 

associated with the geographic region of the Middle East and North Africa, but is also 

spoken as a second language by several Asian countries in which Islam is the principle 

religion (e.g. Indonesia). However, non-Semitic languages such as Farsi, Urdu, Malay, and 

some West African languages such as Hausa have adopted the Arabic alphabet for writing 

[21]. Arabic, one of the six United Nations official languages, is the mother tongue of 

more than 300 million people. During the 7th century new Arabic letters were created by 

adding dots to existing letters to avoid ambiguities by Alhajaj Bin Yousif during Bani 

Umiha ruling [22].  

 

 There are two Main Types of Written Arabic Text.  The first is Classical Arabic 

(CA), also known as Quranic Arabic, which is the form of the Arabic language used in 

literary texts from Umayyad and Abbasid times (7th to 9th centuries).  The ancient Arab 

tribes are the basis of this language dialect. [22].  The second is Modern Standard Arabic 

(MSA), which is the Academic Language and the language of the vast majority of written 

material and formal TV shows, lectures, etc. [22]. Arabic handwritten character 

recognition system will be detailed in Section 2.4. 

 

    Due to the cursive nature of the script, there are several characteristics that make 

recognition of Arabic distinct from the recognition of many world languages such as Latin 

scripts or Chinese as shown in figure 2.2.  
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Figure 2. 2:  Letters of the Isolated Arabic Alphabet. 

 

2.3.3 Arabic Alphabet 

Arabic language has basic 28 letters in the alphabet. It is based on 18 distinct 

shapes that vary according to their connection to preceding or following letters. Using a 

combination of dots and symbols above and below these shapes, the full complement of 28 

consonants can be constructed. The Arabic character set is composed of 28 basic 

characters. Fifteen of them have dots and 13 are without dots. Dots above and below the 

characters, play a major role in distinguishing some characters that differ only by the 

number or location of dots [23].  

 

Arabic is a script language. There are no big letters and some letters are isolated in 

the word (letters in Figure 2.3). 

 

   Arabic is written from right to left. Arabic has four forms for each letter 

depending on the position of the letter in each word. These are beginning, middle, end and 
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isolated as shown in Figure 2.3 [23]. Arabic contains dots and other small marks that can 

change the meaning of a word. 

 

 

 

Figure 2. 3:  Samples of Various Arabic Letter Forms. 

2.3.4 Characteristics of Arabic Characters 

This section presents a list of characteristics of the Arabic characters with figures to 

illustrate the concepts. The characteristics are as follows: 

1. Arabic language is always written from right to left as shown figure 2.4. Arabic 

has 28 basic characters as shown in Table 2.1.  No upper or lower cases exist in 

Arabic. 

 

Figure 2. 4: A sample of printed Arabic text. 
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2. The shape of the character varies according to its position in the word as can be seen in 

table 2.1.  Each character has either two or four different forms.  

3. Clearly, the six characters (ص, س, ر, د, ا ,ٚ), if appeared in a word, will cause the word to 

be divided into blocks of connected components called sub words.  

4. Character width differs from one character to another.  

5. Fifteen characters have dots associated with the character. They can be above or below 

the primary part (refer to table 2.1). 

6. Some characters share the same primary part [24] and distinguished from each other by 

the secondary part (the dots), see table 2.1. 

7.  Some characters contain closed loop (refer to table 2.1).  

8.  Hamza (ء) zigzag shape, is not really a letter, it is a complementary shape. 

9. There are only three characters that represent vowels, ا ,ٚ or ٞ. However, there are other 

shorter vowels represented by diacritics in the form of over-scores or underscores (Table 

2.1). 

10.  Dots may appear as two separated dots, touched dots, hat or as a stroke. 

2.4 Arabic Handwritten Character Recognition (AHCR) 

In this section described introduction, applications of Arabic handwritten character 

recognition systems, AHCR difficulties and system structure of AHCR. 

2.4.1 Introduction  

Handwritten Arabic Character Recognition (HACR) is the system that attempts to 

recognize a text that has been written by a person (not a machine). 

   Handwriting recognition attracted the attention of researchers since the origin of 

computers [25]. 

There are three types of Arabic language recognition as shown in figure 2.5. The 

first is single letter recognition which consists of beginning, middle, end and isolated. The 

second is word recognition and the last is text recognition. 
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Table 2. 1:  Illustrates position of Arabic letters. 

Character 

Name 

Isolated Begin Middle End Others character 

shapes 

Alef أ    إ ـا ـا ا ا اٴ٧ 

Ba' ئ ـة ـثـ تـ ب تاء 

Ta' ؤ ء ـث ـحـ جـ ت جاء 

Tha' لا ـد ـرـ ذـ خ ذاء 

Jeem ـس ـصـ شـ ز شٍٷ  

H'a' ـط ـعـ ظـ ض ظاء  

Kha' ـػ ـؽـ ؼـ غ ؼاء  

Dal ـؿ ـؿ ؾ ؾ ؾاٲ  

Thal ـف ـف ـ ـ ـاٲ  

Raa' ـك ـك ق ق قاء  

Zain ـم ـم ل ل لٌٻ  

Seen ـه ـىـ وـ ن وٍٻ  

Sheen ـً ـٍـ ٌـ ي ٌٍٻ  

Sad ـُ ـّـ ِـ َ ِاؾ  

Dad ـٓ ـٕـ ٔـ ْ ٔاؾ  

Taa ـٗ ـٙـ ٘ـ ٖ ٘اء  

Zain ـٛ ـٝـ ٜـ ٚ ٍٜٻ  

Ain ـٟ ـ١ـ ٠ـ ٞ ٠ٍٻ  

Gain ـ٣ ـ٥ـ ٤ـ ٢ ٤ٍٻ  

Fa ـ٧ ـ٩ـ ٨ـ ٦ ٨اء  

Gaf ـ٫ ـ٭ـ ٬ـ ٪ ٬ا٦  

Kaf ـٯ ـٱـ ٰـ ٮ ٰا٦  

Lam ـٳ ـٵـ ٴـ ٲ لاٶ  

Mim ـٷ ـٹـ ٸـ ٶ ٸٍٷ  

Non ـٻ ـٽـ ټـ ٺ ټىٺ  

Ha ــه ــهـ هـ هـ هاء  

Waw ـى ـى و و واو  

ya ـً ـٍـ ٌـ ي ٌاء  
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2.4.2 Application of Offline Handwritten Recognition  

 Some of the more important applications of offline handwritten recognition are 

discussed in the following section. 

2.4.2.1 Check Reading 

 Offline handwritten recognition is basically used for check reading in banks. 

Check reading is very important for commercial application of offline handwritten 

recognition. Handwritten recognition system plays very important role in banks for 

signature verification and for recognizing the check amount filled by user [26].  

2.4.2.2 Postcode Recognition 

Handwritten recognition system can be used for reading the handwritten postal 

address on letters. Offline handwritten recognition system used for recognizing 

handwritten digits of a postcode. HCR can read this code and can sort mail automatically. 

2.4.2.3 Form Processing  

HCR can also be used for form processing. Forms are normally used for collecting 

public information. Replies of public information can be handwritten in the space provided 

[26].   

2.4.2.4 Signature Verification 

  HCR used to recognize a person by his/her signature verification. Signature 

identification is the specific field of handwritten recognition, which can be used to identify 

a person by his/her handwriting since handwriting may vary from person to person [26]. 
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2.4.2.5 The Media Mean 

It is used in the field of media, especially in newspapers and magazines, to print 

columns, newspaper articles and the investigations that are written by hand by the 

journalists when they are in prompt conferences or field investigations. 

2.4.3 Arabic Handwritten Character Difficulties 

The following are difficulties that Arabic handwritten recognition faces: 

1. Different writers or even the same writer under different conditions will write some 

Arabic characters in completely different ways. 

2. Characters are cursive and not separated, as in the case of Latin script. Hence, 

recognition normally requires a sophisticated character segmentation algorithm. 

3. Characters change shape depending on their location in the word. The distinction 

between isolated characters is lost when they appear in the middle of a word. 

4. Sometimes Arab writers ignore the space between words when the word ends with one 

of the following six letters: ( ٚ ا د ر س ص). This is known as the connected words problem 

[27]. For example, (ألاسراراحّذ ) should be ( الاسرار احّذ). On the other hand they sometimes 

separate a single word into two words when the word is long or is pronounced in two parts; 

 The Arabic words need to be rewritten since they are not  .(سثؼّائح ) is actually (سثغ ِائح )

clear! 

5. Repeated characters are sometimes used, even if this break Arabic word rules. 

This is especially common in online “chat” sites; for example ( ِٛٚٚٚٚخ) is actually ( 

 .(ِٛخ

6. There are two ending letters ( ٞ and ٜ) which sometimes indicate the same meaning but 

are different characters. For example ( ٟٔاٌسٛدا) and ( ٝٔاٌسٛدا), have the same meaning, the 

first is correct but the second form is less used.  

7. The letter Alef (  Some Arab writers do not distinguish .(أ إ آ ) has different shapes ( ا

among these differences, which would lead to little change in pronunciation and sometimes 

in meaning.  For example (أشىاي) and (إشىاي), the first word means figures and second 

means problem. 
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8. The individual letter (ٚ) which means "and" in English is often misused. It is a separate 

word and should have white space before and after it, but most of the time Arabic writers 

do not use the white space. This is a particularly common instance of the connected word 

problem. 

9. The Arabic language contains a number of similar letters like Alef (  ا) and the number 1 

( 1), and also the full stop (.) and the Arabic number zero [28]. 

10. Similarity of the characters: Recognizing differences between some characters is quite 

complicated.  For examples, characters such as “خ” and “ْ”, “خ” and “ف“ ,”ؽ” and “ق” are 

sometimes hard to differentiate. 

  

 

 

  

 

Figure 2. 5: The different families of Arabic character recognition. 
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2.4.6 System Structure of Arabic Handwritten Recognition   

The sections below will explain the Arabic handwritten character recognition 

stages, which goes through several basic processes.  These processes are used to transform 

the character into primary forms, preprocessing, feature extractions and to be recognized. 

2.4.6.1 Image Acquisition  

In Image acquisition, the primary purpose of the initial treatment is to put the 

character image into an approved and recognizable form.  The recognition system acquires 

a scanned image as an input image. The image should have a specific format such as JPEG, 

BMT, etc. This image is acquired through a scanner, digital camera or any other suitable 

digital input device. 

2.4.6.2 Preprocessing Techniques 

The main aim of preprocessing is to enhance the inputted signal and to represent it 

in a way which can be measured consistently for robust recognition. A collection of 

different preprocessing techniques will be presented in this chapter section 2.5. 

2.4.6.3 Features extraction  

  Before the recognition stage, some set of features of the image will be extracted. 

These features are a reduced representation of the contents of the image which focuses on 

preserving the characteristics that are most relevant to the task of recognition while 

eliminating those characteristics that are irrelevant to, or may confuse, the discrimination 

power of the recognition stage. The features extracted as a vector values are then passed to 

recognizer [29]. Some of features extraction techniques will be presented in this chapter 

section 2.6. 
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2.4.6.4 Character Recognition  

The features vector obtained at the feature extraction stage are assigned a class 

label and recognized using a different method. In this stage the data set is divided into 

training set and testing set for each character and group. The classifiers used in this 

dissertation, are neural networks with back propagation to determine the similarity between 

characters.  Adaptive neural fuzzy system (ANFIS) will also be used for distinguishing 

between the groups and characters classes. These classifiers will be discussed in this 

chapter section 2.7. 

2.4.6.5 Post-Processing 

Post-processing is the last activity to occur in a series of OCR processing stages. 

The goal of post-processing is to detect and correct misclassification in the OCR output.  

The post-processor uses output of the classifier to decide on the recommended 

action. However, sometimes-different actions can have different costs. These costs can be 

taken into account when designing an optimal classification system. The post-processor 

can also exploit the context or combine results of several classifiers [30].  

2.5 Preprocessing  

The application process of preprocessing may vary in detail for different 

recognition systems. In this section, the techniques of the preprocessing process applied in 

the HACR system of this research are described. 

  

 Prepossessing is a basic task that precedes the tasks of image representation and 

recognition. Its importance is derived from the fact that the discrimination power is 

directly proportional to the digital image quality. With the highest image quality, then less 

confusion can be made about robust classification. Some of the common operations 

performed as preprocessing are as follows: 
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2.5.1 Morphological Image Processing  

 Is important technique, it is use for extracting image structure that are useful in the 

representation and description of region shape.  

  The basic morphological algorithms are: boundary extraction, region filling, and 

extraction of connected components, thinning and thickening.  

 The most common morphological operations used are: 

A. Dilation, where the value of the output pixel is the maximum value of all the pixels in 

the input pixel's neighborhood. 

B.  Erosion, where the value of the output pixel is the minimum value of all the pixels in 

the input pixel's neighborhood. 

C.  Opening, this smooth contours and eliminates small islands and sharp peaks. 

D.  Closing, which smooth contours, fuses narrow breaks and eliminates small holes.  

  In the OCR field, the previous operations have been dealt extensively for handwritten or 

machine printed documents.  

2.5.2 Thresholding 

 The task of thresholding technique is to extract the foreground (ink) from the 

background. Following scanning, character images are initially stored in a grey-level 

format. This means that the intensity of each pixel in the image may vary between a value 

of 0 and 255, where the value zero indicates a white pixel.   

2.5.3 Noise Removal 

 Noise in the data typically originates from the limiting accuracy of the digitizing 

process, erratic hand motion and the inaccuracies of pen-down indication. A number of 

techniques are used for noise reduction. These include: 

a. Smoothing: A common technique averages each point with its neighbors. Another well-

known approach is to approximate the underlying ink trace to some standard curves. 

b. Filtering: Eliminates duplicate data points and reduces the total number of points. The 

form of filtering depends on the recognition method. One filtering technique forces a 
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minimum (or fixed) distance between consecutive points. When the writing is fast, 

however, the distance between successive points may far exceed the minimum. In this case 

interpolation can help obtain equally spaced points (called resampling). Another filtering 

technique produces more points in regions of great curvature. 

c. Wild point correction: Replaces or eliminates occasional spurious points, typically 

caused by hardware problems. 

d. De-hooking: Eliminates hooks that occur at the beginning and end of strokes, caused 

due to inaccuracies in pen down and pen up positions. 

2.5.4 Normalization 

 Normalization refers to such operations as: the estimation and correction of a 

character’s slant, the increase in the size of the character to a uniform size and may also 

reduce the character to the skeleton so that the line width is uniform to one unit wide. A 

number of algorithms are used for normalization such as the following: 

a. De-skewing: Corrects slant. This can be applied at the letter or word level. 

b. Baseline drift correction: Orients the word relative to a baseline. 

c. Size normalization: Adjusts the letter size to a standard size. 

d. Stroke length normalization: Forces the number of points in a stroke to a specified 

number for easy alignment [31]. 

2.5.6 Cropping the Image  

Cropping refers to the removal of the outer parts of an image to improve structure. 

For example, omitting the unimportant areas from a photographic of the image or eliminate 

all the unwanted parts that are called noise. This process makes the feature more accurate 

and accordant. 

   Cropping technique stage:  first the image is scanned row by row. The last set of 

rows from the top and the last set of rows from the bottom with all pixels having a value of 

“255” are obtained. In this process cropped the top and bottom part of the image. In the 

second step crop the left and right side of the image. After that the image is scanned 
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column by column, the last column from the left with all pixels having a value of “255” is 

obtained. The same is done to the right side of the image. 

2.6 Features Extraction [FE] 

In this section described overview of FE process, history of FE, features types and 

PCA technique.  

 There are two main types of FE approaches; statistical and structural approaches of 

pattern recognition systems. Each type employs different techniques of features within the 

recognition and classification tasks which constitute a pattern recognition system. 

Statistical pattern recognition draws from established concepts in statistical decision theory 

to distinguish among data from different classes based upon quantitative features of the 

data [32]. Features approaches as following: 

2.6.1 Structural features 

. [32].   

2.6.2 Statistical Features        

Statistical pattern recognition draws from constructed concepts in statistical 

decision theory to distinguish among data from different classes based upon quantitative 

features of the data. There are wide types of statistical techniques that can be used within 

the description task for feature extraction, ranging from simple descriptive statistics to 

complex transformations [32]. The following shows the major statistical features used for 

character representation:  
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1) CCOB Features: Vertical and horizontal crossings are found by counting the 

number of white-Black -white transfers when scanning the image’s pixels on a 

vertical line and a horizontal line, respectively [33]. Outliers and blank ink 

histogram [34]. 

Cross feature Count the number of transitions from background to foreground 

pixels along vertical and horizontal lines through the character image. Cross 

feature Count the number of transitions from background to foreground pixels 

along vertical and horizontal lines through the character image as shown in Figure 

2.6. Outliers (Right, Left, Top and Down) - calculate the distances of the first 

image pixel detected from the upper and lower boundaries of the image along the 

vertical lines and from the left and right boundaries along the horizontal lines. 

Black ink histogram is calculate the black ink histogram features as shown in 

figure 2.7. 

 

  

Figure 2. 6:  Vertical and Horizontal character, crosshair and center of mass. 

 

  

Figure 2. 7:  Right, Left, Top and Down character, Outliers and Blank ink. 

2) Principal Component Analysis (PCA): The principal component analysis is one of the 

oldest and most famous of the multivariate analysis techniques. Put the basis first by 

Pearson (1901), and developed by Hoteling (1933). However, it has not been used widely 

until the advent of electronic computer, but now use in the statistical software package 

[35]. 
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    The main idea of using PCA for character recognition is to express the large one 

dimension vector of pixels produced from two dimension character image into the compact 

principal components of the feature space [36]. PCA requires a mathematical method to 

turn correlated variables into disjointed variables [37]. 

 

 The main objective of PCA is to reduce the large dimensionality of the data space 

to the smaller basic dimensionality of feature space (independent variables) [37].  

 2.7 Classifications Methods 

This section provides background on artificial Neural Networks (ANN), fuzzy logic 

and neuro-fuzzy (NF) systems. Neuro-fuzzy systems are a combination of neural network 

and fuzzy logic. The integration of fuzzy logic and neural networks produces different 

structures. The NF system used will be explained in detail last in this chapter. 

2.7.1 Artificial Neural Networks (ANNs) 

In this subsection presented, introduction to artificial neural networks, ANNs architectures, 

transfer function, learning methods and back-propagation.  

2.7.1.1 Introduction  

An artificial neural network is a correlated gathering of nodes, which are an 

electronic modules based on the neural structure in the brain. This brain modeling used as 

a guide to develop machine solutions. Artificial Neural Network (ANN), are computers 

whose architecture is modeled after the brain. ANN consists of large number of simple 

processing units which are connected together in a complex communication network. It is 

a device with many inputs and one output [38]. Some of them defined a neural-network 

structure “as a collection of parallel processors connected together in the form of a directed 

graph, organized such that the network structure lends itself to the problem being 

considered” [39]. 
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  A typical multilayered feedforward neural network [40] is shown in Figure 2.8. It 

consists of massively interconnected simple processing elements (“neurons” or “nodes”) 

arranged in the form of several layers, and each layer is connected with the other by links 

of weights which specifies the power of the link between the layers; these weights are the 

internal parameters of the network. The input neurons are connected to the output neurons 

through layers of hidden nodes. Each neuron receives signals in the form of inputs from 

other neurons. Figure 2.9 shows simple model explains the behavior of a neuron. 

  

  

Figure 2. 8:  Multilayered feedforward neural network. 

 

Figure 2. 9: Simple model of an artificial neuron. 

 

Where I1, I2, and I3 are the inputs, W1, W2, and W3 are the weights, B is the bias, x is the 

intermediate output, and a is the final output. The equation for a is given by 
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              a = f (W1I1+W2I2+W3I3+B)                     (2.1) 

 

Where f could be any function. Most often, f is the sign of the argument (i.e. 1 if the 

argument is positive and -1 if the argument is negative), linear (i.e. the output is simply the 

input times some constant factor), or some complex curve used in function matching (not 

needed here).     

2.7.1.2 Main Architectures of Artificial Neural Networks 

In general, an artificial neural network can be divided into three parts, named 

layers, which are as follows: 

(a) Input layer 

In this layer the input values for signals or features are received from the external 

fields. The activation functions normalize the input values to a specific value. The new 

value will pass to the next layer. 

(b) Hidden Layers 

These layers located between the input and output layers are considered the main 

processor for neural network processes.  They are composed of neurons which are 

responsible for extracting patterns associated with the process or system being analyzed.  

(c) Output layer 

This layer is also composed of neurons, and thus is responsible for producing and 

presenting the final network outputs, which result from the processing performed by the 

neurons in the previous layers [41].  

2.7.1.3 Transfer Function 

The way an ANN works depends on the weights and the input-output function 

(transfer function) that is specified for the units [42]. This function can be categories into 

three types as shown in figure 2.10. 
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1- Linear function 

The linear activation function multiplies the net input with a constant value k to 

produce the neuron output. Also note that the range of the linear activation function is (-1; 

1). 

2- Threshold 

The threshold function is a binary valued function with the range [0, 1]. The output 

is set at one of two levels, depending on whether the total input is greater than or less than 

some threshold value. There also exists threshold functions with other ranges (e.g. [-1; 1]). 

 

 

 

   

3. Sigmoid function 

A sigmoid function with the range (0, 1). The parameter a affects the slope of the 

function and when a goes towards infinity, the sigmoid function becomes a threshold 

function. 

 

  

  

  

(2.2)  

(2.3)  
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Figure 2. 10:  Illustrates transfer function types. (Linear, threshold and sigmoid) 

2.7.1.3 Neural Network Types   

There are different types of artificial neural networks, and they come with different 

number of layers and the way the layers are interconnected.  The types can be divided as 

follows: (i) single-layer feedforward network, (ii) multilayer feedforward networks, (iii) 

recurrent networks and (iv) mesh. 

2.7.1.4 Types of Neural Networks According to Nutrition 

There are two types of neural networks based on the method of nutrition which are 

feedforward and backforward. In the first type of network the data move in one direction 

only from the input layer to the hidden nodes [42]. The output from one layer of neurons 

feeds forward into the next layer of neurons. There are never any backward connections. In 

the second, a feedback network allows output to be inputted to preceding layers. It is a 

process whereby the modifications to the weights are controlled by the activity of some of 

the products of the outputs. This type of network is also known as the recurrent network 

[42].  
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2.7.1.5 Learning Methods  

 There are many learning methods for neural network. These methods will be used 

for regulation of the network weight so that the learning method will cause the output to 

gradually converge to a value such that the input is the desired output. Learning methods 

can be dividing into three basic types; supervised, unsupervised, and reinforced [56]. 

 

 The unsupervised techniques are learning method, which means no "teacher" 

during the training process. The system in unsupervised learning has no knowledge about 

the correct outputs of the corresponding input learning. The supervised learning is process 

under the supervision of "teacher" who monitors the learning outputs. The supervised 

learning (SL) is method to minimization the error between the desired outputs and actual 

outputs. The aim is to determine a set of weights which minimizes the error. SL is common 

to many learning methods in which the best known is the least mean square (LMS) [42]. 

An example of supervised learning is the back-propagation algorithm which is one of the 

most popular and prevalent training methods used in neural networks. 

2.7.1.6 The Back-Propagation Neural Network (BPNN) 

      The back-propagation algorithm used with neural networks is based on the 

gradient descent for learning parameters of these surfaces [43]. 

   Back-propagation algorithm consist of three layers of nodes; the first layer named 

the  input layer, the second layer named the hidden layer which consist of at least one layer 

and the third is named the output layer. The output from the input layer is connected as an 

input into the hidden layer and the output value from the hidden layer is transmit into the 

output layer as an input. The output layer gives the final output of the ANN. In back-

propagation neural network, the network produces the input pattern from layer to layer 

until the output pattern is generated by the output layer. If there is a difference between 

actual and desired output patterns, repeat the process of learning until the weights are 

adjusted to minimize this error. At the end of any learning process propagated backwards 

through the network from the output layer to the input layer and so on [44]. 
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2.8 Fuzzy Inference System  

  This section presents information about the theory of fuzzy logic, presented 

definition of a fuzzy set, explained fuzzy and member functions.  

2.8.1 Introduction 

       Fuzzy Logic (FL) was first introduced by Lotfi Zadeh [45]. It was developed for 

solving decision making problems using “IF-THEN‟  rules.  Later, it was used to deal with 

uncertain and imprecise data management.  It has been applied in several areas such as 

automated control, consumer products, industrial systems, automotive, decision analysis, 

medicine, geology, controlling aircraft flight, chemical reactor and processes, and 

applications of artificial intelligence such as expert systems, pattern recognition and 

robotics [6]. FL produces new models for dealing with natural languages and knowledge 

representation such as precipitated natural language, theory of hierarchical definability 

unified theory of uncertainty [46]. The real values of the assumptions indicate the degree 

of emphasis on the premise that is correct. Fuzzy logic is an important recognition method 

and has been used as a tool of interpreting vague, incomplete, ambiguous, imprecise and 

noise information [47]. There are many motivations that prompted developers to present 

fuzzy logic with the development of computer software.  FL can create a desire to design a 

computer programs that can mimic the human mind.  There are many concepts that are part 

of fuzzy logic such as fuzzy set theory, fuzzy logic operations (complement operation, 

union operations and the intersection operation) these operations can be also applied on 

binary sets [48]. 

2.8.2 Fuzzy Set and Membership Function 

The concept of fuzzy set allows partial membership of the element of a set. 

Membership of an element of fuzzy set is expressed by the degree of compatibility of the 

element with the definition of that set.  
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Membership may be expressed as a value between number 0 (complete non-

membership) and 1 (complete membership).  The membership value between 0 and 1 

represents the partial membership concept [49].  

 

A fuzzy set A in the universe of discourse X (into the interval [0, 1]) can be 

represent.as follows: 

 

         A = {(x, µA (x)) |  x X }                          (2.4) 

     

Where µA(x) is called membership function for the fuzzy set A. It maps each x to a 

membership grade between 0 and 1.  

 

          Generally, there are many common shapes of membership function Examples of 

membership functions Triangular, Trapezoidal and Gaussian can be seen in Figure 2.11 

and described with the formulas for any function.  

 

       Figure 2.12 shows some of general membership function curve, Triangular, 

Trapezoidal and Gaussian member functions, respectively. 

 2.9 Neuro-Fuzzy 

  The previous section briefly presented the concept of the two main components, 

ANN and FL building up a Neuro-Fuzzy system individually. This section gives a 

description on Neuro-Fuzzy system and the different architectures can be discussed to 

show how different approaches managed to combine ANNs with Fuzzy Systems. ANFIS 

architecture and Takaji-Sugeno are presented. 
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Figure 2. 11:  Illustrates transfer function. (Triangular, Trapezoidal and Gaussian) 

  

Figure 2. 12: Examples of membership functions. 
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2.9.1 Introduction 

  A neuro-fuzzy technique called Adaptive Network fuzzy Inference system 

(ANFIS) is a combined system that integrates the learning abilities of ANN and excellent 

knowledge representation and inference capabilities of FL [50]. ANFIS has been big power 

to be an effective tool for adjusting the membership functions of fuzzy inference system. 

The objective of an ANFIS [50] is to integrate the best features of Fuzzy Systems and 

Neural Networks.  

 

    Generally, ANFIS is a feed forward network in which each node performs a particular 

function on signals comes from previous. 

2.9.2 Types of Neuro-Fuzzy Systems  

  In general, all the consolidation of techniques based on neural networks and fuzzy 

logic can be called neuro-fuzzy systems [51]. The different combinations of these 

techniques can be divided into three classes; Cooperative Neuro-Fuzzy System, Concurrent 

Neuro-Fuzzy System and Hybrid Neuro-Fuzzy System   

2.9.3 Hybrid Neuro-Fuzzy System 

In this category, a neural network is used to learn some parameters of the fuzzy 

system (parameters of the fuzzy sets, fuzzy rules and weights of the rules) of a fuzzy 

system in the implementation processes. There are several different models to develop 

hybrid neuro-fuzzy systems. These models are similar in its general conceptual, but they 

present basic differences. The popular model used is Adaptive Neural Fuzzy Inference 

System, which produces in next subsection. 

2.9.4 Adaptive Neuro Fuzzy Inference System (ANFIS) 

ANFIS [52] implements an FIS model and has a five layered architecture as shown 

in Figure 2.13. The first layer received inputs from external environment and the input 
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variables are fuzzified.  The second layer computes the rule antecedent part. The third 

hidden layer normalizes the rule strengths followed by the fourth hidden layer where the 

consequent parameters of the rules are determined.  The last layer is the output layer which 

computes the summation of all input signals. ANFIS uses back-propagation learning to 

adjust the premise parameters and Least Mean Square estimation to control the consequent 

parameters. A step in the learning procedure has got two parts: In the first part, the input 

patterns are propagated, and the optimal consequent parameters are estimated by an 

iterative least mean square procedure, while the premise parameters are assumed to be 

fixed for the current cycle through the training set. In the second part the patterns are 

propagated again, and in this epoch, back-propagation is used to modify the premise 

parameters, while the consequent parameters remain fixed. This procedure is then iterated. 

 

  

 Figure 2. 13: ANFIS architecture for a 2-inputs Sugeno fuzzy model. 

2.9.4.1 ANFIS Architecture   

ANFIS is a structural of network representation of Sugeno-type fuzzy systems 

merged with the neural learning capabilities. The network is consistent of nodes with 

specific functions collected in layers. ANFIS is able to construct a network realization of 

IF / THEN rules [50]. Figure 2.13 shows an example for an ANFIS structure.  
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Example: A two inputs (x and y) and one output (f) ANFIS 

  

                Rule 1 : IF x is A1 and y is B1,  then 

           f1 = p1x+q1y+r1                                                   (2.5) 

                Rule 2 : IF x1 is A2 and x2 is B2,  then  

            f2 = p2x+q2y+r2                                                   (2.6) 

 Layer 1: adaptive nodes, is the input layer. Each neuron in this layer transmits    external 

crisp signals directly to the next layer. That is, 

                         O1,i = µ Ai (x)    i=1,                                                  (2.7) 

           O1,i = µ Bi-2(y)    i=3, 4                                               (2.8) 

Where µ Ai (x) and µ Bi-2(y) are the degree of membership functions for the fuzzy sets Ai 

and Bi, respectively, 

          

     Where {ai, bi, ci} are the parameters of a membership function that can change the 

shape of the membership function. The parameters in this layer are typically referred to 

as the premise parameters. 

 Layer 2: fixed nodes with function of multiplication, is the fuzzification layer. Neurons in 

this layer represent fuzzy sets used in the antecedents of fuzzy rules. A fuzzification 

neuron receives a crisp input and determines the degree to which this input belongs to the 

neuron’s fuzzy set. 

     O2,i = wi = µ Ai (x) µ Bi (y)   i=1, 2                                           (2.10)  

                                               (the firing strength of a rule) 

 Where wi is the output that represents the firing strength of each rule. 

 

Layer 3: fixed nodes with function of normalization, is the fuzzy rule layer, which are 

used to calculate the normalized firing strength. The output of this layer can be 

represented as: 

(2.3)  
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                     (Normalized firing strength)  

 Layer 4: In layer 4, the nodes are adaptive. The output of each node in this layer is 

simply the product of the normalized firing strength and for a first order Takagi-Sugeno 

model. The output of this layer can be described as: 

 

                

where {p, q, r} is a set of consequent parameters which can be identified using the Least 

Square Estimation (LSE). 

                       

Layer 5: a fixed node with function of summation is the defuzzification layer. Each 

neuron in this layer represents a single output of the neuro-fuzzy system. It takes the 

output fuzzy sets fuzzy system. It takes the output fuzzy sets clipped by the respective 

integrated firing strengths and combines them into a single fuzzy set.   

 

             

2.9.4.2 Hybrid Learning Algorithm (HLA) 

  This algorithm is an integration of two functions, the gradient descent and the 

least squares methods.  The objective of this combination is to minimize the error in the 

learning stage. The HLA consist of two passes known as forward and backward passes as 

shown in table 2.2. In the forward pass, the info flows forward until o4 j and the 

consequent parameters are determined by the least square approach. In the backward pass 

the error signals is propagate and gradient descendent approach used to update the premise 

parameters. This process is shown in Figure 2.14 Hence; HL approach is much faster by 

reducing the search space dimensions of the back-propagation method [50]. 

When the premise parameters are fixed: 

 

(2.11)  

(2.12)  

(2.13)  
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   (2.14) 

  

 

 

 

 

 

where p1, q1, r1, p2, q2, and r2 are the linear consequent parameters. 

 

 

       

 Figure 2. 14: Forward and backward pass in the hybrid algorithm. 

 Table 2. 2: Two passes in the hybrid learning procedure for ANFIS. 

Parameters Forward pass Backward pass 

Premise Fixed Gradient descent 

Consequents Least- squares estimator Fixed 

  

 2.9.4.3 Takagi Sugeno Fuzzy Inference System (TS-FIS) 

 TS models are a powerful practical engineering tool for modeling and control of 

complex systems. The output of a TS model can be linear or a constant. As ANFIS is based 

on Takagi–Sugeno fuzzy inference system [50]. A typical rule in a Sugeno fuzzy model 

has the form following: 

IF x is A AND y is B THEN z is f (x, y) 

Where x, y and z are linguistic variables, A and B are fuzzy sets on universe of 

discourses X and Y and f (x, y) is a mathematical function. In ANFIS, the output linear 

membership functions of the consequent part of TS-FIS are automatically adjusted.  
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2.10 Summary 

 The topics discussed in this chapter are as follows: 

1. This chapter introduced a review study of pattern recognition with definitions, 

applications, pattern recognition methods. 

2. An introduction to OCR, types of OCR and families of Character Recognition. 

3. An overview of the written Arabic characters, AHCR characteristics and AHCR 

applications. The problems are occurring when recognizing Arabic handwritten characters.  

4. The pre-processing stage with its inclusive steps which include Document analysis, 

Binarization, cropping, normalization and morphological. 

5. The feature extraction phase with samples of common algorithms. The algorithms 

presented are Statistical Features and structural features. In addition, we focused on 

CCOB, PCA and features. 

6. Classification phase with samples of some classification methods. This chapter produced 

neural network method, activation function, learning algorithm and the Back-Propagation 

algorithm were provided. Therefore, presents the basics of fuzzy set theory and explained 

the theory behind Neuro-Fuzzy systems, the types of neuro-fuzzy, present’s architecture of 

Adaptive Neuro Fuzzy Inference System (ANFIS) and Hybrid Learning Algorithm.  
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CHAPTER III 

  

LITERATURE REVIEW 

 

 

The chapter presents the review of the research that has been done in the field of 

handwritten Arabic characters recognition that is related to this dissertation. In the first 

section, studies on preprocessing techniques used for Arabic character recognition, in the 

second section the applied features extractions are presented. In the third section, related 

works on recognition and classification methods development and implementation are 

given. At the end of each section, a summary is presented in a table format. In the fourth 

section, work related to Neuro-Fuzzy Algorithms and Handwriting is presented. In the last 

section, studies on multi-stage classification are presented.    

3.1 Overview 

  

Character recognition goes through several stages as shown in figure 3.1. The first 

stage deals with scanning the text page as an input. There are some preprocessing steps 

followed after the scanned page to improve the performance of letter recognition. The 

following are some of the preprocessing techniques: resized, noise removal, median filter 

and grayscale, skew detection and correction, etc. After preprocessing, the text image will 

be segmented into many shapes, lines, words, sub-words, characters or sub characters.  The 

next stage is to extract features. Features are usually used as inputs to train the classifier to 

build the models (training and testing) through the classification stage. The last stage in the 

recognition system is the post-processing stage which is used to improve recognition. 
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Figure 3. 1: Character recognition stages. 

3.2 Preprocessing 

Preprocessing stage involves series of techniques performed to enhance the image 

to make it suitable for segmentation. The preprocessing techniques that will be used are the 

following: noise removal, normalization, cropping, morphology, skew correction, thinning 

and slant.  The aim of preprocessing stage is the removal of all elements in the word image 

that are not useful in the recognition process. 

 

The research that is related to the preprocessing stage for Arabic handwritten text 

images can be classified as follows: 

1. Thresholding 

 This technique involves transforming an input image from a gray image into a 

binary image and was cited by [55, 56, 65, 67, 74 and 81] to get a good features from the 

image. 

2. Thinning  

The thinning technique will transform the binary image of the character to a one 

pixel thick image.  In [53] and [70] they have used this technique in their researches. 
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3. Normalization  

 Normalization is the process to converting the random size for images into 

standard size.  The research that was done in [56] used a common defined size of 30x30 

pixels matrix. 

4. Noise Removal  

The major objective of noise removal is to remove any unwanted bit-patterns which 

do not have any significance in the output. The Median filtering technique was use by [54, 

56, 59, 63 and 75] to remove noise. 

5. Skew detection and skew correction: This technique used by [54 and 59]. 

6. Skeletonization:  Used by [54 and 70]. 

7. Smoothing: Used by [57, 67, 72 and 74]. 

8. Filterization, resize and cropping 

Filterization and resize used by [56 and 65] and cropping used by [61]. 

9. Horizontal Projection Profile: Used by [53 and 60]. 

3.3 Feature Extraction 

Feature extraction is the heart of any pattern recognition application. The traditional 

goal of the feature extractor stage is to characterize an object by making numerical 

measurements. Good features are those whose values are similar for objects belonging to 

the same category and distinct for objects in different categories. Feature extraction is 

problem dependent [30]. Features are extracted from the image of a word/character which 

is expected to represent the shape of the images. There are a number of famous features 

that are related to the character recognition problem. There are numerous types of features 

proposed by researchers. There are two types of features; Structural features such as loops, 

branch points, endpoints, dots, etc. and Statistical features such as pixel densities, 

histograms of chain code directions, center of mass black ink histogram. 
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3.3.1 Structural features 

These types of features were used by [53, 62, 68, 71 and 78]. In [53] structural 

features that were used are the following: the length of the character, the width of it, if it 

has a loop or not, if there is a right character to connect to it, if there is a left character to 

connect to and if there is a complement of the character like the zigzag shape (Hamza), one 

dot, two dots or three dots. In [62] they used features such as loops, holes, strokes, vertical 

lines and cusps. 

3.3.2 Statistical features 

Many statistical features were used for pattern recognition. Pixel densities features 

were used in [4, 58 and 61].  Sum of black and white pixels were used in [58] and in [61] 

detecting black and white points were used as statistical features. Moment invariants were 

used by [54 and 73].  In [54] they proposed seven invariant moments such as invariant 

under reflection, rotation and scaling. In [73] they used scale, orientation and center of 

gravity.  Vertical and horizontal projections were used in [53 and 60].  In [53] the longest 

spike which represented the baseline was used. In [70] branch, start-point and end-point of 

a character features were used. Wavelet transforms features were used by [75 and 76].  In 

[55 and 64] they used the following features: determines the body and secondary part, 

position of the part above or below, loop and Radon transform of the characters were used. 

Code of chain feature used in [69] and Pseudo-Zernike Moments, size, rotation, translation 

invariant features were also used in [81] and center of mass, crosshair, outliers and black 

ink histogram features are used in [95,96]. Table 3.1 summarizes some of the 

preprocessing techniques and features extraction methods used in offline Arabic text 

recognition. 

3.4 Classification Approaches 

Classification is the main stage of AHCR system. It uses the features in the feature 

extraction stage as inputs to the model to identify the text segment according to stated 
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rules. These include Hidden Markov Model (HMM), Support Vector Machines (SVM), 

Artificial Neural Networks (ANN), k-Nearest Neighbors (k-NN), fuzzy logic, genetic 

algorithm, neuro-fuzzy and others. The different approaches for classify character 

recognition will presented in this section.  

  

Table 3. 1:  Summary of some of the preprocessing techniques and features extraction 

methods used in the offline Arabic text recognition. 

Preprocessing Features  Reference, date  

 Sum of black and white pixels. [4], 2010 

Thinning technique 

for Arabic words and 

finds the vertical and 

horizontal projection 

profile. 

 Length of the character, the width of 

it, has a loop or not, a right character 

to connect to it, if there is a left 

character to connect to and if there is 

a complement of the character like 

the zigzag shape (Hamza), one dot, 

two dots or three dots. 

[53], 2010 

Noise analysis and 

removal, Skew 

detection and 

correction and 

Evaluating the gap 

between the words 

and characters. 

The features in each window are 

extracted through seven invariant 

moments example of these moments 

are invariant under reflection, 

rotation and scaling. 

 

[54], 2011 

Binary, filtering, and 

skeleton. 

Divide the letters into regions for 

determine the body and secondary 

part, position of the part above or 

below, loop and Radon transform. 

[55], 2011 

Filter, binary image 

and resized. 

Width of the dynamic-sized window 

and the height. 

[56], 2012 

Smoothing and de- Different the values, similar value [67], 2009  
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noising. and Independence features. 

 Width, length, number of pixels and 

height-to-width ratio. 

[58], 2005 

Removal of isolated 

pixels, skew detection 

and correction. 

Invariant under image translation, 

scaling and rotation. 

[59], 2003 

Vertical and 

horizontal projection. 

Horizontal and vertical projection 

profile and Laplacian filter. 

[60], 2012 

Convert RGB image 

and cropping the 

white area around the 

word. 

Detecting black and white points. [61], 2012 

Black and white 

format and noise. 

Loops, holes, strokes, vertical lines, 

and cusps. 

[62], 2008  

 Genetic algorithms representing a 

subset of evolutionary computation 

techniques. 

[63], 2008  

 Secondary components, Main body, 

center of mass and crossings feature. 

[64], 2008  

Resizing, filtration, 

and converting to 

binary. 

Ratio of white pixels to black pixels, 

ratio between the two farthest pixels, 

average of the spatial segment, 

variance of the farthest two vertical 

pixels, average value of the line and 

total variance of the segment pixels. 

[65], 2012 

 Aspect and stroke ratio. [66], 2009 

Binarization and 

smoothing. 

Discrimination,  reliability and 

independence 

[67], 2001 

Binary images. The contours (dots and holes). [68], 2006 

 Morphological primitives and the [69], 2006 
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statistic primitives. 

Skeletonization and 

thinning 

Branch and start-point and end-point 

of a character or an end-point and 

start-point of a straight piece in a 

character. 

[70], 2009  

 Number of dots in the character and 

where the dot is, if it's up, down or in 

the middle of the character. 

[71], 2010 

Smoothing operation 

and cursive 

characters. 

The velocity profile of each stroke. [72], 1997 

 Moment  invariants, scale, 

orientation and center of gravity 

[73], 2007   

Binary and 

smoothing. 

Uniform and no-uniform. [74],2006 

Noise reduction and 

edges detection. 

Hough transform and wavelets 

transform. 

[75], 2006 

 Statistical features from the standard 

deviation of the wavelet coefficients 

besides the density of black pixels. 

[76], 2006  

 PCA for feature extraction, calculate 

the Eigenvectors and Eigen values. 

[77], 2007 

 Structural features and Direction 

feature. 

[78], 2013  

 - Dimensions of the including 

rectangle (high and width). 

- Relative position of the including 

rectangle - Positions of the 

references points. 

- Direction of the trajectory on the 

level of the point's references. 

[79], 2009  
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 Velocity profile of each stroke. [80], 1997 

Binarization and 

thinning 

Pseudo-Zernike Moments, size, 

rotation and translation invariant. 

[81],1996  

 Density, Aspect Ratio and Character 

Alignment Ratio Clustering 

[30] 

 dots, position, and where it is a dot 

or zigzag 

[82] 

 bitmaps technique and modified 

chain-code direction frequencies 

[83] 

  

3.4.1 Hidden Markov Models (HMM) 

Many researchers have used (HMM) for Arabic text recognition [74, 75 and 79]. 

The general trend of using HMM is to use a sliding window of the text line image to 

convert a 2-dimensional image to a 1-dimensional feature vector [82]. In [74] they used a 

HMMs algorithm with different explicit distribution for the state duration and after 

combining statistical and structural features the best recognition rate was 91.23%. In [75] 

they used wavelet transform features extraction and presented the edge detection of the 

character features with Hough Transform. In [79] they used genetic algorithm (GA) to 

optimize the sequences of handwritten strokes with HMM classifier.  

3.4.2 Fuzzy logic (FL) approach  

 Fuzzy logic is a soft computing approach based on "degrees of truth" rather than 

the usual "true or false" logic. Many researchers have applied FL for recognition [4, 58, 69 

and 73]. 

3.4.3 Neural network 

 The main driving force behind neural network research is the desire to create a 

machine that works similar to the manner in which our own brain works. Neural networks 
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have been used in a variety of different areas to solve a wide range of problems. Unlike 

human brains that can identify and memorize the characters like letters or digits; computers 

treat them as binary graphics. Therefore, algorithms are necessary to identify and recognize 

each character [83]. 

 

Neural networks were used for Arabic text recognition [57, 63, 65, 70 and 78].  

Back-propagation algorithm was used in [57] for recognition. In [63] they proposed two 

neural networks, a Multi-Layer Perceptron (MLP) and a Learning Vector Quantization 

(LVQ). In [65] they present cascaded networks to recognize the characters with 120 

features for each character’s image. Back propagation Neural Network algorithm was also 

used in [70] with histogram features. In [78] authors have designed Radial-Basis neural 

network classifier, investigated and compared among results of four different artificial 

neural network models. 

3.4.4 K-Nearest Neighbor 

 K-nearest neighbor algorithm (k-NN) [84 and 85] is a method for classifying 

objects based on closest training examples in the feature space. The K-NN algorithm is 

amongst the simplest of all machine learning algorithms; an object is classified by a 

majority vote of its neighbors with the object being assigned to the class most common 

amongst its k nearest neighbors (k is a positive integer, typically small integer).  

3.4.5 Neuro-Fuzzy 

We found many researchers that have used Neuro-Fuzzy approach [62, 72, 76, 80 

and 81]. In [55] they used Fuzzy logic with ART neural networks.  

Table 3.2 shows a summary of some of the comparison of offline Arabic character 

recognition algorithms. 
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Table 3. 2: Illustrates summarizes some of the recognition algorithm with respect to the 

dataset and accuracy in offline Arabic text recognition. 

Algorithm Type Data set Accuracy Reference, date  

Fuzzy logic 96 different 

shapes of 

characters. 

88% [4], 2010 

Genetic algorithm 15000 handwritten 

words written by 

100 writers. 

87% [53], 2010 

Minimum distances 

and cosine (Ø)  

Collected by forty 

subjects. 

83.09%, 92.86 %. [54], 2011 

Multilevel classifier  {93, 84, 89 and 

85%}  

Isolated, beginning, 

middle and end. 

[55], 2011 

Dynamic-size 

windowing 

100 character 

shapes, from 

many articles in 

Alrai newspaper. 

96% [56], 2012 

Back-propagation 100 letters 95% [57], 2009  

Fuzzy logic   [58], 2005  

Radial-Basis 

Function RBF 

Network 

149 characters 73% [59], 2003 

Production rule, NN 

and decision tree 

504 characters for 

training, 336 for 

testing  

97.6%, 97.5% and 

98.8% 

[60], 2012 

Matched data with 

black and white 

pixels  

IFN/ENIT 81% [61], 2012 
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Fuzzy ART neural 

network 

700 sample 

characters 

95% [62], 2008  

Multi-Layer 

Perceptron  (MLP ), 

Learning Vector 

Quantization (LVQ) 

and K–Nearest 

Neighbor (KNN) 

2000 instances 98%, 96.54 and 

97.15 

[63], 2008  

Linear Discriminant 

Analysis (LDA) 

104 characters  87% [64], 2008  

Cascaded neural 

networks 

100 different 

separated 

characters 

68.10% [65], 2012  

Semi-supervised IFN/ENIT 67% and 77% [66], 2009 

based segmentation 

technique 

 90% [67], 2001 

Fourier Spectrum ( 

MFS) 

78 Arabic 

characters 

95.6% [68], 2006 

Fuzzy Logic (FL) 

and Expert System 

(ES) 

280 characters  98.97% [69], 2006 

Back propagation 

Neural network 

 98.7% [70], 2009  

Decision tree 336 samples  97.6% [71], 2010 

Fuzzy neural 

network 

more than 3000 

characters 

89% [72], 1997 

Particle swarm 

optimization 

448 samples 82% [73], 2007   

a HMMs algorithm 26459 Arabic 

words 

91.23 %. [74],2006 
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written by 411 

different writers 

Hidden Markov 

Models 

170.000 96% [75], 2006 

Neuro-fuzzy 174394 Arabic 

characters in 9 

different fonts. 

95.64%. [76], 2006  

Nearest 

Neighbor 

200 samples 90%. [77], 2007 

Radial-Basis neural 620 samples 95.32% [78], 2013  

Hidden Markov 

Model (HMM) 

 81%  and 83% [79], 2009  

 Fuzzy neural 

network 

2000 characters 

written 

by the one writer 

89% [80], 1997 

Neural networks  

and Fuzzy neural 

networks 

3700 character 

samples.  

99.85%. [81],1996  

multiple classifiers 

system 

 97% [30] 

LeNet NN   [82] 

SVM classifier  96.68% [83] 

Neuro-fuzzy Printed characters 97% [87] 

Fuzzy ART network Handwritten 

characters 

90.1 [88] 

  

 3.5 Neuro-Fuzzy Algorithms and Handwriting  

  The integration of neural networks and fuzzy logic inference systems could be 

formulated into three main categories; cooperative, concurrent and integrated neuro-fuzzy 
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models. In this section we will present the neuro- fuzzy algorithms used for handwriting 

recognition systems.    

 

In 2010, Majidaet al [4] proposed a system to recognize isolated Arabic characters 

using fuzzy logic approach. The stages of classification that they used were three.  The first 

is sum of pixels stage in which they determine the sum of black and white pixels and saved 

these matrices in different files. The second stage is templates comparison in which 

matching between rows is performed by comparing every template against every other 

saved template. In the last stage they used the matrices as input to the fuzzy system [4].     

    

In 2009, Albakoor et al [70] proposed two important concepts; segmentation on the 

basis of word histogram and baseline estimation. Preprocessing stage techniques that were 

used are Skeletonization and thinning. The segmentation technique that was used here 

depended on the histogram observations of lines and columns included in the histogram of 

the word. The words are segmented into their characters. Feature extracted with the 

following characteristic points: branch, start-point and end-point of a character or an end-

point and start-point of a straight piece in a character. In classification they used Back 

propagation Neural Network algorithm, the recognition rate was 98.7% [70].  

 

In 1997, Adel [72] described an on-line Arabic handwritten characters system. In 

this system, he used a fuzzy neural network for classifying characters. Preprocessing 

methods used were smoothing operation and cursive characters.  The features extracted 

from each character are the neuro physiological parameters of the equation describing the 

curvilinear velocity of the script. The recognition stage is the Beta fuzzy neural network 

which has 100 neurons in the hidden layer and 55 neurons in output layer. The hierarchical 

neural network structure that he used contained six stages of three layers each. The system 

implemented in C/C++ language and achieved a recognition rate of 89%. 

 

  In 2006, [76] proposed an Arabic characters recognition system using wavelet 

transform to extract features. Authors have used a neuro-fuzzy approach for character 

recognition. They used Fuzzy logic as a tool for enhancing the ability to deal with the 
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recognition problem. The purpose of fuzzy features was to map the extracted features to 

values from 0 to l using a set of input membership functions. They used the Mamdani 

inference system. They tested two models of neural network, multilayer perceptron’s 

(MLP) and radial basis function (RBF) networks. They proposed the Takagi-Sugeno 

integrated neuro-fuzzy system. The neural network learning algorithms was used to 

determine the parameters of the fuzzy inference system. The recognition rate was 95.64%. 

 

  In 1997, they proposed an on-line Arabic handwriting character system using 

fuzzy neural network as classifier. The system used a genetic algorithm to select the best 

combination of characters. Each character was represented by 6 feature vectors of n 

elements each (the n parameters Pi of the velocity profile of each stroke). The data set used 

for training was 2000 characters written by the one single writer [80].  

 

   In 1996, they designed a recognition system for recognizing printed Farsi/ Arabic 

characters with various fonts. They used Pseudo-Zernike Moments as input features which 

has been used for size, rotation and translation invariant. In the recognition stage, they used 

a combination of neural networks and fuzzy neural networks and this stage was done in 

two phases. In the first phase the output of these two networks were compared. In the 

second phase the results were corrected using 3700 character as training dataset. The 

Neural network had 36 inputs, 40 hidden nodes and 18 output nodes samples.  Total 

accuracy was 99.35% [81].  

 

In [86] they presented a new method based on structural characteristics and a fuzzy 

classifier for off-line recognition of handwritten Arabic characters in all their forms 

(beginning, end, middle and isolated). They applied three preprocessing operations on 

character images: thinning, contour tracing and connected components detection. 

Invariants pseudo-Zernike moments were used as features extracted techniques. The 

classification method, Fuzzy ARTMAP neural network and Five Fuzzy ARTMAP neural 

networks were employed; each one is designed to recognize one subset of characters. They 

achieved recognition process in two steps: in the first one, a clustering method affects 

characters to one of the five character subsets. In the second one, the pseudo-Zernike 
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features are used by the appropriate Fuzzy ARTMAP classifier to identify the character. 

Training process and tests were performed on a set of character images manually extracted 

from the IFN/ENIT database. This system achieved 93.8% recognition rate.  

 

 In [87] they proposed a neuro-fuzzy inference engine to recognize the Farsi 

numeral characters. They used Mamdani inference engine on fuzzy rules with a multi-layer 

perceptron neural network’s learning on features of the different fonts’ characters which 

leads to more comprehensive recognition of Farsi numeral characters in the proposed 

system. The recognition rates of testing dataset of numeral characters are greater than 97%. 

 

      In [88] they presented an off-line Multiple Classifier System (MCS) for Arabic 

handwriting recognition. The MCS combined two individual recognition systems based on 

Fuzzy ART network used for the first time in Arabic OCR, and Radial Basis Functions.  

They used various feature sets based on Hu and Zernike Invariant moments. For deriving 

the final decision, different combining schemes are applied. The best combination 

ensemble has a recognition rate of 90.1 %.  

3.6 Multi-Stages Classification 

   In [89] they proposed an offline character recognition system for isolated Arabic 

alphabet written by a single writer. The proposed a multiple classifier system for 

handwritten Arabic alphabet recognition, which has achieved an increase of about 27% in 

the recognition accuracy compared to a single classifier system. They followed five stages 

to end up with average recognition accuracy of 97% of isolated Arabic handwritten 

alphabet and maximum accuracy of 98.6% with Increase of about 27% from the 

recognition accuracy achieved by a single classifier system. However, these results were 

achieved for a single writer data base. 

 

 They introduced [90] an online isolated Arabic handwritten character recognition 

system. Feed forward back propagation neural networks are used in the classification 

process. Feature extraction selected were Density, Aspect Ratio and Character Alignment 
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Ratio Clustering character into four groups that lead to design the system as four NN with 

a small number of features in each decrease system complexity and increase the accuracy. 

 

 In [91] proposed a handwriting Arabic character recognition method using LeNet 

NN. He designed neural network with two main stages recognized character shape in the 

first stage using pixel matrix of 16×16 as features inputs. In the second stage, he used 

propagation algorithms to recognize the number of dots, position and where it is a dot or 

zigzag using back. 

 

   In [92] many researchers Describes a technique for the recognition of Persian 

handwritten isolated characters with a two-stage SVM based scheme, in the first stage, 

they are categorized similar shaped characters into eight groups and obtained a recognition 

results. In the second stage, they selected groups containing more than one similar shape 

characters are considered further for the final recognition, they are used features techniques 

based on under sampled bitmaps technique and modified chain-code direction frequencies, 

they computed 49 dimension features based on under sampled bitmaps. 196 dimension 

chain-code direction frequencies, the system achieves an accuracy rate 96.68%.   

 

In [93] authors stated that “There are many similarities between Arabic characters 

in terms of structural and morphology. There are many number and position of dots that 

differentiate between the otherwise similar characters like (ض ,غ and خ) and (خ,  ْٕ  This .(ب ,

is the similarity between the letters that makes the Arabic character recognition difficult”. 

In this dissertation, neural-fuzzy with two learning algorithms model, hybrid and 

back-propagation to solve recognition problem of handwritten Arabic characters will be 

presented. Fuzzy and neural networks are used. System works by interpreting the fuzzy 

rules in terms of the neural network. Fuzzy sets are taken as weights, while fuzzy rules, 

input and output variables are taken as neurons. 
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3.7 Summary  

 

This chapter has presented a general overview of the Handwritten Arabic Character 

Recognition (HACR) modeling concept, and a literature review on the analytic 

methodologies used to model the Handwritten Arabic character recognition. In the first 

stage, preprocessing has been presented. Although, features extraction techniques have 

been commonly used to model HACR. The last stage of the methodology which is 

classification algorithms were also discussed. 

The next chapter introduces the research methodology which describes the 

dissertation proposed method. The solution is improved using the ANFIS with two stages 

of classification. 
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CHAPTER IV 

  

RESEARCH METHODOLOGY 

 

 

        In this chapter, we focus on the methodologies of the handwriting character 

recognition problem. The stages of character recognition to train the data set and 

recognition modules will be described.  The Adaptive Neural Fuzzy Inferences System 

Architecture and two stage classifiers approach will also be presented.  

4.1 Character Recognition System Stages 

A two stages-classifier system classification for Arabic handwritten isolated 

character is proposed. The research methodology depends on four main stages which are 

preprocessing, feature extraction, classification and post-processing as shown in figure 4.1. 

The preprocessing is utilized to remove noise and after that extracts proper image features 

from each character. Then these features are used for classification to identify the character 

through the use of the proposed neuro-fuzzy algorithm which will be applied in two 

classifier stages. In the last step, the algorithm will tested using a dataset.  

 

 

Figure 4. 1: Pattern recognition stages. 

Preprocessing  Features 

Extraction  

Recognition 

Post-processing  
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4.2 Collecting Data Set  

 This section describes the data set which will be used in this research. SUST-ARG 

dataset which stands for Sudan University for Sciences and Technology Arabic 

Recognition Group (SUST-ARG) is used in this research. The dataset includes one 

hundred and forty one forms filled by different subjects. The form as shown in figure 4.2 

has been designed to collect the required handwritten letters. These forms are scanned by a 

scanner with accuracy of 300 dpi, saved as color images. Figure 4.3 shows the letter 

extraction process. This process extracts each specific letter from all forms and put it in a 

separate folder as a gray scale image. All letters are composed from 1410 images written 

by hand.  

 

Figure 4. 2: Illustrates the alphabet Arabic letter collection form. 
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Figure 4. 3: Illustrates the letter extraction process. 

4.3 The Recognition Process 

  This section will be presented preprocessing techniques, the techniques that are 

used to reduce the dimensionality of the data set as well as the feature extraction methods.  

Finally, it will also present an algorithm for recognizing handwritten Arabic characters that 

will achieve the research goals of this dissertation.  

 

 In this proposed system for recognition of handwritten isolated Arabic character, 

three main process are included, preprocessing, feature extraction, and classification as 

shown in figure 4.4. The preprocessing is utilized to remove noise and afterwards quite 

features are extracted from each character. Then these features are used for classification to 

identify the character using the proposed neuro- fuzzy algorithm.  
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Figure 4. 4: Illustrates the recognition system steps. 

 

4.3.1 Preprocessing 

 A handwriting character was sampled on A4 size paper. The characters were 

scanned using scanner devices at a resolution of 300dpi, then the characters were 

segregated according to their own character group and stored as grey scale images. Figure 

4.5 shows a sample of the characters ba and kha. Cropping and resized as image 

preprocessing techniques were used.  

 

          

Figure 4. 5:  A sample of characters (ba) and (kha) scanned and collected together. 

4.3.1.1 Binarization  

In the pre-processing stage the input RGB image was converted into gray scale 

image. Binarization is the process of converting a gray scale image (0 to 255 pixel values) 

into binary image (0 and 1 pixel values) by selecting a global threshold that separates the 

foreground from background [94]. Each pixel is compared with the threshold and if it is 

greater than the threshold it is made 1 or else 0. Binarization is usually reported to be 
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performed either globally or locally. Global methods apply one intensity value to the entire 

image.  The histogram of gray scale values of a document image typically consists of two 

peaks: a high peak corresponding to the white background and a smaller peak 

corresponding to the foreground.  The task of determining the threshold gray-scale value is 

one of determining as optimal value in the valley between the two peaks. Local or adaptive 

thresholding methods apply different intensity values to different regions of the image. 

4.3.1.2 Normalization  

The process of changing the intensity value of the pixel to the range of [0, 1] is 

called normalization in image processing. The conversion of various dimension images 

into fixed dimensions is also called as normalization. Normalization is used in digital 

signal processing. 

4.3.1.3 Morphological 

  Morphological image processing is the task of extracting image components that 

are useful in the representation and description of region shape. Morphology traces the 

outline of an object in binary image as shown in figure 4.6.  Nonzero pixels belong to an 

object and 0 pixels constitute the background. 

 

 

  

Figure 4. 6:  Image morphology. 
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4.3.1.4 Cropping the Image 

Cropping refers to the removal of the outer parts of an image to improve structure. 

It is removing the unimportant areas from a photographic of an image which will eliminate 

all the unwanted parts that are called noise. This process makes the feature more accurate 

and accordant. 

 

   Cropping technique steps starts first by scanning the image row by row. The last 

set of rows from the top and the last set of rows from the bottom with all pixels having a 

value of “255” is obtained. In this process cropped the top and bottom part of the image. In 

the second step crop the left and right side of the image. After that the image is scanned 

column by column. The last column from the left with all pixels having a value of “255” is 

obtained. The same is done to the right side of the image. Figure 4.7 showed grayscale Ta 

letter image after cropped and resized. 

  

 

Figure 4. 7:  Grayscale Tta letter image after cropped and resized. 

4.3.2 Features Extraction 

 The purpose of feature extraction is to reduce the original data set by measuring 

certain properties, or features, that distinguish one input pattern from another pattern. 

Many characters features based on copped gray level and binarized image have been used 

in this dissertation.  
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In this approach two types of statistical features are employed. The first type of 

features are as follows: the area of character image is formed from the projections of the 

upper and lower as well as of the left and right character profiles is calculated, the center 

mass (xt, yt) of the character image, count the number of transitions, Outliers (Right, Left, 

Top and Down) and Black ink histograms is found of character image. The second sets of 

features uses PCA. The process of PCA starts by taking the mean of the data matrix and 

subtract the mean from the data matrix after that find Eigenvalues and Eigenvectors.  In the 

last step the desire number of Eigenvectors are selected. 

4.3.2.1 The First Set of Features 

The statistical features used for extracting features of Arabic handwritten characters 

listed as following: 

 

1. Center of mass  

 The center of mass feature fm = (X, Y) is the relative location (relative to the height 

and width of the image) of the center of mass of the black ink. The center of mass of the 

letter jeem is shown in Figure 4.8.  Given an image and a letter, where c and c’ are their 

center of mass, respectively, the center of mass penalty used is: 

pm = 1/(1 + d
1/2

 (c, c
, 
))                              (4.1) 

 Where d
 1/2

 gives the square-root of the Euclidean distance (a commonly used measure). , 

the center of mass feature is (X/W, Y/H), where H and W are high and width. 

  

Figure 4. 8: The center of mass of the letter jeem.  
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2. Cross feature  

The crosshair feature, fc = (X, Y), is the relative location (relative to the height and the 

width of the image) of the vertical and horizontal slices with the largest portion of black 

ink compared to the white background. The crosshair of the letter jeem is shown in Figure 

4.9. The cross hair feature is (X/W,Y/H).  

 

  

Figure 4. 9: The cross hair of the letter jeem is marked by the red dot. 

 

3. Outliers (Right, Left, Top and Down) - calculate the distances of the first image pixel 

detected from the upper and lower boundaries of the image along the vertical lines and 

from the left and right boundaries along the horizontal lines. The outliers of the letter jeem 

is shown in Figure 4.10. 

  

Figure 4. 10: The top outline of the letter jeem is marked by the semi-lled purple dots. 
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4. Black ink histograms  

(Horizontal and Vertical) - Each image has a horizontal and vertical black ink histogram.  

The horizontal black ink histogram feature, fh = (h1, . . . , hH), where H is the height of the 

bounding box of the black ink which is calculated as follows: 

a. For i = 1, ..., H, let bi be the number of black ink pixels in row i. 

b. For i = 1, ..., H, let hi be bi/ max{bi}. 

The vertical black ink histogram feature (fv) is calculated in a similar manner. The 

black ink histogram of the letter jeem is shown in Figure 4.11. 

  

  

Figure 4. 11: Black ink histograms (Horizontal and Vertical). 

 This algorithm of features extraction is mentioned in [95] and [96]. The Outliers 

feature after calculated it quantized into the size of 5 values (trial and error result) for each 

outlier (Right, Left, Top and Down) which yields outliers feature vector containing 20 

value. Similarly the Black ink histograms feature is quantized after calculation into the size 

of 21 values (trial and error result) for each histogram (Horizontal and Vertical) which 

yields Black ink histograms feature vector containing 42 values. 

4.3.2.2 Principal Components Analysis (PCA)  

   PCA is a very popular technique for dimension reduction. In [97] authors have 

de-noised images which were given to the next process in order to calculate the score 
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values using the PCA technique. The score values that were obtained from the PCA 

technique were then used by ANFIS classifier for accomplishing the training process. 

Based on the predefined threshold value the image under test is indicated as recognized or 

not recognized.  

 

In [64] the researchers proposed five Arabic handwritten character recognition 

classifiers system. They used 95 feature vectors, secondary component features, main body 

features, skeleton features and boundary features, then they applied the PCA.  

 

  In this dissertation the PCA will be used as features extraction technique.  The 

process of PCA starts by taking the mean of the data matrix and subtract the mean from the 

data matrix after that finding the Eigenvalues and Eigenvectors.  The last step would select 

the desire number of Eigenvectors as shown in figure 4.12. 

  

  

  

  

  

  

  

  

  

  

Figure 4. 12: The flow chart that illustrates the PCA. 

2. PCA Algorithm  

 The algorithm steps are as follows: 

1. Organize the image data set into column vectors  
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The vector size equals the image height multiplied by the image width. All the data 

set images must be of the same size. The result is a vector_size x database_size matrix. The 

matrix size (Column vectors) in the case is 7 x 5. 

2. Find the empirical mean vector. Find the empirical mean along each dimension. 

The result is a vector_size x 1 vector, EmpiricalMean. 

3. Subtract the empirical mean vector EmpiricalMean from each column of the data 

matrix ColumnVectors. Store the mean-subtracted data in a vector_size x 

database_size matrix, MeanSubracted. 

4. Compute the eigenvectors and eigenvalues of the covariance matrix of 

MeanSubracted 

 Finding the eigenvectors and eigenvalues of the covariance matrix of 

MeanSubracted, which is a vector_size x vector _size matrix, was more than Matlab 

could handle. In order to convert these eigenvectors to the eigenvectors required to 

multiple the eigenvectors by the MeanSubracted matrix. 

5. Sort the eigenvectors by decreasing eigenvalue. 

6. Create a k dimensional subspace.  

Save the first k eigenvectors as a matrix, Sub space. Eigenvector with 

normalized eigenvalue close to zero will not be saved even though it is in the k largest 

eigenvalues. The end result is a k (or less) dimensional subspace. 

4.3.3 Classification 

The classification process is carried out at the final stage to recognize characters. It 

assigns an input character to one of many pre-specified classes which are based on the 

extracted features. For the classification process, ANFIS (Adaptive Neural Network Fuzzy 

Inference System) was used in this dissertation with different algorithms.  
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The proposed NEURO-FUZZY topology is shown in figure 4.13. Many 

experiments have been conducted to find the best values of outputs (z). 

 

  The ANFIS architecture consists of fuzzification layer, inferences process, 

defuzzification layer, and summation as final output layer. Typical architecture of ANFIS 

is shown by Figure 4.13. The process flows from layer 1 to layer 5. It is started by giving a 

number of sets of crisp values as input to be fuzzified in layer 1, passing through inference 

process in layer 2 and 3 where rules applied, calculating output for each corresponding 

rules in layer 4 and then in layer 5 all outputs from layer 4 are summed up to get one final 

output. The main objective of the ANFIS is to determine the optimum values of the 

equivalent fuzzy inference system parameters by applying a learning algorithm using 

input-output data sets. The parameter optimization is done in such a way during training 

session that the error between the target and the actual output is minimized. Parameters are 

optimized by hybrid algorithm which combines the least square estimate and gradient 

descent method. The parameters to be optimized in ANFIS are the premise parameters 

which describe the shape of the membership functions, and the consequent parameters 

which describe the overall output of the system. The optimum parameters obtained are then 

used in testing session to calculate the prediction [98]. 

5.4 ANFIS Classifier Approach Architecture 

The structure of ANFIS in this dissertation consists of three, four and five inputs 

and single output.  The inputs represent the different character features calculated from 

each image. Each of the training sets forms a fuzzy inference system with different number 

of fuzzy rules. Each input was given three triangular membership functions and the output 

was represented by three nonlinear membership functions. The outputs of the fuzzy rules 

are condensed into one single output, representing that system output for that input image. 
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Figure 4. 13:  Illustrates ANFIS architecture for Sugeno type reasoning. 

4.5 Two stage classifiers approach  

Two phases approach was used to deal with the issue of isolated Arabic 

handwritten character recognition; through combining two levels based on two classifiers, 

the public and the private according to the similar features between characters.  First, 

determine the similar Arabic letters. Recognition experiments of Arabic handwritten letters 

data set have been conducted. Each letter represents a different class with neural fuzzy 

classifier. After the recognition result, conducting pro-processing work with confusion 

matrix, this determines the similarity among the letters. The next step is to collect the 

similar letters in one class as shown in figure 4.14(a), with equal numbers for each letter. A 

classifier for each class of the similar letters would be designed so that each character will 

be in one class as shown in figure 4.14(b). When running a full system, first determine the 

similar characters that would belong to on class, then in the second stage, determine the 

specific letter. All classifiers will be designed with neuro-fuzzy algorithm as shown in 

figure 4.15. 
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                                  (a)                                 (b) 

Figure 4.14: Illustrate new proposed method. 

(a) Illustrate data set of Arabic character groups, each class includes similar characters. 

(b) Illustrates data set of the similar Arabic characters, each class includes one character. 

   

Figure 4. 15: A new proposed approach with two stages of classifiers.  

5.6 Summary  

This chapter introduces the research methodology. It gives review of Character 

Recognition System Stages.  Proposed a two stages-classifier system for Isolated Arabic 

handwritten character through combining two levels based on two classifiers (the group 

and the character classifiers) according to the similar features among characters. The 

chapter presents the design and the research stage process that contains four phases. The 
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SUST-ARG data set is described; preprocessing techniques used are described as well as 

the features extraction. 

 

 Next chapter presents the neural network system that was used to determine the 

similarities between Arabic characters by using confusion matrix. The simulations are 

done using MATLAB software package.  
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CHAPTER V 

  

SIMILAR CHARACTERS EXPERIMENTS WITH ANN CLASSIFIER 

  

This chapter described the topology of Artificial Neural Network (ANN) that was 

used for determining the characters that have similar structure.  Section 1, describes 

introduction, section 2 the first experiments with different features. Section 3, describes 

second experiments. Section 4, presented confusion matrixes for two experiments. Section 

5, explains the similarities between characters by applied the confusion matrix.  

5.1 Introduction 

The experiments were conducted on the isolated Arabic handwriting letters which 

are part of the SUST-ARGG data set.  Back-propagation neural network algorithm was 

used to find best values for the number of input features and hidden layer units.  The 

proposed network topology is shown in figure 5.1. Two size handwritten characters data 

set were used.  The first size is 10200 images divided into 200 samples for each class for 

training and 100 samples for testing.  The second size used was 23800 images divided into 

700 samples for training and 200 for testing. The handwritten character images are taken 

from the SUST-ARGG dataset. These images are binarized and cropped in preprocessing 

stage and passed to the features techniques and extracted different number of features. 

5.2 First Experiments  

 For the experiments, 66% of the data set was selected for training and 33% were 

selected for testing. Principle Component Analysis (PCA) is also used on set of all features 
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to reduce the dimension from 35 to 30, 20, 15 and 10. 200 samples of the data set were 

selected for training and 100 for testing in conducting many experiments. The result of 

these experiments is shown in table 5.1.  

 

 

Figure 5. 1: Network topology. 

 

  The best ANN for recognition accuracy is the 150 nodes with 25 features as inputs 

and 89 epochs as shown in figure 5.2.  On training, it recorded an accuracy of 84.6%.  On 

test it had an accuracy of 65.5%.  

 

 

Figure 5. 2: 150 nodes with 25 features. 
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Table 5. 1: Accuracy rate for character data set with different features. 

Feature Hidden 

nodes  

Time  

seconds 

Train 

accuracy % 

Test  

accuracy %  

35 100 6 82 57.2941 

150 9 87.6863 61.2353 

200 10 87.2353 61.5882 

30 100 5 76.4902 59.2941 

150 10 84.8627 60.2941 

200 10 83.451 60.7647 

25 100 9 80.4706 65.4118 

200 17 83.1176 64.5588 

150 16 84.5588 65.4706 

20 100 5 76.8235 58.4118 

150 8 78 59.3529 

200 7 73.3137 58 

10 100 8 75.2745 58.5882 

150 10 73.3529 57.9412 

200 15 76.8824 58.4706 

 5.3 The Second Set of Experiments 

 For the experiments, 78% of the data set was selected for training and 22% for 

testing. Principle Component Analysis (PCA) is also used on set of all features to reduce 

the dimension from 900 to 35, 30, 25, 20 and 10. 

 

700 samples were selected for each character as training data set and 200 samples 

for testing data set for conducting many experiments. The result of these experiments is 

shown in table 5.2.  

  The best ANN for recognition accuracy is the 100 node with 100 features as 

inputs. On training, it recorded an accuracy of 58.6%. On test it had an accuracy of 

48.06%.  Table 5.9 and table 5.10 show the confusion matrices for the testing sets. 
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 Table 5. 2: Accuracy rate for character data set with different features. 

Feature Hidden 

units  

Time  

seconds 

Train 

accuracy % 

Test  

accuracy %  

100 100 33 58.6933 48.0588 

300 131 45.1008 28.5441 

600 160 65.084 45.9706 

200 100 54 57.9664 40.5147 

300 134 61.0924 38.9559 

600 194 48.8151 35.7941 

  

5.4 Confusion Matrix  

  

A confusion matrix is a table that contains information about actual and predicted 

classifications that are done by a classification system (or "classifier") on a set of data to 

know the true values and to enhance the recognition accuracy of the AHC system [99]. 

Sections 5.4.1 and 5.4.2 below explain the confusion matrix for two experiments. Table 5.3 

shows the sort of characters in the confusion matrix. 

5.4.1 Confusion Matrix for the First Set of Experiments 

This confusion matrix is generated from the data prepared in section 5.2 which is 

used in order to train and test the 34 class of Arabic handwritten character for the high 

recognition rate as shown in table 5.1. Table 5.4 shows the confusion matrix for testing 

sets. 

 

The confusion matrix as shown in table 5.3 reflects the fact that the error occurred 

between similar-shaped letters. For example, out of 100 samples for the letter “ت” only 34 

samples are correctly recognized. Regarding many of the number of characters out of 66 
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were recognized as other characters, as shown in table 5.5.  For example, 20% of the 

character “ت” were recognized as “ن” and 30% of the character “ج” were recognized as 

 which is another indicative instance for this similar shaped letters confusion as shown ”ح“

in table 5.5 and table 5.7.  

 

Table 5. 3:  Illustrates Character numbers in the confusion matrix. 

Characters N characters N 

 1 ا 18 ٞ

 2 ب 19 ٢

 3 ت 20 ٦

 4 خ 21 ٪ 

 5 ز 22 ٮ 

 6 ض 23 ٲ

 7 غ 24 ٶ

 8 ؾ 25 ٺ

 9 ـ 26 هـ

 10 ق 27 و

 11 ل 28 ي 

 12 ن 29 لا

 13 ي 30 ء

 14 َ 31 أ  

 15 ْ 32 إ

 16 ٖ 33 ؤ

 17 ٚ 34 ئ

      

The low recognition rate for the letter “خ” is due to the strong similarity between 

character “ز” and character “ْ”.  The high reliability recognition rate for the letter “ ا “ is 

due to the clear difference between it and all the characters except for some writers in the 

way they draw the letters “أ” and “إ” as shown in table 5.6. 
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Table 5. 4: Testing 100 images data set confusion matrix. 

 

 

Table 5. 5: Confusion matrix for many characters. 

  ب خ ز ْ

 ب 77 0 0 4

 خ 0 34 15 20

 ز 0 16 48 12

58 2 11 1 ْ 

  

Table 5. 6: Confusion matrix for group one characters. 

  ا أ إ

 ا 89 4 3

 أ 8 79 2

 إ 4 3 78
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Table 5. 7:  Confusion matrix for group three of characters. 

  غ ض خ

 غ 65 18 9

 ض 30 66 15

 خ 10 19 52

  

 

Tables 5.5, 5.6 and 5.7 show part of the generated confusion matrix which includes the 

ANN classifier for the first set of experiments.  

5.4.2 Confusion Matrix for the Second Set of Experiments 

 In the second set of experiments, after a confusion matrix was designed as shown 

in table 5.8   several observations were described.  For example, out of 200 samples to the 

letter “ز” only 56 samples are correctly recognized. About many of the number of 

characters out of 144 were recognized as other characters, as shown in table 5.10.  22% of 

the character “ز”, were recognized as “خ” and 15% of the character “ض”, were recognized 

as “غ” which is another indicative instance for this similar shaped letters confusion as 

shown in tables 5.9, 5.10, 5.11 and 5.12.  

 

17% of the character “ؽ”, were recognized as “16 ,”ع% of the character “ق”, were 

recognized as “ف” as well as the vice versa 15% of character “ف”, were recognized as”ق”.  

20% of the character “ؽ”, were recognized as “ف” and ideal of character “ف”, were 

recognized as”ؽ”, and so on. 
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 Table 5. 8: Confusion matrix for 200 images testing data set. 

 

 

 Table 5. 9:  Confusion matrix for group on in second experiment. 

  ا أ إ

 ا 158 10 13

 أ 18 145 14

 إ 17 32 129

Table 5. 10:  Confusion matrix for group 2. 

  ب خ ز ْ

 ب 106 2 0 17

 خ 1 46 37 40

 ز 2 44 56 23

78 18 21 8 ْ 
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Table 5. 11: Confusion matrix for group 3. 

  غ ض خ

 غ 65 18 9

 ض 30 66 15

 خ 10 19 52

 

Table 5. 12: Confusion matrix for many characters. 

  د ر س ص ء

 د 110 10 16 5 30

 ر 26 83 6 25 13

 س 6 3 109 26 21

 ص 3 7 29 124 8

 ء 21 4 10 5 128

  

Tables 5.9 and 5.10, 5.11 and 5.12 show part of the generated confusion matrix 

which includes the ANN classifier for the second set of experiments. 

 

 The low recognition rate for the letter “خ” is due to the strong similarity between 

character “ز” and character “ْ” as shown in table 5.10.  The high reliability recognition 

rate for the letter “ ا “ is due to the difference between it and all the characters except for 

some writers in which they draw the letters “أ” and “إ” as shown in table 5.6 and table 5.9. 

 

Table 5.12 shows that the “د” letter read 30 times as a “ء” letter because many 

writers draw the dal letter “د” like the “Hamza” letter “ء”. 

5.4 The Similarities  

 The recognition process was conducted on 34 numbers of classes.  Those contains 

handwritten Arabic character are more difficult because there are numbers of classes with 
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high similarity between them, especially for the similar structural characters. The 

confusion matrix tables 5.4 and 5.9 show the Arabic characters that have been miss-

classified. The first and second set of experiments in section 5.3 has shown the high 

confusion between similar letters. To tackle these problems, the dissertation will present a 

proposal for a two stage of classifier method, which will be discussed in chapter 6. The 

researcher suggested that similar characters are distributed into two types of groups; the 

first type is composed of 15 classes and the second into 10 classes as show in table 5.13. 

 Table 5. 13: Characters has overlapped. 

Group number Ten Character Group Fifteen Character Group 

 ا إ أ َ ا إ أ  1

 ب خ ز ْ ٞ ئ ب خ ز ْ  2

 ض غ خ  ض غ خ ع ؽ 3

 د ر س ص ء د ر س ص ء 4

 ط ص ع ش ط  ص ع  ف ق  5

 ش لا ؽ ف 6

 ؽ ف ٚ 7

 ع ؽ ؤ  8

 ف ق ؤ ي ن  9

 ي ن ٘ـ  10

11  َ 

 ٘ـ  12

13  ٚ 

 ئ ٞ  14

 لا  15

  

5.5 Summary  

In this chapter ANN model is used to design the classifiers and implementing a 

back-propagation neural network algorithm to training and testing data sets. We conducted 

two experiments on the SUST-ARG data set with different sizes. We present confusion 
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matrix for highest accuracy recognition rate and we determined those characters has 

overlapped.    

In the next chapter, the two stages proposed method, used the adaptive neuro-fuzzy 

inference system (ANFIS) to solution the problem.   
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CHAPTER VI 

 

APPLICATION IN ARABIC ISOLATED HANDWRITTEN CHARACTER 

RECOGNITION SYSTEM EXPERIMENTS WITH ANFIS CLASSIFIER 

 

This chapter is organized as follows: section 1 describes the data set, section 2 describes 

the two stage methods, section 3 describes the experiments with the first set of features, 

section 4 describes the experiments with the second set of features, and section 5 describes 

the accuracy rates for classes for single classifier, group classifier and character classifier. 

Section 6, describes the experiments with hybrid features. Section 7 describes the addition 

experiments with different grouping of data set. Section 8 discussed time and space 

analysis. Section 9, presents a comparative study, and section 10 presents discussion.  

6.1 Introduction 

   Figure 6.1 shows the new proposed Arabic character recognition system.  Based 

on experiments conducted on handwritten Arabic data set with neural network classifier 

and its results which showed significant similarity between some letters, the data set was 

divided into three different levels as shown in figure 6.2.  These levels vary in size and 

number of classes. The characters that were overlapping as seen in the confusion matrix 

were grouped together. The first level contains all data and every character in a single 

class. The second level included data sets in group’s class where each group contains the 

similar characters in one class. The letters are grouped in a single class based on the noise 

matrix were every character interferes with the other in more than 20% of the sample. The 

third level for groups of similar characters so that each group contains similar characters 

and each character in a different class.  This third level has a number of classifiers equal to 

a number of groups in the second level. These levels are described below as follows: 
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Figure 6. 1:  The proposed method steps.  

 

Step1. Features are extracted by feature extraction techniques. 

Step2. Start training with a single classifier (SC), each class consists of only one character.  

Step3. The highest recognition rate (HRR) is calculated to compare the result with 

proposed system. 

Step4. The confusion matrix is created from (HRR) result.  

Step5. The highest similarity between characters is determined.  

Step6. Classes with high misclassification rates are merged to gather as a group (G). 

Step7. Find the number of groups (N of G).  Each group is made of 1 to 5 classes (N of C).  
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Step8. Start training with group’s classifier (GC). 

Step9. The highest recognition rate (HRR) for group’s classifier is obtained. 

Step10. Every character in the group is a separate class. 

Step11. Construct character classifier (CC) for every group Gi. 

Step12. Start training with characters classifier.  

Step13. The highest recognition rate (HRR) for each character classifier is obtained.  

In the experiments, 75% of the data set has been selected for training and 25% for testing 

for all levels as shown in table 6. 1. 

  

  

Figure 6. 2:  The proposed two-stage Arabic Handwritten character recognition system. 

Table 6. 1:  Data set types and sizes for training and testing. 

Dataset Level Dataset size Training 

dataset 

Testing 

dataset 

All dataset with 34 

characters in 34 class  

6800 5100 1700 

Grouping dataset into 

15 different classes  

3000 2250 750 

Similar characters  

(1 to 5) class for each 

character  

each character 

with 200 image 

150*class 

number 

50*class 

number 
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6.2 Two Stages Method 

We used a two stage classifier. The first stage is based on features extracted from 

groups of similar characters.  These groups are determined by the ANN classifier as show 

in chapter 5. The second stage has sub-classifiers. A sub-classifier is a multiple adaptive 

neuro-fuzzy classifier to recognize the characters of only one group. In the second stage, 

different examples from the similar character class may fall into different groups obtained 

during the first stage. The group may consist of one or more character classes. In the 

experiments we used ANFIS classifier with two learn algorithms, hybrid and back-

propagation. Figure 6.1 shows the proposed method steps. 

 

In the experiments, have been employed two types of statistical features.  The first 

type of features (CCOB) are the Center mass (xt, yt) of the character image, Cross hair 

count the number of transitions, Outliers (Right, Left, Top and Down) and Black ink 

histograms. The second sets of features used PCA to select the desired number of 

eigenvectors and eigenvalues from resize cropped images. 

6.3 Experiments with First Set of Features  

  The handwritten character images are taken from the SUST-ARGG dataset. These 

images are both binarized and morphologicalized, second are passed to the feature 

extracted techniques and extracted four (CCOB) features. 

 

Four features were used as inputs to the system, three numbers of triangular 

membership functions were used and single output as shown in figure 6.3 with 1000 

epochs. 

Analyzing results show the improvement at the first stage were the recognition 

accuracy is 96.1% for isolated Arabic handwritten character with testing data set in 

grouped classifiers with an increase of about 5.6% from the recognition accuracy achieved 

by a single classifier system as shown in table 6.2. 
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Figure 6.4 shows the accuracy rate results for testing data set with two learning 

algorithm, hybrid and back-propagation which were used by the ANFIS classifier for 

training the data set. 

 

Table 6. 2: Accuracy rate for a data set with first set of features. 

Dataset type Training accuracy % Testing accuracy% 

Hybrid Backpropagation Hybrid Backpropagation 

All data set 

(single classifier) 

90.7 90.3 90.5 90.1 

Grouping data set 

(group classifier) 

96.12 95.8 96.1 95.02 

Similar data set 

(character classifier) 

99.7 99.3 99.3 99.1 

  

  

Figure 6. 3: Neuro-fuzzy system structural (4 inputs features, 3 membership function, 81 

rules and one output). 
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Figure 6. 4: Accuracy rate for a testing data set with CCOB of features.  

6.4 Experiments with Second Statistical Set of Features using PCA Technique  

The handwritten character images are taken from the SUST-ARGG data set. The 

outer parts of these images are removed using the cropping technique.   After the unwanted 

background parts of the image are omitted, the cropped images are resized to 7 by 5.  The 

images are then passed to the feature extraction process in order to calculate the score 

values using the principal component analysis (PCA) technique. The score values which 

were obtained from the PCA techniques are then used by ANFIS classifier for doing the 

training process.  Figure 6.5 shows the second set of feature classifier.  

 

    

Figure 6. 5:   Second set of features diagram. 
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  Five, four and three features were used as inputs to the system and three numbers 

of triangular membership function was also used for each and single output.  Figure 6.6 

show the ANFIS structure,  with Five features were used as inputs to the system, three 

numbers of triangular membership function were used, one output . 

 

A set of different experiments were applied on the training data set and the testing 

data set for all types of data set with different numbers of features. The results are reported 

in tables 6.3, 6.4 and 6.5, respectively.  

 

Table 6. 3:  Accuracy rate for the data set with 3 features. 

Dataset type Training accuracy % Testing accuracy% 

Hybrid Backprop Hybrid Backprop 

All data set  

( single classifier) 

91.03 90.38 90.96 90.36 

Grouping data set 

(grouping classifier) 

96.13 95.81 95.96 95.70 

Similar data set  

(characters classifiers ) 

99.52 99.47 99.46 99.42 

  

 

Figure 6.7 shows the accuracy rate for all levels of the data set using 3 features 

extracted by the PCA technique. The figure also shows that the accuracy for the two 

learning algorithm gets marginally better recognition accuracy.  The hybrid rate results are 

95.96% and 99.46% compared to the back-propagation rate of 95.70% and 99.42% for 

grouping classifier and characters classifier, respectively. 

 

Figure 6.8 shows the accuracy rate for all levels of data set using 4 features 

extracted by the PCA technique. The figure also shows that the accuracy of the two 

learning algorithm gets better recognition accuracy.  The hybrid rate are 96.2% compared 

to the back-propagation rate of 95.1% for grouping and characters classifier, respectively. 
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Figure 6. 6: Neuro-fuzzy system structural (5 inputs as features, 3 membership function, 

405 rules and one output). 

  

Figure 6. 7: Accuracy rate for the testing data set with 3 features PCA. 
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Table 6. 4:  Accuracy rate for the data set with 4 number of features. 

Dataset type Training accuracy 

% 

Testing accuracy% 

Hybrid Backprop Hybrid Backprop 

All data set  

( single classifier) 

91.59 90.40 91.39 90.38 

Grouping data set 

(grouping classifier) 

96.4 95.6 96.2 95.1 

Similar data set  

(characters classifiers ) 

99.62 99.2 99.38 99.12 

  

  

  

Figure 6. 8: Accuracy rate for the testing data set with 4 features PCA. 
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Table 6. 5:  Accuracy rate for the data set with 5 number of features. 

Data set type Training accuracy 

% 

Testing accuracy% 

Hybrid Backprop Hybrid Backprop 

All data set  

( single classifier) 

92.58 hunt 92.11 hunt 

Grouping data set 

(grouping classifier) 

96.75 hunt 95.94 hunt 

Similar data set  

(characters classifiers ) 

99.70 hunt 98.26 hunt 

  

  The recognition rate of character recognition calculated by using hybrid method 

and using the back-propagation learning algorithm are shown in table 6.2, table 6.3, table 

6.4 and table 6.5. The capability of the ANFIS model in recognition rate is better using the 

hybrid learning algorithm than when using the back-propagation method. This is because 

the hybrid method comprises of back propagation and Least-Square methods. The 

proposed system has reached its limit after two stages.   

 

With the second set of features, PCA technique was used to reduce the 

dimensionality of the feature vectors to 3, 4 and 5 for any 35 size of the character cropped 

images. 

  In single classifier for 34 characters data set as shown in table 6.3, table 6.4 and 

table 6.5, the highest recognition rates were 90.96%, 91.39% and 92.11% for 3, 4 and 5 

features, respectively. We noted that there is an improvement in the recognition result 

whenever we used more features, but the training process needed more memory and time.  

  In group classifier results for 15 groups of character data set as shown in table 6.3, 

table 6.4 and table 6.5, the highest recognition rates were 95.96%, 96.20% and 95.94% 
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with 3, 4 and 5 features, respectively. The highest recognition rate was observed when the 

middle number of features was used. 

  In character classifier results for a similar group of character data set as shown in 

table 6.6, the highest recognition rates were 99.46%, 99.38% and 98.26% with 3, 4 and 5 

features, respectively. The highest recognition rate was observed when 3 features was 

used. Whenever a large number of features were used, then the average rate of recognition 

for testing data set was low as shown in table 6.6.  

 

In the second stage classifiers, as shown in table 6.6 there are differences in the 

recognition rates for the classifier with different number of features.  For example, the 

recognition rate for Group 4 with 4 features has the best result. 

 

Table 6. 6:  Accuracy for the characters classifier with different features using PCA. 

Similar data set 

Groups 

3 Features 4 features 5 features 

Groups 1 99.46 99.43 98.93 

Group2 99.26 99.33 98.06 

Group3 99.31 99.38 97.23 

Group4 99.30 99.40 99.02 

Group5 99.37 99.22 99.00 

Group7 99.48 99.23 98.59 

Group8 99.71 99.21 99.23 

Group9 99.40 99.30 98.99 

Group10 99.65 99.72 99.37 

Group14 99.65 99.60 99.23 

average 99.46 99.38 98.26 

  

Figure 6.9 shows a comparison between the results of the three number of features 

extracted with PCA. The results show that the 3 number of features gave a better 

recognition rate than the other number of features. 
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Figure 6. 9: Accuracy for the characters classifier with different number of features, 3, 4, 

and 5 using PCA. 

6.5 Accuracy Rates for Classes with Four Features. 

Table 6.7 shows the recognition rate for grouped class in the first stage. Table 6.8 

shows the recognition accuracy results for any class that was obtained with single ANFIS 

classifiers for all data set. Table 6.9 shows the percentage recognition for character classes 

in the second stage. 

 

Theorem1: Unique Features 

 

The maximum accuracy for Handwritten Arabic character recognition with unique 

features using the proposed approach, two stages ANFIS classifier, is 100%. 

Proof: Based on the simulation results  in table 6.8, recognition rate  100% for the 

recognized characters such as (ؽ), because it consist of  loop, vertical, horizontal line and 

has no dots.   Because all of these features are not found in another character. 
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Theorem2: High Similarity Features 

 

The accuracy for handwritten Arabic character recognition with high similarity 

features using this proposed method (classes with four features) is low.  

 

Proof: The proof is based on the simulation.  The simulation results in table 6.8 show the 

following: 

1. The recognition rate for letters like (ئ ,ٞ) is 82.40% and 88.8% respectively. The 

accuracy rate for letter (ئ) is low because of the extreme similarity to the letter (ٞ). 

2. The recognition rate for letters like (خ ,ب and ْ) is 22.83%, 89.40 and 87.16% 

respectively. The accuracy rate for letter (ب) is low because of the high similarity of the 

letter (ب) with letters (خ and ْ). 

The simulation result in table 6.7 shows that the accuracy rate for the group (ٞ and ئ) is 

low among other groups of grouping classifier because of the high similarity of the  (ٞ and 

 .(ْ and خ ,ب)  with letters of group (ئ

Table 6. 7: Accuracy for the 15 classes of characters (groups) with testing dataset. 

 

 

Accuracy   Group  N Accuracy   Group  N 

 1 ا إ أ 96.13 8 ٞ ٢ 97.66

 2 ب ت خ ٺ 95.36 9 ٦ ٪ ؤ 97.9

 3 ز ض غ 96.06 10 ٲ ٮ 97.28

 4 ؾ ـ ق ل ء 95.92 11 ٶ 97.45

 5 ن َ ْ 96.33 12 هـ 97.99

 6 ي 98.54 13 و 96.68

 7 ٖ ٚ 99.21 14 ئ ي 93.90

    15 لا 93.96
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Table 6. 8:  Accuracy for the 34 classes of characters. 

Accuracy  characters N Accuracy  characters N 

 1 ا 91.94 18 ٞ 94.36

 2 ب 87.16 19 ٢ 94.65

 3 ت 89.40 20 ٦ 95.39

 4 خ 90.14 21 ٪  96.97

 5 ز 90.41 22 ٮ  96

 6 ض 92.16 23 ٲ 95.13

 7 غ 92.11 24 ٶ 94.12

 8 ؾ 88.46 25 ٺ 88.83

 9 ـ 93.6 26 هـ 95.89

 10 ق 91.13 27 و 94.90

 11 ل 96.66 28 ي  88.08

 12 ن 95.87 29 لا 91.78

 13 ي 96.61 30 ء 92.76

 14 َ 95.98 31 أ   91.61

 15 ْ 97.09 32 إ 94.73

 16 ٖ 100 33 ؤ 85.21

 17 ٚ 98.23 34 ئ 82.40

  

 

Table 6. 9:  A sample accuracy rate for group two (N=2) that contains similar characters. 

Accuracy 

recognition 

Characters N 

 1 ب 99.86

 2 ت 98.96

 3 خ 98.53

 4 ٺ 98.88
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Table 6.9 is a sample of the accuracy rate well using the second stage classifier. 

The result shows there is improvement in the recognition rate when the second stage is 

used.  For example, the recognition rate for letter “خ” is 89.40% when single classifier is 

used as shown in table 6.8 and it is 98.96% when the second stage classifier is used.  

 

Figure 6.10 shows a comparison between the results of the 34 features extracted 

with PCA. The result shows that the Ta “ؽ” letter gets a best recognition rate of 100%.  

Also shows the “ئ” letter get a low recognition rate of 82.40%. 

  

Figure 6. 10: Accuracy for the 34 classes of characters with single classifier. 

6.6 Experiments with Hybrid Features (CCOB and PCA) 

The handwritten character images are taken from the data set. These images are 

first, Binarized and then morphology is used on them. The second pass to the feature 

techniques extract four features as CCOB features. With the second set of features, the 

image characters are cleaned by removing its outer parts using the cropping technique. 

After the unwanted background parts of the image are omitted, the focused was then on the 

number and resize of the cropped images to 7 by 5. The two set of features (4+35) were 

combined and reduced to four features used the PCA technique. Then four feature values 
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which were obtained from the PCA technique were used by the ANFIS classifier for 

performing the training process. Figure 6.11 shows the combined features process. 

  

 

Figure 6. 11: The proposed classification system steps with combined features. 

Four features were used as inputs to the system, three number of triangular 

membership function were also used, and single output with 1000 epoch was performed. A 

set of different experiments were performed on the training data set and the testing data set 

for all type of data set as shown in table 6.10.  

 

Table 6.11 shows the recognition accuracy results for any character classifier, 

which were classified in the second stage. 

 

The proposed system has improvement the first stage with a recognition accuracy 

of  97.15% for the isolated Arabic handwritten character in grouped classifiers and 99.34% 

recognition rate with the second stage with an increase of about 3.5% from the recognition 

accuracy achieved by a single classifier system as shown in table 6.10. 
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Table 6.10:  Accuracy rate for the all data set with hybrid set of features. 

Dataset type Training accuracy  Testing accuracy 

All dataset 

(Single classifier) 

95.82 

 

95.82 

Grouping dataset 

(Grouping classifier) 

97.18 97.15 

Similar dataset 

(Character classifier) 

99.6 99.34 

  

 

Figure 6.12 shows the accuracy rate of the all levels of data set using hybrid 

features extracted by (PCA and CCOB) technique. The figure also shows the high accuracy 

with single and grouping classifiers 95.82% and 97.15, respectively compared to the 

previous experiments with PCA and CCOB Separately. 

  

  

Figure 6. 12: Accuracy rate for the training and testing data set with hybrid features 

extraction technique.  
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Table 6.11: Accuracy for the characters classifier with combined features. 

Classifier groups Training 

accuracy % 

Testing 

accuracy% 

Groups 1 99.66 99.42 

Group2 99.34 99.21 

Group3 99.52 99.23 

Group4 99.21 99.40 

Group5 99.59 99.32 

Group7 99.63 99.13 

Group8 99.78 99.05 

Group9 99.51 99.35 

Group10 99.98 99.70 

Group14 99.77 99.60 

6.7 Addition Experiments with Different Grouped Data Set 

10 grouped similar character (character-10) classes were selected from SUST-ARG 

data set as shown in table 6.14 and conducted experiments with a two set of features.  The 

result are shown in table 6.12 which shows that there is improvement in the recognition 

rate when compared to the grouped similar character-15 classes in previous experiments as 

shown in table 6.2 and table 6.3, the result for grouping data set.  

 

 Table 6. 12: Accuracy rate for the grouped character-10 classes data set. 

Features type Training accuracy % Testing accuracy% 

Hybrid Backprop Hybrid Backprop 

CCOB  97.58 97.42 96.83 95.22 

PCA 98.04 97.75 97.49 97.48 

  

 

Table 6.13 shows the accuracy rate for group class 2 which contains the letters of 

 among the grouped characters data set (charcter-10 classes) at the second ,(ٞ ئ ب خ ز ْ)

stage of classification the recognition rate for testing the dataset is 98.88%. For the group 
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class in the previous character-15 classes’ data set which contain the letters (ْ ب خ ز), the 

recognition rate for testing data set obtained is 99.2%. The result indicates that there is 

little improvement in terms of accuracy for the separate group of characters. 

 

Table 6. 7:  Accuracy rate for the group 2 with character-10 classes. 

Features type Training accuracy % Testing accuracy% 

Hybrid Backprop Hybrid Backprop 

PCA 99.00 98.78 98.88 97.60 

  

Table 6. 8:  Grouped similar character-10 classes and character-15 classes. 

 

Group 

number 

Ten Character Group Fifteen Character 

Group 

 ا إ أ َ ا إ أ  1

 ب خ ز ْ ٞ ئ ب خ ز ْ  2

 ض غ خ  ع ؽ ض غ خ 3

 د ر س ص ء د ر س ص ء 4

 ط ص ع ط ش  ص ع  ق ف  5

 ش لا ؽ ف 6

 ؽ ف ٚ 7

 ع ؽ ؤ  8

 ف ق ؤ ي ن  9

 ي ن ٘ـ  10

11  َ 

 ٘ـ  12

13  ٚ 

 ئ ٞ  14

 لا  15

  

  



 

104 
 

Theorem 3: Grouping 

 

The best accuracy achieved for the isolated Arabic handwritten character 

recognition (IAHCR) is for X group classifier, where 1<= X < =34. 

 

Proof:  The proof is based on the simulation.  The simulation results in table 6.2 

and 6.3 shows that the recognition rate for testing data set with different grouping levels.  

For example, when the IAHCR contained 15 classes the accuracy was 95.81% and 95.02% 

with PCA and CCOB features extraction, respectively. The recognition rates for testing 

data set with grouping level which contains 10 classes was 96.83% and 97.49% with self-

features extraction as shown in table 6.12. 

 

The results show that the accuracy rate for grouping-10 classes is better than 

grouping-15 classes. The result shows that whenever a data set is divided into less groups 

then the rate of recognition is better.  

6.8 Time and Space Analysis 

The feature extraction techniques and classifier methods presented in chapter two 

and studied in chapter three and proposed in chapter four respectively, and implemented 

with new two stage proposed of AHCR using ANFIS classifier in this chapter. 

 

 The performance of the ANFIS classifier is evaluated in this chapter, the previous 

sections described the results of experiments with recognition rate for any level with 

different extracted features. In addition, to evaluate the efficiency of the proposed methods 

would involve analyzing other aspects such as processing time and storage space, which 

are explained in Section 6.8.1 and 6.8.2, respectively.  



 

105 
 

6.8.1 Processing Time 

The calculation of the recognition time is important for the efficiency of the 

proposed methods. Time evaluation of the recognition system depends on the experiments 

which were conducted on the data sets for the AHC. This involves calculating the 

processing time for different feature extraction methods that used and training time for the 

data sets.  

6.8.1.1 Time processing for Feature Extraction Methods 

For comparison with the applied feature extraction methods, three types of feature 

extraction (FE) methods such as Morphology with CCOB features, cropped with PCA 

features and Hybrid features as presented in sections 6.3, 6.4 and 6.5 are selected, 

respectively. The simulations of recognition results of features extraction phase are to 

evaluate the efficiency of classification.   As shown in table 6.2, table 6.3, table 6.4, table 

6.5 ,  and table 6.10.  

 

Table 6.15 explains the processing times for these feature extraction methods. It is 

the time consuming to compute the extracted features from different sets of database. 

 

The average simulation time consumed by the extraction of a single handwritten 

character to FE the PCA, CCOB, and Hybrid is 0.011, 0.017, and 0.022 seconds, 

respectively, as shown in table 6.15, which calculated by dividing the time of  features 

extraction  for the data set on the number  samples in the data set. The hybrid FE method 

took the longest time due to the needed processing steps for extracting the features 

separately, combined and then reduce them to four features. 
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Figure 6.13 shows the comparison of timing analysis for three types of features 

extraction technique. The figure shows that the PCA FE method took the shortest time for 

all levels of classifiers. 

 

 Table 6. 9: Result of timing analysis for the different features extraction methods. 

Data set type FE time (second) 

PCA  

 

CCOB  Hybrid ( 

PCA+CCOB) 

 3 

features  

4  

features  

5  

features  

All data set 

(Single classifier) 

71.8 72.4 73.18 117.04 147.8 

Grouping data set 

with 15 classes 

(Group classifier) 

32.3 31.8 30.6 52.37 89.18 

Similar data set 

(Character classifier) 

4.43 4.2 4.51 10.4 17 

Average time for 

single handwritten 

character 

0.011  0.017 0.022 

  

 

Table 6.15 shows if the number of classes in the data set is large, then the time for 

feature extraction is also large.  For example, if the average time for features extracted with 

PCA technique is calculated then the time spent to extract features for all the data set 

which contains 34 classes is 72.4 seconds, for the grouping data set with 15 classes is 31.8 

seconds and finally 3 seconds for the character class. Also, the table shows that if the 

number of extracted features is large then the time is high.  For example, in experiments 

using PCA, the time when extracted for 3 features took 32.3 seconds and for 4 features was 

31.8 seconds. 
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Figure 6. 13: comparison of timing analysis for the different features extraction methods. 

 The time that it took to extract features with the CCOB was more than the time for 

PCA because the simulation is more complex with CCOB than in the PCA. In the hybrid 

features extraction the time is almost equal to the time for the two types combined. 

The average simulation time consumed by the extraction of a single handwritten 

character as shown in table 6.15 show that the hybrid FE method took the longest time due 

to the needed processing steps for extracting the features separately, combine them, and 

then reduce them. 

6.8.1.2 Time Processing for Training Data set 

Neural network training time is the time that has been spent in the data set training.  

It is the time calculated from the start of training process with first epoch until the system 

reaches the proper recognition rate. The training time is a parameter independent of 

training data set and is the number of minutes spent training a particular network. 
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Table 6.16 and table 6.17 show the training time in minutes for ANFIS classifier 

with different features. These tables show that the training time spent with hybrid learning 

algorithm is more than the training time spent with back-propagation learning algorithm.  

This is due to the hybrid algorithm optimizing two types of parameters, the premise and 

consequent for backward and forward, respectively with ANFIS operations were the back-

propagation adjusts only premise parameters.  

Tables 6.16 and 6.17 also show the average simulation time consumed by the 

training process of a single handwritten character. 

 

Tables 6.16 and 6.17 show that whenever the number of features extracted by PCA 

technique used with the ANFIS training process is large then the time spent is more.  

 

 Table 6. 10: Result of timing analysis for the training process in ANFIS classifier with 

hybrid learning algorithm and different feature extraction methods. 

Data set type Training time (minutes) 

PCA 

 

CCOB 

features 

Hybrid ( 

PCA+CCOB) 

 Three 

features 

Four 

features 

Five 

features 

All data sets 

(Single classifier) 

9.55 35.11 383.20 35.17 35.4 

Grouping data set 

(Group classifier) 

3.40 15.14 133.51 21.17 15.16 

Similar data set 

(Character classifier) 

0.52 3.33 28.19 0.56 3.59 

Average time for 

training single 

handwritten character 

0.0019 0.0068 0.075 0.0069 0.0067 
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Table 6.17: Result of timing analysis for the training process in ANFIS classifier with 

back-propagation learning algorithm and different feature extraction methods. 

Data set type Training time (minutes) 

PCA 

 

CCOB 

features 

Hybrid  

( PCA+CCOB) 

 three 

features 

four features 

All data set 

(single classifier) 

8.23 25.26 25.58 24.46 

Grouping data set 

(group classifier) 

3.15 11.14 14.37 10.40 

Similar data set 

(character classifier) 

0.50 2.44 0.45 1.48 

Average time for 

training single 

handwritten character 

0.0016 0.005 0.0057 0.0047 

  

 6.8.1.3 Recognition Time  

Total time to recognize the character with one stage with PCA, CCOB and Hybrid 

features extraction is 11.67, 17.67 and 22.67 millisecond respectively, for each character as 

shown in table 6.18. The total time to recognize the character with two stages using PCA, 

CCOB and Hybrid features is 12.34, 18.34 and 23.34 millisecond respectively, as shown in 

tables 6.18. The result shows that the recognition with PCA technique uses less time and 

recognition with Hybrid feature technique spent more time. 
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Table 6.18: Result of timing for recognition for each character in the proposed recognition 

system. 

Recognition phase Average processing time for per 

character (milliseconds) 

PCA CCOB Hybrid 

Features extraction 11.00 17.00 22.00 

Recognition 0.67 0.67 0.67 

Full time ( one stage) 11.67 17.67 22.67 

Full time (two stages) 12.34 18.34 23.34 

 

6.8.2 Storage Space 

System recognition to be a desirable in the market should be characterized by small 

storage. So that basic indicator for determine the required storage space for the recognition 

system are the size of the extracted features. This is described below. 

Table 6.19 shows the comparison between the different extracted features, which 

include CCOB, PCA and HYBRID. The space storage is computed using the follows 

[100]: 

Feature size = (dn)
2                 

(6.1) 

Where d is the features number and n is the samples number. Table 6.19 shows the features 

size as following:   

1. The space for storing 5100 sample is 9.302 MB for three features and the space is 15.51 

MB for five features.  

2. For storing 2250 samples, the space is 5.431 MB for three features and the space is 

15.087 MB for five features. 

3. For storing similar characters, the average space is 0.485 MB for three features and the 

space is 1.896 MB for five features.  
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4. The average simulation storage space for a single handwritten character is 19.92 bytes. 

 

Table 6.19: Feature sizes for the three different feature extraction methods. 

Data set type Features size (MB) 

PCA 

 

CCOB 

features 

4 

features 

Hybrid ( 

PCA+CCOB) 

4 features  Three 

features 

Four 

features 

Five 

features 

All data sets 

5100 

9.302 12.4 15.51 12.4 12.4 

Grouping data set 

2250 

5.431 9.656 15.087 9.656 9.656 

Similar data set 

(300 to 750) 

0.485 0.948 1.896 0.948 0.948 

 

6.9 Comparative Study 

  A comparative study for the proposed idea has been presented and compared with 

the method presented by balola, shaout and elhafiz [101]. In this comparative study, we 

compared the neuro-fuzzy proposed system with the neural network system designed for 

Arabic handwritten character recognition. Table 6.20 shows that all the result of simulation 

have been evaluated on the same size of SUST-ARG data sets.  The comparison shows the 

effectiveness of our proposed system. In [89] authors have proposed an offline character 

recognition system for isolated Arabic alphabet written by a single writer.  They obtained 

97% recognition accuracy with five stages. If compared this result with the proposed 

system for grouped data set of SUST-ARG data set which was written by 141 person, then 

the recognition accuracy shows an improvement using our proposed system as shown in 

table 6.20. 
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Table 6.20: Comparison results of proposed method with other methods 

Authors  Technique Testing accuracy% 

All 

dataset 

Grouping 

dataset 

Similar dataset 

Proposed method Neuro-fuzzy  95.8173 97.49 99.46 

Balola, Shaout and 

Elhafiz [100] 

Neural 

Network 

54.3 78.77 92.77 

Randa E, M. A. 

Rashwan abd Samia 

A. M.[101] 

Decision 

Fusion 

74.48 96 98.6 

 

6.10 Discussion  

The new proposed method for Arabic recognition presented in this dissertation has 

divided the problem into multiple sub-problems. The method is made of a two stage 

classification system. The two-stage classifier separates the classification problem into 

different modules. To improve the performance of recognition result, the characters are 

divided into multi-groups using some knowledge about similarities among the characters. 

The design of the classifier is made based on both the similarities among character 

structures and a multistage classification. The design of the handwritten Arabic character 

classifiers is a multistage classifier that has two stages. The first stage is based on features 

extracted from each group of similar characters that were placed in separate classes. The 

last stage has sub-classifiers each sub-classifier is a multiple parallel classifier. The final 

decision is made by calculating the largest value of the averaged outputs from the two 

network stages. 

 

  In the approach, two types of statistical features have been employed.  The first 

type of features, the area that is formed from the projections of the upper and lower, as 
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well as of the left and right character profiles is calculated, the center mass (xt, yt) of the 

character image , count the number of transitions, Outliers (Right, Left, Top and Down) 

and Black ink histograms.  The second set of features is based on the extract eigenvectors 

and eigenvalues of shifting meaning of resize cropped images. 

 

The proposed method used cropped grayscale images of Arabic handwritten 

character, with PCA features technique and morphology binarized images with the second 

set of features. Neuro-fuzzy classifier used as a classification method with hybrid and 

backpropagation learning algorithms. In the experiments conducted, the data set was 

divided into three levels. Within a level, the characters are divided into multi-groups using 

some knowledge about the similarity among the characters. The proposed classification 

system is made of a two stage classification to improve the performance of recognition 

rate. 

 

Table 6.21: Highest accuracy rate for the all levels of classifiers with different types of 

features. 

Classifiers levels Testing accuracy% 

CCOB  PCA Hybrid (CCOB+PCA)  

Single classifier 90.5 92.11 95.82 

Group classifier 96.1 96.2 97.15 

Character classifier 99.30 99.46 99.34 

  

   Table 6.21 shows the highest recognition rate for the experiments tested for all 

levels of classifiers using different set of features.  Results show that the best performance 

for single classifier is 95.82%, group classifier is 97.15% with Hybrid of features and the 

average of characters classifier is 99.46% with PCA obtained for testing data set.  Figure 

6.14 shows the comparison of the three types of features. All these experiments used with 

the hybrid learning algorithm.  
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Figure 6. 14:  Comparison with different features and levels. 

Based on the results shown in table 6.2, table 6.3 and table 6.10 the small 

differences between the training and testing result suggest that a good generalization has 

been achieved. 

 

Experimental results have shown that the ANFIS with hybrid learning algorithm is 

an effective technique for improving character recognition accuracy rate.   

 

  After examining the recognition accuracy of each character we found that the 

recognition rate is 100% for recognizing characters such as (ؽ). The recognition rate for 

letters like (خ ,ب ,ٞ, ئ, ْ) is low as shown in table 6.8, because they all look very similar 

in shape.  In table 6.7, grouped classifier found that the recognition rate was 93.90% for 

character group such as (ٞ ,ئ) which is low. This shows that the lowest rate in the first 

stage refers to the presence of the dot and “Hamza “in other letters. 
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  Recognition rates of different feature extraction methods are also analyzed in this 

dissertation.  

 

In all previous experiments with different features and different size of features 

there are improvement when second stage is used, compared to only using a single 

classifier.  In addition, for the second stage, a group can use separate feature-classifier than 

those used with another group. Thus, the proposed method is more flexible and efficient 

than single classifier. 

6.9 Summary 

In this chapter Neuro-Fuzzy classifier with different learning algorithm for two 

stages of classification of Arabic handwriting character recognition for both grouped and 

separate characters has been proposed. Two set of features and combined features has been 

used. Some experiments were presented for character recognition system.  

 

SUST-ARG data set has been used and a set of experiments was conducted on the 

system. The results of these experiments have shown a good performance.  
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CHAPTER VII 

CONCLUSION AND FUTURE WORK 

 

 

   In this dissertation, a system for recognizing handwritten isolated Arabic 

characters using a two-stage neuro-fuzzy system with different learning algorithms based 

scheme using two set of feature techniques has been presented.  The data set that is used in 

these experiments is from isolated Arabic handwritten character set.  It was collected from 

141 writers with each person writing each letter ten times and scanned with 300 dpi. 

 

  Two types of statistical features have been employed.  The first type of features 

(CCOB) includes the Center mass (xt, yt) of the character image, (Cross hair) count the 

number of transitions, Outliers (Right, Left, Top and Down) and Black ink histograms. The 

second set of features is based on the extract mean of resize cropped images, calculated 

covariance, computed eigenvectors and eigenvalues of shifted. We used hybrid features of 

existing types. The number of features, which were extracted, are as follows: 4 features for 

the first set, 3, 4 and 5 features for the second set and 4 features for the hybrid model. 

 

 Many experiments have been conducted in this research. The experiments used 34, 

15 and (1 to 5) character classes. The highest result accuracy for testing data set with first 

stage (15 classes) was 97.15% as shown in table 6.10, with hybrid features.  For the 

second stage (character classifier) we had a rate of recognition of 99.46% as shown in table 

6.3 with 3 features that were extracted by PCA technique. The recognition rate results 

show that there was an improvement in the performance of the proposed system.  

  

  The results in tables 6.2 and 6.4 have shown that the feature extraction based on 

PCA technique has better recognition rate than the first statistical features based on CCOB 

technique. 
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When collecting large number of letters that have similar structure then there was 

an improvement in the recognition rate with the first stage, but the second stage may not be 

the best.  Improved results were achieved when the proposed two stages system was used 

compared to what other researchers in the character recognition field used.   

 

   In the further research work, we would like to improve the recognition accuracy 

of neuro-fuzzy for handwritten Arabic character recognition by doing the following: using 

more training samples, using different data set to further validate the system and using a 

good feature extraction techniques and different membership functions. 
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Appendix A: Off-line Isolated Arabic Handwritten Alphabet Data set 

 

 This appendix contents the some samples of forms that filled by student to structure the 

Data set of SUST-ARG. 

  

  

  

Figure A.1 Character (ا) 
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Figure A.2 Character (ب) 

  

  

Figure A.3 Character (ز) 
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Figure A.4 Character (ؾ) 

  

  

  

  

Figure A.5 Character (ن) 
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Figure A.6 Character (ٖ) 

  

  

  

Figure A.7 Character (ٞ)  
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Figure A.8 Character (٪) 

  

  

  

Figure A.9 Character (ٮ) 
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FigureA.10 Character (أ) 

  

Figure A.11 Character (لا) 
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Appendix B: Matlab GUI for the System Processing 

 

 This appendix explains the screens of ANN training tools and screens for ANFIS structure 

rules, editor and rules viewer.  

 

  

  

Figure B.1 Training and testing the network Toll 
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. 

  

Figure B.2 FIS editor, Sugeno system with 5 inputs 

  

  

Figure B.3 Rule editor 
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Figure B.4 Rule viewer 

  

  

  

Figure B.6 Rules with 5 inputs 
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Appendix C: Source Code 

This appendix described the system code preprocessing functions and features extraction 

techniques function and ANFIC classifier. 

 

Appendix C1: Preprocessing 

% Preprocessing includes binarization, cropping, resize, morphology and 

normalization 

% Find the boundary of the image, inputs gray scale images and outputs 

the matrix of numbers 

function bw2 = edu_imgcrop(bw) 

%bw =load[ 'D:\PROGRESS REPORT\dataset_group15\train\L2\f2letter41.bmp']; 

[y2temp x2temp] = size(bw); 

x1=1; 

y1=1; 

x2=x2temp; 

y2=y2temp; 

% Finding left side blank spaces 

cntB=1; 

while (sum(bw(:,cntB))==y2temp) 

    x1=x1+1; 

    cntB=cntB+1; 

end 

% Finding right side blank spaces 

cntB=1; 

while (sum(bw(cntB,:))==x2temp) 

    y1=y1+1; 

    cntB=cntB+1; 

end 

  

% Finding upper side blank spaces 

cntB=x2temp; 

while (sum(bw(:,cntB))==y2temp) 

    x2=x2-1; 

    cntB=cntB-1; 

end 
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% Finding lower side blank spaces 

cntB=y2temp; 

while (sum(bw(cntB,:))==x2temp) 

    y2=y2-1; 

    cntB=cntB-1; 

end 

  

% Crop the image to the edge 

bw2=imcrop(bw,[x1,y1,(x2-x1),(y2-y1)]);  

  

  

% This function will take the cropped binary image and change it to 5 x 7 

the inputs are binary numbers and outputs is matrix of 7 by 5 

  

function lett = f_e(bw2) 

  

bw_7050=imresize(bw2,[70,50]); 

%imshow(bw_7050) 

for cnt=1:7 

    for cnt2=1:5 

        Atemp=sum(bw_7050((cnt*10-9:cnt*10),(cnt2*10-9:cnt2*10))); 

        lett((cnt-1)*5+cnt2)=sum(Atemp); 

    end 

end 

  

lett=((100-lett)/100); 

 

Appendix C2: Feature Extraction 

 CCOB Features  

  

Center of mass 

% calculate the the center of image  

function cent=get_CenterOfMass_7(bw) 

% figure,imshow(bw) 

s = regionprops(bw, 'centroid'); 

centroids = cat(1, s.Centroid); 
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cent=[centroids(1,2) centroids(1,1)]; 

  

black in histogram 

function feature=get_BlackIncHisto_7(bw,f_dim) 

% clear 

% [name,path]= uigetfile('*.*'); 

% image =imread([path,name]); 

% bw=~im2bw(image,0.9); 

% f_dim=20; 

[height,width]=size(bw); 

vertical=sum(bw); 

vertical(find(vertical==0))=[]; 

max_v=max(vertical); 

vertical=vertical/max_v; 

horizontal=sum(bw,2); 

horizontal(find(horizontal==0))=[]; 

max_h=max(horizontal); 

horizontal=horizontal'/max_h; 

length_vertical=length(vertical); 

length_horizontal=length(horizontal); 

for i=1 :f_dim 

    index_vertical=round(i*length_vertical/f_dim); 

    index_horizontal=round(i*length_horizontal/f_dim); 

    if(index_vertical==0) 

        index_vertical=1; 

    end 

    if(index_horizontal==0) 

        index_horizontal=1; 

    end 

    v_hist(i)=vertical(index_vertical); 

    h_hist(i)=horizontal(index_horizontal); 

end 

feature=[v_hist/h_hist]; 

%feature=[v_hist';h_hist']; 

d=[]; 

  

cross of mass function  



 

140 
 

  

function cross=get_Cross_7(bw) 

bw2 = bwmorph(bw, 'shrink',Inf); 

% imshow(bw3) 

[row,col] = find(bw2); 

row=mean(row); 

col=mean(col); 

cross=[row,col]; 

Appendix C3: Classification 

Reduce features using PCA   

close all;clear;clc; 

myfolder = 'D:\PROGRESS REPORT\DATASET_GROUPS\GROUP14\L'; 

features_main=[]; 

features_t=[]; 

img_num_traing=150; 

c=0; 

d=0; 

num_eigenfaces=5; 

for m=1:1:2 

    my_folder=strcat(myfolder,num2str(m)); 

    filenames = dir(fullfile(my_folder, '*.bmp')); %contains 

properties(not content) of all files 

    total_images = numel(filenames);%total number of png flies in folder 

    for n = 1:150 %THIS LOOP READS ALL IMAGES 

        full_name= fullfile(my_folder, filenames(n).name);%e.g a string 

of name 'image123.png' 

        imgGray=imread(full_name); 

        bw = im2bw(imgGray,graythresh(imgGray)); 

        bw2 = edu_imgcrop_1(bw);   

        bw_img=edu_imgresize_1(bw2); 

        d=d+1; 

        features_main(:,d)=bw_img(:);  %apply PCA here 

    end 

    for n = 151:1:total_images %THIS LOOP READS ALL IMAGES 

        full_name= fullfile(my_folder, filenames(n).name);%e.g a string 

of name 'image123.png' 

        imgGray=imread(full_name);    
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        bw = im2bw(imgGray,graythresh(imgGray)); 

        bw2 = edu_imgcrop(bw);  

        bw2_img=edu_imgresize(bw2); 

        c=c+1; 

        features_t(:,c)=bw2_img(:);   %apply PCa here   

    end 

     

end 

mean_v=mean(features_main,2); 

train_shiftedimgs=features_main-repmat(mean_v,1,size(features_main,2)); 

[evectors,evalues,A]=princomp(features_main'); 

evectors=evectors(:,1:num_eigenfaces); 

traning_features=evectors'*train_shiftedimgs; 

test_shiftedimgs=features_t-repmat(mean_v,1,size(features_t,2)); 

testing_features=evectors'*test_shiftedimgs; 

  

T=[]; 

for o=1:2 

    T=[T o*ones(1,150)]; 

end 

training_inputs=[traning_features',T'] 

T_test=[]; 

for o=1:2 

    T_test=[T_test o*ones(1,50)]; 

end 

testing_input=[testing_features',T_test']; 

save(train_name,'training_inputs'); 

save(test_name,'testing_input'); 

  

Anfis parameters  

  

 numMFs=3; 

 mfType='trimf'; 

%Then FIS-matrix fismat is generated by command genfish1: 

 fismat=genfis1(training_inputs,numMFs,mfType); 

 [x,mf]=plotmf(fismat,'input',1); 

 plot(x,mf); 

 numEpochs=1000; 
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out=0; 

[fismat1,trnErr,ss,fismat2,chkErr]=anfis(training_inputs,fismat,numEpochs

,NaN,testing_input); 

trnOut=evalfis(traning_features,fismat1); 

 trnRMSE=sqrt(sum(trnOut-training_inputs(:,2))/length(trnOut)) 

 chkOut=evalfis(testing_features,fismat2); 

 chkRMSE=sqrt(sum(chkOut-testing_input(:,2))/length(chkOut)) 

 %sqrt(sum((targetdata-testOut)'*(targetdata-

testOut))/length(targetdata)); 

 save(train_name,'trnOut','trnRMSE','out'); 

  save(test_name,'chkOut','chkRMSE'); 

 epoch=1:numEpochs; 

 plot(epoch,trnRMSE,'O',epoch,chkRMSE,'x') 

 hold on; 

 hold on; 

% plot(epoch,[trnRMSE chkRMSE]) 

 hold off; 

  

ANN classifier: training, testing, confusion  

  

close all;clear;clc; 

  

OCRTrainingFileName1='D:\PROGRESS REPORT\dataset_200\300 dataset\PCA\25 

features\training_result'; 

OCRTestingFileName1='D:\PROGRESS REPORT\dataset_200\300 dataset\PCA\25 

features\testing_result'; 

OCRconfusionFileName= 'D:\PROGRESS REPORT\dataset_200\300 dataset\PCA\25 

features\confusion_result'; 

OCRconfusiontrFileName='D:\PROGRESS REPORT\dataset_200\300 dataset\PCA\25 

features\confusion_result'; 

%myfolder = strcat(cd,'\AHCR_DATASET\L'); 

myfolder = 'D:\DATASET_PROCESED\NEW DATASET_700_200\testing\L'; 

c=0; 

d=0; 

%myfolder = strcat(cd,'\AHCR_DATASET\L'); 

features_main=[]; 

features_t=[]; 

img_num_traing=200; 
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num_eigenfaces=25; 

for m=1:1:34 

    my_folder=strcat(myfolder,num2str(m)); 

    filenames = dir(fullfile(my_folder, '*.bmp')); %contains 

properties(not content) of all files 

    total_images = numel(filenames);%total number of png flies in folder 

    for n = 1:1:200 %THIS LOOP READS ALL IMAGES 

        full_name= fullfile(my_folder, filenames(n).name);%e.g a string 

of name 'image123.png' 

        imgGray=imread(full_name); 

        bw = im2bw(imgGray,graythresh(imgGray)); 

        bw2 = edu_imgcrop(bw);         

        bw_img=edu_imgresize(bw2); 

        d=d+1; 

        features_main(:,d)=bw_img(:); 

    end 

     

    for n = 201:1:total_images %THIS LOOP READS ALL IMAGES 

        full_name= fullfile(my_folder, filenames(n).name);%e.g a string 

of name 'image123.png' 

        imgGray=imread(full_name);    

        bw = im2bw(imgGray,graythresh(imgGray)); 

        bw2 = edu_imgcrop(bw);         

        bw2_img=edu_imgresize(bw2); 

        c=c+1; 

        features_t(:,c)=bw2_img(:); 

    end  

end 

T=[]; 

for o=1:34 

    T=[T o*ones(1,200)]; 

end 

mean_v=mean(features_main,2); 

train_shiftedimgs=features_main-repmat(mean_v,1,size(features_main,2)); 

[evectors,evalues,A]=princomp(features_main'); 

evectors=evectors(:,1:num_eigenfaces); 

traning_features=evectors'*train_shiftedimgs; 

test_shiftedimgs=features_t-repmat(mean_v,1,size(features_t,2)); 
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testing_features=evectors'*test_shiftedimgs; 

  

a_features_input_training=traning_features; 

a_features_target=T; 

a_features_input_testing=testing_features; 

x = a_features_input_training; 

t = full(ind2vec(a_features_target))  ;  

% Choose a Training Function 

% 'trainscg' uses less memory. Suitable in low memory situations. 

trainFcn = 'trainscg';  % Scaled conjugate gradient backpropagation. 

% Create a Pattern Recognition Network 

hiddenLayerSize = 100; 

net = patternnet(hiddenLayerSize); 

  

% Setup Division of Data for Training, Validation, Testing 

net.divideParam.trainRatio = 90/100; 

net.divideParam.valRatio = 10/100; 

%net.divideParam.testRatio = 20/100; 

  

% Train the Network 

[net,tr] = train(net,x,t); 

  

% Test the Network 

y = net(x) 

e = gsubtract(t,y); 

performance = perform(net,t,y) 

tind = vec2ind(t); 

yind = vec2ind(y); 

percentErrors = sum(tind ~= yind)/numel(tind); 

m_nn=[tind;yind]; 

pe = sum(tind ~= yind)/numel(tind); 

trainAccuracy=  num2str((1-pe)*100); 

display(['Accuracy trained data=' num2str((1-pe)*100)]); 

y2 = eye(34); 

y1=[]; 

for i=1:34 

for j=1:200 
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y1=[y1;y2(i,:)]; 

end; 

end; 

y2=y1';  

[c,cm,ind,per] = confusion(y2,y); 

%OCRTestingFileName = strcat(int2str(i),'_confusion_1'); 

save(OCRconfusiontrFileName,'c','cm','per');  

%save training 

save(OCRTrainingFileName1,'yind','percentErrors','trainAccuracy'); 

% View the Network 

%view(net) 

 y_tst=net(a_features_input_testing); 

 yind_tst = vec2ind(y_tst); 

 res=[]; 

for o=1:34 

    res=[res o*ones(1,100)]; 

end  

r=[res;yind_tst]; 

t_ind_tst=[]; 

 for o=1:34 

     t_ind_tst=[t_ind_tst o*ones(1,100)]; 

 end 

percentErrors = sum(t_ind_tst ~= yind_tst)/numel(t_ind_tst) 

display(['Accuracy tested data=' num2str((1-percentErrors)*100)]); 

testAccuracy=num2str((1-percentErrors)*100); 

%save files test 

save(OCRTestingFileName1,'y_tst','percentErrors','testAccuracy');  

y = eye(34); 

y1=[]; 

for i=1:34 

for j=1:100 

y1=[y1;y(i,:)]; 

end; 

end; 

y=y1'; 

[c,cm,ind,per] = confusion(y,y_tst); 

%OCRTestingFileName = strcat(int2str(i),'_confusion_1'); 

save(OCRconfusionFileName,'c','cm','per'); 



 

146 
 

 

LIST OF PUBLICATIONS 

  

[1] Omar Balola Ali and Adnan Shaout, “Isolated Arabic Handwritten Character 

Recognition: A Survey”, International Journal of Advanced Research in Computer Science 

and Software Engineering (IJARCSSE), Vol. 4, Issue 10, October 2014. 

 

[2]  Omar Balola, Adnan Shaout and Mohammed Elhafiz, “Two stage classifier for Arabic 

Handwritten Character Recognition”, International Journal of Advanced Research in 

Computer and Communication ( IJARCCE ), Vol. 4, Issue 12, December 2015. 

 

[4] Omar Balola Ali and Adnan Shaout, “Hybrid Arabic Handwritten Character 

Recognition Using PCA and ANFIS”, The International Arab Conference on Information 

Technology (ACIT’2016), Morocco, 6-8 December 2016. 

 

[4] Omar Balola Ali and Adnan Shaout, “A Hybrid Recognition System for Islamic 

Annotation and Historical Arabic Handwritten Manuscripts”, 4th International Conference 

on Islamic Applications in Computer Science and Technology, Sudan, 20-22 Dec 2016. 

 

 

 

 

 

 

  

  


