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ABSTRACT

Cloud computing has recently emerged as a new paradigm for hosting and delivering
services to the customers over the Internet. A cloud computing system is a set of
resources designed to be allocated ad hoc to run applications, rather than be assigned a
static set of applications as is the case in client/server computing. Cloud Computing is
being introduced and marketed with many attractive promises that are enticing to many
companies and managers around the world, such as reduced costs, and relief from
managing complex IT infrastructure. Virtualization technologies enable the abstraction
and pooling of resources to be shared across the organization, data centers are designed

around virtual machines, which are the new atomic units of computing.

Traditionally, it is believed that any connectivity to systems or organizations outside of
an organization provides an opening for unauthorized entities to gain access or tamper
with information resources. Cloud computing moves computing and data away from
desktop and portable PC’s into large data center distributed around the world. As a result,
this will create a need for a considerable risk assessment approach to manage the various
types of risks.

Risk assessment is a concept that has developed to the point where it has the potential to
address current limitations in cloud computing assessment methodologies. A risk
assessment model for estimating the risk of cloud computing resources provides a
solution to the risk problem, and would increase the chances of cloud computing
adoption, as well as help in building trust in the cloud computing services. This thesis
presents a new practical model of risk assessment to assess risk factors associated with
cloud computing environment. In order to build a comprehensive risk assessment
methodology, an extensive literature review was conducted to identify all risk factors that
may affect cloud computing adoption. In this context 18 risk factors were identified.
After the identification of risk factors, feature selection methods used to select the most
effective features. The novelty of this thesis comes from the use of machine learning

technique as a novel and efficient technique to assess risk in cloud computing
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environment. To build the model; first data mining algorithms are applied, then the
ensemble method is used to combine the outputs of the data mining algorithms.

The results of this research demonstrate the strengths of the use of data mining algorithms
to assess risks, and it indicates that the methodology of using ensemble of machine

learning algorithm represent a valuable alternative to existing methodologies.
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Chapter one

Introduction

“If you don’t actively attack the risks, they will actively attack you” [1]

Internet has been a driving force towards various emerging technologies. Cloud
computing is one of the latest emerging internet-based technologies. Machines in the
largest data centers can be dynamically provisioned, configured and reconfigured to
deliver services in scalable manner [2, 3]. Cloud computing is lucrative to business
enterprises. It provides the business with all the functionality of existing information
technology services, and eliminates the to plan ahead for provisioning of resources. It
allows enterprises to start with limited resources and increase resources only when there
is a rise in service demand [4]. Cloud computing represents a fundamental change in the
way Information Technology (IT) is created, evolved, deployed, scaled, updated,
maintained and paid for [5]. The aim of cloud computing is to support the next generation
data centers by architecting them as a network of virtual services. As such the users
become able to access and deploy applications from any place around the world on
demand at competitive costs depending on users QoS requirements [6, 7].

1.1 Problem statement

Cloud computing paradigm is targeted to provide a better utilization of resources using
virtualization techniques and eliminates much of the client’s work load. However, cloud
consumers are afraid adopting cloud services technologies because of the lack of
adequate confidence in cloud services in terms of the uncertainties associated with its
level of quality. For instance, when using traditional technologies customer’s software

and data are stored in their computers, not like cloud computing technologies, which



moves the application software, and data to the large data centers, where the management
of the data and services are not trustworthy. In terms of risk this poses many new
challenges and risks that must be taken into account [8, 9]. In traditional architectures,
the risk was enforced by an efficient security policy that addresses constraints on
missions and flow among them, constraints on access by external systems and adversaries
including programs and access to data by people. In cloud computing environment, this
perception is totally obscured. The control in cloud computing environment is delegated
to the infrastructure owner organization to implement sufficient policies that guarantee
appropriate activities are being performed and ensure risk is reduced. This leads to a
natural concern about data and asset safety, also it introduces additional number of new
risks and threats that need to be assessed [10].

The importance of risk assessment in cloud computing environment is an outcome of the
need to support different parties involved in decision making with respect to adopting
cloud computing environment. Cloud service consumers are afraid adopting cloud
services technologies because of the lack of adequate confidence in cloud services in
terms of the uncertainties associated with its level of quality. An effective and efficient
risk assessment of service provision and consumption, together with the corresponding
mitigation mechanisms, may at least provide a technological assurance that will lead to
high confidence of cloud service customers on one hand and a cost-effective and reliable
productivity of cloud service providers resources on the other hand. Risk assessment in
both terms of the process and techniques, offers an analytical and structured walk through
of the organization’s security state. Besides that, it outlines risk scenarios, identifies the
consequences, should these occur, the frequency or likelihood of them occurring, the
possible treatment options, and the associated costs [11].

Recently, there are a number of different types of risk assessment models, standards, and
guidelines that are available; some of which are qualitative, others are more quantitative,
while others are semi-quantitative (quantitative and qualitative). Each of these methods
has been developed to meet a particular need and thus has different objectives, stages,
structure, and level of application [12, 13]. Most of these researches works are for

helping cloud consumers assessing risks before start using cloud computing and putting



their critical data in a security sensitive cloud. On the other hand it would help cloud
providers assess and maintain risks in order to motivate consumers adopt cloud
computing services. All these researches have laid a solid foundation for cloud
computing. However, they hardly establish a complete risk assessment approach in
consideration of a specific and complex characteristics of cloud computing environment,
and they didn’t used machine learning techniques to assess risk in cloud computing
environment. There were neither complete quantitative nor qualitative risk assessment
model for cloud computing. Therefore, cloud computing consumers need a new risk
assessment to tackle the risks, and to check the effectiveness of the current security
controls that protect an organization’s assets. At present, there is a lack of risk assessment

approaches for cloud consumers.

The need to rank and prioritize risks was generally mentioned in risk assessment
literature; in order to identify areas for instant improvement and thus, concentrate the best
efforts on minimizing the negative effect of risk events. With this aim in mind, we
present a new risk assessment model, semi quantitative cloud risk assessment model,
which has the main purpose of ranking cloud computing risks. Its main difference
compared to other risk assessment models and frameworks in cloud computing, is that it
evaluates the impact of risks using machine learning techniques. The intention was to
address risks regarding the cloud computing environment and to provide a more
structured, integrated, and inclusive model that provide necessary information required

for the sustainable assessment of cloud computing environment risks.

1.2 Research Motivation

Though cloud computing is an innovative and promising paradigms that induce
remarkable changes in the way in which hardware and software are designed and
purchased, as well as how IT systems are managed. Cloud computing is a risky paradigm
that is fraught with many risks. These risks can have a great impact on the operation of
cloud providers, making it inconsistent with their respective business strategies
represented by means of business objectives. On the other hand it prevents the consumers
from adopting cloud services. Thus, both cloud service provider and cloud consumer



need proper risk assessment strategies to address and maintain these risks at an
acceptable level. Appropriate risk assessment model can help cloud computing provider
to maximize and win the trust of their consumers, and on the other hand help cloud
computing consumers to be aware of the risks and vulnerabilities present in the current

cloud computing.

1.3 Research Objectives

The focus of this research is to develop a reliable and effective risk assessment
methodological tool for risk factors in cloud computing environment. In pursuit of this
goal, the following specific research objectives were established:
1- To examine the body of knowledge about risk factors associated with cloud
computing and identify them.
2- To simulate the dataset with regards to previously identified risk factors.
3- To develop a practical risk assessment model for cloud computing environment

using machine learning techniques.

1.4 Thesis Structure

Chapter 2 begins by presenting a general overview about cloud computing, and
discusses cloud emergence, definition and structure. Moreover, 18 risk factors associated
with cloud computing are presented in this Chapter.

Chapter 3 defines terms and provides an overview of the concepts of risk, risk
management, and risk assessment. In addition, it surveys existing literature review of risk
assessment frameworks and methodologies in information systems in general specific to

cloud computing.

Chapter 4 describes the methods and techniques used in thesis. The real implementation
and experiments are discussed in Chapter 5 and the results of the methods are provided in
Chapter 6. Finally, in Chapter 7 the conclusions are presented.



Chapter Two

Overview of Cloud Computing

This Chapter provides general over view about cloud computing environment. A
background about cloud computing emergence is presented in Section 2.1. Since there is
no standardized definition for cloud computing, Section 2.2 discusses the various
definitions and Section 2.3 presents the cloud computing architecture.

2.1 Emergence of Cloud Computing

During 1990s, data center floor space, power, cooling, and operating expenses increased
and lead to the adoption of grid computing and virtualization. Through grid computing
users could plug in and use a metered utility service. The emergence of virtualization; by
which the infrastructure be virtualized and shared across consumers, this motivated the
service providers to change their business model to provide for remotely managed
services and lower costs. Then, the wide distribution of the services lead to the need for
integration and management of these services became important. All these technologies
lead to the evolution of service-oriented architecture (SOA). Cloud computing developed
out of this need to provide IT resources ‘as-a-service’ [14]. Figure 2.1 demonstrate the
advancement of several technologies that lead to the emergence of cloud computing.

2.1.1 Cloud Computing Related Technologies



Autonomic computing was originally coined by IBM in 2001, it aims to build
computing system capable of self-management. Unlike cloud computing, which aims to
lower the resource cost rather than to reduce system complexity.

Virtualization is a technology that abstracts away the details of physical hardware and
provides virtualized resources for high-level applications. The virtual machine forms the
base of cloud computing, as it provides the capability of pooling computing resources
from clusters of servers and dynamically assigning or reassigning virtual resources to

applications on-demand.

Grid computing is a distributed computing paradigm that coordinates networked
resources to achieve a common computational objective. Cloud computing is similar to
grid computing in that it also employs distributed resources to achieve application-level
objectives. However, cloud computing has one step further by leveraging virtualization
technologies at multiple levels to realize resource sharing and dynamic resource

provisioning.

Utility computing represents the model of providing resources on-demand and charging
customers based on usage rather than a flat rate. cloud computing is the realization of
utility computing. With on-demand resource provisioning and utility-based pricing,
service providers can truly maximize resource utilization and minimize their operating
costs [4].

autonomic computing
Virtualization

grid computing
utiliy computing

cloud computing
IT as-a-service



Fig 2.1. Various technologies lead to cloud computing emergence

2.2 Cloud Computing Definition

The main idea behind cloud computing is not a new one. Cloud computing is a
conglomerate of several different computing technologies and concepts like grid
computing, autonomic computing, service oriented architecture, virtualization, peer-to-
peer computing (fig. 1). Cloud computing has inherited many of these technologies
benefits and drawbacks [15]. John McCarthy in 1960, envisioned that computing services
will be provided to the general public like a utility [16]. In 1969, [17] said: “as of now,
computer networks are still in their infancy, but as they grow up and become
sophisticated, we will probably see the spread of ‘computer utilities’ which, like present
electric and telephone utilities, will services individual homes and office across the
country.” The term “cloud” has also been used in various contexts to represent many
different ideas, this lack of a standard definition of cloud computing generates many
issues such as: market hypes, and a great amount of skepticism and confusion [4].
Recently, there has been work in standardizing the definition of cloud computing, and
many practitioners in the commercial and academic fields have attempted to define
exactly “what cloud computing” is and what associated characteristics it represents.

The work in [18] compared more than 20 various definitions come from different sources
to confirm a standard definition. [5, 7, 19] has defined cloud computing as “cloud is a
parallel and distributed computing system consisting of a collection of interconnected and
virtualized computers that are dynamically provisioned and presented as one or more
unified computing resources based on service-level agreement (SLA) established through
negotiation between the service provider and consumers”. The National Institute of
Standards and Technology (NIST) [20] defined cloud computing as: “Cloud computing is
a model for enabling ubiquitous, convenient, on-demand network access to a shared pool
of configurable computing resources (e.g., networks, servers, storage, applications, and

services) that can be rapidly provisioned and released with minimal management effort or
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service provider interaction”. The main reason for the existence of many definitions of
cloud computing is that cloud computing is not new technology, but rather a new
operations model that brings a set of existing technology together to meet the
technological and economic requirements of today’s demand for information technology
[4]. This cloud model is composed of five essential characteristics, three service models,
and four deployment models.

2.3 Core Technologies

To better understand the risks associated with cloud computing, it is important to discuss
the core concepts and technologies in cloud computing. Cloud computing realize the
dream of utility computing, which means that all computing services can be provided in a
similar manner to the other utilities such as electricity. To provide hardware services as
measured service-oriented can be easily understood, but this can also be extended to
software services because they are designed and built in the form of autonomous
interoperable services. The ways to access cloud computing were expand due to the large
variety of devices that can connect the Internet. Data centers, server farms, and high-
speed broadband networks are also critical components.

Virtualization is the most effective technology in cloud computing. Virtualization means,
to create a virtual versions of computers or operating systems. By the use of
virtualization, all physical traits are hidden from the user and instead another abstract
computing platform is presented, a key concept in cloud computing [21].

2.4 Cloud Computing Architecture

Many organizations and researches have defined the architecture for cloud computing [4,
20-22]. Cloud architecture is the design of software applications that uses internet-
accessible on-demand service. In this Section, we describe cloud computing architecture
based on NIST [20] definition.

2.4.1 Cloud Computing Layers



Cloud computing consist of four layers, as shows in Fig. 2.2. We describe each of them in
detail:

Hardware layer: It includes router, switches, physical servers, power and cooling
system. Hardware layer is responsible for managing the physical resources of the cloud

and is implemented in data centers.

Infrastructure layer (virtualization): Virtualization technologies made many key
features such as dynamic resource assignment available, thus, the infrastructure layer
become an essential component of cloud computing. Infrastructure layer partition the
physical resources using virtualization technologies such as KVM [23], Xen [24],

VMware [25], to create a pool of storage and computing resources.

Platform layer: Consists of operating systems and application frameworks is built on top
of the infrastructure layer. The platform layers main objective is to decrease the load of
deploying applications directly into VM containers.

Application layer: Consists of the actual cloud computing applications, which can
leverage the automatic-scaling feature to achieve better availability, performance, and

lower operating cost.

. software as a service
Application Layer

Platforms Layer Platform as a service

Infrastructure Layer

Infrastructure as a service

Hardware Layer

Figure 2.2 cloud computing layers and service models



2.4.2 Cloud Computing Service Models

Cloud services are delivered and consumed in real-time over the Internet. There are three

categories of cloud services: infrastructure, platform, application.

1.

Infrastructure as a service (laaS): This model provides computer resources,
storage, and network as an Internet-based service and is based on virtualization
technology. The key benefits of laaS is the usage-based payment strategy which
allow customers to pay as they grow, it keeps the customers use the latest
technology always, and achieve a much faster service delivery and time to market.
The cloud owner who offers laaS is called an laaS provider. The most familiar
laaS provider is Amazon EC2.

Platform as a Service (PaaS): The cloud provider delivers with a platform
including tools, and all the systems and environments comprising the end-to-end
lifecycle of developing, testing, deploying, hosting, and manage their own
applications as a service, and without installing any of these platforms or support
tools on their local machines. The platform-as-a service strategy can minimize
development time, offer hundreds of readily available tools and services, and
quickly scale. The PaaS model may be hosted in to of 1aaS model or on top of
cloud infrastructure immediately. Microsoft Azure, and google Apps are key
examples of PaaS.

Software as a service (SaaS): Cloud provider deliver applications hosted in the
cloud infrastructure as internet-based services for end users without requiring
installing the applications on the customers computers. SaaS is a multi-tenant
platform. It uses common resources and a single instance of both the project code
of an application as well as underlying database to support multiple customers
simultaneously. This model can be hosted on top of PaaS, laaS, or hosted on
cloud infrastructure directly. Examples of key providers of SaaS are sales force,
Microsoft, and IBM.

10



The development of standard security model for each service delivery model is
difficult, because each service model has different possible implementations.
Furthermore, the existence of all service delivery models in one cloud platform
leading to further complication of the security management process. Figure 2.3
illustrates a simple cloud computing model.

Cloud Computing

Saal
PaaS
| TaaS
h §
Linode, Azure Virizon. AmazonEC2 VMware. google

Figure 2.3 Illustration of a cloud computing model with its service models

2.4.3 Cloud Computing Deployment Models

Depending upon cloud computing customers’ requirements and on services
characteristics and purpose; cloud services can be deployed in four ways each with its
own benefits and drawbacks. The deployment models include public(external),private
(internal), community, hybrid clouds, and virtual private clouds. These models are
discussed below:

Public cloud: Cloud providers provide their resources such as storage and applications as
services to the general public, via a web application or web services over the internet.
The resources are therefore located at an off-site location that is controlled and managed
by the service provider or a third party. These are typically low-cost or pay-on-demand
and highly scalable service. The key benefit of public cloud is the shifting of risks to
infrastructure providers. However, public clouds lack control over date, network, and
security settings which obstruct their effectiveness in many business projects.

11



Private clouds: Cloud service in this model is made available to specific customer and
may built and managed either by organization itself or third party and may exist at an on-
site or off-site location. The key benefits of private clouds that it offers the highest degree
of control to the provider and user over cloud infrastructure, improving performance,
reliability, compliance, transparency and security. In the other hand, private clouds
require capital expenditure, operational expenditure and highly skilled IT team, and it
often being similar to traditional proprietary server farms and do not provide benefits.

Community clouds: They are controlled and shared by several organizations and support
a specific community that has shared interests, such as mission, policy, security
requirements and compliance consideration. It may be managed by the organizations or a
third party and may exist at on-site or off-site locations, and the members of the
community share access to the data and applications in the community cloud. Community
clouds users therefore seek to exploit economies of scale while minimizing the costs

associated with private clouds and the risks associated with public clouds.

Hybrid clouds: A combination of two or more clouds (private, community, or public)
that remain unique entities but are bound together by standardized or propriety. Hybrid
model tries to address the limitations of public and private cloud by making a
combination of them. Applications with less stringent security, legal, compliance and
service level requirements can be outsourced to the public cloud, while keeping business-
critical services and data in a secured and controlled private cloud. The advantage of
hybrid clouds over private and public cloud that it offer more flexibility. certainly, they
provide more strict control and security when compared to public clouds, while still

facilitating on-demand service expansion and contraction.

Virtual private clouds [14]: This deployment model is described by fewer resources, is
one in which service providers utilize public cloud resources and infrastructure to create a
private or semi-private virtual cloud (interconnecting to internal resources), usually via

virtual private network (VPN) connectivity.
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2.4.4 Cloud Computing Essential Characteristics

Cloud computing provides several features that are different from traditional service
computing. The national Institute of Standard and Technology (NIST) [20] addressed five
characteristics as depicted below:

e On-demand self-service: cloud computing employs a pay-per-use pricing model.
Resources can be allocated and deallocated on-demand and consumer can
unilaterally provision computing capabilities as need automatically without
requiring human interaction with each service provider.

e Broad network access: cloud service are available over the network (usually
internet) and accessed through standard mechanisms such as mobile phones,
laptops, and work stations.

e Resource pooling: the cloud providers use multi-tenant model to provide multiple
consumers by their pooled computing resources. Physical and virtual resources
dynamically assigned and reassigned depending on consumer demand.

e Rapid elasticity: resources can be scaled up and down rapidly and elasticity.

e Measured service: the resource usage controlled and optimized by leveraging a
metering capability.

2.5 Cloud Computing Risk Factors

The evolution of cloud computing paradigm introduced new risks, specific issues
imposed by law or regulations, as well as operational risks inherent to the use of cloud
systems, either local or external assets. These risks can have a great impact on the
operation of cloud providers, making it inconsistent with their respective business
strategies, represented by means of business objectives and constraints. Risk in cloud
computing systems must be considered at service, data, and infrastructure layers. The
type of cloud computing environment affect the level of risk. For instance, being a
participant of a federation of clouds involves more risks than only managing a private
cloud. Cloud computing literature review is navigated and a lot of risk factors is founded.
Some issues is observed: many researches define same risk factor but they use under

different names; other researches define risk factor but it can be included in another one.
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Thus, with regards to these issues 18 risk factors is identified. This section give a detailed
definition about each risk factor that may affect adoption to the cloud computing

environment.
2.5.1 Authentication and Access Control (A&AC)

Cloud computing customer’s private and sensitive data must be secure and only
authenticated users can access it. When using cloud, the data is processed and stored
outside the premise of an enterprise, which brings a level of risk because outsourced
services bypass the “physical, logical, and personnel controls”, any outside or unwanted
access is denied. The level of access control could enable attackers to collect confidential
data or to gain complete control over the cloud services. Malicious insider attack which
can be performed by malicious employees at the provider’s or user’s site. A malicious
insider attacker can easily obtain passwords, cryptographic keys and files. Account or
service hijacking can take place due to unauthorized access gained by attackers, it can
happen if the attacker gain access to user’s credentials then he or she can eavesdrop on its
activities, transaction, manipulate data, and redirect the customer to illegitimate sites.
Abuse and nefarious use of cloud attack can happen because some cloud providers offer
free limited trial periods which enables hackers to access the cloud immorally, some
malicious hacker use cloud server to launch DDoS attack, propagate malware or share
thieved software. All this ways of authentication access can cause damage and financial
productivity losses, their impact appears on: the confidentiality, integrity, and availability
of all data. The cloud provider should have their own identity management to identify
individual and controlling the access to the resources, authentication and authorization
through the use of roles and password protecting is a common way to maintain access
control to a cloud computing systems [8, 26-28].

2.5.2 Data Loss (DL)

Data loss means that the valuable data disappear into the ether without a trace. Data may
loss by several ways such as: some malicious hackers may delete or alter records without
having backup, Some customers may encrypt their data to prevent theft, but this can be

backfire if they lose the encryption key, which can be very painful, unauthorized access,
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operational failures, unreliable data storage, unlinking record, and sometimes due to the
careless of cloud service provider or a disaster, such as earthquake, flood, fire. Cloud
customers need to make sure that this will never happen to their sensitive data. This risk
is take place because of the amount of data access operations and the kind of data stored
on clouds. Data loss is one of the top concerns for business, because this may lead to lose
their reputation, and cause a loss that may significantly impact customer morale. There is
a need for data leakage security to implemented so, the important data will not go into the
wrong hands, good access control must be taken into practice, data must be stored
securely and integrity, periodically, monitoring must be taken into practice [2, 26, 29-32].

2.5.3 Insecure Application Programming Interfaces (1AP)

Application Programming Interfaces (APIs) are software that provided by cloud service
provider for customers to use to manage and interact with their services. APIs need to be
secured because they are important and necessary part to security and availability of
whole cloud services, and they play an integral part during provisioning, management,
orchestration and controlling cloud computing environment processes. Building
interfaces, injecting services will increase risks, there for some organization may in force
to relinquish their credentials to third party in order to enable their agency. Different
security issues may expose if the interfaces is comparatively weak, security control
mechanisms may not be able to fend API hacks, which may lead to unauthorized access
to even privileged user functions, and if the cloud providers provide some kind of
software interfaces to a customer to manage and interact with their services, the week or
too much user friendly interfaces may generate different kinds of security issues, and
sometimes. The risk increased in customer management interfaces of public cloud
because they are Internet accessible and mediate access to larger sets of resources
especially when combined with remote access and web browser vulnerabilities. The
security and availability of cloud services is associated with these APIs so they should
include features of encryption, access control, authentication, and activity monitoring
[26, 29, 31, 32].
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2.5.4 Data Transfer (DT)

Sensitive data is obtained from customers, processed and stored at cloud provider end.
Security of the data leaving a data-center to another data-center is a major issue as it may
breached quite a number of times in the recent time. All data flow over network needs to
be secured in order to prevent seepage of customer’s sensitive information. The
application provided by cloud provider to their customers is has to be used and managed
over the web. The risk come from the security holes in the web application [8, 33].

2.5.5 Insufficient Due Diligence (IDD)

Cloud computing come with the promise of cost reductions, operational efficiencies and
improved security. While these can be realistic goals for organizations, too many
enterprises jump into the cloud without understanding he full scope of it. Before start
using cloud services, the organization need to fully understand the cloud environment and
its associated risk. An organization must be sure that they have appropriate resource and
they have a team that are familiar with cloud technology to prevent the issues may arise
from jumping to cloud computing such as operational and architectural issues. Beside
that an organization need to be sure about adequate performance, because if moving to
cloud will save money. However if the performance level is unacceptable then no need to
this saving, also when making application testing an organization should validate that any
operations with cloud storage service work correctly, and the tester should be aware that
cloud services often perform much slower than local services. Organizations must taking
on unknown levels of risk in ways they may not even comprehend, but that are a far
departure from their current risks [32, 34].

2.5.6 Shared Environment (ShE)

Multi-tenancy is key factor of cloud computing service. To achieve scalability cloud
provider provide shared infrastructure, platform, and application to deliver their services,
this shared nature enable multiple users to share same computer resources, which may
lead to leaking data to other tenants. The key is that a single wvulnerability or
misconfiguration can lead to a compromise across an entire provider’s cloud. Moreover,
the concept of the isolation of the individual cloud users does not have a sure
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implementation in the cloud environment. If one tenant carried malicious activities the
reputation of other tenants may be affected. The impact can be appear as a problems for
the organization’s reputation in addition to service delivery, and data loss. Also one flaw
could allow an attacker to see all other data. If the foundation of computing resources not
offers strong isolation for a multitenant, the risk arises in all delivery models. Related to
shared access is data confidentiality or privacy risk arise. To control shared environment
risks, cloud provider should monitoring the environment for unauthorized activity, and
must conduct vulnerability scanning and configuration audits [2, 29, 32, 34, 35].

2.5.7 Regulatory Compliance (RC)

Traditional service providers are subjected to external audits and security certification,
and they give their customers some information about the security controls that have been
evaluated. European Economic area (EEA) has enacted data protection laws requiring
that the obligation to provide adequate data security should be passed down to
subcontractors, many others countries have been passed similar laws. They establish that
the provider is responsible for ensuring the protection, security and integrity of the data
regardless of location, also the provider remain liable for any loss, damage or misuse of
the data. Any provider is unable or unwilling to undergo such audit should only be
considered for most trivial functions [28, 35, 36].

2.5.8 Data Breaches (DB)

Virtual machine (VM) could use side-channel timing information to extract private
cryptographic keys in use by other VMs on the same server. Cloud environment present a
high value target to attackers, and therefore, the data from different users hosted in cloud
environment. Breaching in to cloud environment will potentially attack all users data.
Those attackers can exploit a single flaw in one client’s application to get to all other
client’s data as well, if the cloud service databases are not designed properly. Besides
that, there is a risk from insiders, although they don’t have a direct access to databases,
the insider breaches risk is still high and can be a massive impact on the security [8, 32].
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2.5.9 Business Continuity and Service Availability (BC&SA)

Cloud providers business continuity and service availability is essential issue especially
for critical business process, organizations worry about whether utility computing
services will have adequate availability, and this make some warry about cloud
computing. The continuity and availability of service refers to the factors that may
negatively affected the continuity of cloud computing. The nature of business
environment, competitive pressure, and the changes happening in it leads to some events
that may affect the cloud service provider, such as merger, go broke, bankruptcy, or it
acquisition by another company. These things lead to loss or deterioration of service
delivery performance, and quality of service. Another important thing to the cloud
computing provider is that their customers must be provided with service around the
clock, but outages do occur and can be unexpected and costly to customers. Cloud service
availability can be affected by many factors such as natural disaster, which can cause
cloud services to become unavailable or lead to loss of Internet connectivity. Another
factor that may affect availability is the priority of users on the cloud, how it determined,
should the overcapacity threshold is reached. The dependence of organization on 24/7
availability on some services increases the problems with Denial of Service (DoS),
failure can cost service providers and customers. Cloud services exploited by cyber
criminals to make distributed denial-of-service (DDoS) attacks, resulting in flood a web
server with repeated message causing hanging up the system and denying access for
legitimate users [3, 8, 37, 38].

2.5.10 Data location and Investigative Support (DL&IS)

Most cloud service providers have many data centers around the globe. When the
customer start using the cloud platform, they are not aware about the place of the
datacenter in which their data stored beside that they don’t have any control over the
physical access mechanisms to that data. When regards to privacy regulation in different
jurisdiction, in different countries where the government restrict the access to data in their
borders, or if the data stored in high-risk countries, all these things make data location big

concern issue. The investigation of an illegal activity may be impossible in cloud

18



computing environment, because multiple customer’s data can be a located in different
data centers that are spread around the globe, which makes the investigation difficult,
time consuming, and expensive. The enterprise has to factor in the inability or
unwillingness of the provider to support the processing of business records or anticipates

the need for investigation [8, 28, 35].
2.5.11 Data Segregation (DS)

Multi tenancy and shared resource are major characteristics of cloud computing where
multiple users can share same computing capacity, storage, and network. All cloud
providers use secure sockets layer to protect data in transit. The risk arise here come from
the failure of the mechanisms to separate data in storage, and memory, from multiple
tenants in the shared infrastructure. To observe system and end user security behaviors,
the existence or absence of technical issue such as encrypted communication and
virtualization security, and fundamental architectural concerns such as a dependence on
the Internet and missing choke points can be used. In this environment the intrusion of
data of one user becomes possible, therefore, the probability of this scenario depend on
cloud model the likely in private models is lower than public models [8, 28, 35, 36, 39].

2.5.12 Recovery (R)

ENISA (2009) finds that 52.8% of SME (Small and Medium Enterprise) vote disaster
recovery capabilities as a reason for start using cloud computing. Cloud users do not
know where their data is hosted. Some events such as man-made, or natural disaster may
happen; in such events customers must require information on what happens to their data

in case of disaster and how long the recovery process take [8, 28, 35].
2.4.13 Virtualization Vulnerabilities (VV)

Virtualization is one of the fundamental features of the cloud service, due to it the cloud
providers are residing the user’s applications on virtual machine (VMs) in a shared
infrastructure. The VMs is a virtualized based on the physical hardware of cloud
provider. The cloud providers isolate the VMs from each other, due to security concerns.

Hypervisor is the main source of managing a virtualized cloud platform, and it resides
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between VMs and hardware. Cloud providers use it to provide virtual memory as well as
CPU policies to VMs. Hypervisor introduces major risks as every cloud provider uses it,
hackers targeted it to access the VMs and physical hardware, attack on hypervisor can
damage the VMs and hardware. Besides, all virtualization software has vulnerability,
which can be exploited by malicious, local users to bypass certain security restrictions or
gain privileges. Strong isolation should be applied to ensure that if any VM is malicious,
it will not affect other VMs under same cloud provider [8, 26, 37].

2.5.14 Third Part Management (TPM)

There are many issues in cloud computing related to third party because the client
organizations are not directly managed by the cloud service provider. Some old concerns
in information security appear with outsourcing such as integrity control and
sustainability of supplier and all risks that client may take if it rely on a third party. In
some situation, the level of security of the cloud provider may depend on the level of
security of each one of the links and the level of dependency of the cloud provider on the
third party, which may lead to supply chain failure risk, which can take place if cloud
provider can outsource certain specialized tasks of its ‘production’ chain to third parties.
Some issues can happen as a result of the lack of coordination of responsibilities between
all the parties such as loss of data confidentiality, integrity and availability, unavailability
of service, violation of SLA, economic and reputational losses due to failure to meet
customer demand, cascading service failure, etc. Lack of transparency in the contract can
be a problem for the whole system. Its impact can appear in decreasing the level of trust
in the provider [39].

2.5.15 Interoperability and Portability (1&P)

In some cases the organization may need to change the cloud provider, and there have
been cases when companies can’t move their data and applications if they want to change
the provider. Also, in some cases, the organization want to use different platforms for
their applications. The difficulty of changing cloud provider (portability) or extracting
data and programs (interoperability) from cloud provider is preventing some organization
from adopting cloud computing. Thus, the organizations need to maintain a balance to
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handle the interoperability and portability. Interoperability means the ability of systems to
communicate, in other words is the ability of the code to run with more than one cloud
provider simultaneously. Portability is the ability to run systems written for one
environment in another environment. Interoperability and portability become crucial
because if the organization locks to a specific cloud provider, then the organization will
be at the mercy of the service level and pricing policies of that provider and it hasn’t the
freedom to work with multiple cloud provider. One solution would to standardize the
APIs thus the SaaS developer could deploy services and data across multiple cloud
providers so that if one company fails this would not affect all copies of customer data
with it [33, 40].

2.5.16 Resource Exhaustion (RE)

Cloud provider allocates resource according to statistical projections. Inaccurate
modeling of resources usage can lead to many issues such as: service unavailability,
access control compromised, economic and reputational losses, and infrastructure

oversize [36].
2.5.17 Service Level Agreement (SLA)

This term exists in different applications including the cloud. SLA is an agreement
between a service provider and a service customer, it specifies the responsibilities of the
service provider and the customer, besides, the information about the service delivered by
the cloud provider, the QoS provided, in addition, the penalties if the contract terms are
broken by the cloud provider [41, 42]. In other words the (SLA) represents the foundation
for the costumer to trust in the provider. The organization needs to ensure that the terms
of (SLA) are being met. Risk may appear with service level application such as the data
owner as some cloud provider include explicitly some terms state that the data stored is
the provider’s not the customer’s. If the cloud vender is owing the data it gives them
more legal protection in case if something goes wrong, beside that they can get additional
revenue opportunities for themselves by searching and mining customer data [31]. In few
cases where cloud vendor went out of business, their customer private data sold as part of

the asset to the next buyer. Also (SLA) terms should include Licensing conditions, there
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is the possibility for creating original work in the cloud, but if not protected by the
appropriate contractual clauses, this original work may be at risk. One of the (SLA) terms
must be for responsibilities of cloud provider for enabling governance [43].

2.5.18 Data Integrity (DI)

One of the most critical elements in all systems is data integrity. It is easy to achieve in a
standalone system with a single database and it can maintain via database constraints and
transactions. Achieving data integrity is much complex in distributed systems where there
are multiple databases and multiple applications. Cloud computing magnified the
problem of data integrity, as there is mix of on premise and SaaS applications exposed as
service. SaaS applications are multi-tenant applications and they hosted by a third party.
The biggest challenge, which endanger the data integrity is transaction management, at
the protocol level, does not support transactions or guaranteed delivery. If data integrity

is not guaranteed and there is lack in integrity controls, this may result in deep problems

[8].

2.6 Summary

This chapter considered cloud computing and discussed the emergence, definition, and
the core technologies of cloud computing. We also presented cloud computing
architecture (layers, service models, deploy models) and the various risk factors, which

affect cloud computing adoption.
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Chapter Three

Risk assessment and Literature Review

During the last decade there has been a major surge of interest in improving our ability to
deal with risk, and especially with its negative impact at the organization level. This has
led to the development of tools, techniques, processes and methodologies which are
typically classified under the label of “risk management” [44]. This chapter examines the
definition of risk in Section 2.1. A general overview about risk management and risk
assessment is provided in Sections 2.2, and 2.3 respectively. Some basic background
about risk assessment approaches is presented in Section 2.4.

3.1 Risk Definition

Risk is a part of any activity and can never be eliminated, nor can all risks ever be known.
Risk in itself is not bad; risk is essential to progress, and failure is often a key part of
learning. But we need to learn how to balance the possible negative consequences of risk
against the potential benefits of its associated chance [45]. There are a variety of
alternatives but accepted definitions exist for the term risk, these definitions depend
broadly on the disciplines within which the concept is applied. [46] proposed a generic
definition of risk “the probability that a particular adverse event occurs during a stated
period of time or results from a particular challenge”. This definition provides a useful
guide to the general meaning of risk, but it does not meet the more quantitative
requirement of the engineering profession, or more qualitative requirement of social
science disciplines. For this reason there is a general acceptance that definitions of risk
are in general case specific [46]. 1ISO 31000:2009 [47] together with ISO/IEC Guide 73
[48], defines risk as the “effect of uncertainty on objectives”. It also states that risk is
consequence of an organization setting and pursuing objectives against an uncertain

environment. Risk is not defined or classified by the size of the risk, by the balance of
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expected and unexpected consequences, which is known as “value at risk” in economic
terms. “value at risk” is statistical measure that defines the consequence of a loss by the
chance of occurrence or confidence level [49]. Usually, risk is defined as the combination
of severity and probability of an event. In other words, how often can it happen and how
bad is it when it does happen?. Risk can be evaluated qualitatively or quantitatively.

Risk = frequency of the event * consequence (3.1)

The terms can be used in the qualitative descriptions of risk such as ‘low’, ‘medium’, or
‘high’. The terms can be used in quantitative descriptions of risk is numeric values such
as ‘1’, ‘2’ [50].

Risk can be classified into three broad categories [50]:

1. Negligible risk: broadly accepted risks as they considered they go about everyday
lives.

2. Tolerable risk: we would rather not have the risk but it is tolerable in view of
benefits obtained by accepting it. The cost is in convenience is balanced against
the scale of risk and a compromise is accepted.

3. Unacceptable risk: the risk level is so high that it couldn’t be prepared to tolerate
it. The losses far out weight any possible benefits in the situation.

The discussion of risk is come from its relationship with the idea of reward. If the risk is
not associated with well understood or widely-accepted cost, the organization faced a
challenge. Because of this fail in managing risk there is a need to develop risk
management programs in order to identify, mitigate, and manage risks to achieve
acceptable reward [49].

3.2 Risk Management

Risk management is “the process of understanding, costing, and efficiently managing
unexpected levels of variability in financial outcomes for business” [49]. Risk
management plays an important role in a wide range of fields, including statistics,

economics, systems analysis, operation research, and biology [51]. The aim of risk
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management is to help organizations establishing priorities and focusing security
resources in order to reduce risk exposure [52]. Risk management process aim is three
fold: it must identify the source of uncertainty, assess the frequency of events occurrence
and consequences of those events, and respond to the risk in an appropriate and effective
manner [53]. The risks associated with information, information system, and technology
are included in any definition of commercial or public-sector risk. System risks are
potential system losses, breaches, or failures which may mean “modification, destruction,
theft, or lack of availability of computer assets such as hardware, software, data, and
services” [54]. Further, risk management is the process that allows IT managers to
balance the operational and economic costs of protective measures and achieve gains in
mission capability by protecting the IT system and data that support their organization
mission [55]. The most central concepts in risk management are the following [51, 52]:

(a) Assets: is something to which a party assigns value and hence for which the party
requires protection; they are not only hardware, networks or software, but also all
those supporting the underneath infrastructure such as staff or facilities.

(b) Threats: is a potential cause of an unwanted incident, with unwanted results for an
organization’s objectives materialized on harm or loss of assets.

(c) Vulnerabilities: is a weakness, flaw on procedures, design, implementation or
internal security controls in IS, that may be exploited purposely or accidentally
by, a threat to cause harm to or reduce the value of an asset.

(d) Risk: it is the potential that a given threat will exploit a vulnerability of an asset
and thereby cause harm to the organization. It measured by the likelihood of an

unwanted incident and its consequence for a specific asset.

Risk management is an iterative process and the identified risks are monitored
throughout the lifecycle, it not concerned about eliminating risk but about identifying,
assessing, and managing risk. Its main goal is to obtain benefits and sustainable
values for the business in each of its activities and across all of them. For this reason,
it should be a fundamental part of any organization’s strategic management [56].
Figure 3.1 shows the steps of risk management process.
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Fig 3.1 Risk Management Steps

3.3 Risk assessment

Risk Assessment (RA) is a set of techniques applied in order to investigate the probability
of an event, and there by assess the effects/consequences of such. It is one element of a
broader set of risk management activities. Although all elements of risk management
cycle are important, risk assessment provides the foundation for other elements in the
cycle, it considered a core sub process of any risk management strategy: if the risk
assessment method is not conducted appropriately, the risk management will then fail to
achieve its objectives. In particular, risk assessment provide a basis for establishing
appropriate policies and selecting cost-effective techniques to implement these policies
[57]. Risk assessment can be defined as “the process that tries to identify, analyze, and
evaluate through abroad range of involved variables, potential events with a measurable
impact on an organization’s objectives [47]. Risk assessment, regardless is related to any
type of risk it provides risk-level estimations (RLES) as output, and it is considered as a
means of providing decision makers with information needed to recognized factors that
can negatively influence operations and outcomes and make informed judgements
concerning the extent of actions needed to reduce risk [57]. The complexity of risk

assessment grows along with the environment and information system complexity. For
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RA to be further useful, it must be precise and allows contrast and comparison against

previous assessments, or against assessments done in similar environments [52].

Risk assessment meaning largely depends the context and discipline within which it is
applied, but all risk assessment process can be subdivided into: identification, analysis,
and evaluation of risks [56, 58]. Risk assessment steps are shown in figure 3.2

3.3.1 Risk identification

This stage establishes and defines an organization’s potential events and their causes and
potential consequences, understanding the source of risks, and areas of impact. The risks
were described in structure format in this step. The goal is to create a comprehensive list
of risks, including risks that may be associated with missed opportunities and risks out of
the direct control of the organization. It considered as the most difficult aspect of
managing risks, because more events will happen in the future than can be predicted
today.

3.3.2 Risk analysis

This stage aimed at figuring out the everything possible about risks, including events
likelihood of occurrence and the magnitude of their consequences, based on previously
identification risks. Existing controls and their effectiveness and efficiency are also taken
into account. There are three types of risk analysis: quantitative, qualitative, and

combination of two.

a. Quantitative risk analysis

Attempts to estimate the risk in the form of the frequency of the events and the magnitude
of the losses or consequences. Quantitative risk analysis is the most suitable method
when sufficient field data, test data or other evidences exist so as to estimate the
probability of events and magnitude of losses; however, it is complicated, time

consuming and expensive to conduct.
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b. Qualitative risk analysis

It is main features that it is simple and quick to perform; thus, it is the most widely
applied method. Linguistic scale such as low, medium, and high is using to estimate risk;
then, a matrix is formed, which characterizes the risk in the form of the likelihood of
events versus the potential magnitude of losses in qualitative risk analysis does not rely
on actual data and probability treatment of such data; accordingly, it is more simpler to
use and understand than quantitative risk analysis, although it is extremely subjective.

c. Mixed risk analysis

It adopts a combination of quantitative and qualitative analyses. It can be happen in two
ways: either the frequency of an event is measured qualitatively, but the consequences are
measured quantitatively or vice versa; or both the frequency of an event and the
consequences are measured using quantitative methods, but the policy setting and

decision making are reliant on qualitative methods.

3.3.3 Risk evaluation

This stage compares the estimated risk levels against a risk acceptance criterion, which is
a threshold established by business executives. The purpose of risk evaluation step is to
review the analyses, criterion and tolerance of risks in order to prioritize and choose
appropriate risk treatment methods. An organization’s legal and regulatory environment
and its internal and external context will also be considered at this stage. This step results
in the determination of whether each risk should be treated or not, and how to treat it.
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The selection of an assessment technique is not a simple task. Authors in [59, 60] listed
some issues should be put in considerable when selecting the most suitable assessment
technique:

e The availability of resources for analysis.
e The size and complexity of the process analyzed.
e The phase in which the risk assessment will be considered in the process lifecycle.

e The availability of information.

The authors also emphasize the importance of the data considered in the risk assessment.
The data considered should be accurate, adequate, relevant, coherent, unbiased and valid.

3.4 Literature Review

In the current information age, the issue of information security has become a vital entity.
The evolution of cloud computing paradigm introduced new risks, specific issues
imposed by law or regulations, as well as operational risks inherent to the use of cloud
systems, either local or external assets. These risks can have a great impact on the
operation of cloud providers, making it inconsistent with their respective business
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strategies, represented by means of business objectives and constraints. Information
security risk assessment enables the Government, public and private organization to
identify their security risks, and develop effective control strategies. Nowadays, there are
different types of risk assessment standards, methods, and guidelines are available. The
different types of risk assessment have different objectives, structure, steps, and level of
application; and each of them has been developed to meet a particular need. Several
researches have been done in the area of risk assessment of information security in
general and risk assessment in cloud computing environments. Some of these researches
tend to provide new risk assessment models or frameworks to overcome potential risks
associated with cloud computing and prevent adoption to cloud computing. The risk
assessment strategies driven by business aspects must be integrated into a cloud
organization’s decision-making processes in order to be effective. Risks in cloud systems
must be considered at service, data, and infrastructure layers. Besides that, all cloud
entity not just the providers, should be the subject of risk assessment approach [56]. This
research focuses on assessing risk in cloud computing environments. The following parts
presents a detailed literature review about different researches, frameworks, approaches,
and methodologies that has been done in the area of assessing risk in information

security, and in the area of cloud computing environment as specific.

3.4.1 Risk Assessment Standards and Methodologies

There are many risk assessment standards, these standards are published by professional
organizations in terms of information security as general, some are publicly available
(e.g. OCTAVE), while others are restricted to members of organizations that are
collaborating to create and update them (e.g. SPRINT). The following are the
descriptions of each of these standards:

OCTAVE is a self-directed risk-based strategic assessment and planning technique for
security. It requires an organization to manage the evaluation process and make
information-protection decisions. OCTAVE dedicated at organizational risk and strategic,
practice-related issues. This make it differ from the typical technology-focused
assessment, which is focused at technological risk and tactical issues. OCTAVE structure
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is designed in three phases figure 2.3, theses phases are: phase 1: Build Asset-Based
Threat Profiles- in this organizational evaluation the analysis team determines what is
important information-related-asset to the organization, then the team selects the most
important assets and describes security requirements for each asset. Finally, they asset
profile by identifies threats for that asset. Phase 2: Identify Infrastructure Vulnerabilities-
this is an evaluation of the information infrastructure. First the analysis team examines
network access paths, identify classes of information technology components related to
each asset, at last, the team determines the extent to which each element of component is
resistant to network attacks. Phase 3: Develop Security Strategy and plans- during this
evaluation, the team identifies risks association with organization’s assets and decides the
action to do. The team used gathered information to create a protection strategy
mitigation plans to address the risks to the critical assets [61].

A voluntary private-sector initiative called Internal Control-Integrated Framework was
published in 1992, by the committee of Sponsoring Organizations of the Treadway
Commission (COSO) [62]. In 2004 COSO published an Enterprise Risk Management
(ERM) standard [63] which is sponsoring by five nonprofit organizations, American
Accounting Association (AAA), American Institute of Certified Public Accountants
(AICPA), Financial Executives International (FEI), Institute of Internal Auditors (11A),
and Institute of Management Accountants (IMA). COSO ERM is a multilayer project
targeted to improve organizational performance and governance through effective
internal control, enterprise risk management, and fraud deterrence. Figure 3.3 illustrates
OCTAVE phases.
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Fig 3.3 OCTAVE phases (adapted from [61])

The COSO ERM Board has confirmed that the key concepts and principals embedded in
the original frame work remain essentially, besides that the updated framework develops
principles and supporting points of focus within each of the five foundational components
of internal control; control environment, risk assessment, control activities, information
and communication, monitoring activities. The COSO ERM new framework involves
two rounds of public exposure to review, refresh, and modernize the original framework,
ensuring it remains relevant [62]. COSQO’s Internal Control- Integrated Framework
enables organizations to develop systems of internal control that adapted to changing
business and operating environment, mitigate risks to acceptable levels, and support
organization's decision makers. The framework has three categories of objectives, which
are what an entity strives to achieve, these objectives are: operations objectives, which
concern to effectiveness and efficiency of the entity’s operations, reporting objectives.
These are concerned to internal and external financial and non-financial reporting, and
compliance objectives which concern to obligate to laws and regulations to which entity
IS subject.

Internal control consists of five components, control environment, risk assessment,
control activities, information and communication, and monitoring activities, they are

represented what is required to achieve the objectives. The control environment is the
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collection of procedure, structure, and criterions that supply the foundation for
implementing internal control across the organization, risk assessment which involve a
repeated and dynamic process for identifying and assessing risks to the accomplishment
of objectives, establishment of the objectives, linked at different levels of the entity form
a precondition to risk assessment. Control activities are the actions which performed at all
levels and various stages of the within business process, of the entity, and established out
of procedures and policies, these actions are established through policies and procedures
to ensure that the steps done by the decision makers to mitigate risks are carried out.
Information and communication, entity need information to implement internal control
responsibilities to support the achievement of its objectives. Communication is repeated
process of obtaining necessary information. In the last component monitoring activities,
two kinds of evaluations, ongoing and separate are used separately or some combination
of them to check whether each of five components of internal control is present and
functioning. Results are evaluated against standard affirmed by regulators. The
relationship between objectives, component, and organizational structure depicted in the

form of cube [64]. Figure 3.4 represents this relationship.
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Fig 3.4 The COSO ERM Cube (adapted from [62])
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The framework sets out seventeen principles representing the fundamental concepts
associated with each component. An entity can achieve effective internal control by
applying all principles. In spite of internal control provides reasonable assurance of
achieving the entity's objectives, some limitation may exist because internal control
cannot prevent bad decisions, or external events that can lead to failure to achieve the

organizational operational goals.

International Organization for Standardization (1SO) standard 31000 [63] was published
in 2009 as an internationally agreed standard for the implementation of risk management
principles. “Risk Management- Principles and guidelines” is the title of 1SO 31000
standard. The standard provide vision, guidance, and generic iterative process of risk
assessment in organization of any size, and it can be applied to any type of risk regard
less of its nature or effect type (positive or negative) [63, 65]. The risk management
process is governed by the principles, which establish the values and philosophy of the
process. Risk management principles link the framework and practice of risk
management to the strategic goals of the entity. The principles help align risk
management to corporate activities, besides supporting a comprehensive and coordinated
view of risk that implemented to specific organization [58]. The risk lifecycle framework
in 1ISO 3100 consists of 5 components, mandate and commitment, design of framework,
implement risk management, monitor and review framework, and improve framework.
Figure 3 represents the ISO 31000 risk management process, the key stages are: risk
assessment and risk treatment. The risk assessment stage consists of risk identification,
risk analysis, and risk evaluation. Risk identification sets up the discovery of the
organization to risk and uncertainty. The outcome of risk analysis can be used to make a
risk profile, which can be used to rank the relative importance of each identified risk.
This process allows the risks to be mapped to the business area affected. Risk evaluation
prioritized risk control action in terms of their potential to benefit the organization. The
risk treatment stage is defined in 1SO 31000 as the activity of selecting and implementing
appropriate control measures to modify the risk. It include risk control (mitigation), risk
avoidance, risk transfer, and risk financing. 1ISO 31000 is not intended for the purpose of
certification [63, 65].
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Technical committee ISO/TC 176 is responsible for the ISO 9000 family series of
standard for quality management and quality assurance. It was first published in 1987
[66, 67]. The series provide guidance and tools for companies and organizations who
want to ensure that their products and service consistently meet customer’s requirements,
and that quality is consistently improved [67]. 1ISO 9001: 2008 proposed approach that
required improving the processes operating in the organization. Risk management has no
place in this approach [65]. The purpose of ISO 9001 is to provide organizations with a
foundation upon which to build sound business practices and processes [67]. Risk
management is strongly suggested by the 1SO 9004: 2009 under the title “managing for
the sustained success of an organization - A quality management approach”[65]. The
purpose of the developed of ISO 9004 was to maintain consistency with ISO 9001, and to
help organizations who are users of ISO 9001 obtain long term benefit from the
implementation of a more broad- based and in- depth impact quality management system
[68, 69]. Figure 3.5 shows ISO 31000 risk management process.
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Fig 3.5 Risk management process based on 1SO 31000 (adapted from [63])
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Control Objectives for Information and Technology framework (COBIT) was introduced
in 1996 by ISACA (Information Systems Audit & Control Association) and IT
Governance Institute [70-72]. COBIT is a comprehensive framework for information
technology governance ITG that helps enterprises to create optimal value from IT by
maintaining a balance between realizing benefits and optimizing risk levels and resource
use [70, 72, 73]. The purpose of COBIT is to define a series of process necessary for
steering IT resources to achieve business objectives. The framework is based on
assessable controls and guided by a Capability Maturity Model (CMM) to facilitate the
identification of risk exposures and realization of benefit, thus, it is used as a compliance
checking system [72]. COBIT is not specific to information technology, it addresses
information technology governance, and refers to information security among many other
issues, it divides the information technology governance into 34 processes, and provides
a control objective for each of these 34 process [70, 71].

The last edition of the framework, COBIT 5, published in 2012 was introduced for
“Enterprise governance of IT” [74]. It saw a shift in the framework’s orientation towards
business through integrate all ISACA models (such as Val IT, Risk IT) into one
integrated model. Additionally, it separates governance from management and focuses on
board-level concerns [72, 75]. COBIT 5 identifies five basic principles, and seven
category of enablers shown in Figures 3.6, and 3.7 respectively, to govern and manage
the information requirements [70, 71]. COBIT 5 also introduces a new process-reference
model, new processes, update and expanded goals and metrics, and alignment with
ISO/IEC 15504 process capability-assessment model [75].

Microsoft developed cloud risk decision framework [76], that was based on ISO 31000
standard. It serve as support in decision-making process as per risk management best
practice guidance outlined in ISO 31000. This guidance was designed to help the
organization to objectively identify, analyze, assess, and determine potential risk
treatment alternatives for risks related to cloud strategy which organization planned to
adopt it.
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Despite all best practices and recommendations, the experience of practitioners shows
that there is little evidence that risk management is being efficiently applied in a
systematic and periodic way. Actually, most standards guides only provide high level
guidelines for general purpose risk assessment in a textual description form. Very low
information is given about how actually implement these standards in practice and most
of the proposed processes are assumed to be manual [77]. The authors of [78-80] have
investigated the actual benefits and shortcomings of different approaches for risk

management in real life environment. Many issues were arises from these investigation
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such as little knowledge reuse, inadequate documentation, and lack of tools to automate,

monitor, report, and support decision-making.

Shamala et al. [12] suggested a conceptual framework of info-structure for information
security risk assessment. Six methodologies, which are currently available, were
compared and analyzed to develop the framework. The aim of the framework is to
explain the general view of flow, types of information to be gathered and requirements
which need to be met before conducted any risk assessment. A quantitative approach for
assessing and evaluating risks was suggested in [81]. This model uses empirical data that
reflects the security posture of each vulnerability to calculate loss expectancy; a risk
impact estimator. CORAS, was presented in [82], it is a model-based risk management
process. The main objective of the CORAS is to develop a framework to support risk
assessment of security critical systems.

3.4.2 Risk Assessment models Specific to Cloud Computing

In recent years, the principles and practices of risk assessment were presented to the
world of cloud computing either as general methodology or focus on specific type of risk
such as SLA fulfillment. The following part discus different research that has been done

in the areas of risk assessment in cloud computing environment.

The main research topic of several groups and organizations currently is cloud computing
standards. Cloud standards coordination, was formed in July 2009, its main goal “is to
create a landscape of cloud standards work, including common terminology” [31]. They
created a wiki page [83], where different cloud oriented Standard Developing
Organizations (SDOs) can update their parts of research. Here is a brief description about
each of SDOs research areas.

Cloud Standard Customer Council (CSCC) [84], is an end user advocacy group dedicated
to accelerating cloud's successful adoption, and drilling down into the standards, security
and interoperability issues surrounding the transition to the cloud. CSCC provides cloud

users with the opportunity to drive client requirements into standards development
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organizations and deliver materials such as best practices and use cases to assist other

enterprises.

In its recommendations on risk assessment for cloud computing, European Network and
Information Security Agency (ENISA) [36], investigated the different security risks
related to cloud computing. It provides a list of relevant incidents scenarios, vulnerability
and assets. ENISA estimate the level of risk on the basis of likelihood of a risk scenario
mapped against the estimated negative impact. National Institute of Standards and
Technology (NIST) [85], develop a guidelines to use by the organizations that process
sensitive information, such as federal organizations; also hon-governmental organizations
can use this guidelines. The purpose of the NIST guideline is to provide a foundation for
the development of an effective risk management program. The primary goal of this
document is to help organizations to better manage IT related risks. The risk assessment
methodology encompasses nine primary steps: system characterization, threat
identification, vulnerability identification, control analysis, likelihood determination,
impact analysis, likelihood determination, impact analysis, risk determination, control

recommendation, and results documentation

Cloud Security Alliance (CSA) is a non-profit organization promoting the use of best
practices, common level of understanding, awareness and guidelines for cloud related
security threats. In December 2009, CSA released “Security Guidance For Critical Areas
of Focus in Cloud Computing” [86], where they identified thirteen areas of concerns in
three major sections. This document quickly becomes the industry-standard catalogue of
best practices to secure cloud computing, therefore many business, organization, and
governments have incorporated this guidance into their cloud strategies. Security, Trust
& Assurance Registry STAR [87] is a powerful program for security assurance in the
cloud, provided by Cloud Security Alliance CSA. STAR program includes a
complimentary registry that that documents the security controls provided by popular
cloud computing offering. CSA STAR based upon two key research component: CSA
Cloud Control Matrix CCM [88], CSA Consensus Assessment Initiative Questionnaire
CAIQ [89]. Cloud Control Matrix CCM, is designed to provide essential security
principles to guide cloud providers and to help cloud customers in assessing the overall
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security risk of a cloud provider. CCM provides organizations with the needed structure,
detail and clarity relating to information security tailored to the cloud industry.
Consensus Assessment Initiative Questionnaire CAIQ is a set of “yes”, “no” questions a
cloud customer may hope to ask of a cloud provider. The questions are based on security
controls found in the CSA Cloud Control Matrix.

The design, implementation of an effective and efficient risk assessment framework for
cloud service provision associated with corresponding mitigation strategies is proposed in
[51]. The framework aim to analyze and address the risk factor in a cloud service
ecosystem and it provides technological assurance that will lead to higher confidence in
cloud providers together with cost effective, reliable and productive cloud service
provider's resources. It emphasizes that risk must be considered at each service stage in
relation to the assets which need to be protected besides it must be performs at service
providers (SP) and infrastructure providers (IP) levels. Service provider need to identify
risks during the service deployment and operation, SP needs to know and assessed risks
of each IP, this enable them to meet their responsibility about matching the end user
requirements with the correct IP. Infrastructure provider performs risk assessment during
admission control and internal operations, which increase the performance and quality of
the IP. The information about vulnerability, threats, and risks associated with each asset
is available in simple database called risk inventory, it developed to determine how
certain risks can be managed and evaluated to be brought to an acceptable level. There
are various risk models, which can be introduced to choose relevant mitigation strategies
so the proposed model could be built as a combination of probabilistic, possibility, and
hybrid models and assess risk based of four categories of risks namely technical, policy,
general, and legal. Final stage is to implement risk mitigation strategy, with the context of
this model the main strategies to be applied are avoidance and limitation. This framework
and its software toolkit implementation is part of the research and development work of
the OPTIMIS (Optimized Infrastructure Service) project [90].

Anew risk assessment framework for cloud service provision [91] is proposed to assess
and improve the reliability and productivity of fulfilling an SLA in a cloud environment.
The aim of this model is to allow individuals to negotiate and consume cloud resources
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using service level agreement (SLA). The model claims that it is essential to identify
what data is required for such risk assessment and how it is going to be analyzed to
estimate the actual risk, a risk inventory is developed and used for this purpose. A
quantitative risk assessment approach is then applied to measure the level of risk attached
to each asset, model methodology divided in to six stages, in risk inventory stage the
requirement analysis is carry out to identify how the risk inventory is populated. in the
vulnerability, threat identification stage respectively, each vulnerability and threat is
represented as a single bit in the vector of theirs; to indicate its existence it gives the
value 1 otherwise 0. Data requirement that need supported is identified in data monitoring
stage. Simultaneously, in the event analysis as the possibility of an event occurring
identified, the likelihood should be estimated. The likelihood of threat acting over
vulnerability is defined as Lji = (Tj,Vi). The quantitative risk assessment approach is
applied at the guantitative risk analysis stage, to estimate the level of risk for each asset.
The last stage is model, in which the individual risks are first calculated, and then to
enhance knowledge an aggregated risk is estimated.

A quantitative Impact and Risk Assessment Framework (QUIRC) [92] presented for
analyzing and assessing the risks and impacts to the security of cloud-based software
deployment. This framework categorize risks based on security objectives (SO), which
are defined base on the potential impact on an organization. Three of these objectives
confidentiality, integrity, and availability; are defined by Federal Information Security
Management FISMA [93] as they are addressed in the context of traditional network and
systems security. In the context cloud plat forms, [94] defined multi-party trust and
mutual auditability. Usability objective is added by QUIRC authors as one requirement
unique to cloud computing platforms. These security objectives can be referred as
CIAMAU framework. The conceptual basis of this framework is come from Federal
Information Processing Standards FIPS approach, which represent risk as a product of the
probability (Pe), of threat which is a fraction less than 1, and its potential impact (l¢) it
can assigned to a value on a numerical scale: Re = Pe I the framework adopt wide-band
Delphi method [95] for evaluation the risk impact based on expert opinion. The method is
a forecasting technique used to collect information for assessing risk. Features of the

QUIRC methodology is that it gives the vendors, customers and regulation agencies the
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ability to comparatively assess the relative robustness offers introduced by different cloud
venders. Other feature of QUIRC is that it can help to deal efficiently and relieve the
major FUD (fear, uncertainty and doubt). However, its limitation is the meticulous
collection of historical data for threat event probability calculation, which requires data
input from those to be assessed cloud computing platforms and their vendors [92].

A Semi-Quantitative BLO-driven cloud risk assessment (SEBCRA) [96], presented as
core sub-process of a cloud risk management approach. The cloud risk management and
its core sub-process allow cloud organization to be aware of cloud risks and align their
low-level management decisions according to high-level objectives. This framework is
designed to address impacts and consequences of cloud specific risks into BLOs of a
given cloud organization, also, it aims to increase the probability of success which lead to
decrease both the opportunity to failure and the uncertainty in achieving those objectives.
The core process of BLO-driven cloud risk management is Risk Level Estimation (RLES)
as outputs, which are individually specified for each risk and BLO affected. SEBCRA
main intent is to rank cloud risks. The assessment methodology of this framework is
subdivided in to risk analysis and risk evaluation. In the risk analysis step a proposed
semi-quantitative risk analysis which uses a standard risk level matrix in order to show
risk level rates (based on ISO/IEC 27005:2008). The risk analysis step divided to three
stages: risk identification, risk description, risk estimation. The organization’s potential
risks are defined in risk identification stage; A comprehensive risk assessment method
guarantees at risk description stage; and in risk estimation stage the likelihood of
occurrence and the estimated impact on BLOs of each defined risk is figured out. To
evaluate the impact, authors use 10x5 risk level matrix because they consider five
possibilities for either positive or negative impacts. After assessing risk, the sub-process
Risk Treatment is used to define potential risk-aware actions, controls, and policies to
decide which Risk Mitigation methodology (avoid, reduce, accept, and transfer) which
aims to move risks on the negligible or profitable levels.

Morali et al. [97] introduced (CARC++), an extended version of Confidentiality Risk
assessment and Comparison (CRAC) method [98]. CARC++ support decisions about
confidentiality requirements. The aim of this method is to enable the specification of
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confidentiality requirements in an SLA between a client and IT resource provider. The
method elucidate that to do confidentiality level specification must be chosen, the method
chosen must satisfy at least three criteria: the confidentiality levels must not be specify as
percentages of data loss; it is not of observing episodes; and it does not require a provider
to uncover confidential information. The Confidentiality Risk Assessment and
Comparison (CRAC) [98] provides confidentiality risks of two alternative networked IT
architectures by analyzing how information can flow through a network, and how

unauthorized individuals can move through the network.

CRAC++ expand CRAC with a step to recognize confidentiality requirements of the
customers that are not implicitly by the known confidentiality requirements of the
provider, and which are candidates for inclusion in an SLA with that provider. CRAC++
consist of four steps: at the end of step 0, the risk assessor is provided with the data
which is used in the next steps of the method, these data is: information assets, 1T
architectural components, threat agents, relevant vulnerabilities and confidentiality. In the
step of assessing total impact of disclosure per component, an information flow is made
for each information asset and each component that the asset can reside on, at the end, the
components for which unauthorized access would create a total impact higher than a
certain value is identified and it determined by system owners. The likelihood that a
component will be accessed by an unauthorized agent is assessed in step two, assessing
protection level per component. Third step: determining candidate confidentiality
requirements, the confidentiality of requirements of the client that are not implied by
known confidentiality requirements of the provider are identified. This step is subdivided
in to three stages, first they identify vulnerabilities against which the client wants to
protect itself. In second stage the protection levels under the assumption that the clients
confidentiality requirements were satisfied were identified. Finally, the comparison of the
protection levels of critical components in the best and worst cases is done by
confidentiality expert, besides that the expert identifies the confidentiality requirements
that the provider must satisfy.

An information security risk management framework for cloud computing environments

was presented in [99]. The purpose of this framework is to identify threat, and
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vulnerability, and for better understanding critical areas in cloud environment. The
framework can be applied to all cloud computing service and deployment models. This
framework was developed based on evolving ISO/IEC 27001 standards [100], NIST risk
management guide for information technology systems [101], and Booz Allen Hamilton
information security governance government consideration for the cloud computing

environment [102].

The framework consists of seven processes that is embedded in three phases. First phase
is: Architecture and establishing the risk management program (PLAN) and it consists of
two processes; selecting relevant critical area, and strategy and planning. The second
phase implements and operate encompasses risk analysis, risk assessment, and risk
mitigation. Monitoring and review is the last phase and it include the process of assessing

and monitoring, and risk management review processes [99].

Cloud Adoption Risk Assessment Model (CARAM) framework designed by [103].
CARAM is a qualitative risk assessment model designed for helping cloud customers to
assess risks that they face by selecting a specific cloud provider. CARAM is based on
existing frameworks such as ENISA, CSA, CNIL, and CAIQ and complements them to
provide the cloud service customer with a practical tool. The limitation of this method
that its accuracy of risk assessment depends on the accuracy of the input data and the
appropriateness of the proposed formulas.

A quantitative security assessment approach for cloud Security Level Agreements is
proposed in [41]. This approach utilize the Reference Evaluation Methodology (REM),
originally proposed in [104] as a technique to quantitatively evaluate security policies. A
novel security risk assessment model for information system in cloud computing
developed by [104]. This model is based on Analytical Hierarchy Process AHP, AHP is
applied for optimal decision-making and to achieve weighting factor. This work also
summarized 8 kinds of threats to security principles, and lists the corresponding factors.
Combing with collaborative and virtualization of cloud computing technology and so on,
adopting the theory of AHP and introducing the correlation coefficient to analyze the
multiple objective decision.
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A cloud-based assessment as a service paradigm is proposed [105] as a promising
alternative. A framework called SecAgreement (SecAg) [106], that extends the current
SLA negotiation standard, WS-Agreement [107], to enable the description of security
metrics on service description terms and service level objectives of the SLA. The
framework allow organizations to quantify risk, identify any policy compliance gaps that
might exist, and as a result select the cloud services that best meet their security needs.
Bernsmed et al. [42] outlines a framework for security SLAs for federated cloud services,
in the context of hybrid clouds. The purpose of this method is twofold: to facilitate rapid
service composition and agreements based on the necessary security requirements, and to
establish trust between the customer and the providers. Carrol et al. [14] provides
recommendations for the mitigation of cloud computing security risks as a fundamental
step towards the development of guidelines and standards for secure cloud computing

environments.

Luna et al. [108] introduced the basic building blocks of a proposed security metrics
framework for cloud provider’s security regarding to the different service and
deployment models of the cloud. The framework targets to improve tasks such as
dependability assessment or compliance evaluation. The author’s goal is to create an
open, flexible and technology-a gnostic framework able to be extended through the
integration of new security metrics. Lenkala et al. [109] presented a risk assessment
framework to study the security risk of the cloud carrier between cloud users and two
cloud providers. This framework enables cloud users to select quality of security services
among cloud providers, by providing the quantifiable security metrics of each cloud
carrier. Wang et al. [110] designed a method of the cloud computing security
management risk assessment. It mainly commits to assessing the Cloud Computing
Security Management Risks (CCSMR) to clarify distribution of the risks, occurrence
possibilities, correlation between risks and assets, impact level, correlation between risks

and vulnerabilities.

A case study for cloud computing risk assessment was presented in [111], it represents a
one-time attempt at risk assessment of the cloud computing arrangement. Xie et al. [112]
analyzed the characteristic of personal cloud computing, and built an industry chain
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frame work of personal cloud computing, which is based on the current cloud industry
chain in China. Collaboration-Based Cloud Computing Security Management Framework
for cloud computing was introduced in [113]. The framework based on aligning the
FISMA (Federal Information Security Management) standard, to fit with the cloud
computing model, which enable cloud providers and consumers to be security certified.
The framework goal is to improve the collaboration between cloud providers, service
providers, and service consumers in managing the security of the cloud platform and the
hosted services.

Authors in [114, 115] presented a cloud-based service security lab, to specify security
requirements on web services and cloud web applications composed of web services.
This cloud platform enables the testing, monitoring and analysis of Web Services
regarding different security configurations, concepts and infrastructure components.
Bertram et al. [116] proposed a novel service-oriented infrastructure (SOI), which aims to
provide a platform-as-a-service (PaaS) solution for on-demand management of security
risks associated with assets shared in clouds. The authors assumed a trusted and secured
cloud platform with a focus to provide security PaaS that can manage and mitigate
security risks of the services shared between two collaborating enterprises.

3.4.3 Risk Assessment Models using Machine Learning Techniques

Risk assessment has been discussed by many researches in different areas, and the
opinions about risk and the association of its dependent variables is differ. Soft
computing and machine learning tools provide an excellent framework to model risk. In
this section, we will present risk assessment models and the use of machine learning tools

to develop risk assessment models in conventional systems.

Haslum et al. [117] presented the implementation of the Hierarchical Neuro-Fuzzy online
Risk Assessment (HINFRA) model in intrusion detection systems. This model used a
fuzzy logic approach, the fine tuning of fuzzy logic is achieved using neural network
learning techniques. to develop the model. Further, the authors. Abraham et al. [118]
proposed the use of Genetic Programming approach for risk assessment in an Intrusion
Detection System (IDS). Yucel et al. [119] developed a predictive risk assessment model
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for a hospital information system HIS to estimate risk before the implementation of new

HIS.

3.5 Problems with Existing Risk Assessment Methodologies

1-

Some problems associated with risk assessment methodologies that are based on
being able to accurately quantify reliability. It cannot be considered as a good
approach because 100% reliability does not necessarily correlate to zero percent
risk; the existence reliability models are conflicting and make it almost impossible
to know the true reliability of a part of software.

2- Risk/threat identification models and tools provide a starting point in dealing with
risk because they only provides list of risk/threat identification. In this case not all
risk identified can be addressed.

3- The risk impact estimation approach, their problem is how to know what asset
costs to use. It also suffers from the lack of sufficient data to determine
probability of loss [81].

4- Most of existing risk assessment models which they are specific to cloud
computing environment are theoretical models and they didn’t implement
machine learning techniques to assess risks.

3.6 Summary

This chapter presents the definition of risk, risk management, risk assessment and it’s

different stages. In addition, the Chapter illustrated the existing generic risk assessment

methods besides risk assessment specific to cloud computing. Towards the end the

problems of existing risk assessment approaches is also provided.
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Chapter Four

Machine Learning Techniques

As the information technology world grows more complex, the amount of data therein, in
our lives, seems to increase, and there is no end in sight. Knowledge discovery provides
development of methods and techniques for making sense of data. The basic problem
addressed by the knowledge discovery process is one of mapping low-level data into
other forms that might be more compact, more abstractor more useful. While knowledge
discovery refers to the overall process of discovering useful knowledge from data, data
mining refers to a particular step in this process [120].

4.1 Data Mining

The manual process of data analysis becomes much more tedious as the size of data
grows and the number of dimensions increases. For this reason the process of data
analysis needs to be computerized. Data Mining is an iterative process within which the
progress is defined by discovery of earlier, unidentified, valid patterns and relationship in
large dataset, through either automatic or manual tools [121-123]. Data mining becomes
the only hope to find the regularities deeply buried in the data [124, 125].

Machine learning provides the technical basis of data mining [125]. Data mining is a
machine learning discipline and, is inspired by pattern recognition. Many researchers try
to define data mining. [126] defined data mining as “the process of using variety of data
analysis tools to discover patterns and relationships in data that may be used to make
valid predictions”. Another data mining definition presented by [125]: “the process of
discovering patterns in data”. This process can be automatic or semiautomatic. The
discovered pattern must be meaningful and entails some advantage. Data mining is a
particular step in Knowledge discovery (KD) process It is the application of specific
algorithms for extracting of patterns from data [120]. Data mining involves the use of
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sophisticated data analysis tools to discover previously unknown, valid patterns and
relationships in large data set that allow the prediction of future results. These tools can
include modeling techniques, statistical analysis, database technology and machine
learning. Data mining finds patterns and/or relationships in data and infers rules [121,
127].

4.1.1 Data Mining Methods

Data mining is the extraction of implicit, previously unknown, and potentially useful
information from data [125]. The knowledge extracted from data mining allow the user to
find and tune interesting patterns in the data to help in the process of decision making
[124]. The tasks of data mining can be classified into two main categories: “descriptive”
and “predictive”. The descriptive characterizes the general properties of the data in the
database to finds the patterns for presentation to a user in a human-understandable form.
On the other hand, the predictive provides for creation of models that are capable of
producing prediction results when applied to unseen data [120, 124]. There are a variety
of particular data-mining methods that can be used to achieve the goals of prediction and
description tasks:

Classification: is a learning function that maps a data item into one of several predefined
classes. It can be considered as a supervised technique where each instances belongs to a
class [124]. Classification process aims to build a model from classified objects in order

to classify previously unseen objects as accurately as possible [123].

Regression: Regression is a data mining technique used to fit an equation to a dataset. It
is a learning function that maps a data item to a real valued prediction variable. The
simple form of regression can be represent by (y = mx + b). Multiple regression allows
the use of more than one input variable and allows for fitting of more complex models

such as quadratic equation [120].

Clustering: is a descriptive task, which identifies a finite set of categories or clusters to
describe the data. These categories can be mutually exclusive and exhaustive or contain
of a richer representation [120] .
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4.1.2 Data Mining Learning Approaches

Data mining is the application of specific algorithms for extracting patterns from data.
The data mining algorithms can follow three different learning approaches: supervised,
unsupervised or semi-supervised [124].

Supervised learning: In this approach the algorithm works with a set of examples of
known labels. In other words, the algorithm is given the desired outputs and its goal is to
learn to produce the correct output given a new input. The labels can be nominal values
in the case of classification task or numerical values in the case of the regression task.
Unsupervised learning: In contrast, the labels of the examples in the dataset are
unknown. The algorithm provides for sorting of examples according to the similarity of
their attribute values.

Semi-supervised learning: This approach is used when a small subset of labeled
examples is available together with a large number of unlabeled examples.

4.1.3 Preprocessing Stages

Many factors affect the success of machine learning algorithm on a given task. The
representation and quality of the example data is the first and foremost. Data available for
mining is raw data It may be in different formats and comes from different sources It may
consist of noisy data, irrelevant attributes, missing data etc. Data needs to be
preprocessed before applying any kind of data mining algorithm, a process which is done
using the following steps [124, 128]:

Data integration: this step is done when the data comes from several different sources.
In this case the data needs to be integrated which involves removing of inconsistencies in
names of attributes and/or attribute values.

Data cleaning: It involves detecting and correcting errors in the data.

Discretization: It applies when the data mining algorithm cannot cope with continuous
attributes. In this step the continuous attributes are transforming into categorical
attributes. Discretization often improves the comprehensibility of the discovered

knowledge.
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Dimension reduction: Dimension reduction methods are usually based on mathematical
projections, which attempt to transform the original features into an appropriate feature
space. After dimension reduction, the original meaning of the features is usually lost
[129].

Feature selection: Not all attributes are relevant, so in this step a subset of relevant
attributes is selected for mining. In other words feature selection methods directly select
some original features to use, and therefore they can preserve the original meaning of

features, a very desirable quality in many applications.

4.2 Feature selection

Many factors affect the success of machine learning algorithm for a given task. The
representation and quality of the training data is first and foremost. Theoretically, having
more features should result in more discriminating power. However, practical experience
with machine learning algorithms has shown that this is not always the case. Many
learning algorithms can be viewed as making (biased) estimate of the probability of the
class label given a set of features. This is a complex, high dimensional distribution. If
there is too much irrelevant and redundant information present or the data is noisy and
unreliable, then learning during the training phase is more difficult. VVariable and feature
selection have become the focus of much research in areas of applications for which
datasets with tens or hundreds of thousands of variables are available. Many irrelevant
attributes may be present in data to be mined. So they need to be removed. Moreover,
many mining algorithms don’t perform well with large amount of features or attributes
[124].

Feature selection is the process of extracting subset instances from the original data set.
It presents an important technique in data preprocessing in data mining [130] This
reduces the dimensionality of the data and enables data mining algorithms to operate
faster and more effectively. In some cases, accuracy on future classification can be
improved; in others, the result is a more compact, easily interpreted representation of the
target concept. Feature selection techniques needs to be applied before any kind of

mining algorithm is applied. The main objectives of feature selection are: to avoid
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overfitting and improve model performance, to provide faster and more cost-effective

models, and to provide a better understanding of the underlying process that generated
the data [131-133].

Attribute selection reduces dataset size by removing irrelevant and redundant attributes.

Appling feature selection technique involves both search algorithm and an evaluation

algorithm. Feature selection algorithm generates and compares possible solution to

proposed subset of features and attempts to find an optimal subset. In order to perform

this task it needs to address basic issues that affect the nature of search [134]:

1-

Starting point: It determines the search direction; the algorithm can begin with no
features and successively add attributes. In this case, the search is said to proceed
forward through space. Conversely, the search may proceed backward through the
search space. In this case, the search starts with all features and successively
removes them. Third option is to begin somewhere in the middle and move out
wards from this point.

Search organization: A heuristic search can give good results. An exhaustive
search is prohibitive for all but small initial numbers of features. Both, heuristic
and exhaustive they do not guarantee finding the optimal subset.

Evaluation strategy: A single important factor to differentiate among feature
selection algorithms is the process of evaluating feature subset. One way, called
the filter, operates independent of any learning algorithm Undesirable features are
filtered out of the data before learning starts. The other method dubbed wrapper
uses an induction algorithm along with a statistical resampling technique such as
cross-validation to estimate the final accuracy of feature subsets.

Stopping criterion: The search algorithm must apply a specific criterion to decide
when to stop searching through the space of feature subsets. Depending on the
evaluation strategy, the search algorithm might stop adding or removing features
when none of the alternatives improves upon merit of a current feature selection.
Alternatively, the algorithm might continue to revise the feature subset as long as
the merit does not degrade. A further option could be to continue generating
feature subsets until reaching the opposite end of the search space and then select
the best.
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Applying feature selection techniques involves an extra layer of complexity. Instead of
finding optimal parameters for full set of features; we need to find the optimal subset
feature first [124, 135]. There are many potential benefits of feature selection such as:
reducing the measurement and storage requirements, facilitating data visualization and
data understanding, reducing training and utilization times, and defying the curse of
dimensionality to improve prediction performance [131].

Feature selection process is divided broadly into two approaches: filter approach, and
wrapper approach, based on their dependence on the inductive algorithm that will finally
use the selected subset [124, 132, 136-138].

Filter approach: In the filter approach, the attribute selection methods operate
independently of any data mining algorithm, undesirable features are filtered out of the
data before induction commences. The subset of features left is presented as input to the
data mining algorithm. The advantages of filter techniques include simple and fast
computation and easily scalable for high-dimensional datasets and it needs to be
performed only once because it independent of the mining algorithm. Its disadvantage is
that filter approach ignores the feature dependencies, which may lead to worse
classification performance when compared to other types of feature selection techniques.

Wrapper approach: Wrapper methods have borrowed search and evaluation techniques
from statistics and pattern recognition. In this approach the feature selection method uses
the result of data mining algorithm to estimate the accuracy of feature subsets via
statistical re-sampling technique. The major characteristics of the wrapper approach is
that the quality of an attribute subset is directly measured by the performance of the data
mining algorithm applied to that attribute subset, and the ability to take into account
feature dependencies. The common drawbacks of wrapper approach include a higher risk
of overfitting than filter approach and it is computationally intensive. Filter approach has
proven to be much faster than wrapper and hence can be applied to large data sets
containing many features. Another method [139] was introduced, termed embedded
technique, in which search for an optimal subset of features is built into the classifier
construction, and can be seen as a search in the combined space of feature subset and
hypotheses. Termed embedded just like wrapper, is specific to a given learning
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algorithm. It has the advantage of interaction with the classification model, while at the
same time being far less computationally intensive than wrapper approach.

4.3 Machine Learning Techniques used to Build the Model
In this section the methods used to develop the risk assessment model are discussed:
4.3.1 Decision Trees

Trees classify instances by sorting them based on feature value This process starts at root
node. Each node in a decision tree represents a feature and each branch represents a value
that the node can assume. DT is developed through an iterative process of splitting data
into discreet groups. The feature that best splits the data would be the root node of the
tree. How the split is done depends on algorithm used to implement [121, 140]. There are
numerous methods for finding the feature that best divides the data. However, a majority
of studies have concluded that there is no single best method. The same procedure is then
repeated on each partition of the divided data, creating sub-trees until the training data is
divided into subsets of the same class [121]. From a given data set, it is possible to
construct as many DTs as possible; some of these trees are more accurate than others. To
find the optimal tree is computationally impossible when the search space is large.
Efficient algorithms have been developed to induce a reasonable accuracy within a
reasonable amount of time. Hunt’s algorithm is one of these algorithms, which forms the
basis of many existing decision tree induction algorithms. To search the attribute space,
these algorithms usually employ greedy strategy in searching the attributes space [125],
that constructs decision trees in a top-down recursive divide-and-conquer manner. The
advantage of decision tree over other techniques is the output it produces. The output of a
decision tree is transparent, which makes it easy for users or non-professional persons to
understand [140]. The induction tree algorithm can use two common approaches to avoid
overfitting training data: i) Stoop the training algorithm before it reaches a point at which
it perfectly fits the training data, ii) Prune the induced decision tree. If the two trees
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employ the same kind of tests and have the same prediction accuracy, the one with fewer
leaves is usually preferred [121].

4.3.2 Instance-Based Learning (IBL)

Instance-based learning algorithms are classified under statistical methods. They are lazy-
learning algorithms, because they delay the induction or generalization process until the
regression is performed. Lazy-learning algorithms require less computation time during
the training phase than eager-learning algorithms (such as decision trees, neural and
bayes nets) but more computation time during the regression process [121, 133].

Instance-based learners searches the patterns space for the k training instances that are
closest to the unknown instances, then an instance is classified by comparing it to a data
base of pre-classified examples. They follow the assumption that similar instances will
have similar classifications. Instance-based learners have three components: distance
function which determines how similar two instance are; classification function which
specifies how instance similarities yield a final classification for the new instance; a
concept description updater which determines whether new instances should be added to
the instance database and which instance from the database should be used in
classification [141].

Nearest neighbor algorithms are the most straightforward of IBL. They assign equal
weight to each instance, then after the instance has been classified it is moved to the
instance data base along with correct classification. K-nearest neighbor algorithms are an
example of the of IBL complex algorithms. K-nearest neighbor algorithms are based on
the principle that the instances within a dataset will generally exist in close proximity
properties [133]. K-nearest neighbor algorithms may filter which instances are added to
the instance data base to reduce storage requirements and improve tolerance to noisy data
[121, 141]. Compared to other algorithms, Instance-based learning algorithms need more
time to predict the test samples’ classes [142].
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4.3.3 Neural Network

Artificial neural network (ANN) is a mathematical model or computational model based
on biological neural networks. It is an adaptive system that changes its structure based on
external or internal information that flows through the network during the learning phase
[124]. The neural network depends upon three fundamental aspects; input and activation
function of the unit, network architecture and the weight of each input connection [133].

To determine input-output mapping, the network first trained on a set of paired data.
Then, the weights of the connections between neurons are fixed and the network is used
to determine the classification of a new set of data. During a regression the signal at the
input units propagates all the way through the net to determine the activation values at all
the output neurons. Each input neuron has an activation value that represents some
feature external to the net. The activation value is calculated using simple activation
function, which sums together the contributions of all sending neurons, where the
contribution of neuron is defined as the weight of the connection between the sending and
receiving neurons multiplied by the sending neuron’s activation value. This sum is then
modified unless a threshold level for that sum is reached. Then every input neuron sends
its activation value to each of the hidden neurons to which it is connected. The task of
these hidden neurons is to calculate its own activation value. Signals are then passed on

to output neurons [133].

The determination of hidden neurons size is a problem, because an underestimate of the
number of neurons can lead to poor approximation and generalization capabilities, while
too much nodes can result in overfitting and eventually make the search for global
optimum more difficult [143].

To train the network there are several learning algorithms. The most well-known
learning algorithm and widely used to estimate the values of the weights is the back
propagation (BP) algorithm. To reach a good weight configuration, back propagation
need to perform a number of weight modifications. The greatest problem with feed
forward neural networks is that they are too slow for most applications. One approach to
speed up the training rate is to estimate optimal initial weights. There are other several
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methods for training multilayered feed forward ANN such as: weight-elimination
algorithm, genetic algorithms, Bayesian methods. Recently, to improve ANN training
algorithms by changing the architecture of network, a number of techniques have
emerged These techniques include: pruning and constructive algorithms [133].

4.3.4 Static Regression

Static methods of regression have successfully been applied to functional approximation.
Linear regression is one method of static regression; which tries to fit the input-output by
linear function. There are two types of linear regression: simple linear regression refers to
the regression of y on only one input variable x; multiple linear regression refers to the
case where y depends on many input variables xi, X, .... Xn. The projection adjustment by
contribution estimation is an extension of linear regression which evaluates the effect of
each variable and uses a clustering analysis to give variables various weights of

contribution to the linear regression models [144].
4.4 Adaptive Neuro-Fuzzy Inference System (ANFIS)

Knowledge and data that closer to human- like thinking is difficult to represented by
system modeling based on mathematical and statistical methods. By contrast a Fuzzy
Inference System (FIS) can be viewed as a real-time expert system used to model and
utilize human experience, by employing fuzzy if — then rules [145-147].

ANFIS model, which hybridizes an ANN and FIS with a homogeneous structure is used
in this research. That is, the ANFIS model integrates the ANN and FIS tools into a
compound, meaning that there are no boundaries to differentiate the respective features of
ANN and FIS.
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4.4.1 ANFIS Architecture

Fuzzy If — Then Rules and FIS: Fuzzy If- then rules are an expression of the form If A
Then B, where A and B are labeled of fuzzy sets [148] characterized by appropriate
membership functions. Fuzzy if- then rules are employed to capture the imprecise modes
of reasoning which represent a base role in human decision making [149]. Takagi and
Sugeno [150] proposed another form of fuzzy if — then rules, has fuzzy sets involved only
in the premise part. The core part of Fuzzy Inference System was represented by fuzzy If
— Then rules. Fuzzy Inference System is primarily applied to the cases that either if it is
difficult to precisely model the system or it is ambiguous to describe the studying issues
[151, 152]. The Fuzzy Inference System is the foundation of Adaptive Neuro-Fuzzy
System (ANFIS). The drawback of fuzzy logic is that there is no systematic procedure
the design of a fuzzy controller. By contrast, a neural network has the ability to learn
from the environment, self-organize its structure, and adapt to it in an interactive manner
[153].

Adaptive Neuro- Fuzzy Inference System (ANFIS): Adaptive Neuro- Fuzzy Inference
System was first introduced by Jang [145]. ANFIS is a multilayer feed forward network,
which uses neural network learning algorithms and fuzzy reasoning to map input
characteristics into input membership functions (MFs), next, input MFs to a set of if- then
rules, rules to a set of output characteristics, then, output characteristics to output MFs,
and finally, output MFs to a single-valued output [147].

An ANFIS is, in essence, an ANN that is functionally equivalent to Sugeno first-order
fuzzy model. A simple fuzzy inference system rule with two input x and y, and one
output z can be expressed as:

Rule 1: if x is A1 and y is By, then

f1 = pix +Quy+r1 (4.1)

Rule 2: if x is A2 and y is B>, then

fo=p2Xx+qy+rn 4.2)
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Typically, there are six layers in an ANFIS model: one input layer, four hidden layers,
and one output layer. Each layer performs a particular task to forward the signals. Such
an ANFIS model is shown in Figure 4.1

Layer1 Layer2 Layer 3 Layerd | Layer5  Layerb
x2

<
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- }
[ —>
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Figure 4.1. ANFIS model architecture with two inputs and one output.

The first layer (i.e. the input layer) of the ANFIS model is the input layer. Neurons in
this layer simply transmit the external input signals to the next layer.

yi=xi (4.3)

where x} is the input signal and y} is the output signal of neuron i in the first layer. The
second layer (i.e. the first hidden layer) of the ANFIS model is fuzzification layer.
Neurons in this layer represent antecedent fuzzy sets of fuzzy rules. A fuzzification
neuron here receives an input signal and determines the degree to which this signal
belongs to the neuron’s fuzzy set. If we let x? be the input and y? be the output signal of

neuron i in the second layer, then we have:
yi =t ), (4.4)

where f represents the activation function of neuron i, and is set to a certain membership
function.

The third layer (i.e. the second hidden layer) is the fuzzy rule layer. Each neuron in this
layer corresponds to a single first-order Sugeno fuzzy rule. A rule neuron receives signals

only from the fuzzification neurons which are involved in the antecedents of the fuzzy
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rule it represents, and computes the truth value of the rule. In an ANFIS, the ‘product’
operator is used to evaluate the conjunction of the antecedents [154]. Therefore, we have:
yi =MExg (4.5)

where x2; is the signal from fuzzification neuron c in the second layer to neuron I in this
(i.e. the third) layer; y3 is the output signal of neuron i in this layer; and m is the number
of antecedents of the fuzzy rule neuron i represents.

The fourth layer (i.e. the third hidden layer) is the normalization layer. Each neuron in
this layer receives signals from all rule neurons in the third layer, and calculates the so-
called normalized firing strength of a given rule. This strength value represents the
contribution of a given rule to the final result [154], and is obtained as:

i =t (4.6)

d=1%ai

where xj; 4 is the signal from rule neuron d in the third layer to neuron i in this (i.e. the
fourth) layer; y;* is the output signal of neuron i in this layer; and n is the number of rule
neurons in the third layer.
The fifth layer (i.e. the fourth hidden layer) is the defuzzification layer. Each neuron in
this layer is connected to the respective normalization neuron in the fourth layer, and also
receives initial input signals, X1, X2,..., Xn. A defuzzification neuron computed the
‘weighted consequent value’ of a given rule as:

y? = x? (Kio + kit X1 + Kiz X2 +....... + Kin Xn (4.7)
where x? is the input and y? is the output signal of neuron i in this (i.e. the fifth) layer;
and kio, ki1, kiz,..., ki2 is a set of consequent parameters of rule i [154].
The sixth layer (i.e. the output layer) is the summation layer. There is only one neuron in
the layer, which calculates the sum of outputs of all defuzzification neurons in the fifth
layer, and consequently produces the overall ANFIS output, y , as follows:

y= 2" xiX (4.8)
where i x is the signal from defuzzification neuron i in the fifth layer to this summation
neuron; and n is the number of defuzzification neurons, namely the number of fuzzy rules
in the ANFIS model.
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4.4.2 Training ANFIS Model

Because ANFIS is based on neural network learning, it can be trained to learn from given
data. As observed from the ANFIS architecture, in order to construct an ANFIS model for
a specific problem, first there is a need to determine the fuzzy rules and the membership
functions type. For the fuzzy rules, the antecedent fuzzy sets can be specified according
to the problem domain; while for the consequents of the fuzzy rules, the parameters (e.g.
i0k,ilk,i2k,..in k) are formed and adjusted by certain learning algorithm in the
training process. On the other hand, the shapes of membership functions can also be
formed and adjusted in the training process.

ANFIS applies a hybrid learning algorithm. This learning algorithm combines the so-
called least-squares estimator and the gradient descent method to update the parameters.
During the training process, the training dataset is presented to the ANFIS cyclically, and
each cycle through all the training examples is called an epoch. In the ANFIS learning
algorithm, each epoch comprises of a forward pass and a backward pass. The aim of the
forward pass is to form and adjust the consequent parameters, while the purpose of the
backward pass is to adjust the parameters of the activation functions.

In the forward pass, when the training dataset is received by the ANFIS model neuron,
outputs are calculated on the layer-by-layer basis. The least squares method is used in the
forward pass (offline learning) to identify consequent linear parameters, when attempting
to minimize the error between the actual state and the desired state of the adaptive
network. In the backward pass of ANFIS the gradient descent method is employed in
backward pass to tune premise a non-linear parameters, by propagating the error rate
from the output end towards the input end, the shape and parameters of the activation
functions are updated according to the so-called chain rule [154]

Both consequent parameters and the parameters of activation functions are optimized.
The consequent parameters are adjusted and the parameters of activation functions keep
fixed in the forward pass, while in the backward pass, the parameters of activation
functions are updated and the consequent parameters remain fixed. As a result of the
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training process, an optimized model that most fits the training dataset can be obtained,
[153-155].

4.5 Ensemble Learning

Both empirical observations and specific machine learning applications confirm that a
given learning algorithm outperforms all others for specific problem or for specific subset
of the input data, but it is unusual to find a single expert achieving the best results on the
overall problem domain. As a result multiple learner systems try to exploit the local
different behavior of the base algorithms to enhance the accuracy and the reliability of the
overall inductive learning system. An ensemble-based system is obtained by combining
diverse models, the base algorithms computed are then collected and combined by
another learning process. Therefore, such systems are also known multiple classifier
systems, or just ensemble systems. Ensemble learning constitutes one of the main current
directions of machine learning research, that are applied to a wide range of real problems.
It is mainly used to improve the performance of a model, or reduce the likelihood of an
unfortunate selection of a poor one, and to increase the efficiency and accuracy [131,
156].

There are three primary reasons for the use of ensemble learning. The first one is
statistical reason, which relates to lack of adequate data to properly represent the data
distribution. The second is computational reason which relates to the model selection
problem, where among many models that can solve a given problem that we choose.
Finally is representational reason that addresses cases when the chosen model cannot
properly represent the sought decision boundary. It is important to emphasize that there is
no guarantee that the combination of multiple class classifier will always perform better
than the best individual classifier in the ensemble [156]. The effectiveness of ensemble
methods depends on the accuracy and the diversity of the base learner. An accurate
classifier is one that has low error rates. Two classifiers are diverse if they make different
errors on new data points [156, 157]. Classifier diversity can be achieved in several ways:
1) by using different training datasets to train individual classifiers; ii) by using different
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training parameters for different classifiers; iii) by using different type of classifier; iv) by
using different features or different subset of existing features [156].

Ensemble learning system consists of two types of learning algorithms: base learner, and
combiner. We can distinguish between them as follows: a base learner is the result of
applying a learning algorithm directly to the row data. A combiner is a program generated
by a learning algorithm that is trained on the predictions produced by a set of base
algorithm on the row data. Both base and combiner is machine learning algorithm [158].
To combine the individual algorithms there are several different combination rules, some
of them operate on class labels only, whereas others need continuous outputs that can be
interpreted as support given by the classifier to each of the classes. Such rules resemble
algebraic combiners, and voting based methods. Algebraic combiners are non-trainable
combiners, where continuous valued outputs of classification are combined through an
algebraic expression, such as mean, median, minimum, maximum, sum, product. VVoting
based methods operate on labels only, where d;;j is 1 or 0 depending on whether classifier
t chooses j, or not, respectively. The ensemble then chooses class J that receives the
largest total vote. Majority voting, and weighted majority voting are two examples for
voting based methods [156].

There are many benefits we can get from applying the ensemble learning system.
Ensemble learning improves efficiency by executing in parallel the base learning
algorithms on subsets of the training data. In addition, it improves predictive performance
by combining different learning systems each having different inductive bias, and by
combining separately learned concepts, ensemble learning is expected to derive higher
level learned model that explains a large database more accurately than any of the
individual algorithms [158].

4.6 The Model Performance measurement Methods

Metrics like sensitivity, accuracy, specificity and kappa statistics were used to analyze
and compare the performance of machine learning algorithms. Accuracy is the most basic

measure of the performance of a learning method. It determines the percentage of
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correctly classified instances. Sensitivity gives the percentage of slots in the hypothesis
that are correct, whereas specificity gives the percentage of reference slots for which the
hypothesis is correct. The kappa statistics is used to measure the agreement between
predicted and observed categorization of dataset, while correcting for agreements that
occur by chance. In addition to these metrics, the speed of the algorithm, and the time
taken to build the model was also considered as a performance indicator [159].

In order to test the effectiveness of our resulting methods, certain standard performance
metrics are used in this research. For our problem, we used two statistical measurements:
Correlation Coefficient (R), and Root Mean Square Error (RMSE).

n — A.)2
R= \/ 1- (Z—”éff‘A;q 2 ) (4.9)

=14

RMSE = \/%Z’t\’ﬂ(Pi — A)? (4.10)

Where P; and A are actual (desired) and fitted (predicted) output values respectively. So
for final result we expect one or near to one value from Correlation Coefficient (CC)
metrics, and low values from Root Mean Square Error (RMSE) metrics.

4.7 Summary

This chapter described the methods used in the process of model development. First it
introduced data mining methods and learning approaches followed by feature selection.
Then, learning methods such as (decision tree, neural network, and static regression)
were discussed. Finally, the performance measurement metrics, which are used to

evaluate the prediction models, are also presented.
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Chapter Five

Research Methodology

This chapter presents the research methodology of the proposed risk assessment model.

Fig 5.1lillustrated the steps followed to construct the proposed model.

Navigate the Literature review

\:
Identify risk factors associated
with cloud computing

Y

Use feature selection methods

to select most significant
features

W

Use data mining algorithms

o\

Use ensemble method to
construct the model

Figure 5.1 the methodology stages used to construct the proposed prediction Model

5.1 Identify Risk Factors and Simulate the Dataset

Cloud computing literature review was navigate and the associated risk factors are
founded. Some issues were observed. Many researchers define same risk factor but they

used different names. Other researchers define risk factors but it can be merged or

65



included under another name/category. Thus, with regards to these issues 18 risk factors
were finally identified. A structured survey (Appendix A) was first undertaken. The
survey contains all cloud computing risk factors discussed in Section 3.4. The survey was
undertaken in order to identify the most important risk factors that can affect cloud
computing adoption, and to determine which factors have an important effect in the
organization’s objectives to include and add it to the identified risk factors. In the survey
the participants was requested to categorize risk factors into three levels (Important,
Neutral, and Not important) according to their effect on cloud computing environment.
35 international experts from different countries (France, India, Jordan, China, KSA,
etc..) responded to the survey and all of them agreed that the previously defined factors
are important. This survey provides a general evaluation of risk factors related to cloud
computing environment. Depending on the expert opinion, all 18 risk factors are
considered as input variables to formulate the dataset with one output, which is
considered as a the estimated risk. Next each variable is granulated as low, medium, high,
and very high. Next, to assign numeric values to each variable we apply one of the data
measurement methods called interval scale; each variable has a numerical range value.

Risk Factors and their numerical ranges are illustrated in Table 5.1.

Table 5.1. Risk factors associated with their interval values

Risk Factor Range value Risk Factor Range value
Dl 0-3 R 1-3
IDD 1-3 RE 0-2
RC 0-1 SLA 0-3

BC& SA 1-3 A& AC 0-3
TPM 0-2 ShE 1-3
1&P 0-1 DB 0-2
DL 0-3 DS 0-1
I1AP 0-1 W 1-3

DL& IS 0-3 Dl 0-2
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Then, 40 expert rules were formulated to link all the 18 input variables and the output.
Below is the first rule as an example (the whole set of rules is illustrated in Appendix B):

IfRF1=0and RF2is1and RF3 =0and RF4 =1 and RF5 = 0 and RF6 = 0 and RF7 =
0and RF8 = 0 and RF9 = 0 and RF10 =1 and RF11 = 0 and RF12 =0 and RF13 =0
and RF14 =1 and RF15 =0 and RF16 = 0 and RF17 =1 and RF18 =0 then risk =0

Then we use simple linear interpolation to generate data between the 40 rules. We
generated 50 data samples (between each rule) using appropriate step sizes (as the
assigned values for different variables were different). The collected dataset contains 18
input attributes, which represent the identified risk factors comprising 1951 instances and
one output which represent the risk value. Input attributes were labeled as data transfer
(DT), insufficient due diligence (IDD), regulatory compliance (RC), business continuity
and service availability (BCSA), third party management (TPM), interoperability and
portability (IP), data loss (DL), insecure application programming (IAP), data location
and Investigative Support (DLIS), recovery (RY), resource exhaustion (RE), service level
agreement (SLA), authentication and access control (AAC), shared environment (ShE),
data breaches (DB), data segregation (DS), virtualization vulnerabilities (VV) and data
integrity (D).

5.2 Implement Feature Selection Methods

After preparing our dataset, we need to reduce dimensionality of the data, which enables
the data mining algorithm to operate faster and more effectively. In this work, feature
selection methods were used to accomplish this task and the new selected data sets are
shown in Table 5.2. This work is carried out with the help of WEKA software, which
provides an implementation for feature subset selection methods. More details about
WEKA tool can be found in [160, 161]. The feature selection methods used were: best-

first, random search and ranker. These methods are explained herein below:
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Best-first search: The best-first search starts with an empty set of features and
generates all possible single feature expansions. Then, the subset with the highest
evaluation is chosen and is expanded in the same manner by adding single features. If
expanding a subset results in no improvement, the best first search can back track to the
more promising previous subset and continuous from there. Given enough time, the best
first search will explore the entire search space, so it is common to use stopping criterion
[132].

Random search: the random search algorithm [162], first randomly select subset,
then continues in two different ways. One of them is to follow sequential search. The
second is to continue randomly and generate the next subset randomly.

Ranking: consider a set of n examples (X, Yi) (k =1, ....... , N) consisting of m
input variables Xk (I =1, ....... , m) and one output variable Y. Ranking makes use of a
scoring function S(i) computed from the values Xgi and Yk, k = 1, ....., n). By
convention, we assume that a high score is indicative of a valuable variable and that we
sort variables in decreasing order of S(i). Ranking is a filter method. It is preferable to
other feature subset selection methods because of its computational and statistical
scalability [163].

Table 5.2 New subset using best first method

The Data Number of Attributes Name of Attributes

First dataset 4 IDD, DL, DL&IS

Table 5.3 New subset using random search method

The Data Number of Attributes Name of Attributes

Second dataset 5 RC, DL, DL&IS, VV, op

IDD, RC, BC&SA, 1&P, RE,
SAL, A& Ac, DB, DI

Third dataset 10
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Table 5.4 New subset using ranker method

Number of
The Data ) Name of Attributes
Attributes
DL&IS, A& Ac, DT, VV, R, BC&SA, TPM,
Fourth dataset 17
DB, DI, RE, DL, SLA, I&P, DS, RC, ShE
DL&IS, A& Ac, DT, VV, R, BC&SA, TPM,
Fifth dataset 15
DB, DI, RE, DL, SLA, I&P, DS
) DL&IS, A& Ac, DT, VV, R, BC&SA, TPM,
Sixth dataset 13
DB, DI, RE, DL, SLA
DL&IS, A& Ac, DT, VV, R, BC&SA, TPM,
Seventh dataset 19
DB, DI, RE, DL, SLA, IAP, IDD

After finishing the preprocessing of the dataset, then the obtained datasets are used to
build and test the data mining algorithms. In our search to build a light model two
datasets were used that have less number of attributes. Datasets are named first dataset,
and second dataset with 3, and 4 attributes respectively. Then a typical split was applied
to the available data. The samples distribution in training data and test data for each

dataset is illustrated in Table 5.5.

Table 5.5 training and test dataset Percentage split

Split-name Training testing
A 60% 40%
B 70% 30%
C 80% 20%
D 90% 10%

5.3 Implement Machine Learning Algorithms

In this section, the course of constructing and applying the models to the two
preprocessed datasets are presented. Specifically, as discussed in the previous Chapter,
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first the model was built using individual learning algorithms and then an ensemble
method is used to perform the regression task. The implementation work is mainly done
using WEKA.

5.3.1 Individual Machine Learning Algorithm

Throughout this thesis, six algorithms are used as base algorithms for estimating the risk
factors associated with cloud computing environment. These algorithms are Extremely
Randomized Decision Trees, Instance-Based Knowledge (IBK), Multilayered Perceptron,
K*, Isotonic Regression, and Randomizable Filter Classifier. These algorithms are well
known in the data mining community and have proved popular in practice. These
algorithms are employed from WEKA software with the default setting.

Extremely Randomized Decision Trees: Decision trees (DT) induction algorithm, was
proposed by [164]. The Extremely Randomized Decision Trees or extra tree builds an
ensemble of unpruned decision or regression trees according to the classical top-down
procedure. Extra tree splits the data totally or partially random. Its two main differences
with other decision tree induction algorithms are that it splits nodes by choosing cut-
points fully at random and that it uses the whole learning sample to grow the trees [35]
[164]. This leads to reduced complexity of the induction process, increased speed of
training, and weakened correlation between the induced decision trees [165].
Multilayered Perceptron: A popular feed forward (allow signals to travel one way only,
from input to output) neural network architecture that maps sets of input data onto a set of
appropriate outputs. It consists of a large number of neurons joined together in pattern of
connection These units are usually segregated into three classes: input neurons, which
receive information to be processed; output neurons, where the results of the processing
are found; the middle neurons, known as hidden neurons which detect features exiting in
input data and pass the features to the output neurons [127, 133].

K* (Kstar): An instance based learner algorithm,uses the entropy distance measure to
measure the distance between two instance. The entropy distance measure has several
features; it provides a consistent approach to handling of symbolic attributes, real values
attributes, and missing values [141].
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Instance-Based Knowledge (IBK): IBK is an Instance-Based Learning method. IBK in
its representation it does not derive a rule set or decision tree and storing it, instead, it
uses the instances themselves to represent what they learned. Once a set of training
instances has been memorized, on encountering a new instance the memory is searched
for the training instance [123]. To compare each unseen instance with existing ones, IBK
algorithm use distance metric; most commonly Euclidean distance where the Euclidean

distance between two points, X = (X, X2, ....... yXn)and Y = (Y1, V2, eenee , Yn) Is:

d(x,y)= \/Z?—l(xi — ¥i)? (5.1)

and the closest existing instance is used to assign the class for the test sample This is
considered as the principle of this algorithm [125].

Isotonic regression: Isotonic regression is a regression method which evaluates linear
regression models by the weighed least squares [144]. isotonic regression is a linear
regression extension, which can be classified as one of the static regression methods.
Linear regression is the most commonly used method for regression analysis, which tries
to fit the input-output tuples by linear functions. Usually, simple linear regression refers
to the regression of y on only one output variable x; multiple linear regression refers to
the case where y depends on many input variables xi, Xz, ...... Xn [166].

Randomizable Filter Classifier: Typically used for running an arbitrary classifier on
data that has been passed through an arbitrary filter. Like the classifier, the structure of
the filter is based exclusively on the training data and test instances will be processed by

the filter without changing their structure [167].
5.3.2 Ensemble of Machine Learning Algorithm

As we have discussed earlier, an ensemble is a set of learning machines the decisions of
which are combined to improve the performance of the overall system. After applying the
machine learning algorithms to our two dataset we combine them to form our ensemble

model. In our experiments we use vote algorithm to construct the ensemble model.

71



Vote algorithm: Is a class used to combine multiple predictors. Different combinations
of probability estimates for regression are available. In vote method each predictor gets
one vote, and the majority wins [168]. The vote algorithm is applied with the use of the

average of probability method as a combination rule.

5.3.3 Individual ANFIS Models

In this Section, we present the constructing and applying of the ANFIS model to the
preprocessed datasets. We build several individual ANFIS models. The implementation
work is mainly done through programming with MATLAB 2014.

For the generation of the Sugeno fuzzy inference systems (FIS), ANFIS model is built
using grid partitioning and it tuned to run 100 epoch. Five types of membership functions
[169] were used to represent each input: Triangular, trapezoidal, Generalized bell,
Gaussian, and Guassian2. These functions are listed below:

Triangular MF (TriMF): The triangular curve is a function of a vector, x, and depends
on three scalar parameters a, b, and c, as given by

f(x;a b, c) = max (min (S g) , 0) (5.2)

The parameters a and c locate the "feet" of the triangle and the parameter b locates the
peak.

1] 2 4 [ 2 Le]
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Figure 5.2 Triangular membership function

Trapezoidal MF (TrapMF): The trapezoidal curve is a function of a vector, x, and
depends on four scalar parameters a, b, ¢, and d, as given by

f(x;a,b,c,d) = max (min (S 1 ,E) ,0) (5.3)
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The parametersaandd locate the "feet” of the trapezoid and the
parameters b and c locate the "shoulders."

o 2
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Figure 5.3 Trapezoidal membership function
Generalized bell MF (gbell): The generalized bell function depends on three
parameters a, b, and c as given by

f(x;a,b,c) = ﬁ (5.4)
1

a

where the parameter b is usually positive. The parameter ¢ locates the center of the curve.

Enter the parameter vector params, the second argument for gbellmf, as the vector whose
entries are a, b, and c, respectively.
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Figure 5.4 Generalized bell membership function

Gaussian MF (gauss): The symmetric Gaussian function depends on two
parameters o and c as given by

—-(x—c)?

f(x;0,¢) = e 242 (5.5)
The parameters for gaussmf represent the parameters o and c listed in order in the vector
[sig c].
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Figure 5.5 Gaussian membership function
Gaussian 2MF (gauss2): A two-sided version of Gaussian membership function. The
Gaussian function depends on two parameters sig and c as illustrated above.
The function gauss2mf is a combination of two of these two parameters. The first
function, specified by sigl and c1, determines the shape of the left-most curve. The
second function specified by sig2 and c2 determines the shape of the right-most curve.
Whenever cl < c2, the gauss2mf function reaches a maximum value of 1. Otherwise, the
maximum value is less than one. The parameters are listed in the order: [sigl, c1, sig2,
c2].
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Figure 5.5 A two-sided Gaussian membership function (Gauss2mf)

To determine the structure of our ANFIS model we should decide the fuzzy sets for each
input variable. As we mentioned earlier we have two datasets with 3 and 4 input
variables. We use two and three fuzzy sets for each input variable. Next, the ANFIS was
trained and tested using the training and testing datasets that are discussed in Section 5.2,

and the training epoch was set to 100.
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5.3.4 Ensemble of ANFIS Models

An individual ANFIS model may or may not offer the best solution. ANFIS employ only
a single fuzzy inference system and an ensemble of ANFIS is investigated by the
combination of M networks. In-fact, generalization may not be achieved by using a
single model. In an ensemble model, a combined decision of many predictors gives us a
generalized solution [170].

For a regression problem, ensemble decisions are obtained by averaging the decisions of
candidate predictors. However, an average decision lacks in providing the due credit to
the best predictors in an ensemble system. Therefore, a weighted average is an
alternative, where each predictor in an ensemble system is pre-assigned a weight
according to their accuracy/credibility. Now, we have option to assign weight according
to the predictor’s accuracy. However, in this way, we will lose insights of predictor’s
decision. Hence, we have used an evolutionary algorithm method for computing the
weights of each predictors [171] in the proposed ensemble of ANFIS system. An
evolutionary algorithm applies the principles of evolution found in nature to the problem
of finding an optimal solution to a Solver problem. In an evolutionary method, we start
by initializing random weights to the predictors ranging from -1 to 1. During the
evolutionary process, a predictor may acquire negative and positive weight according to
its credibility in the ensemble decision. The fitness of the ensemble system having k

predictors was computed as:

RMSEF (wy, Wy, -+, W) = \/%Z{V ((Zf ijij) —}’i)za (5.6)

Where x;;, is ith decision of jth predictor and y; denotes target output in learning set that

j
consists of a total of N samples. In the present work, the evolutionary algorithm is used

[172] for searching weights wy, w,, -+, wg Of predictors.

To fulfill the mentioned objective, we need to obtain the best combination of predictor
weights. the evolutionary algorithm is used with population size 20, crossover: 0.8,
mutation 0.2. The evolutionary based algorithm processes population of possible
solutions encoded in form of chromosomes which represent set of weights.
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5.4 Summary

This chapter provided the research methodology. It starts by a detailed description of the
way followed to simulate the dataset and the feature selection methods used to remove
irrelevant features to produce the final datasets used in the experiments. The Chapter then
introduced the description and implementation of the machine learning algorithms, and
ensemble methods on the preprocessed datasets to build the risk assessment model.
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Chapter Six

Experimental Results and Discussions

In this Chapter, the empirical results and the performance of applying the data mining
techniques are presented.

6.1 Individual Machine Learning Algorithm Results

The data analysis and the building of the model were carried out using WEKA [160, 161]
software environment for machine learning. WEKA is open-source software developed
by the University of Waikato and issued under the GNU General Public License. a
collection of machine learning algorithms for data mining tasks. Performance statistics
are calculated across all datasets using Root Mean Square Error (RMSE) and Correlation
Coefficient (CC) but since CC is almost (0.9999 or 1) we did not include them in the
tables. We apply attribute selection method to reduce the number of the attributes. In the
preprocessing step, the data is filtered to remove the irrelevant data and improve the
quality.

Tables from 6.1 through 6.6 show the results of the implementation of data mining
algorithms, the best result derived from each algorithm is highlighted. From Table 6.2,
we may conclude that multilayer algorithm has the best performance in the case of first
dataset with 3 inputs variables. In contrast, the k nearest neighbor in Table 6.4 appears to
have the worst performance among all algorithms when applied to the two dataset. Tables
6.1, 6.3, 6.5, and 6.3 show that the isotonic regression, instance based knowledge,
random filter classifier and Extremely Randomized Decision Trees algorithms
respectively, have the same performance in the both datasets.

Figures 6.1, and 6.2 summarize the performance of each algorithm in the first and second
datasets.
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Table 6.1 Isotonic regression with first and second datasets

Dataset A B C D
First dataset 0.0021 0.0019 0.002 0.002
Second dataset 0.0021 0.0019 0.002 0.002

Table 6.2 Multilayer perceptron with first dataset and second dataset

Dataset A B C D
Second dataset 0.0019 0.0024 0.002 0.002

Table 6.3 instance-based knowledge with first dataset and second dataset

Dataset A B C D
First dataset 0.002 0.0018 0.0018 0.0017
Second dataset 0.0021 0.0019 0.0018 0.0017

Table 6.4 K* with first dataset and second dataset

A B C D
First dataset 0.0181 0.019 0.018 0.018
Second dataset 0.0103 0.011 0.009 0.009

Table 6.5 Randomizable filter classifier with first dataset and second dataset

Dataset A B C D
First dataset 0.0021 0.002 0.002 0.002
Second dataset 0.0021 0.002 0.002 0.002

Table 6.6 Extremely Randomized Decision Trees with first dataset and second dataset

Dataset A B C D
First dataset 0.0043 0.004 0.003 0.003
Second dataset 0.0042 0.004 0.004 0.003
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Figure 6.1 Comparison of the machine learning algorithm performance for first dataset
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Figure 6.2 Comparison of the machine learning algorithm performance for second dataset

6.2 Ensemble Method Results

Aspiring for better results an ensemble method is used. Ensemble provides for combing
the outputs of individual algorithms which leads to improving the performance. Vote
combination algorithm is used to combine the algorithms. It uses the majority voting
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method as a combination rule as discussed in section 5.3.2. The Tables from 6.7 to 6.9
show results, which were obtained from the ensemble methods. All possible
combinations of algorithms were done. The best RMSE value is 0.0009 from first dataset
from the combination of 2, 3, and 4 algorithms as it appears in Table 6.10. Figure 6.3
illustrates the results from both datasets with all possible combinations.

Table 6.7 Results of vote algorithm using 2 base algorithms

Algorithms First dataset Second dataset
IBK+Isreg 0.0014 0.0013
ET+K* 0.009 0.0048
MLP+RFC 0.0009 0.0012
ET+RFC 0.0018 0.0018
IBK+K* 0.0089 0.0048
IBK+ET 0.0019 0.0019
IBK+MLP 0.001 0.0012
IBK+RFC 0.0014 0.0014
Isreg+ET 0.0019 0.0018
Isreg+K* 0.0088 0.0047
Isreg+MLP 0.0009 0.0011
Isreg+RFC 0.0013 0.0013
ET+MLP 0.0016 0.002
K*+MLP 0.009 0.005
K*+RFC 0.0089 0.0048

Table 6.8 Results of vote algorithm using 3 base algorithms

Algorithm First dataset Second dataset
IBK+ K*+ RFC 0.006 0.0033
IBK+ K*+ MLP 0.006 0.0034

IBK+ K*+ ET 0.0061 0.0033
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IBK+ K*+ Isreg 0.0014 0.0032
IBK+ RFC+MLP 0.001 0.0011
IBK+RFC+ET 0.0015 0.0014
IBK+ RFC+Isreg 0.0012 0.0012
IBK+ MLP+ ET 0.0015 0.0015
IBK+ MLP+ Isreg 0.0009 0.001
IBK+ ET+ Isreg 0.0015 0.0014
K*+ RFC+MLP 0.006 0.0034
K*+ RFC+ ET 0.006 0.0033
K*+ RFC+ Isreg 0.0059 0.0032
K*+ MLP+ ET 0.0061 0.0035
K*+ MLP+lsreg 0.0059 0.0033
K*+ ET+lsreg 0.006 0.0032
RFC+MLP+ ET 0.0012 0.0014
RFC+ MLP+Isreg 0.0009 0.001
RFC+ ET+lsreg 0.0014 0.0014
MLP+ ET+lIsreg 0.0013 0.0014

Table 6.9 Results of vote algorithm using 4 base algorithms

Algorithm First data Second dataset

IBK+ K*+ RFC+ MLP | 0.0046 0.0026

IBK+ K*+ RFC+ ET 0.0033 0.0025
IBK+ K*+ RFC+ Isreg | 0.0045 0.0025

IBK+ K*+ MLP+ET 0.0046 0.0026
IBK+K*+ MLP+ Isreg 0.0045 0.0025
IBK+K*+ ET+ Isreg 0.0046 0.0025

IBK+ RFC+ MLP+ET 0.0012 0.0012
IBK+RFC+MLP+lIsreg | 0.0009 0.001

IBK+ RFC+ ET+lsreg 0.0013 0.0012
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IBK+ MLP+ ET+Isreg | 0.0012 0.0012
K*+ RFC+ MLP+ ET | 0.0046 0.0026
K*+RFC+MLP+Isreg 0.0045 0.0025
K*+ RFC+ ET+lsreg 0.0045 0.0025
K*+ MLP+ET+lsreg 0.0045 0.0026
RFC+MLP+ET+Isreg 0.0011 0.0012

Table 6.10 Results of vote algorithm using 5 base algorithms

Algorithm First dataset | Second dataset
IBK+K*+RFC+MLP+ET 0.0037 0.0022
IBK+K*+RFC+MLP+Isreg 0.0036 0.0021
IBK+K*+RFC+ET+Isreg 0.0037 0.002
IBK+Kstar+MLP+ET+Isreg 0.0037 0.0021
IBK+RFC+MLP+ET+Isreg 0.0011 0.0011
K*+RFC+MLP+ET+Isreg 0.0037 0.0021

Table 6.11 The best results of VVote algorithm

Algorithm First dataset Second dataset
2 algorithms 0.0009 0.0011

3 algorithms 0.0009 0.001

4 algorithms 0.0009 0.001

5 algorithms 0.0011 0.0011
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Figure 6.3 The best results of vote algorithm
6.3 Individual ANFIS Models Results

To estimate the risk level, five membership functions (MF) were evaluated. MATLAB
ANFIS editor offers different types of MFs including: triangular, trapezoidal, generalized
bell (Gbell), Gaussian, and Gaussian 2 which were used in the experiments with 2, and 3
membership functions for each input. Correspondingly all these MFs were evaluated and
eventually triangular MF yield the best results with the A subset from both preprocessed
dataset, as illustrated in Tables 6.12, and 6.13. All the best results from different MFs are
highlighted.

Table 6.12 Individual ANFIS models with 2 fuzzy sets (first dataset)

RMSE
MF type
A B C D

Tri 2.882e-06 3.285e-06 4,022e-06 5.870e-06
Trap 1.112e-05 1.320e-05 1.937e-05 3.636e-05
Gbell 1.874e-05 2.294e-05 2.787e-05 3.669e-05
Gauss 1.296e-05 1.628e-05 2.440e-05 3.466e-05
Gauss2 1.748e-05 2.115e-05 2.739e-05 3.868e-05
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Table 6.13 Individual ANFIS models with 3 fuzzy sets (first dataset)

RMSE
MF type
A B C D

Tri 4.118e-06 4.886e-06 5.789¢e-06 7.961e-06
Trap 1.985e-05 2.577e-05 3.320e-05 3.320e-05
Gbell 1.871e-05 2.115e-05 2.882e-05 3.991e-05
Gauss 1.976e-05 2.108e-05 2.840e-05 3.666e-05
Gauss2 1.977e-05 2.153e-05 2.826e-05 3.145e-05

Table 6.14 Individual ANFIS models with 2 fuzzy sets (second dataset)

RMSE
MF type
A B C D

Tri 9.150e-06 1.061e-05 1.407e-05 1.962e-05

Trap 1.854e-05 2.262e-05 3.092e-05 4.888e-05
Gbell 1.801e-05 2.032e-05 2.397e-05 3.209e-05
Gauss 1.507e-05 1.691e-05 2.328e-05 3.201e-05
Gauss2 1.292e-05 1.444e-05 1.636e-05 2.505e-05

Table 6.15 Individual ANFIS models with 3 fuzzy sets (second dataset)

RMSE
MF type
A B C D

Tri 9.957e-06 1.134e-05 1.537e-05 2.163e-05
Trap 1.766e-05 2.491e-05 3.454e-05 4.863e-05
Gbell 1.819e-05 1.94e-05 2.306e-05 3.392e-05
Gauss 2.268e-05 2.727e-05 3.101e-05 4.021e-05
Gauss2 2.085e-05 2.381e-05 2.899e-05 5.143e-05
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6.4 Ensemble of ANFIS Results

As mentioned in Section 5.4.2 we used evolutionary algorithm to construct the ANFIS
ensemble. From the results given in Tables 6.16 to 6.19, it is evident that the ensemble of
ANFIS gives the best results with first dataset using subset A when using triangular MF
with 2, and 3 membership functions. For the second dataset also with subset A when
using triangular MF with 2 and 3 membership functions.

Table 6.16 ANFIS Ensemble for the first dataset with 2 fuzzy sets

Predictors Weights Weighed
pataset Tri Trap Gbell | Gauss | Gauss2 Iir;{s&rgtél)e
A 0.760 | 0.082 0.057 | -0.021 | 0.122 | 1.92408E-06
B 0.485 | 0.030 0.240 | 0.178 | 0.067 | 1.21276E-05
C 0.331 | 0.3175 | 0.071 | 0.258 | 0.023 | 6.69358E-06
D 0.626 | 0.187 | 0.049 | 0.162 | -0.023 | 9.43936E-06

Table 6.17 ANFIS ensemble for the first dataset with 3 fuzzy sets

Predictors Weights Weighed
pataset Tri Trap Gbell | Gauss | Gauss2 Iir;{s&rgtél)e
A 0.383 0.217 0.114 | 0.070 | 0.216 | 5.21580E-06
B 0.519 | 0.011 | -0.008 | 0.352 | 0.126 | 1.09499E-05
C 0.788 0.239 0.248 | -0.153 | -0.122 | 8.64922E-06
D 0.534 0.058 0.018 | 0.114 | 0.276 | 1.27589E-05

Table 6.18 ANFIS ensemble for the second dataset with 2 fuzzy sets

Predictors Weights Weighed

Data set
. Ensemble
Tri Trap Gbell | Gauss | Guass2 (RMSE)
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A 0.702 |0.023 0.201 |0.032 |0.042 3.21517E-06
i 0.437 |0.334 0.081 |0.109 |0.039 4.49836E-06
¢ 0.53 0.05 0.148 |0.226 | 0.046 9.71965E-06
P 0.534 | 0.058 0.018 |0.114 |0.276 1.34627E-05

Table 6.19 ANFIS ensemble for the second dataset with 3 fuzzy sets

Predictors Weights Weighed
Data set : Ensemble
Tri Trap Gbell | Gauss | Guass2 (RMSE)

A 0.383 0.217 0.114 0.07 0.216 5.17103E-06

B 0.604 0.017 0.112 | 0.205 | 0.062 | g30556E-06

C 0.519 011 |-0.008 | 0.352 | 0.126 | 1 44517E-05

D 0.534 0.058 0.018 | 0.114 | 0.276 2 12898E-05

6.5 Discussions

The primary objective of the experiments is to find the lowest RMSE. In these
experiments, the advantage of feature selection methods was taken to obtain the best sets
of features. The experiments benchmark is RMSE and CC obtained by using first and
second datasets. The best results are obtained by Extremely Randomized Decision Trees,
Instance-Based Knowledge (IBK), Multilayered Perceptron, K- Nearest Neighbors (K-
NN or K*), Isotonic Regression, Randomizable Filter Classifier and vote ensemble
algorithm. Performance of ANFIS, and ensemble of ANFIS using evolutionary algorithm
are summarized in Table 6.20. The use of the evolutionary algorithm to combine the

output of the ANFIS individual models offered the lowest RMSE.
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Table 6.20 Best results from all methods

First dataset Second dataset
Data mining method
RMSE
IBK 0.0017 0.0017
KNN 0.018 0.009
RFC 0.002 0.002
MLP 0.0006 0.0019
ET 0.003 0.003
Isreg 0.0019 0.0019
Vote 0.0009 0.001
ANFIS (2 fuzzy sets) 2.882e-06 9.150e-06
ANFIS (3 fuzzy sets) 4.118e-06 9.957e-06
EN-ANFIS (2 fuzzy sets) 1.92408E-06 3.21517E-06
EN-ANFIS (3 fuzzy sets) 5.21580E-06 5.17103E-06

6.6 Summary

This chapter presented all the results of the prediction models built by individual learning
algorithms and ensemble methods used in the experiments. In addition, it provided a
comparison between all the prediction models results to validate the model.
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Chapter Seven

Conclusions

This research introduces risk, risk management, risk assessment definitions, steps, and
the importance of risk assessment. A number of risk assessment methods and frame
works are applied in the information systems and cloud computing are described. Next,
cloud computing system is introduced; emergence, definition, and architecture of cloud
computing system are discussed. Furthermore, risk factors associated with cloud
computing resources are determined and identified. Next, a description of data mining
techniques used to build the proposed model is described. Then, the implementation of
those methods is presented and finally, results are provided.

7.1 Thesis contribution

Researchers have different opinions about risk and the association of its dependent
variables. Various soft computing tools provide an excellent framework to model risk
assessment. The aim of the work presented in this thesis is to increase the chances of
cloud computing adoption and to help building trust in the cloud computing services. The

main contributions of this thesis are summarized as follows:

e The principles of generic risk assessment have not previously been applied in a
formal and structured manner to the field of cloud computing resources risk
assessment. In this regard, the development of a generic risk assessment based
model for assessing the cloud computing resources risk is considered as novel.

e The development of a practical risk assessment model using data mining
techniques to predict the level of risk associated with cloud computing resources.
The model was developed following detailed analysis of cloud computing
resources risks. The results illustrate effectiveness of the model.

e Use the Ensemble learning techniques and combine individual data mining
algorithms outputs to increase efficiency and achieve high accuracy.

88



7.2 Recommendations

Recommendations for further research focus on the recognized need to assess the
repeatability and reliability of aspects of the risk assessment model and associated
methodology and on the availability of suitable standards for generating risk category
criteria in respect of both qualitative and quantitative variables. There are many ways to
further extend the work presented in this thesis. The most appealing ones are listed
below:

e The risk assessment model was developed and evaluated using simulated data.
Therefore, it would be beneficial to implement the model on a real cloud
computing data in order to evaluate the performance. it needs lots of time, funding
and more people to work in the team.

e Another extension to the risk model is to consider the internal components of a
risk factor rather than considering the factor as a black-box.

e Another area for future work is to use different data mining algorithms to assess
the risk level in cloud computing.

e As mentioned earlier, two datasets were used from a total of seven datasets
generated by the use of feature selection. Thus, it would be ideal to use this data
to evaluate the model.
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Appendix A

Risk Factor Survey

Risk Factors of Cloud
Computing

This surveyv questionnaire is designed to evaluate the security related risk factors
in cloud computing environment. We have identified sewveral risk factors as
reported in the academic literature, which are considered as the important. This
survey is part of a PhD research and the purpose is to evaluate the risk factors, bv
determining the influence of these factors bv categorizing them under three
levels:

Important: If the evaluated factor likely happens, it affects the cloud environment
NWeutral: If the evaluated factor is likely to happen, it affects the cloud
environment moderately.

Not- important: If the evaluated factor likely happens, it affect the cloud
environment very little or negligible.

Risk 1. Authentication and access control:

Organization’s private and sensitive data must be secure and only authenticated users can access it. When
using cloud, the data is processed and stored outside the premise of an enterprise, which brings a level of risk
becanse ontsonrced services bypass the "physical, logical, and personnel controls”, any outside or nnwanted
access is denied

() Important
() Neural
(» MNot Important

Risk 2. Data loss:

Data loss means that the valuable data disappear into the ether without a trace, cloud customers need to make
sure that this will never happen to their sensitive data.

(» Important
() Neural
(_» MNot Important

Risk 3. Insecure Application Programming Interface:
APIs is an important and necessary part to security and availability of whole clond services. Building
interfaces, inject‘l.nag services will increase risk, there for some organization may in force to relinquish their
credentials to third party in order to enable their agency

() Important

() | Neural

() MNot Important
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Risk 4. Network and internet:

sensitive data is obtained from customers, processed and stored at cloud provider end. All data flow owver

network needs to be secured in order to prevent seepage of customer’s sensitive information. The application

g by cloud provider to their customers is has to be nsed and managed over the web. The risk come
the security holes in the web application.

() Important
() Neural
() Not Important

Risk 5. Insufficient due diligence:

before start using clond services, the organization need to fully understand the clond environment and its
associated risk.

() Important
() MNeural
() Not Important

Risk 6. Shared environment:

Multi-tenancy is key factor of clond computing service. To achieve scalability cloud provider provide shared
mfrastrw:ture, platform, and application to deliver their services, this shared nature enable multiple users to

share same computer resources, which may lead to leaking data to other tenants, also, if one tenant carried
malicious activities the reputation of other tenants may be affected. The impact can be appear as a problems
for the organization’s reputation in addition to service delivery, and data loss.

() Important
() | Neural
() Not Important

Risk 7. Regulatory compliance:
If the provider is unable or unwilling to subjected to external audits and security certification, and they donot
eir cnstomers some information about the security controls that have been evaluated. it should only be
consulered for most trivial functions. Regardless of location, the custodian is nltimately responsible for
ensuring the security, protection, and integrity of the data, especia]]}* when they are passed to a third party.
() Important
() Neural

() Not Important

Risk 8. Data breaches:

Breaching in to cloud environment will potentially attack all users data. Those attackers can exploit a single
flaw in one client’s application to get to all other client’s data as well, if the clond service databases are not

designed properly.
() Important

() | Neural

() Not Important
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Risk 9. Business continuity and service availability:

The nature of business environment, competitive and the changes ha; in it leads to some
events that may affect the clond service prumpeuder Mrger go brol bﬂlﬁ;‘% or it acquisition by
another company. These things lead to loss or deterioration of service dehverj. performance, and quality of
service. Another Lmdporta.nt thing to the clond ccrmpnhng provider is that their customers must be provided
with service around the clock, but outages do occur and can be unexpected and costly to customers.

» Important
() | Neural
(| Mot Important

Risk 10. Data location and investigative support:

Most cloud service providers have many data centers around the globe. When regards to privacy regulation in
different j iction, in different countries where the government restrict the access to data in their borders,
or if the data stored in high-risk countries, all these things make data location big concern issne. The
investigation of an illegal activity may be 1n1p0551b1e in clond computing environment, becanse multiple
customer’s data can be a located in different data centers that are spread around the glnhe, If the enterprise
relies on the clond service for the processing of business records then it must take into account the factor of
inability or unwillingness of the provider to support it.

) Important
| Neural
() | Not Important

Risk 11. Data segregation:

The risk arise here come from the failure of the mechanisms to separate data in storage, and memory, from
multiple tenants in the shared infrastructure.

() Important
| Neural
(| Mot Important

Risk 12. Recovery:

Cloud users do not know where their data is hosted. Some events such as man-made, or natural disaster may
happen; in such events customers need to know what will their data and long the recovery process take.

() Important
() | Neural
(| Mot Important

Risk 13. Virtualization vulnerabilities:

Virtualization is one of the fundamental components of the cloud service. However it introduces major risks as
every cloud provider uses it. Beside its own risks it hold every risk posed by physical machines.

() Important
) | Neural
() Not Important
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:Risk 14. Third part management:
There are many issues in cloud computing related to third party because the client organizations are not
directly managed by the clound service provider. Some old concerns in information security appear with
outsourcing such as integrity control and sustainability of supplier and all risks that client may take if it rely on
a third V.

() Important

() | Neural

() | Not Important

Risk 15. Interoperability and portability:
Interg{erabi]ity and portability become crucial because if the urganjzaﬁm:l locks to a specific cloud provider,
then the organization will be at the mercy of the service level and pricing policies of that provider and it hasn*t
the freedom to work with multiple cloud provider.

() Important

() | Meural

() | Not Important

Risk 16. Resource exhaustion:
Cloud provider allocates resource according to statistical projections. Inaccurate modeling of resources usage
can lead to many issues such as: service nnavailability, access control compromised, economic and
reputational losses, and infrastructure oversize.

() Important

() | Meural

() | Not Important

Risk 17. Service level agreement:

The organization needs to ensure that the terms of (SLA) are being met. Risk may appear with service level
application such as the data owner as some cloud provider include explicitly some terms state that the data
stored is the provider's not the customer’s. In few cases where cloud vendor went out of business, their
customer private data sold as part of the asset to the next buyer. Also (SLA) terms should include Licensing
conditions, there is the possibility for creating original work in the cloud, but if not protected by the
appropriate contractnal clauses, this original work may be at risk. One of the (SLA) terms must be for
responsibilities of cloud provider for enabling governance.

() Important
() | Neural
() | Not Important

Risk 18. Data integrity:
Omne of the most critical elements in all systems is data integrity. Cloud computing magnified the problem of
data in‘I:P.E:' v,1. The biggest challenge, which endanger the data integrity is fransaction management, at the
protocol 'el: does not support transactions or guaranteed delivery. If integrity is not gnaranteed and
there is lack in integrity controls, this may result in deep problems.

() Important

() Neural

() | Not Important
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Appendix B
The Rules (R1 - R40)

Riskfactor| DT | IDD | RC BC;& ’ TPM | I&F | DL | IAP |DL&IS) R | RE | SLA |ARAC| SRE | DB | DS | W | DI | RL
R e U N VI
RI | 0.008 | 1.003 | 0.001 | 1.006 | 0.003 | 0.002 | 0.008 | 0.001 | 0.006 | 1.003 | 0.003 | 0.008 | 1.003 | 1003 | 0.002 | 0.002 | 1003 | 0.003 | 0.003
R3 | 0.028 | 1006 | 0.003 | 1.017 | 0.006 | 0.004 | 0.028 | 0.003 | 0.028 | 1.006 | 0.006 | 0.028 | 1.006 | 1005 | 0.004 | 0.004 | 1003 | 0.006 | 0.008
R4 | 0.047 | 1009 | 0.005 | 1.026 | 0.009 | 0.006 | 0.047 | 0.006 | 0.046 | 1.009 | 0.009 | 0.047 | 1.009 | 1008 | 0.006 | 0.006 | 100§ | 0.009 | 0.025
RS | 0.066 | 1.025 | 0.007 [ 1.035 | 0.025 | 0.008 | 0.066 | 0.008 | 0.086 | 1.025 | 0.025 | 0.066 | 1.025 | 1025 | 0.008 | 0.008 | 1025 | 0.025 | 0.43
RE | 0.086 | 1043 | 0.009 | 1044 | 0.043 | 0.009 | 0.086 | 0.009 | 0.082 | 1043 | 0.043 | 0.086 | 1043 | LO43 | 0.025 | 0.009 | L1043 | 0.043 | 0.066
R7 | 017 | 1039 | 0.013 | 1057 | 0.039 | 001 | 0.07 | 0012 | 017 | 1038 | 0.059 | 017 | 1039 | 1057 | 0043 | Q.01 | 1037 | 0.059 | 0.086
R§ | 037 | LO7L| 0.019 | 1.068 | 0.069 | 0.019 | 037 | 0.019 | 037 | 1075 | 0.071 037 | LO7L | 1071 | 0.059 | 0.009 | LOTL | 0071 | 017
RO | 038 | 1082 | 0.026 [ 1077 | 0.079 | 0.023 | 058 | 0.026 | 038 | 1.084 | 0.079 | 038 | 1085 | LOBS | 0.075 | 0.025 | LOB4 | 0.079 | 037
R0 | 074 | 1093 | 0.031 | 1.085 | 0.086 | 0.031 | 074 | 0.031 | 084 | L0S7 | 0.086 | 0.74 | 1095 | 1095 | 084 | 0.031 | 1.097 | 0.086 | 038
RIT | 095 | 112 | 0038 | 1094 | 0095 | 0038 | 0.99 | 0.038 | 099 | 112 | 0095 | 099 | L12 | L12 | 096 | 0.038 | 112 | 0.09 | 0.4
RIZ [ 1027 | 130 | 0043 | L15 | 08 (0043 | 1.005 | 0.043 | 1003 | 131 | 012 | 1005 | 131 | 125 | 009 | 0043 | 131 | 012 | 099
RI | 1045 | 139 | 0.049 | 126 | 035 | 0049 | 1.027 | 0.049 | 1027 | 139 | 035 | 1027 | 139 | 139 | 035 0040 | 139 | 035 | 1003
RI4 | 1066 | 147 | 0056 | 135 | 049 | 0055 | 1042 | 0.036 | 1042 | 145 | 049 | 1042 | 145 | 145 | 046 | 0055 | 145 | 049 | L1027
RIS | 1089 | 136 | 0.061 | 146 | 0.61 | 0061 | 1.049 | 0.061 | 1049 | 154 | 061 | 1049 | 134 | 154 | 058 | 0061 | 134 | 06l | 1042
Rio | 122 | Lo4 | 0067 | 134 | 0.75 | 0067 | 1.058 | 0.067 | 1057 | 161 | 075 | 105§ | 161 | 161 | 0.69 | 0.067 | 161 | 075 | 1049
RI7 | 135 | 173 | 0074 | 163 | 083 | 0074 | 1066 | 0.074 | 1064 | 175 | 083 | 10686 | 175 | 173 | 083 0074 | 175 | 083 | 1036
RIS | 142 | 181 | 0082| L74 | 091 | 0081 | 1072|0082 | 1072 | 182 | 091 | 1072 | 182 | 181 | 091 | 0081 | 182 | 091 | 1063
R19 | 155 | 189 | 0088 | 184 | 097 | 0088 | 1.097 | 0.087 | 1.097 | 189 | 097 | 1097 | 189 | 189 | 097 | 0088 | 189 | 097 | 1072
RO | 167 | 195 | 0093 193 | 1 (00| 12 (0093 12 | 197 1 | 13 | 197 | 197 | 1T [00%4] 195 | 1 |L07
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