Chapter 4

Result and Discussion

4.1 Introduction
In this study three experiments were performed, each experiment has number clusters, in the

following sections the three experiments will be discussed as well as the results.

4.2 First Experiment

In this experiment, we used WEKA Explorer interface to load the dataset from CSV file
format, then applied the pre-processing to remove student number since it cannot be used in
clustering. Finally we implemented K-mean Algorithm to cluster dataset in similar classes. The
model build by determine the number of clusters to estimate the best degree and where it will be
allocated. The performance of this algorithm is measured with the highest degree mean. In this
experiment 5 clusters was generated (shown in figure (4.1)), here three clusters clustering around
the e-learning and two clusters clustering around the t-learning. E- Learning clusters contained
the students with higher degree and also have the highest attendance (which is obtained in cluster
0).
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€2 Welka Explorer
| Preprocess | Classify| Cluster | Associate | Select attributes | Visualize |

Clusterer

[ Choose ]}simplekneans -init 0 -max-candidates 100 -periadic-pruning 10000 -min-density 2.0 -£1 -1.25 -t2 -1.0 -N 5 -4 "weka. core. EuclideanDistance -R first-last" -I 500 -num-slots 1 -5 10

Cluster mode Clusterer output
CIUSTEr 1T 2:%,20-5,E
Use tr t -
B bk Cluster 2: 7.8,54.2,E
©) supplied test set Set... Cluster 3: 3.5,31.2,T
& Percentage st % Cluster 4: 5.4,30.8,T
() Classes to dusters evaluation Missing values globally replaced with mean/mode
[ (o) -type -
e e Final cluster centroids:
Clusters
Attribute Full Data 0 1 2 3 1
[ Ignore atiributes ] (1734) (272) (359) (398) (358) (349)
[ Start ] [ Stop ‘ 4.4047 2.4493 2.5231 7.5467 1.5628 7.214
Resutlist (fight-<ick for aptions) Degree 47.4221  64.1849 25.332  60.7131  39.2838  50.3479
17:26:42 -EM l-type E E E E T I |

17:28:32 - SimplekMeans
17:30:18 - SimplekMeans

Time taken to build model (full training data) : 0.06 seconds

=== Model and evaluation on training set ===

m

Clustered Instances

o 272 ( 16%)
i 359 ( 21%)

2 396 ( 233)

3 358 ( 21%)

4 349 ( 208)

il n ] ]

Status

Figure 4.1: Result of the first experiment

Mean of Cluster 5

Attributes Cluster 0 Cluster 1 Cluster 2 Cluster 3 Cluster 4
Attendance 7.4493 5.5467 1.5628 7.214
Degree 64.1849 25.332 60.7131 39.2838 50.3479
L-Type E E E T T

Table 4.1: Result of the first experiment

As it demonstrated in table 4.1 above cluster 0 obtained the highest mean of the attendance and the

degree.
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4.3 Second Experiment

K-mean algorithm, implemented in this experiment, using the same dataset, same data
preprocessing in first experiment and same performance measure.
In this experiment 4 clusters was generated (shown in figure (4.2)). Here three clusters clustering
around the e-learning. E- Learning clusters contained the students with higher degree and also
have the highest attendance (which is obtained in cluster 2).

@ ika S T W W s e T . - i
| Preprocess | Classify| Cluster | Associate | Select attributes | Visualize |
Clusterer

Simplel(MEans -init: 0 -max-candidates 100 -periodic-pruning 10000 -min-density 2.0 -£1 -1,25 -t2 -1.0 -N 4 -A "weka, core. EuclideanDistance -R first-last" - 500 -num-slats 1 -5 10

Cluster mode Clusterer output
@ Use training set

Cluster 0: 3,47.4,E

) Supplied test set Set Cluster 1: 2.4,20.9,E
Cluster 2: 7.8,54.2,F
Cluster 3: 3.5,31.2,T

() Percentage spit
(7) Classes to dusters evaluation
m) I-type Missing values globally replaced with mean/mode

] Store dusters for visualization
= Final cluster centroids:

Clusters
[ Ignare attributes Attribute Full Data 0 1 2 3
(1734) (272) (359) (396) (707)
start Stop
Resuitlist {right-cick for options) 2ttendance 4.4047 2.4493 2.5231 7.5467 4.3525
P Degree 47.4221  64.1849 25.332  60.7131  44.7454
7 impel E £ E E 1

Time taken to build model (full training data) : 0.06 seconds
=== Model and evaluation on training set =—=

Clustered Instances

0 72 { 16%)
1 359 ( 21%)
z 396 ( 23%)
3 707 ( 418%)

Status
oK

Figure 4.2: Result of the second experiment

Mean of cluster 4

2.4493 2.5231 7.5467 4.3525

60.1849 25.332 64.7131 44.7454

E E E T

Table 4.2: Result of the second experiment

As it demonstrated in table 4.2 above cluter2 obtained the highest mean of the attendance and the

degree.
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4.4 Third Experiment

K-mean algorithm, implemented in this experiment, using the same dataset, same data
preprocessing in first experiment and same performance measure.
In this experiment 3 clusters was generated (shown in figure (4.3)). Here all clusters clustering
around the e-learning. E- Learning clusters contained the students with highest degree and also
have the highest attendance (which is obtained in cluster 0).

OWeboowr ST W e i e o)
Preprocess | Classify | Cluster | Associate | Select attributes | Visualize

Clusterer

[ Choose | simplexMeans -irit 0 -max-candidates 100 -periodic-pruning 10000 -min-density 2,0 -t1 -1.25 -£2 -1.0 -N 5 - "weka,core, EuclideanDistance -R first-last” -1 500 -num-slots 1 -5 10 |
Cluster mode Clusterer output

@ Use training set -

Initial staring points (random):
©) Suppiied testset | Set...

)
8 Perntos it Cluster 0: 3,47.4,E

Cluster 1: 2.4,20.9,E
(©) Classes to dusters evaluation Cluster 2: 7.8,54.2,E
‘ (Nom) I-type -‘

T Missing values globally replaced with mean/mode
Final cluster centroids:
[ Ignore atiributes ] Clusters
Attribute Full Data o 1 2
[ ot ] | G J (1734) (425) (599) 714)
Resultlist {right-ciick for options) T
e e Attendance 4.4047 2.8098 2.0185 7.527
17:28:32 - SimplekMeans Degres 47.4221  64.7369  25.7815  55.1494
1-type E E E E

17:30:37 - SimplekMeans

Time taken to build model (full training data) : 0.07 seconds

i

=== Model and evaluation on training set =——=

Clustered Instances

0 425 ( 25%)
1 595 ( 348)
F 714 ( 41%)

« I ’

Status

Figure 4.3: Result of the third experiment

Mean of cluster 3

Attributes clusters 0 Clusters 1 Clusters 2
2.0185 4527
Degree 64.7369 25.7815 55.1494

Attendance 7.4998

L-Type E E E

Table 4.3: Result of the third experiment
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As it demonstrated in table 4.3 above cluster 0 obtained the highest mean of the attendance and the

degree.

4.5 Results
1. First experiment showed that e-learning best from traditional learning in cluster 0.
2. Second experiment showed that e-learning best from traditional learning in cluster 2.

3. Third experiment showed that e-learning best from traditional learning in cluster 0.

4.6 Discussion
The results of the study show that:

v There is relation between course attendance and students’ grades.

v' The students had lower grades due to less of course attendance as well as with the
students have full course attendance. So, due to this low attendance degree of the
students’ grades is affected.

v" The proposed work is used with different number of clusters to analyze the relation
between course attendance and students’ grades.
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