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Abstract

Evolving Stock Market Prediction Models Using Soft Computing Techniques

Sara Elsir Mohamed Ahmed

Department of computer Science

Sudan University of Science and Technology, 2015

Thesis Director:

Prof. Alaa Sheta

Stock market prediction is one of the hottest field of research lately due to its business appli-

cations owing to high stakes and the kinds of attractive benefits that it has to offer. The stock

market is a dynamic, non-linear, complex, and chaotic in nature, forecasting stock market

price is an important financial problem that is receiving increasing attention. During the last

few years, a number of many models were presented to develop arelationship between the

attributes which affect the stock index and its values. Thisthesis proposes a soft comput-

ing technique enhanced decision in financial management. The decision allows investors to

maximize their expected return while practicing the prediction against financial risks. The

importance of the research stems from the fact that it can be used to reduce the risk associated

with uncertainty price movements in the stock market. The literature review shows that there

are a large number of studies trying to forecast movements inthe stock market, but there

is a lack of literature trying to improve stock market risk management strategies with soft

computing techniques. This thesis addresses this gap by applying the existing body of liter-

ature in stock index forecasting with soft computing techniques to the domain of forecasting

index movements. In particular, it analyses whether there is an influence features of stocks

used to predict movements of the stock index can improve forecasting the stock index move-

ment off an investor faces use S&P 500 dataset and data related to it to create new dataset

has impact in the price; The S&P 500, or the Standard & Poor’s 500, is an American stock

market index. The S&P 500 presented its first stock index in the year 1923. S&P 500 index

found to have 27 influence features which affect the index values. A new market forecasting

model based on soft computing and especially genetic programming is developed to enhance

the investor decision. The model compare with traditional model Auto regression model and

iv



Artificial Neural Network model. The system analysis stock market and futures data and

makes a prediction about expected stock market conditions one day and next week. Selected

new Features dataset by used GA to decrease the complexity. We were expecting that not

all these features are significant in computing the index. Thus, we split our work to two

phases. The first phase is to develop models based on these 27 features using Multiple Lin-

ear Regression (MLR) and ANN. Not only that, but we also explored a promising technique,

multigene symbolic regression Genetic Programming to provide a mathematical nonlinear

relationship between these attributes. GP found to be a powerful algorithm for providing

mathematical modeling. In the second phase of this thesis, we adopted GAs as a mechanism

to select the best features that contribute to the modeling process. The set of best features

are once again used to build S & P 500 prediction models. Although the developed models

in the second phase are with slightly less performance than in the first phase but the models

are much simplex in complexity. This suggests that the stockmarket can be forecast using

soft computing technique. Overall, this thesis concludes that the proposed model achieves a

significant improvement in the prediction of stock market index.
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Chapter One

Introduction

1.1 Overview

Today on the current state in society is that riches bring comfort and luxury. There is no

doubt that the majority of the people related to stock markets is trying to achieve profit.

Profit comes by investing in stocks that have a good future; this what they are trying to ac-

complish one way or the other is to predict the future of the market. But what determines the

future? The way that people invest their money is the answer;and people invest money based

on the information they hold. Investors try to forecast events that might affect stocks, such as

sales expectations, and then make a decision whether the price of its stocks will increase or

not. A business decision to loan or borrow money would dependon forecasts of future cash

flows or expected returns. Economists in central banks are mainly interested in predict of

future increase or decrease the trends, since these lead to monetary policy changes. There-

fore, the development of accurate financial forecasting techniques is of extreme importance,

especially in times of global economic confusion and marketuncertainty. This is when finan-

cial time series are found to be most noisy and nonlinearities and structural breaks rule the

common macroeconomic explanatory variables. The Stock Market prediction task divides

researchers and academics into two groups those who believethat we can devise mechanisms

to predict the market and those who believe that the market iswell-organized and whenever

new information comes up the market absorbs it by correctingitself, thus there is no space

for prediction (EMH). Furthermore they believe that the Stock Market follows a Random

Walk, which implies that the best prediction you can have about tomorrows value is todays

value. In literature a number of different methods have beenapplied in order to predict stock

market returns. These methods can be grouped in four major categories:

i) Technical Analysis Methods.

ii) Fundamental Analysis Methods.
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iii) Traditional Time Series Forecasting.

iv) Machine Learning Methods.

Technical analysts, known as chartists, attempt to predictthe market by tracing patterns that

come from the study of charts which describe historic data ofthe market. Fundamental ana-

lysts study the intrinsic value of an stock and they invest onit if they estimate that its current

value is lower that its intrinsic value. In Traditional TimeSeries forecasting an attempt to

create linear prediction models to trace patterns in historic data takes place. These linear

models are divided in two categories: the univariate and themultivariate regression models,

depending on whether they use one of more variables to approximate the Stock Market time

series. Finally a number of methods have been developed under the common label Machine

Learning these methods use a set of samples and try to trace patterns in it (linear or non-

linear) in order to approximate the underlying function that generated the data. Such soft

computing approaches have been extensively utilized in forecasting applications. Specifi-

cally, Neural Networks (NNs), Genetic Algorithms (GAs) , Fuzzy Logic (FL) and Support

Vector Machines (SVMs) are very common in the financial forecasting literature.

The level of success of these methods varies from study to study and it is depended on the

underlying datasets and the way that these methods are applied each time. However none of

them has been proven to be the consistent prediction tool that the investor would like to have.

1.2 Motivation

There are two prices that are critical for any investor to know: the current price of the in-

vestment he owns, or plans to own, and its future selling price. Despite this, investors are

constantly reviewing past pricing history and using it to influence their future investment

decisions. Some investors won’t buy a stock or index that hasrisen too sharply, because they

assume that it’s due for a correction, while other investorsavoid a falling stocks, because

they fear that it will continue to deteriorate.

The motivation of this research is to examine the factors influencing the price movements

in the stock index futures markets using different soft computing techniques. It investigates

whether soft computing can improve existing forecasting models. A new technique enhanced
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decision will be proposed that allows investors to increasetheir expected return while prac-

tising qualifies against critical movements in the stock market.

Stock index forecasting is important for making informed investment decisions.

1.3 Problem Statement

In the stock market buying and selling is the most complex decision and stockholders often

face some difficulties from the inability to:

• Determine and predict the stock market behaviour due to the dynamic and unpre-

dictable environment of stock market domain. To take decision on the appropriate

stock to buy or sell for better profit.

• Analyse and extract useful knowledge from a vast amount of information in order to

make qualitative stock decision.

The problem is how to construct predictive model for stock market price to successfully

forecast/predict index values or stock prices using the Soft Computing technique.

1.4 Research Objectives

The research have a general objective and a specific objective.

1.4.1 General objectives:

• Enhance stock market prediction model to be effective in improving the accuracy of

stock market prediction.

• Enhance stock decisions of stockholders and keep the risk low.

• Explore the advantages of Soft computing techniques in solving stock market predic-

tion problem.
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• Evolve mathematical models which can be used for predictingstock market price with

high confidence.

1.4.2 Specific Objectives:

• Study, survey and analyses the stock market index and the features that has an impact

factor in stock index and create dataset with potential influence features that affect in

prediction.

• Develop predictive model for stock market price using soft computing technique Arti-

ficial Neural Network and Multigene Genetic Programming.

• Compare this model with mathematical model based on Multiple Linear Regression

model.

• Enhance these models by using feature selection (Genetic Algorithm).

1.5 Contributions

The contributions of this research to predict the stock market using soft computing are as

follows:

• A new dataset based on S& P500, has been created.

• Developed and investigated Multiple Linear Regression (MLR) prediction model and

used it as benchmark.

• Developed and investigated Artificial Neural Network predictive model.

• Developed and investigated Multigene Symbolic RegressionGenetic Programming

predictive models

• Selected new feature set by used Genetic Algorithm as feature selection.
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1.6 Thesis Outline

This section describes the organization of the remaining chapters as follows:

• Chapter 2:

The overview and survey of Stock Markets and Prediction: presents brief introduction

to Stock Market and Theories of Stock Market classification and prediction.

• Chapter 3:

Soft Computing Techniques: this chapter, presents an overview of methods that used

in prediction stock market, It covers soft computing methods and survey on it.

• Chapter 4:

Research methods: this chapter presents the methodology used in this research. A

methodology is generally a guideline for solving a researchproblem. It contains the

generic framework of the research and the steps required to carry out the research

systematically.

• Chapter 5:

Experimental Results: this chapter presents the results ofthe models that solve the

thesis problem and success to achieved the goal and objective.

• Chapter 6:

Conclusions : This chapter summarizes the objective and results and conclusions the

research question.
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Chapter Two

Literature Review and Survey

This chapter attempts to give a brief overview of some of the concepts of the stock markets

and their prediction. Issues such as stocks theories, identification of available data related to

the market, predictability of the market, prediction methodologies applied. All these issues

are examined under the” daily and weekly basis prediction ” point of view with the objective

of incorporating in our study the most appropriate features.

2.1 Brief Introduction to Stock Market

Recently the Markets have become a more accessible investment tool, not only for strategic

investors but for common people as well. Consequently they are not only related to macroe-

conomic parameters, but they influence everyday life in a more direct way. Therefore they

constitute a mechanism which has important and direct social impacts. Here we are going

to discuss some of the basics of stock market i.e. what is stock market, market index, stock

exchange and many other concepts of the stock market. There are many different kinds of

customers with different kinds of needs and preferences.

2.1.1 What is stock market?

A stock market is a public market for the trading of company stock and derivatives at an

agreed price; these are securities listed on a stock exchange as well as those only traded pri-

vately. It is an organized set-up with a regulatory body and the members who trade in shares

are registered with the stock market and regulatory body SEBI. The stock market is also

called the secondary market as it involves trading between two investors. Stock market gets

investors together to buy and sell shares in companies. Share market sets prices according

to supply and demand. A stock that is highly in demand will increase in price, whereas as
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a stock that is being heavily sold will decrease in price. Companies that are permitted to be

traded in this market place are called listed companies (Preethi and Santhi, 2012a).

2.1.2 Importance of stock market

The stock market is one of the most important sources for companies to raise money. This

allows businesses to be publicly traded, or raise additional capital for expansion by selling

shares of ownership of the company in a public market. History has shown that the price of

shares and other assets is an important part of the dynamics of economic activity, and can

influence or be an indicator of social mood. In fact, the stockmarket is often considered the

primary indicator of a country’s economic strength and development. Rising share prices

tends to be associated with increased business investment and vice versa. Share prices also

affect the wealth of households and their consumption. Therefore, central banks tend to

keep an eye on the control and behavior of the stock market. Exchanges also act as the

clearing house for each transaction, meaning that they collect and deliver the shares, and

guarantee payment to the seller of a security. This eliminates the risk to an individual buyer

or seller that the counterparty could default on the transaction. The smooth functioning

of all these activities facilitates economic growth, lowercosts; promote the production of

goods and services as well as employment. In this way the financial system contributes to

increased prosperity (Soni, 2011). Primary market deals with the new issues of securities.

In the primary markets, securities are bought by way of the public issue directly from the

company. An official prospectus is published under the Corporations Law and contains all

the information that is reasonably required to allow you to make an informed investment

decision about the company. Secondary market: it is where existing securities are bought

and sold. Secondary market deals with outstanding securities. In the secondary market

shares are traded among investors. This market is made of organized exchanges and may

have a trading floor, where orders are transmitted for execution. This is where all the trading

of stocks are maintained and guided by the rules set down by the exchange (Soni, 2011) .
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2.1.3 Stock market basics

Stock market basics include shares and stocks. A share or stock is a document issued by a

company, which entitles its holder to be one of the owners of the company.

• Share: it is directly issued by a company through IPO or can bepurchased from the

stock market. By owning a share one can earn a portion of the company’s profit called

dividend. Also, by buying and selling the shares gets capital gain. So, return is the

dividend plus the capital gain. However there is a risk of making a capital loss, if

selling price of the share is below than the buying price.

• Stock: it is nothing but a collection or a group of shares.Thestock may be common

stock or preferred stock.

• Common Stock : it represents the majority of stock. It represents ownership in a com-

pany and a claim on a portion of profits, or dividends. The dividend amount fluctuates

and is not guaranteed. Shareholders are entitled to one voteper share to select board

members, who oversee the major decisions made by the company’s management. In

the long run, common stock yields higher returns than most other investments.

• Preferred Stock: it represents a degree of ownership in a company but usually does not

include voting rights. The stock holders of this type have the right to get a guaranteed

fixed rate of dividend before the payment of dividend to the equity holders. They also

have right to get back their capital before the equity holders in case of winding up of

the company (Soni, 2011).

A stock exchange formerly a securities exchange is a corporation or mutual organization

which provides ”trading” facilities for stock brokers and traders, to trade stocks and other

securities, thus providing a marketplace (virtual or real). Stock exchanges also provide fa-

cilities for the issue and redemption of securities as well as other financial instruments and

capital events including the payment of income and dividends.

The securities traded on a stock exchange include: shares issued by companies, unit trusts,

derivatives, pooled investment products and bonds. To be able to trade a security on a certain
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stock exchange, it has to be listed there. Trade on an exchange is by members only. Defini-

tion done in the primary market and subsequent trading is done in the secondary market. A

stock exchange is often the most important component of a stock market. There is usually

no compulsion to issue stock via the stock exchange itself, nor must stock be subsequently

traded on the exchange. Such trading is said to be off exchange or over-the-counter. This is

the usual way that derivatives and bonds are traded. Increasingly, stock exchanges are part

of a global market for securities. There are 20 major Stock Exchanges in the world (Setty

et al., 2010).

Stock exchanges have multiple roles in the economy; this mayincludes raising capital for

businesses, mobilizing savings for investment, Facilitating company growth, profit sharing,

corporate governance, creating investment opportunitiesfor small investors, government

capital-raising for development projects, barometer of the economy. Listing requirements

are the set of conditions imposed by a given stock exchange oncompanies that want to be

listed on that exchange. Conditions sometimes include minimum number of shares outstand-

ing, minimum market capitalization and minimum annual income. Companies have to meet

the requirements of the exchange in order to have their stocks and shares listed and traded

there, but requirements vary by stock exchange (Setty et al., 2010).

2.1.4 What is market index

An index is a statistical composite measure of the movement in the overall market or in-

dustry. Basically, indexes allow measuring the performance of a group of companies over

a period of time. Companies are organized in an index according to two main methods or

weighting as it is commonly termed. The movements of the prices in a market or section of

a market are captured in price indexes called stock market indices, e.g., the S&P, the FTSE

and the Euro next indices. Such indices are usually market capitalization weighted, with the

weights reflecting the contribution of the stock to the index. The constituents of the index

are reviewed frequently to include/exclude stocks in orderto reflect the changing business

environment. There are two major classes of indexes in use:

• Equally weighted price index: The index is calculated by taking the average of the

prices of a set of companies.

Equally weighted price Index = Sum (Prices of N companies) / divisor.
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• Market capitalization weighted index: In this index, each of the N companies prices is

weighted by the market capitalization of the company.

Market capitalization weighted index = Sum (Company marketcapitalization * Price)

over N companies/ Market capitalization for these N companies (Setty et al., 2010).

A few decades ago, worldwide, buyers and sellers were individual investors, such as wealthy

businessmen with long family histories and emotional ties to particular corporations. Over

time, markets have become more institutionalized buyers and sellers.

The market participants includes; investors, large institutions, issuers of securities, interme-

diaries.

• Stock broker : is person who is licensed to trade in shares. They also have direct ac-

cess to the share market and can act as agent in share transactions. For this service,

they charge a fee. Stock brokers can also offer additional services such as portfolio

management or advice. The type of broker will depend on own confidence in trading

shares. Often investors, who know exactly what they want to buy, will go to a discount

broker to enact the trade.

Stock broker may be full service broker or discount broker. Full-service broker will

provide you with advice on which stocks to trade. They can often operate as financial

planners and help with other aspects of your investment portfolio. Because they offer

advice, a full service broker usually charges between 2 and 2.5 per cent fees, depend-

ing on the size of the transaction. Discount broker will execute trades, but will not

provide any advice. As a result brokerage charges are low. Discount brokers generally

operate via the telephone, Internet or both.

• Trader: In finance, a trader is someone who buys and sells financial instruments such

as stocks, bonds and derivatives. Traders are either professionals working in a finan-

cial institution or a corporation, or individual investors. They buy and sell financial

instruments traded in the stock markets, derivatives markets and commodity markets.

Several categories and designations for diverse kinds of traders are found in finance,
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these include: stock trader, day trader, pattern day trader, swing trader, floor trader and

rogue trader.

• Trading: Participants in the stock market range from small individual stock investors to

large hedge fund traders, who can be based anywhere. Exchange is physical locations,

where transactions are carried out on a trading floor, by a method known as open

outcry. This type of action is used in stock exchanges and commodity exchanges

where traders may enter verbal bids and offers simultaneously.

The other type of stock exchange (derivative exchanges) is avirtual kind, composed of a

network of computers, where trades are made electronicallyvia traders. Buying or sell-

ing at market means accepting any asked price or bid price forthe stock, respectively. When

the bid and ask prices match, a sale takes place on a first come first served basis (Soni, 2011).

2.1.5 What are the impact factors in stock market price?

In fact, there are many factors affecting the performance ofthe stock market and the investor

to understand how these factors affect on the activity of thestock market, as an investor you

should take advantage of understanding of these factors in astock, which has in the gain

selection, the other angle the investor must be able to determine the effects of the economic

and political variables on the market in general, and that there not be an overstatement to

identify these effects, as well as the case for News related to certain company must keep in

mind that there is a phenomenon in securities known phenomenon overreact markets.

• Economic growth: The economic recovery is generally contributes to increased finan-

cial activity in terms of production increases depending onthe growing demand for

products, and returns this activity beneficial to all aspects of the economy where the

rising level of employment and increasing incomes and rising revenues from corpo-

rate profits, and overall economic growth leads to an increase in the level of income

community which raises the level of savings, which find theirway around more invest-

ment, which drives the household sector employers to investthese funds Among the
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most famous investment is to invest in the stock market, thusincreasing the demand

for the purchase of shares will become more prices.

• Interest Rates: The stock market performance dramaticallyrising or falling interest

rates affected, but this effect is inversely impact on the stock, as higher interest rates

lead to attract a lot of savings into cash deposits which haveto invest in the stock

account recedes turnout rates the purchase price drops.

• Oil prices: This factor is one of the most important factors affecting stock prices,

particularly in oil-producing countries, where high oil prices lead to an increase in the

level of state revenue, which they can spend more money on infrastructure projects

and raise the level of salaries, which contribute to raisingthe level of overall economic

activity and provide liquidity also find their way into the stock market.

• Overreact: as the stock market is extremely sensitive to events in general, and in the

short term the stock market may be affected by events that arenot essential and has

nothing to do with its key elements, which may be due to psychological factors among

investors who have overcome their tendency optimism in certain cases the tendency

to pessimism at other times, but the tendencies of optimism and pessimism and the

impact of events is essential not be its impact on the long-term, but limited to the

price movements in the short term time, so the investor does not deal with these price

movements motivated emotional.

• Political events: the stock is a large market and political events experienced by the

State affected, in the case of political instability seen the stock market is booming

because the political climate stable of optimism and lure reflected to attract investors,

especially foreigners, which leads to high liquidity in themarket and so are therefore

stock price rises applications, in contrast to the case of political tensions as we see

on the Egyptian arena during the current period, which led tothe deterioration of

stock prices in the stock market because of investors’ fearswhich pushed them to their

money out of the market.
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2.2 Data Related to the stock Market :

The information about the market comes from the study of relevant data. Here we are trying

to describe and group into categories the data that are related to the stock markets. In the

literature these data are divided in three major categories:

• Technical data: are all the data that are referred to stocks only. Technical data include:

– The price at the end of the day.

– The highest and the lowest price of a trading day.

– The volume of shares traded per day.

• Fundamental data: are data related to the intrinsic value ofa company or category of

companies as well as data related to the general economy. Fundamental data include:

– Inflation

– Interest Rates

– Trade Balance

– Indexes of industries (e.g. heavy industry)

– Prices of related commodities (e.g. oil, metals, currencies)

– Net profit margin of a firm.

– Prognoses of future profits of a firm

– Etc.

• Derived data: this type of data can be produced by transforming and combining tech-

nical and/or fundamental data. Some commonly used examplesare:

Returns: One-step returns R(t) is defined as the relative increase in price since the pre-

vious point in a time series. Thus if y(t) is the value of a stock on day t,

R(t) = (y(t)−y(t−1))
(y(t−1))

• Volatility: Describes the variability of a stock and is usedas a way to measure the risk

of an investment.

13



2.2.1 S&P 500 Stock index

The S&P 500, or the Standard & Poor 500, is an American stock market index computed

according to the market capitalization of 500 large companies. These companies are hav-

ing stock in the NYSE or NASDAQ. The S&P 500 index is computed by S&P Dow Jones

Indices. The S&P 500 presented its first stock index in the year 1923. The S&P 500 index

with its current form became active on March 4, 1957. The index can be estimated in real

time. It is mainly used to measure the stock prices levels. There were a growing interest in

the past few decades on measuring,analysing and predictingthe behaviour of the S&P 500

stock index . John Bogle, Vanguards founder and former CEO, who started the first S&P

index fund in 1975 stated that:

The rise in the S&P 500 is a virtual twin to the rise in the totalU.S. stock market, so of

course investors,and especially index fund investors, whoreceived their fair share of those

returns, feel wealthier.

In order to compute the price of the S&P 500 Index, we have to compute the sum of market

capitalization of all the 500 stocks and divide it by a factor, which is defined as the Divisor

(D). The formula to calculate the S&P 500 Index value is given as:

IndexLevel =
∑

(Pi∗Si)
D

P is the price of each stock in the index andS is the number of shares publicly available

for each stock.

2.3 Theories of Stock Market classification and prediction

Stock market has been studied over and over again to extract useful patterns and predict their

movements. Stock market prediction has always had a certainappeal for researchers. While

numerous scientific attempts have been made, no method has been discovered to accurately

predict the price movement. There are various approaches inpredicting the movement of

stock market and a variety of prediction techniques has beenused by stock market analysts.

In the following section we briefly explain the two most important theories in stock market
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prediction. Based on these theories two conventional approaches to financial market pre-

diction have emerged technical and fundamental analysis. The first one is efficient market

hypothesis (EMH) introduced by fama in 1964 and the second one is random walk theory

(Soni, 2011).

1. Efficient Market Hypothesis (EMH):

An investment theory that states it is impossible to ”beat the market” because stock

market efficiency causes existing share prices to always incorporate and reflect all rel-

evant information. According to the EMH, stocks always trade at their fair value on

stock exchanges, making it impossible for investors to either purchase undervalued

stocks or sell stocks for inflated prices. As such, it should be impossible to outperform

the overall market through expert stock selection or markettiming, and that the only

way an investor can possibly obtain higher returns is by purchasing riskier investments.

The EMH states that no form of information can be used for generating extraordinary

profits from the stock market, as stock prices always fully reflect all available infor-

mation. Any new information which arises will be quickly andefficiently absorbed

into the price of the stock. From the way that the EMH is defined, it is obvious that

the result obtained in this work has a direct implication on the validity of the EMH.

Fama contribution in efficient market hypothesis is significant. The EMH hypothesizes

that the future stock price is completely unpredictable given the past trading history of

the stock The efficient market hypothesis (EMH) states that the current market price

reflects the assimilation of all the information available.This means that given the

information, no prediction of future change in the price canbe made. As new infor-

mation enters the system the unbalanced stock is immediately discovered and quickly

eliminated by the correct change in the price (Soni, 2011). The EMH exists in three

forms, depending on the information which is used for makingpredictions weak EMH,

semi-Strong EMH, strong EMH In weak EMH, any information acquired from exam-

ining the stock history is immediately reflected in the priceof the stock .The weak

form of EMH states that past stock prices cannot be used to predict future stock prices.

Only past price and historical information is embedded in the current price. This kind

of EMH rules out any form of prediction based on the price dataonly, since the prices

follow a random walk in which successive change has zero correlation (Soni, 2011).

The semi strong form goes a step further by incorporating allhistorical and currently
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public information into the price.

This includes additional trading information such as volume data and fundamental

data such as profit prognosis and sales forecast (Setty et al., 2010). The strong form

includes historical, public and private information such as insider information, in the

share price. According to fama in his article efficient capital market states that the

efficient market hypothesis surely must be false the strong form, due to the shortage

in data, has been difficult to be tested. The strong form of EMHstates that nothing

can be used to predict future stock prices as all informationis already reflected in the

current price of the stock. By investigating the performance of mutual fund managers

in (Quah, 2007), empirical evidence showed that the fund managers could not make

use of any privileged information to achieve higher profits.The weak and semi-strong

form of EMH has been fairly supported into a number of research studies (Soni, 2011).

2. Random walk theory:

The random walk hypothesis claims that stock prices do not depend on past stock.

Prices, so patterns cannot be exploited since trends to not exist. With the advent

of more powerful computing infrastructure (hardware and software) trading compa-

nies now build very efficient algorithmic trading systems that can exploit the under-

lying pricing patterns when a huge amount of data-points aremade available to them.

Clearly with huge datasets available on hand, machine learning techniques can seri-

ously challenge the EMH (Soni, 2011). It is a different perspective on prediction stock

market prediction is believed to be impossible where pricesare determined randomly

and outperforming the market is infeasible. Random walk theory has similar theoret-

ical to semi-strong EMH where all public information is assumed to be available to

everyone. However, random walk theory declares that even with such information, fu-

ture prediction is ineffective (Soni, 2011).From EMH and random walk theories, two

distinct trading philosophies have been emerged. These twoconventional approaches

to financial market prediction are technical analysis and fundamental analysis (Setty

et al., 2010).

3. Moving Average

Moving average also called rolling average or rolling mean or running average is a

type of finite impulse response filter used to analyse a set of data points by creating a

series of averages of different subsets of the full data set in the stock market area. This
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is used to smooth out the short-term fluctuations with the help of time series analysis

data and highlight longer-term stock market trends or cycles. This will use in technical

analysis of financial data such as stock price, stock returnsor trading volumes(Preethi

and Santhi, 2012b).

2.4 Stock Market forecasting Techniques

Forecasting the stock market behaviour has always been in the foundation of scientific re-

search by academics, investors, practitioners, market speculators and government institu-

tions. This task has proven to be extremely challenging and hot due to the noisy and non-

linearity nature of financial time series. In order to measure the results of financial forecasts

in practical market terms.

Financial time series forecasting was explored the past. They have shown many character-

istics which made them hard to forecast due to the need for traditional statistical method to

solve the parameter estimation problems.

In literature a number of different methods have been applied in order to predict Stock mar-

ket index, we can classify these methods used to solve the stock market prediction problems

to two folds:

• Traditional Techniques: These are statistical based approaches such as time series anal-

ysis Technical analysis, fundamental analysis, linear regression, Auto-regression and

Auto-regression Moving Average (ARMA) (Harvey and Todd, 1983),(Wijaya et al.,

2010). There are number of assumptions need to be consideredwhile using these

models such as linearity and stationary of the financial time-series data. Such non-

realistic assumptions can affect the quality of predictions (Yu et al., 2009),(Walczak,

2001).

• Soft Computing Techniques: Soft computing is a term which covers artificial intelli-

gence which mimics biological processes. These techniquesincludes Artificial Neural

Networks (ANN) (Cubiles-de-la Vega et al., 2002), (Majhi etal., 2009) , Fuzzy logic

(FL) (Hassan, 2009),Support Vector Machines (SVM) (Huang et al., 2005), particle

swarm optimization (PSO) (Majhi et al., 2008) and many others.
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2.5 Traditional Techniques

The literature categories the number of Traditional modelsin order to predict Stock market

index into three major models:

• Fundamental Analysis Methods.

• Technical Analysis Methods.

• Traditional Time Series Forecasting.

2.5.1 Fundamental analysis

The fundamental analysis involves the in-depth analysis ofa company’s performance and

the profitability to measures its fundamental value by studying the company physically in

terms of its product sales, personal power quality, infrastructure, profitability on investment.

It uses revenues, earnings, future growth, return on equity, profit margins, and other data to

determine a company’s underlying value and potential for future growth. (Chaigusin et al.,

2008) To a fundamentalist, the market price of a stock tends to move towards its real value

or intrinsic value . If this value of a stock is above the current market price, the investor can

decide to purchase the stock because the stock price will bound to rise and move towards

its intrinsic or real value . If this value of a stock is below the market price, the investor

may decide to sell the stock because the stock price is bound to fall and come closer to its

intrinsic value. To start finding out the intrinsic value, the fundamentalist analyser makes an

examination of the current and future overall health of the economy as a whole. (Nguyen,

2003).

The fundamental analysis assumes that the investors are more logical and stock price (cur-

rent and future) depends on its intrinsic value. As per fundamentalist, the market price of a

stock tends to move towards its real value or intrinsic value. To find the intrinsic value of a

particular stock the current and future overall health of the stock as well as the economy is

required to be examined. The advantages of fundamental analysis are its systematic approach

and its ability to predict changes before they show up on the charts. Fundamental analysis is

a superior method for long-term stability and growth .But itis hard to time the market using

fundamental analysis.(Agrawal et al., 2013) The origin of Fundamental analysis for the share

18



price valuation can be dated back to Graham and Dodd (1934) inwhich the authors have ar-

gued the importance of the fundamental factors in share price valuation. Theoretically, the

value of a company, hence its share price, is the sum of the present value of future cash

flows discounted by the risk adjusted discount rate. This conceptual valuation frame work is

the spirit of the renowned dividend discount model developed by Gordon (1962) (Chaigusin

et al., 2008) . However, the dividend discount model valuation involves the forecast of future

dividend payment which is difficult due to the changes in firmsdividend policy. Thus, the

subsequent studies along this line of literature searched for the cash flow that is unaffected

by the dividend policy and can be obtained from the financial statements.

The author in (Ou and Penman, 1989) use financial statement analysis of income statement

and balance sheet ratios to forecast future earnings. The primary motivation for this research

is to identify mispriced securities. However, these authors demonstrate that the information

in the earnings prediction signals is helpful in generatingabnormal stock returns.

Fama and French in (Fama and French, 1995) show that value stocks (high book/market)

significantly outperform growth stocks (low book/market).The average return of the highest

book/market decile is reported to be one percent per month higher than the average return

for the lowest book/market decile.

Author in (Jegadeesh and Titman, 2001)show that document that over a horizon of three to

twelve months, past winners on an average continue to outperform past losers by about one

percent per month.

In (Piotroski, 2000) the author examines whether a simple accounting based Fundamental

Analysis strategy, when applied to a broad portfolio of highBook to Market firms, can shift

the distribution of returns earned by an investor. The research shows that the mean returns

earned by a high Book to Market investor can be increased by atleast 7.5% annually through

the selection of financially strong high Book to Market firms.

In (Nguyen, 2003) constructs a simple financial score designed to capture short term

changes in firm operating efficiency, profitability and financial policy. The scores exhibit

a strong correlation with market adjusted returns in the Current fiscal period and the same

continues in the following period also.
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2.5.2 Technical analysis

Technical analysis is a financial market technique that focuses on studying and forecasting

the market action, namely the price, volume and open interest future trends, using charts as

primary tools ? Charles Dow set the roots of technical analysis in late 18th century. The

main principle of his Dow Theory is the trending nature of prices, as a result of all available

information in the market. These trends are confirmed by volume and do persist despite the

market noise, as long as there are not definitive signals to imply otherwise. Pring (2002)

describes the following justification for the use of technical analysis:

The technical approach to investment is essentially a reflection of the idea that prices move

in trends that are determined by the changing attitudes of investors toward a variety of eco-

nomic, monetary, political, and psychological forces. Theart of technical analysis, for it is

an art, is to identify a trend reversal at a relatively early stage and ride on that trend until the

weight of the evidence shows or proves that the trend has reversed. (Pring, 2002).

According to Yen and Hsu (Yen and Hsu, 2010), technical analysis is a popular trading

strategy in the futures markets. Participants in the futures markets tend to rely on technical

analysis rather than fundamental analysis. The authors state that in particular, measures like

price movements and changes in trading volume play an important role when analysing fu-

tures prices.

The author in (Aldin et al., 2012) analyses the behaviour of investors in the stock index fu-

tures markets and find strong evidence of trend-chasing behaviour across the majority of the

32 examined markets. In particular, the authors state that alot of traders seem to chase short-

term to medium-term trends. The strongest indication of this trading behavior can be found

during market downturns.

In (Neely and Weller, 2011) the author suggest that simple trend following systems do not

work in the major currency markets any more. Instead, they discovered that trend following

still works in exotic currency markets. However, even theseexotic markets have become

more efficient in recent years.

The author in (Menkhoff and Taylor, 2007) conclude that, while all four arguments may have

some validity, argument number four is the most plausible. Technical analysis is used as a

tool to inform about non-fundamental influences like marketsentiment and psychological in-

fluences on price. The fact that technical analysis is frequently used by practitioners makes it

an intrinsic part of the market. Therefore, the authors argue that researchers must understand
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and integrate technical analysis into economic reasoning.

However, it is used by approximately 90% of the major stock traders. Despite its widespread

use, technical analysis is criticized because it is highly subjective. Different persons can read

charts in different manners.

Technical analysis evaluates the stocks by analysing statistics generated by market activity,

past prices, and volume. It looks for peaks, bottoms, trends, patterns, and other factors af-

fecting a stock’s price movement. Future values of stock prices often depend on their past

values and the past values of other correlated variables. Technical analysis looks for patterns

and indicators on stock charts that will determine a stocks future performance. This analysis

is largely preferred by the major stock traders and is good for shorter period also. Despite

this fact technical analysis is criticized because it is highly subjective and different individ-

uals can interpret charts in different manners. This analysis assumes that the market moves

in trends dictated by the constantly changing attitudes of investors in response to different

forces. Here it is assumed that the prices have tendency to gowith the trend rather than

against it and that the investors are 90% psychological, reacting to changes in the market

environment in predictable ways. (Agrawal et al., 2013)

2.5.3 Traditional Time Series Forecasting

The Traditional Time Series Prediction analyses historic data and attempts to approximate

future values of a time series as a linear combination of these historic data. In econometrics

there are two basic types of time series forecasting: univariate (simple regression) and mul-

tivariate (multivariate regression). These types of regression models are the most common

tools used in econometrics to predict time series. The way they are applied in practice is that

firstly a set of factors that influence (or more specific is assumed that influence) the series

under prediction is formed (Neelima Budhani, 2012) Models for time series data are ARMA,

ARIMA, ARFIMA, and GARCH .

Statistical Regression Analysis

Statistical regression analysis associates relationships among a set of independent variables

and one or more dependent variables. The independent variables could be historical mea-
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surements about certain events in the past while we want to estimate or predict an indepen-

dent variable at this instant of time or even in the future. Many techniques for carrying out

regression analysis were evolved in the past. Linear regression and ordinary least squares

regression are parametric methods that use Least Square Estimation (LSE) to estimate math-

ematical model parameters.

Single Linear Regression Regression analysis measures the degree of influence of the

independent variables on a dependent variable. In the case of simple bivariate regression

where there is a single independent variable, the dependentvariable could be predicted from

the independent variable by the simple equation:

y = a+ bx+ ǫ (2.1)

y is the actual valuex is the previous day valuen is number of value.

Early work of using regression analysis in the futures market includes Schwager (1984),

who later published a series of best selling books called Schwager on Futures. In his

books, Schwager builds forecasting models using multiple regression and intermarket anal-

ysis.(Krollner, 2011)

In (TSE and CHAN, 2010) analyses the lead-lag relationship between the futures and spot

markets of the S&P 500 using the threshold regression model.The authors find that the lead

effect of the spot market is stronger in periods of directionless trading than in periods of

strong trending markets.

The autoregressive integrated moving average (ARIMA) method is a forecasting technique

which is often used as a benchmark for neural networks with purely technical inputs (Sermpi-

nis et al., 2013). The ARIMA model consists of an autoregressive (AR), integrated (I) and

moving average (MA) part. A model used for volatility forecasting is the General Auto Re-

gressive Conditional Heteroskedasticity (GARCH) model where the variance rate follows

a mean-reverting process. These models are usually employed in modelling financial time

series that exhibit time-varying volatility clustering.

Author in (Fatima and Hussain, 2008) develop a model for the prediction of Karachi Stock

Exchange index (KSE100) data. The authors use a combinationof ANNs and ARIMA,

as well as ARCH / GARCH models. The hybrid systems are compared to pure ARIMA

and ARCH / GARCH models. The study concludes that the hybrid ANN model using

ARCH/GARCH data is superior to the other analyzed models in predicting the KSE100
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index.

In (Mohammadi and Su, 2010) evaluate the usefulness of several ARIMA-GARCH models

in eleven international crude oil markets. While the authors report mixed forecasting results,

the APARCH models outperfoms the other examined models.

In (Hossain and Nasser, 2011) the author compare a mixtures of ARMA-GARCH models

to standard back propagation ANNs and support vector machines to predict changes in the

Nikkei 225 and S&P 500 stock indices. The authors find that thesupport vector machines

show the best performance in regards to the forecasting error, while the ARMA-GARCH

model performs best in terms of predicting the correct direction of changes.

user conclude that support vector models are quite simple and have better interpret ability

properties compared to complex GARCH type and ANN models andthat support vector ma-

chines can still be used successfully in forecasting financial returns .

2.6 Soft Computing Techniques

Several methods for inductive learning have been developedunder the common label ”soft

computing”. All these methods use a set of samples to generate an approximation of the

underling function that generated the data. The aim is to draw conclusions from these sam-

ples in such way that when unseen data are presented to a modelit is possible to infer the

to-be explained variable from these data. Machine learningapproach is attractive for artifi-

cial intelligence since it is based on the principle of learning from training and experience.

Connection’s models such as ANNs are well suited for machinelearning where connection

weights adjusted to improve the performance of a network. Difficulties and inaccurate re-

sults associated with these approaches (Neelima Budhani, 2012).

There are a lot of papers devoted stock market prediction with the use of Machine learning

methods, neural networks, fuzzy logic, genetic algorithms, or a combination of it. Some

examples of such papers are cited in order to illustrate the variety of possible approaches.
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2.7 Stock feature Literature Review

The central idea to successful stock market prediction is achieving best results using mini-

mum required input data and the least complex stock market model. The number of input

variables used in each model differs. In general, the average number of input variables is

between two and ten; however, there are cases where only one input variables are used. On

the different, (Olson and Mossman 2003), (Zorin and Borisov2002) use 59 and 61input vari-

ables, respectively.(Atsalakis and Valavanis, 2009a)

The most commonly used inputs are the stock index opening or closing price, as well as the

daily highest and lowest values, supporting the statement that soft computing methods use

quite simple input data to provide predictions.
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Author Method Dataset Feature

(Karazmodeh et al.,

2013)

(PSO) Improved via

Genetic Algorithm

(IPSO) based on

(SVM)

Nasdaq, Dow Jones,

S&P 500

35 features

(Rezaiedolatabadi

et al., 2013)

ANN and Imperial-

ist Competitive Al-

gorithm

Tehran Stock Ex-

change

share price, highest price,

lowest price and trading vol-

ume

(Abhishek et al.,

2012)

ANN Microsoft Corpora-

tion from January 1,

2011 to December

31, 2011

open, high, low, volume and

adj.

(Guresen et al., 2011) NN model MLP and

DAN2 and GARCH

NASDAG Real exchange daily rate

(Aboueldahab and

Fakhreldin, 2010)

Enhance PSO Nasdaq 100 and S&P

500 indices

Daily open, maximum and

closing values

(Olatunji et al., 2011) ANN Saudi Stock market

historical data

closing price

Akintola et al. (2011) Neural network in

time series

Stock Prices of In-

tercontinental Bank

Nigeria

weekly data using Average

closing value

(Rahamneh et al.,

2010)

Soft Computing

Techniques

Amman stock ex-

change

the closing price, the highest

price and the lowest price

(Ali et al., 2011) ANN Amman Stock Ex-

change

stock market prices by year

Table 2.1: Table of Literature Review Methods and Features
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Author Method Dataset Feature

(Allen and Kar-

jalainen, 1999)

Genetic Algorithm S&P 500 index Average of closing prices

(Boyacioglu and

Avci, 2010)

Adaptive Network-

Based Fuzzy In-

ference System

(ANFIS)

Istanbul Stock Ex-

change (ISE)

Republic gold selling price

US Dollar exchange rates

Interest rates on deposits

Consumer price index In-

dustrial production index In-

terest rates on Treasury bill

Closing price of DJI Closing

price of DAX Closing price

of BOVESPA

(Madziuk and

Jaruszewicz, 2011)

Neuro-genetic sys-

tem

Tokyo Stock Ex-

change and New

York Stock Ex-

change

opening, highest, lowest and

closing values

(Choudhry and Garg,

2008)

hybrid GA-SVM Indian Stock Market 35 technical indicator

(Liu and Yao, 2001) Evolutionary Neural

Network EPNet

Hang Seng stock in-

dex

Closing price

(Atsalakis and Vala-

vanis, 2009b)

genetic programming

technique (called

Multi-Expression

Programming)

Nasdaq-100 S&P

CNX NIFTY

’opening value’, ’low

value’, ’high value’ and

’closing value’.

Table 2.2: Table of Literature Review Methods and Features
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Chapter Three

Soft Computing Techniques

The idea behind soft computing is to model the knowledge behavior of human mind. Soft

computing is foundation of conceptual intelligence in machines; unlike hard computing,

Soft computing is tolerant of imprecision, uncertainty, partial truth, and approximation.

(Chaturvedi, 2008) Represents a significant paradigm shiftin the aims of computing and

well suited for real world problems.

Soft Computing is an approach for constructing systems which are:

• Computationally intelligent.

• Possess human like expertise in particular domain .

• Can adapt to the changing environment and can learn to do better.

• Can explain their decisions.

3.1 Artificial Neural Network

ANNs are mathematical models which were inspired from the understanding of some ideas

and aspects of the biological systems, especially the humanbrain (Krose and van der Smagt,

2009) .

The artificial neural net attempts to follow the biological neuron, by modelling its response

characteristics using an enhancing activation function f(s), similar to conduction of a signal

through a resistance. The synapse of the neuron is imitated by a non-linear limiting function

which performs amplitude limitation.

In Figure 4.2 x(i) is the ith input signal, and w(i) is the weights, associated with the in-

put. The weight is the quantity that may get updated in a number of iterations in the learning
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Figure 3.1: Artificial Neural Net durofy.com (durofy.com)

process, such that the neural net works more and more in the fashion of the required system

model, producing more suitable outputs for a set of inputs. The net can be implemented

using a mathematical Sigmoid function, where output is given as:

φ(S) =
1

1 + e−s
(3.1)

Also, by other functions such as the tanh function, signum and step functions. A neural

network may be considered as a data processing technique that maps, or relates, some type of

input stream of information to an output stream of data. Variations of ANNs can be used to

perform classification, pattern recognition and predictive tasks [(Olatunji et al., 2011), (Kara

et al., 2011), (Chen et al., 2009), (Niaki and Hoseinzade, 2013)].

ANNs are considered a relatively new technology in Finance,but with high potential and an

increasing number of applications. Neural network have become very important method for

stock market prediction because of their ability to deal with uncertainty and insufficient data

sets which change rapidly in very short period of time. In feed forward Multilayer Perceptron

(MLP), which is one of the most common Neural Network systems, neurons are organized

in layers. Each layer consists of a number of processing elements called neurons, each of

which contains a summation function and activation function. The summation function is

given by Equation 3.2 and the activation function can be a sigmoid function which is given
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in Equation 3.1.

S =
n

∑

i=0

(wi ∗ xi) (3.2)

A standard neural network has at least three layers. The firstlayer is called the input layer

(the number of its nodes corresponds to the number of explanatory variables). The last layer

is called the output layer (the number of its nodes corresponds to the number of response

variables). An intermediary layer of nodes, the hidden layer, separates the input from the

output layer. Its number of nodes defines the amount of complexity the model is capable of

fitting. In addition, the input and hidden layer contain an extra node called the bias node.

This node has a fixed value of one and has the same function as the intercept in traditional

regression models. Normally, each node of one layer has connections to all the other nodes

of the next layer. Standard neural networks contain learning rules that modify the weights

of the connections according to the input patterns [(Nigrin, 1993), (Jain et al., 1996)]. The

most popular neural network learning algorithm for forecasting is back propagation neural

network (Leonard and Kramer, 1990).

This layer summaries as the Flowing:

• Input layer:

Contains source nodes that gathers information from the outside world and passes it

on to the rest of the neural network .

• Hidden layer:

Contains neurons (i.e. computational nodes) and is locatedbetween the input and

output layers of the neural network .

• Output layer:

In addition to having neurons, the output layer also provides the response of the neural

network to the outside world .
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3.1.1 Activation Functions

The activation function determines the output (i.e.the strength of the firing) of the neuron

based on the net input and bias . The range of the output is limited to some interval by the

activation function (Zimmermann et al., 2004). There exists several different kinds of acti-

vation functions, some of which are the threshold function and sigmoid functions etc. The

sigmoid functions are the most common type of activation functions and they are monoton-

ically increasing,continuous and differentiable (e.g. the logistic function and the hyperbolic

tangent function) (Zimmermann et al., 2004).

Threshold Function

The threshold function is a binary valued function with the range [0,1] and neurons using

this activation function are often referred to as McCulloch-Pitts model. There also exists

threshold functions with other ranges (e.g. [-1;1]).

ϕ(u) =







1 : u ≥ 0

0 : u < 0

Figure 3.2: Threshold Function
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Sigmoid Function

A sigmoid function with the range (0,1) in Equation 3.3. The parameter a affects the slope

of the function and when a goes towards infinity,the sigmoid function becomes a threshold

function (Zimmermann et al., 2004).

ϕ(u) =
1

1 + e−au
(3.3)

Figure 3.3: Sigmoid Function

Linear Function

The linear activation function multiplies the net input with a constant value k to produce the

neuron output, which can be seen in Equation 3.4. Also note that the range of the linear

activation function is(−∞;∞).

ϕ(u) = k ∗ u (3.4)

Hyperbolic Tangent Function

The hyperbolic tangent function Equation 3.5is also a sigmoid function, with the range(-1;1)

ϕ(u) = tanh(
u

2
) (3.5)
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Figure 3.4: Hyperbolic Tangent Function

The hyperbolic tangent function is almost linear close to zero, which means that input

values close to zero passes almost unchanged. On the other hand, large input values are

squeezed to the limits of the hyperbolic tangent function (i.e. towards 1 or -1). This means

that the hyperbolic tangent function has the ability to reduce the effect of outliers in the data.

3.1.2 Feed-Forward Neural Networks

Feed-forward neural networks (FF networks) are the most popular and most widely used

models in many practical applications.Figure 3.5 illustrates a one-hidden-layer, Feed For-

ward network with inputs ,hidden and output . Each arrow in the figure symbolizes a pa-

rameter in the network. The network is divided into layers. The input layer consists of just

the inputs to the network. Then follows a hidden layer, whichconsists of any number of

neurons, or hidden units placed in parallel. Each neuron performs a weighted summation of

the inputs, which then passes a nonlinear activation function, also called the neuron function.

Mathematically the functionality of a hidden neuron is described by:

σ[

n
∑

j=1

(wj ∗ xj) + bj ] (3.6)

where the weights(wj, bj) are symbolized with the arrows feeding into the neuron. The

network output is formed by another weighted summation of the outputs of the neurons in

the hidden layer. This summation on the output is called the output layer. In Figure 3.5 there

is only one output in the output layer since it is a single-output problem.

Generally, the number of output neurons equals the number ofoutputs of the approximation
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Figure 3.5: Feed-Forward Neural Networks

problem. The neurons in the hidden layer of the network in Figure 3.6 are similar in struc-

ture to those of the perceptron, with the exception that their activation functions can be any

differential function. The output of this network is given by Equation 3.7:

ˆy(θ) = g(θ, x) =

m
∑

i=1

(w2
i σ[w

1
i,j ∗ xj + b1i,j ] + b2) (3.7)

3.1.3 Multi-Layer Perceptron (MLP)

A multilayer perceptron is a feedforward neural network with one or more hidden layers.

Typically, the network consists of an input layer of source neurons, at least one middle or

hidden layer of computational neurons, and an output layer of computational neurons. The

input signals are propagated in a forward direction on a layer-by-layer basis (Negnevitsky,

2005). A multilayer perceptron with two hidden layers is shown in Figure 3.6.

Each layer in a multilayer neural network has its own specificfunction. The input layer

accepts input signals from the outside and redistributes these signals to all neurons in the

hidden layer. Actually, the input layer rarely includes computing neurons, and thus does not

process input patterns. The output layer accepts output signals, or in other words a stimulus

pattern, from the hidden layer and establishes the output pattern of the entire network. Neu-
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Figure 3.6: Multi-Layer Perceptron MLP

rons in the hidden layer detect the features; the weights of the neurons represent the features

hidden in the input patterns. These features are then used bythe output layer in determining

the output pattern. With one hidden layer, we can represent any continuous function of the

input signals, and with two hidden layers even discontinuous functions can be represented.

A hidden layer hides its special output. Neurons in the hidden layer cannot be observed

through the input/output behaviour of the network. There isno clear way to know what the

special output of the hidden layer should be. In other words,the special output of the hidden

layer is determined by the layer itself. Learning in a multilayer network proceeds the same

way as for a perceptron. A training set of input patterns is presented to the network. The

network computes its output pattern, and if there is an erroror in other words a difference

between actual and desired output patterns the weights are adjusted to reduce this error.

In a perceptron, there is only one weight for each input and only one output. But in the

multilayer network, there are many weights, each of which contributes to more than one out-

put.There are more different learning algorithms are available, but the most popular method

is back-propagation.

Particularly for Neural Networks there is a rich literaturerelated to the forecast of the market

on daily basis (Neelima Budhani, 2012).

The authors in (Abraham et al., 2001) proposed a hybrid intelligent system based on an arti-

ficial neural network trained using scaled conjugate algorithm and a neuro-fuzzy system for

stock market analysis,for automated stock market forecasting and trend analysis.The pro-
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posed hybrid system can be easily implemented and the em- pirical results are very promis-

ing.

Another method used in (Chen et al., 2006) is Flexible NeuralTree (FNT) model for fore-

casting three major international currency exchange rates. Based on the pre-dened instruc-

tion/operator sets, a flexible neural tree model can be created and evolved. the FNT forecast-

ing model may provide better forecasts than the traditionalMLFN forecasting model and the

ASNN forecasting model.

In (Atsalakis and Valavanis, 2009a) authors explored to useA neuro-fuzzy adaptive control

system to forecast next days stock price trends the result show that the accurate predictions

of stock price trends are achievable. And the proposed system clearly demonstrates the po-

tential of neuro fuzzy based modeling for financial market prediction.

Bacterial chemotaxis optimization (BCO) and Back propagation neural network (BPNN) in

Stock index prediction explored by Zhang and Wu in (Zhang andWu, 2009) Experiments

show its better performance than other methods in learning ability, the model offers less

computational complexity, better prediction accuracy, and less training time.

Adaptive neural fuzzy inference system (ANFIS) is adopted to predict stock market return

on the ISE National 100 Index used in (Melek Acar Boyacioglu,2010) The study shows that

the performance of stock price prediction can be significantly enhanced by using ANFIS.

The prediction performance of this method shows the advantages of ANFIS. It is rapid, easy

to operate, and not expensive. The result show the learning and predicting potential of the

ANFIS model in financial applications.These results indicate that ANFIS can be a useful tool

for stock price prediction in emerging markets.

Number of Soft computing techniques axemen in (Zainab Al Rahamneh, 2010) fuzzy logic

(FL), Neural networks (NN) and Neuro-Fuzzy (NF) to deal withthe stock exchange fore-

casting problem. All model provided good forecasting capabilities while the fuzzy model

was the best.

Backpropagation neural networks (BPNN)used in (Lahmiri, 2011) the result show that back-

propagation neural networks (BPNN) trained with conjugate(BFGS) and the Levenberg

Marquardt (LM) provides the best accuracy according to RMSE, MAE, and MAD. There-

fore, numerical techniques are suitable to train BPNN than heuristic methods when the prob-

lem of S&P 500 stock market forecasting is considered.

In (Abhishek et al., 2012) authors uses simple and efficient approach to stock prediction us-
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ing Back-Propagation with Feed Forward Network.The network was trained using one year

data. It shows a good performance for market prediction, however The network selected was

not able to predict exact value but it succeeded in prediction the trends of stock market.

In (Erkam Guresen, 2011) the author used these models multi-layer perceptron (MLP), dy-

namic artificial neural network (DAN2) and the hybrid neuralnetworks which use general-

ized autoregressive conditional heteroscedasticity (GARCH) to extract new input variables.

The comparison for each model is done in two view points: MeanSquare Error (MSE) and

Mean Absolute Deviate (MAD) using real exchange daily rate values of NASDAQ Stock

Exchange index. The results show that classical ANN model MLP outperforms DAN2 and

GARCH-MLP with a little difference. GARCH inputs had a noiseeffect on DAN2 because

of the inconsistencies explained in the previous section and GARCH-DAN2 clearly had the

worst results. The problems mention about DAN2 structure clearly shows DAN2 architec-

ture behaves like a statistical method rather than an artificial neural network. The overall

results show that classical ANN model MLP gives the most reliable best results in forecast-

ing time series but Hybrid methods failed to improve the forecast results.

The authors in (Fok et al., 2008) use neural networks to predict four stock indices in the

United States,Europe, China and Hong Kong. The predictionsfrom the neural network are

compared to predications made by a linear regression analysis. The authors find that the neu-

ral network predictions are more accurate in terms of the Root Mean Square Error (RMSE)

and Mean Absolute Error (MAE) performance metrics.

In (Kumar and Haynes, 2003) the author develop an ANN to forecast credit ratings in In-

dia and find that the ANN model provides an increased speed andefficiency of the rating

process. The authors state that the ANN exhibits an superiorperformance compared to the

benchmark models.

In (Yen et al., 2007) analyse the trend of the price spread between the Taiwan Stock Ex-

change Electronic Index Futures (TE) and Taiwan Stock Exchange Finance Sector Index

Futures (TF). The authors explore different trading modelsand find that the backpropagation

neural network model is superior to the genetic programmingmodel during the analysed pe-

riod. The authors conclude that it is possible to generate profits trading the spread between

the two described index futures and suggest a back-propagation neural network with a mo-

mentum trading strategy as the best choice amongst the examined models.

The authors in (Hanias et al., 2007) use back-propagation neutral networks to predict the
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Athens stock index. The authors use an architecture with onehidden layer consisting of

seven hidden neurons and report a good prediction performance in terms of the mean squared

error (MSE) up to nine days ahead.

In (Kara et al., 2011) try to predict the direction of change in the Istanbul Stock Exchange

(ISE) National 100 Index. In the study, two forecasting models are developed. The first

model is based on artificial neural networks and the second model employs support vector

machines. The simulation results show that the neural network performs with 75.74% cor-

rect directional forecasts performs better than the support vector machine with 71.52%. The

authors conclude that both models show a significant forecasting performance and that both

are useful tools in the area of stock index prediction.

3.2 Genetic Programming

GP is one of the evolutionary computational (EC) methods which evolve populations of sym-

bolic tree expressions to solve complex optimization problem was developed by John Koza in

1991(Koza, 1991),GP is known to be domain-independent method which genetically evolves

a population of computer programs to solve a problem. GP iteratively evolves a population of

computer programs to produce a new generation of programs bymutating and crossing over

the best performing trees to create a new population. GP usesthe principles of Darwinian

natural selection and biologically inspired operations (Koza, 1992). Genetic programming is

modification of genetic algorithms with one main variation,the population consists of indi-

viduals represented by specific data structure trees but GAsuses a chromosome of genes. In

the beginning tree was representing a computer program in functional language LISP; LISP

gives a freedom for the evolutionary process of GP to handle data which can be easily ma-

nipulation and evaluation. Inner nodes of the trees can represent functions (e.g. arithmetic

operators, conditional operators or problem specific functions) and leaves would be termi-

nals, external inputs, constants, zero argument functions.

Terminal s= a,b,c,d,.

non-terminals (functions) =f1, f2, f3, ...
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Suppose that we have function F that can be written in the formof LISP program as

follows:

F : (f1ab(f2cd)(f3xy)) (3.8)

Function F represented as tree Picture as in Figure 3.7

Figure 3.7: LSIP tree representation

GP is used to create experimental mathematical models basedon data set collected from

a process or system; it is commonly referred to as symbolic regression.

In contrast to classical regression analysis,in which the user must specify the structure of the

model, GP automatically evolves both the structure and the parameters of the mathematical

model. GP evolutionary process is shown in Figure 3.8. GP procedure could be summarized

as follows: (Palit and Popovic, 2005)

• Initialization: generate an initial population of random structures (i.e. tress) using the

predefined function set and the given terminal set of the problem at hand; following

the rules that specify the legal syntax of the language, and randomly stopping at some

point before the maximum initial size of an individual is reached. For a tree-based

code representation, a function for the root node is randomly selected, and then the

contents of each leaf is set randomly. Then recursively the leaves of any new nodes

are filled in, until the randomly selected depth is reached. This process is repeated for

each new member of the population until a full population is created.
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Figure 3.8: Main loop of the GP algorithm

• Fitness: calculate the fitness values for each tree in the population; trees are the models

evolved. The calculated fitness is then stored with each program for use in the next

step.

• Reproduction: produce the new population using some selection mechanism and re-

production operators; Various methods exist for selectingwho reproduces. The sim-

plest method is to repeatedly take the very best members of the population, until

enough parents are chosen to produce the next generation.

• Apply genetic operators until a new population is generated; There are many ways to

produce children; the three most common are crossover, mutation, and duplication.

These algorithms are called genetic operators because of their conceptual similarity to

genetic processes.

In other hand selection and reproduction operations stay the same like in genetic algo-

rithm.

Mutation It is realized by choosing a random node in the tree. Subtree in the chosen node

is deleted and new one is randomly generated .as shown in figure 3.9

Crossover Two candidate trees must be selected first for crossover to beapplied; one ran-

dom node is chosen in each parent. Then the sub trees in the chosen nodes are recombined,
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Figure 3.9: Mutation on a tree

i.e. swapped between two parents to the corresponding place.as shown in figure 3.10.

3.2.1 GP Representation

The normally adopted representation in GP is the program tree or parse tree. For example,

the simple expression:

sin(y) +
√
y − cos(x ∗ x) (3.9)

is represented as shown in Figure 3.11. The tree includes nodes (which are also called

point) and links. The nodes specify the instructions to execute. The links specify the ar-

guments for each instruction. The internal nodes in a tree are called functions, while the

trees leaves will be called terminals. The initial population (i.e. trees) of the GP model is

generated randomly. The number of trees represents the sizeof the population.

In order to apply GP to a problem, the following setup was required by the user.

• Define the set of functions,F = f1, f2, .., fn with arty ¿ 0. Each function in F takes a

specified number of arguments, defined asa1, a2, , an.
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Figure 3.10: Crossover on a tree

Figure 3.11: Basic tree-like program representation used in GP
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• Define the set of terminals,T = t1, t2, .., tn of 0-arty functions (e.g.variable) or con-

stants (e.g. real number, integer).

• Define the fitness function used to evaluate how well each program performs the des-

ignated task.

• Define some parameters for controlling the run, such as population size M,the maxi-

mum initial depth (depth of program tree), the maximum program depth allowed dur-

ing the evolving process, and some pre-specified probabilities of genetic operations

such reproduction,crossover, mutation, etc.

• Define the method for designating the result and the criterion for terminating a run.

3.2.2 Multigene Symbolic Regression GP

Symbolic regression method was first introduced by J.Koza in(Koza, 1991). The main goal

of this method is to search the space of a symbolic description of a model(i.e mathemat-

ical expressions) while minimizing some error criteria. Traditional system identification

techniques usually adopt two stages of operation: structure determination and parameter es-

timation. In each stage, some strategy needs to be adopted toselect the suitable class of

models and to estimation the model parameters using a technique such as linear regression,

polynomial approaches or ANN. In contrast, symbolic regression is not similar to traditional

linear and nonlinear regression methods, it searches both the space of models along with the

space of all possible parameters simultaneously, given that, the model which is searched for

is not of any pre-specified structure.

GP is applied to symbolic regression to help evolving a population of trees Koza (1992). For

a system with u input of dimensionn ∗m to produce a model outputy with dimensionn1,

we could produce a tree structure with a mathematical relationshipy = f(u).n is the number

of observations taken andm is the number of input variables. In Multigene symbolic regres-

sion, each prediction of the output variableŷ is formed by a weighted output of each of the

trees/genes in the Multigene individual plus a bias term. Each tree is a function of zero or

more of theN input variablesu1, ..., uN . Mathematically, a Multigene regression model can

be written as:
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ŷ = β0 + β1 ∗ Tree1 + ...+ βMTreeM (3.10)

whereβ0 represents the bias or offset term whileβ1, ..., βM are the gene weights andM

is the number of genes (i.e. trees) which constitute the available individual. The weights (i.e.

regression coefficients) are automatically determined by aleast squares procedure for each

Multigene individual. In Multigene symbolic regression each symbolic model is represented

by number of GP trees weighted by linear combination.

Each tree is considered as a ”gene” by itself. An example of Multigene model is shown in

Figure 3.12. The presented model can be introduced mathematically as given in Equation

3.11.

β0 + (β1(sin(y) +
√
x)) + β2 tan(x ∗ x) (3.11)

Figure 3.12: Example of a Multigene symbolic GP model

Many authors explore the used of GP (Iba and Sasaki, 1999), (Kaboudan, 2000), (Sheta

et al., 2013) in prediction stock market return.

in (El-Telbany, 2005) the author explored genetic programming to forecast the Egyptian

Sock Market return. Experiments results show the capability of genetic programming to

predict accurate results, comparable to traditional machine learning algorithms i.e., neural

networks.

Author in (Hui, 2003) explored the use of GP to perform stock time-series analysis. Given
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the unpredictable nature of real-life stock data, genetic programming seemed to do a reason-

ably good job in producing individuals which could give reasonably close predictions and

generalize reasonably well during cross-validation. Learning on changes of stock prices gave

much better results than learning on the raw stock prices, and having a longer window period

and a larger population size also gave rise to best-of-run individuals with better fitness.

In (Refat et al., 2003) author using GP as classification method, Experiments presenting a

preliminary result to show the capability of GP to mine accurate classification rules suitable

for prediction, comparable to traditional machine learning algorithms.

The authors in (Mori et al., 2005) proposed a new stock price prediction model by applying

the GNP to the searching for an optimal combination of two or more proper indices. The ef-

fectiveness of the proposed GNP prediction model is confirmed by using simulation studies

on real stock dealing data.

In (Rajabioun and Rahimi-Kian, 2008) the author use GP as a decision model in simula-

tion studies showed that the players make decisions in his buy/sell trends (compared to the

10-day-before moving average prices) and traded the maximum number of stocks in each

trading day was the most successful one in our virtual stock market.

In (Grosan and Abraham, 2006) introduces two Genetic Programming (GP) techniques:

Multi-Expression Programming (MEP) and Linear Genetic Programming (LGP) for the pre-

diction of two stock indices. The performance is then compared with an artificial neural net-

work trained using Levenberg-Marquardt algorithm and Takagi-Sugeno neuro-fuzzy model.

Empirical results reveal that Genetic Programming techniques are promising methods for

stock prediction.

3.3 Genetic Algorithm (GA)

Genetic algorithm (GA) is a general adaptive optimization search method based on a di-

rect analogy to Darwinian natural selection and genetics inbiological systems (Davis et al.,

1991). It has been proved to be a promising alternative to conventional heuristic methods.

Based on the Darwinian principle of survival of the fittest, GA works with a set of candi-

date solutions called a population and obtains the optimal solution after a series of iterative

computations (Mitchell, 1998). GA evaluates each individuals fitness, quality of the so-
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lution, through a fitness function. The fitter chromosomes have higher probability to be

kept in the next generation or be selected into the recombination pool using the contest se-

lection methods. If the fittest individual or chromosome in apopulation cannot meet the

requirement, successive populations will be reproduced toprovide more alternate solutions.

The crossover and mutation functions are the main operatorsthat randomly transform the

chromosomes and finally impact their fitness value. The evolution will not stop until accept-

able results are obtained. Associated with the characteristics of exploitation and exploration

search, GA can deal with large search spaces efficiently, andhence has less chance to get

local optimal solution than other algorithms. (Zhuo et al.,2008)

 

 

Figure 3.13: GA Crossover

As illustrates in Figures 3.13, 3.14 the genetic operators of crossover and mutation.

Crossover is the critical genetic operator that allows new solution regions in the search space

to be explored, is a random mechanism for exchanging genes between two chromosomes

using the one point crossover, two point crossover, or homologue crossover. In mutation the

genes may occasionally be altered, for example, changing the gene value from 0 to 1 or vice

versa in a binary code chromosome (Zhuo et al., 2008).

The GA procedure steps is as show in Figure 3.15:

• Representation:

Represent a chromosome by a binary vector, where each bit of the chromosome tells
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Figure 3.14: GA Mutation

whether the corresponding input feature is selected or not.Initial population

• Fitness Evaluation:

Evaluates the value of a subset of attributes by taking into consideration the individual

predictive ability of each feature along with the degree of redundancy between them.

Subsets of features that are highly correlated with the class while having low inters

correlation are preferred.

• Selection:

Selection, Crossover and Mutation.

• Reproduction item Repeat 3,4,5 and 6 fined good result

3.3.1 GA as feature selection

Since each feature used as part of a prediction procedure canincrease the cost and running

time of a prediction system, there is strong motivation to design and implement systems with

small feature sets.

Genetic algorithm (GA) is best known for their ability to efficiently search large spaces about

which little is known a priori. Since genetic algorithms arerelatively insensitive to noise,

they seem to be an excellent choice for the basis of a strongerfeature selection strategy for
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Figure 3.15: GA procedure flow
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improving the performance of our quality method of prediction or classification. (Vafaie and

De Jong, 1992)

The approach described here involves the use of genetic algorithm as feature selection model

in order to identify and select the best subset of features. The main issues in applying GAs to

any problem are selecting an appropriate representation and a sufficient evaluation function.

In the feature selection problem the main interest is in representing the space of all possible

subsets of the given feature set. Then, the simplest form of representation is binary repre-

sentation where, each feature in the candidate feature set is considered as a binary gene and

each individual consists of fixed length binary string representing some subset of the given

feature set. An individual of length L corresponds to a L-dimensional binary feature vector

X, where each bit represents the removal or addition of the associated feature. Then, xi = 0

represents removal and xi = 1 indicates addition of the ith feature. Genetic algorithms used in

(Kim et al., 2006) to combine multiple classifiers to predictthe Korea stock price index. The

classifiers used consist of a number of different technical indicators. The authors describe a

number of combination techniques with a majority vote beingthe most simple combination

method. The authors report that the proposed genetic algorithm based method forecasts the

index more precisely that any other of the analysed combination methods. Therefore, it is

argued that genetic algorithms pose an effective decision tool for unstructured business prob-

lems like stock index forecasting.

In (Majhi et al., 2008) the author propose a clonal particle swarm optimization technique

to predict the S&P 500 and DJIA indices. The performance of the model is compared to a

standard particle swarm optimization technique and to genetic algorithms. The performance

is measured in terms of computational complexity, learningrate, minimum MSE, training

time and prediction accuracy. The simulation results show that the clonal particle swarm op-

timization model performs best out of the three analysed techniques. The authors conclude

that the proposed model is a suitable candidate for short- and long-term stock index predic-

tion.

The author in (Majhi et al., 2009) refine the forecasting model using adaptive bacterial for-

aging optimization. Compared to the particle swarm optimization and genetic algorithm

models, the adaptive bacterial foraging optimization is more accurate and shows faster con-

vergence.

In (Zhang et al., 2007) the author use an ensemble of particleswarm optimisation (PSO)
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and artificial neural networks to forecast the Nasdaq 100 andthe S&P CNX Nifty stock in-

dex. The proposed algorithm creates several neural networks through bagging and trains the

networks using a PSO algorithm. The best networks are then selected and combined. The

simulation results indicate that the proposed algorithm iseffective and performs better than

the benchmark model represented by an genetic algorithm based selective ensemble algo-

rithm.

In (Huang and Wu, 2008) develop a hybrid forecasting model consisting of a genetic algo-

rithm based optimal time-scale feature extraction algorithm and a support vector machine.

The input time series is decomposed employing wavelet analysis and genetic algorithms are

used to extract the optimal time-scales from the decomposedfeatures. The resulting subsets

are then used as input for a support vector machine. The simulation study uses neural net-

works, simple support vector machines and GARCH models as benchmarks. The simulation

results indicate that the proposed model can significantly reduce the forecasting error relative

to the analysed benchmark models.

in (Jia et al., 2008) author combine multi expression programming (MEP), particle swarm

optimization and artificial neural networks to forecast theS&P CNX Nifty stock index. The

authors state that MEP is a variation of genetic programming. A traditional GP encodes a

single expression (computer program). By contrast, a MEP chromosome encodes several

expressions. The best of the encoded solution is chosen to represent the chromosome. The

authors conclude that the proposed model is feasible and effective for stock index forecasting

problems.

The author in (Wu et al., 2008) propose an ensemble of artificial neural networks and support

vector machines to predict movements in stock market indices. The two machine learning

techniques are combined using a linear approach and particle swarm optimisation. The au-

thors state that a combination of these techniques performssignificantly better than using

each technique individually.
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Chapter Four

Research Overview and Methodology

This chapter presents the different methods of this research work and discusses the methodol-

ogy during the development of the proposed models to achievethe objectives of this research.

In this research We develop forecasting model to predict Stock Market Exchange; We have

designed three models and compared these models. we used historical data from S&P500

stock market exchanges.

The research consists of the following number of phases :

• Create and preprocess datasets.

• Create a Multiple Linear Regression model to predict the Stock Market Exchange .

• Create a Multilayer Perceptron Neural Network model to predict the Stock Market

Exchange .

• Create a Genetic Programming model to predict the Stock Market Exchange for next

day.

• Create Feature selection model using GA technique.

• Examine the previous models with new dataset.

• Finally evaluate all these models to get best solution.

Figure 4.1 show the phases of proposed models.

4.1 S&P 500 Index Dataset

The characteristic that all Stock Markets have in common is the uncertainty, which is related

with their short and long-term future state. This feature isundesirable for the investor but it
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Figure 4.1: Phases of Proposed models
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is also unavoidable whenever the Stock Market is selected asthe investment tool. The best

that one can do is to try to reduce this uncertainty.

Different factors interact in stock market such as Governments and monetary policy, interest

rates, International Transactions, general economic conditions, Speculation and Expectation,

Supply and Demand, etc (Khadka, 2012). For these reasons we use 27 potential financial and

economic variables these factors that impact on stock movement. The main consideration for

selecting the potential features is whether they have significant influence on the direction of

(S&P 500) index in the next day. While some of these features were used in previous studies

(Niaki and Hoseinzade, 2013).

The S& P500, or the Standard & Poors 500, is an American stock market index based on

the market capitalizations of 500 large companies having common stock listed on the NYSE

or NASDAQ. S& P 500 stock market data set used in our case consists of 27 feature and

1192 days of data, which cover five-years period starting 7 December 2009 to 2 September

2014.The (S& P 500) data were presented and sampled such thatdata for 596 days is used as

training set and data for 596 days is used for testing the developed model. we can categories

these feature into 6 group as :

1. G1 : S&P 500 index return in three previous days (SPYt-1, SPYt-2, SPYt-3).

2. G2 : Financial and economical indicators (Oil, Gold, CTB3M, AAA).

3. G3 : The return of the five biggest companies in S&P 500 (XOM,GE, MSFT, PG,

JNJ).

4. G4 : Exchange rate between USD and three other currencies (USD-Y, USD-GBP,

USD-CAD).

5. G5 : The return of the four world major indices (HIS, FCHI, FTSE, GDAXI).

6. G6 : S&P 500 trading volume (V).

We divided our work into two Solution:

• Daily data: The daily data, in split validation divided 50% to 50% percentage. sampled

such that data for 596 days is used as training set and data for596 days is used for

testing in the developed models.
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• Weekly data: The weekly data, in split validation divided 70% to 30% percentage.

sampled such that data for 100 week is used as training set anddata for 43 week is

used for testing in the developed models.

The list, description, and the sources of the potential features are given in Table 4.1 show

the 27 features of dataset .

No Feature Description

1 SPY(t−1) The return of the S&P 500 index in dayt− 1 Source data:

finance.yahoo.com

2 SPY(t−2) The return of the S&P 500 index in dayt− 2 Source data:

finance.yahoo.com

3 SPY(t−3) The return of the S&P 500 index in dayt− 3 Source data:

finance.yahoo.com

4 Oil Relative change in the price of the crude oil Source data:

finance.yahoo.com

5 Gold Relative change in the gold price Source data: www.usagold.com

6 CTB3M Change in the market yield on US Treasury securities at 3-month

constant maturity, quoted on investment basis Source data:H.15

Release - Federal Reserve Board of Governors
7 CTB6M Change in the market yield on US Treasury securities at 6-month

constant maturity, quoted on investment basis Source data:H.15

Release - Federal Reserve Board of Governors
8 CTB1Y Change in the market yield on US Treasury securities at 1-year

constant maturity, quoted on investment basis Source data:H.15

Release - Federal Reserve Board of Governors
9 CTB5Y Change in the market yield on US Treasury securities at 5-year

constant maturity, quoted on investment basis Source data:H.15

Release - Federal Reserve Board of Governors
10 CTB10Y Change in the market yield on US Treasury securities at 10-year

constant maturity, quoted on investment basis Source data:H.15

Release - Federal Reserve Board of Governors
11 AAA Change in the Moody’s yield on seasoned corporate bonds - all

industries, Aaa Source data: H.15 Release - Federal ReserveBoard

of Governors
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12 BBB Change in the Moody’s yield on seasoned corporate bonds - all

industries, Baa Source data: H.15 Release - Federal ReserveBoard

of Governors
13 USD-Y Relative change in the exchange rate between US dollar and

Japanese yen Source data: OANDA.com

14 USD-GBP Relative change in the exchange rate between US dollar and British

pound Source data: OANDA.com

15 USD-CAD Relative change in the exchange rate between US dollar and

Canadian dollar Source data: OANDA.com
16 HIS Hang Seng index return in day t-1 Source data: finance.yahoo.com

17 FCHI CAC 40 index return in day t-1 Source data: finance.yahoo.com

18 FTSE FTSE 100 index return in day t-1 Source data: finance.yahoo.com

19 GDAXI DAX index return in day t-1 Source data: finance.yahoo.com

20 V Relative change in the trading volume of S&P 500 index Source

data: finance.yahoo.com

21 XOM Exxon Mobil stock return in day t-1 Source data:

finance.yahoo.com

22 GE General Electric stock return in day t-1 Source data:

finance.yahoo.com

23 MSFT Micro Soft stock return in day t-1 Source data: finance.yahoo.com

24 PG Procter and Gamble stock return in day t-1 Source data:

finance.yahoo.com

25 JNJ Johnson and Johnson stock return in day t-1 Source data:

finance.yahoo.com

26 DJI Dow Jones Industrial Average index return in day t-1 Source data:

finance.yahoo.com

27 IXIC NASDAQ composite index return in day t-1 Source data:

finance.yahoo.com

Table 4.1: The 27 potential influential features of the S&P 500 Index
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4.2 Multiple Linear Regression

Regression analysis measures the degree of influence of the independent variables on a de-

pendent variable. In the case of simple bivariate regression where there is a single indepen-

dent variable, the dependent variable could be predicted from the independent variable by

the simple equation:

y = a+ bx (4.1)

a is constant andb is the slope. This model is linear in the parametersa. y is called

the independent variable andx , is called the independent variables. The goal is to find the

relationship between the dependent and independent variables. To compute the regression

coefficient for the single independent variable given in Equation 4.1 , we use the formula:

b =

∑

(xi − x̂)(yi − ŷ)
∑

(xi − x̂)2
(4.2)

Wherex̂ is the mean (average) of thex values and̂y is the mean of they values. The

parametera is computed by the formula:

a = y − bx (4.3)

Equation 4.2 can be expanded to be:

b =
(
∑

yi
∑

x2
i )− (

∑

xi

∑

xiyi)

n(
∑

x2
i )− (

∑

xi)2
(4.4)

In this research used Multiple Linear Regression ; Equation4.1 can be expanded to a

multivariate concept as follows:

y = a1xi1 + a2xi2 + ... + anxin (4.5)

Wherexij is theith observation on thejth independent variable. To show how the pa-

rameter estimation process works, we have a system with 27 input variablesx1, x2, x3, ..., x27
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and single outputy. Thus, the model mathematical equation can be represented as:

y = a0 + a1x1 + a2x2 + ...+ a27x27 (4.6)

To find the values of the model parametersas we need to build what is called the regres-

sion matrixφ. This matrix is developed based on the experiment collectedmeasurements.

Thus,φ can be presented as follows given there is a set of measurementsm : Thecharacter-

istic polynomialφ of the27×m

X =



































1 x1
1 x1

2 x1
3 ... x1

27

1 x2
1 x2

2 x2
3 ... x2

27

1 x3
1 x3
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27

. . . . ... .

. . . . ... .

. . . . ... .

1 xm
1 xm

2 xm
3 ... xm

27



































(4.7)

The parameter vectorθ and the output vectory can be presented as follows:

θ =



































a1

a2

a3

.

.

.

a27



































(4.8)
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y =
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(4.9)

The least squares solution of yields the normal equation:

φT θ = y (4.10)

which has a solution:

θ = φ−1y (4.11)

But since, the regression matrixφ is not a symmetric matrix, we have to reformulate the

equation such that the solution for the parameter vectorθ is as follows:

θ = (φTφ)−1φTy (4.12)

4.3 Multilayer Perceptron Neural Network model

ANNs are mathematical models which were inspired from the understanding of some ideas

and aspects of the biological systems, especially the humanbrain (Krose and van der Smagt,

2009) .

The artificial neural net attempts to follow the biological neuron, by modelling its response

characteristics using an enhancing activation function (f(s)), similar to conduction of a signal

through a resistance. The synapse of the neuron is imitated by a non-linear limiting function

which performs amplitude limitation.
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Figure 4.2: Artificial Neural Net durofy.com (durofy.com)

In Figure 4.2 x(i) is the ith input signal, and w(i) is the weight, associated with the input.

The weight is the quantity that may get updated in a number of iterations in the learning

process, such that the neural net works more and more in the fashion of the required system

model, producing more suitable outputs for a set of inputs. The net can be implemented

using a mathematical Sigmoid function, where output is given as:

φ(S) =
1

1 + e−s
(4.13)

Also, by other functions such as the tanh function, signum and step functions. In feed

forward Multilayer Perceptron (MLP), which is one of the most common Neural Network

systems, neurons are organized in layers. Each layer consists of a number of processing ele-

ments called neurons, each of which contains a summation function and activation function.

The summation function is given by Equation 4.14 and the activation function can be a sig-

moid function which is given in Equation 4.13.

S =

n
∑

i=0

(wi ∗ xi) (4.14)

A multilayer perceptron is a feedforward neural network with one or more hidden layers.
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Typically, the network consists of an input layer of source neurons, at least one middle or

hidden layer of computational neurons, and an output layer of computational neurons. The

input signals are propagated in a forward direction on a layer-by-layer basis(Negnevitsky,

2005). Mathematically the functionality of a hidden neuronis described by:

σ[
n

∑

j=1

(wj ∗ xj) + bj ] (4.15)

where the weights(wj, bj) are symbolized with the arrows feeding into the neuron. The

output of the network is given by Equation 4.16:

ˆy(θ) = g(θ, x) =
m
∑

i=1

(w2
i σ[w

1
i,j ∗ xj + b1i,j ] + b2) (4.16)

In order to design an appropriate ANN for a particular problem, one should decide on

the network topology, number of network layers, number of nodes in each layer, activation

function of the nodes, and finally, the learning algorithm. The basic architecture of the

MLP Network used to model the stock price prediction problemconsists of three layers

with single hidden layer. Thus input layer of our neural network model has 27 input nodes

while the output layer consists of only one node that gives the predicted next week value.

Empirically, we found that 20 neurons in the hidden layer achieved the best performance.

The Backpropagation algorithm is used to train the MLP and update its weight. Table 4.2

shows the settings used for MLP.

Maximum number of epochs 500

Number of Hidden layer 1

Number of neurons in hidden layer20

Learning rate 0.5

Momentum 0.2

Table 4.2: The Setting of MLP
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4.4 Genetic Programming model

GP procedure could be summarized as follows:

• generate an initial population of random tree structures using the predefined function

set and the given terminal set of the problem at hand;

• calculate the fitness values for each tree in the population;trees are the models evolved.

• produce the new population using some selection mechanism and reproduction opera-

tors;

• repeat the procedure until an appropriate solution is foundor the end of iterations.

Fitness function is essential for any evolutionary computation process. In the case of GP, we

adopted the Mean Squares Error (MSE) as a fitness function as given in Equation 4.17.

MSE =
1

n

n
∑

i=1

(y − ŷ)2 (4.17)

4.4.1 Multigene Symbolic Regression GP

We adopted a GPTIPS toolbox (Searson et al., 2010) to developour results. In GPTIPS, the

initial population is constructed by creating individualsthat contain randomly generated GP

trees with between 1 andGmax genes. During the run, genes are acquired and deleted using

a tree crossover operator called two point high level crossover. This allows the exchange

of genes between individuals and it is used in addition to the”standard” GP recombination

operators.

Some parameters have to be defined by the user at the beginningof the evolutionary pro-

cess. They include: population size, probability of crossover, mutation probability and the

type of the selection mechanism. User has also to setup the maximum number of genesGmax

where a model is allowed to have. The maximum tree depthDmax allows us to change the

complexity of the evolved models. Restricting the tree depth helps evolving simple model

but it may also reduce the performance of the evolved model.
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A prior knowledge on the problem domain helps in designing a function set which could

speed up the evolutionary process for model development. The adopted function set to de-

velop the GP model is given as:

F = {+,−,×}

Table 5.28 show the tuning parameter of the model.

Population size 100

Number of generation 100

Selection mechanism Tournament

Max. tree depth 7

Probability of Crossover 0.85

Probability of Mutation 0.1

Max. No. of genes allowed 6

Table 4.3: GP Tuning Parameters

4.5 Feature selection model using Genetic Algorithm (GA)

technique

We obtain a set of 27 features in S&P 500 dataset. A Genetic Algorithm is now used to

select a set of salient features from among them.The selected features are used as inputs to

the developed models. The purpose here is to obtain an optimal subset of features which

produce the best possible results. The various steps in the GA are described below:

• Representation: We represent a chromosome by a binary vector of size 27, where each

bit of the chromosome tells whether the corresponding inputfeature is selected or not.

• Fitness Evaluation: CfsSubsetEval : Evaluates the value ofa subset of attributes by

taking into consideration the individual predictive ability of each feature along with

the degree of redundancy between them. Subsets of features that are highly correlated

with the class while having low inters correlation are preferred.
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• Selection: Roulette Wheel selection is used for parent selection. Thus, chromosomes

with high fitness scores get selected more often.

• Crossover and Mutation are then carried out to produce a new generation.

• Stopping Condition: The GA stops when it does not find a bettersolution for a fixed

number of generations.

A genetic algorithm follows the following pseudo-code :

Algorithm 1: Basic steps describing the GA algorithm

1 begin GA

2 input : n, X, m

3 Initialise generation 0;

4 J ← 0;

5 PJ ← a population ofn randomly generated individuals;

6 EvaluatePJ ;

7 Compute Fitness(i) for eachiǫPJ ;

8 repeat

9 Create generateJ + 1;

10 Copy; Select(1−X)× n members ofPJ and insert intoPJ + 1;

11 Crossover; SelectX × n members ofPJ ; pair them up; produce offspring; insert the

offspring intoPJ + 1 ;

12 Mutate; Selectm× n members ofPJ + 1 ; invert a randomly selected bit in each;

13 EvaluatePJ + 1; Compute Fitness(i) for eachiǫPJ ;

14 Increment;J = J + 1;

15 until fitness of fittest individual inPJ is high enough;

16 return the fittest individual fromPJ

17 output: a optimal population
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Population size 50

Number of generations 50

Probability of crossover 0.6

Probability of mutation 0.033

Report frequency 20

Random number seed 1

Table 4.4: GA Tuning Parameters

4.6 Examine the previous models with new data set

In this phase we examine the three models with new dataset that created by feature selection

model to investigate if these new features is improve the results and enhance the prediction

by decrease the attributes.

4.7 Performance Measures

The performance measures include Variance-Accounted-For(VAF) , Mean Square Error

(MSE), Mean Absolute Error (MAE), Root Mean Square Error (RMSE) . They are given

in Equations 4.18, 4.19, 4.20, 4.21 respectively.

• Variance Accounted- For (VAF) :

V AF = [1− var(y1 − y2)

var(y1)
] ∗ 100% (4.18)

• Mean Squared Error (MSE):

MSE =
1

n

n
∑

i=1

(yi − ŷi)
2 (4.19)

• Mean Absolute Error (MAE):

MAE =
1

n

n
∑

t=1

|(yi − ŷi)| (4.20)
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• Root Mean Square Error (RMSE):

RMSE =

√

√

√

√

1

n

n
∑

i=1

(y − ŷ)2 (4.21)

wherey is real actual value,̂y it the estimated target value.n is the total number of

measurements andy is the mean of the signaly usingn measurements.

4.7.1 Benchmarks

When evaluating a forecast model, performance measures areusually not enough. This since

a forecast model with low performance measures can still be the best available alternative.

Thus by comparing the performance measures of the prediction model with benchmarks, the

evaluation becomes more meaningful.

An example of an easy to use benchmark is the linear regression, where a forecast is based on

the previous value (of the time series). More advanced prediction models can also be used as

benchmarks, e.g. multi layered perceptron networks . Another possibility is to use a suitable

index as a benchmark. Obviously, when comparing a forecast model with a benchmark, it

is very important that the performance measures are based onthe same time periods (i.e.

the same generalization set) and have the same scale. When comparing the models used

Variance Accounted- For (VAF) of a forecast model with a benchmark,it can be helpful to

calculate the quotient between them, as done in Equation 5.10.

V AFq =
V AFf

V AFb

(4.22)

If the quotient is nearest to one or one the model is good or there’s no different.

4.8 Validation criteria

X-Validation The X-Validation is a nested operator. It has two sub processes: a training

sub process and a testing sub process. The training sub process is used for training a model.

The trained model is then applied in the testing sub process.The performance of the model

is also measured during the testing phase.
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The data is partitioned into k subsets of equal size. Of the k subsets, a single subset is retained

as the testing data set (i.e. input of the testing sub process), and the remaining k 1 subsets are

used as training data set (i.e. input of the training sub process). The cross-validation process

is then repeated k times, with each of the k subsets used exactly once as the testing data. The

k results from the k iterations then can be averaged (or otherwise combined) to produce a

single estimation. The value k can be adjusted using the number of validations parameter.

Split Validation The Split Validation is a nested operator. It has two sub processes: a

training sub process and a testing sub process. The trainingsub process is used for learning

or building a model. The trained model is then applied in the testing sub process. The perfor-

mance of the model is also measured during the testing phase.The data set is partitioned into

two subsets. One subset is used as the training set and the other one is used as the test set.

The size of two subsets can be adjusted through different parameters. The model is learned

on the training set and is then applied on the test set. This isdone in a single iteration, as

compared to the X-Validation operator that iterates a number of times using different subsets

for testing and training purposes.

65



Chapter Five

Experimental Results

5.1 Solution 1: Daily Data prediction

5.1.1 Multiple Linear Regression Model

The regression model have the following equation system.

y = a0 +

27
∑

i=1

ai ∗ xi (5.1)

y is the actual value on dayxi is the previous day value.

The values of the parametersai be estimated using LSE to produce the optimal values of the

parametersθ.

The produced linear regression model can be presented as given in Equation 5.3 .All evalu-

ation results are shown in Table 5.1 and 5.2shown the split and cross validation the perfor-

mance is good and the result in split validation look better tan another one. The actual and

Estimated S&P 500 index values based the MLR in both trainingand testing cases are shown

in Figure 5.1 and Figure 5.2, respectively. The scattered plot for the developed MLR model

is shown in Figure 5.3. in this research we use the MLR model asbenchmark model because

its a classical model of prediction.
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MLR MODEL

Training Testing

VAF 99.8266 99.9400

MSE 0.1628 0.2542

MAE 0.3096 0.4017

RMSE 0.4828 0.5042

Table 5.1: Evaluation Criteria for the developed MLR model in split validation

MLR MODEL

Cross-validation

MSE 0.5484

MAE 0.5815

RMSE 0.7406

Table 5.2: Evaluation Criteria for the developed MLR model in cross validation

SPY = 0.0925 ∗ SPY (t− 1) + 0.0333 ∗ SPY (t− 2)

+ (−0.0184) ∗ SPY (t− 3)

+ 0.0362 ∗OIL+ (−0.0095) ∗GOLD + (−8.3406) ∗ CTB3M

+ 5.6003 ∗ CTB6M ∗ (−1.5881) ∗ CTB5Y + 1.2858 ∗ CTB10Y

+ 0.0426 ∗ USD/JPY + 16.5726 ∗ USD/GBP + 3.9301 ∗ USD/CAD

+ (−0.0002) ∗HIS + 0.1504 ∗ FCHI + (−0.0004) ∗ FTSE100

+ (−0.0004) ∗GDAXI + 0 ∗ V + 0.2069 ∗XOM

+ 0.5831 ∗GE + (−0.0884) ∗MSFT + 0.0331 ∗ PG

+ 0.0702 ∗ JNJ + (−0.0002) ∗DJI + 0.0252 ∗ IXIC

+ (−1.9673) (5.2)
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Figure 5.1: MLR Actual and Estimated S&P 500 Index values in Training Case

0 100 200 300 400 500 600
120

140

160

180

200

220
Actual and Predicted SP500 Regression Model − Testing Case

 Days

 

 

 Actual
 Predicted

0 100 200 300 400 500 600
0

2

4

6

8

10

12
 Error Difference

 Days

Figure 5.2: MLR Actual and Estimated S&P 500 Index values in Testing Case
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Figure 5.3: MLR Scattered

5.1.2 Multilayer Perceptron Neural Network model

The basic architecture of the MLP Network used to model the stock price prediction problem

consists of three layers with single hidden layer. Thus input layer of our neural network

model has 27 input nodes while the output layer consists of only one node that gives the

predicted next day value. Empirically, we found that 30 neurons in the hidden layer achieved

the best performance 5.5. The Backpropagation algorithm isused to train the MLP and

update its weight. as we describe in Research Overview chapter.

The training phase of the MLP run converged to the minimum MSEvalue after 30 epochs as

shown in Figure 5.6. All evaluation results are shown in Table 5.3and 5.4 the cross validation

seems better . Figures 5.7 and Figure 5.8 depict actual and predicted stock prices for training

and testing cases of the developed MLP. The scattered plot for the developed MLP model is

shown in Figure 5.9.

5.1.3 Multigene Genetic Programming Model

The Multigene GP was applied using GPTIPS Tool. The parameters of the algorithm were

tuned as listed in Table 5.6.first we axemen various population size and choose the best

one figure 5.10 explained the convergences. The default recombination operator were used

listed in Table5.5. In Figure 5.11, we show the convergence of GP over 300 generations

69



Figure 5.4: Different number of neurons in hidden layer

Figure 5.5: Different number of neurons in hidden layer

MLP MODEL

Training Testing

VAF 99.6895 98.7892

MSE 0.2223 1.0320

MAE 0.2774 0.390

RMSE 0.3564 0.4851

Table 5.3: Evaluation Criteria for the developed MLP model in split validation
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MLP MODEL

Cross-validation

MSE 0.47707

MAE 0.5388

RMSE 0.6907

Table 5.4: Evaluation Criteria for the developed MLP model in cross validation
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Figure 5.6: MLP Convergence
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Figure 5.7: MLP Actual and Estimated S&P 500 Index values in Training Case
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Figure 5.8: MLP Actual and Estimated S&P 500 Index values in Testing Case
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Figure 5.9: MLP Scattered
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and Figure 5.14 Show the scatterd The best generated stock market Multigene GP model is

given in Equation 5.3. It can be clearly seen that the final model is a simple and compact

mathematical model which is easy to evaluate. The performance measurements for the model

were computed and summarized in Table 5.30. Figure 5.12 and Figure 5.13 shows the actual

and estimated stock market in training and testing.
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Figure 5.10: Convergence of MGP with various population sizes

high level crossover 0.2

low level crossover 0.8

subtree mutation 0.9

replace input terminal with another random terminal0.05

standard deviation of Gaussian 0.1

Table 5.5: Default Parameters

y = 0.01449 ∗ SPY (t− 1) + 0.05648 ∗OIL+ 0.0473 ∗ USD/JPY + 0.2167 ∗ FCHI

+ 0.1183 ∗XOM + 0.2167 ∗GE + 1.928e− 5 ∗ PG+ 0.02365 ∗ SPY

+ 1.928e− 5 ∗ x22 ∗ SPY (t− 1) + 1.928e− 5 ∗ SPY (t− 1) ∗XOM ∗GE

− 1.928e− 5 ∗ SPY (t− 1) ∗ FCHI ∗ (FCHI − JNJ)

− 3.856e− 5 ∗ SPY (t− 1) ∗GE ∗ (MSFT − PG) + 19.26 (5.3)
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Population size 30

Number of generation 1000

Selection mechanism Tournament size = 2

Max. tree depth 7

Probability of Crossover 0.85

Probability of Mutation 0.1

Max.No.of genes allowed in an individual 6

direct reproduction 0.05

Function node set plus, minus, times

Ephemeral random constants in the range [-10 10 ]

Table 5.6: Tuning Parameters

MGP MODEL

Training Testing

VAF 99.674 99.321

MSE 0.30626 6.1108

MAE 0.41564 2.0588

RMSE 0.58272 3.0235

Table 5.7: Evaluation Criteria for the MGP Model
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Figure 5.11: MGP Convergence
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Figure 5.12: MGP Actual and Estimated S&P 500 Index values inTraining Case
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Figure 5.13: MGP Actual and Estimated S&P 500 Index values inTesting Case
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Figure 5.14: MGP Scattered

5.1.4 Feature Selection

we train the GA selection model with different numbers of population size 20,50 and 100 as

shown in table 5.8 and chosen the best one.

The parameters of the algorithm were tuned as listed in Table5.9 The Selected attributes is:

1,2,3,6,7,8,10,12,21,22,23,24,25,27 = 14 attribute as shown in table 5.10

5.1.5 Linear Regression Model with selected attributes

In this section we explain the regression model with 14 attribute that selected by GA. Equa-

tion 5.4 show the model of regression and figure 5.15 and 5.16 show the actual and estimated

variable. Table 5.11 and 5.12 summarise the evaluation criteria.

SPY = 0.3405 ∗ SPY t− 1 + 0.0141 ∗ SPY t− 2− 0.0282 ∗ SPY t− 3− 4.7906 ∗ CTB3M

− 7.1253 ∗ CTB6M − 7.1699 ∗ CTB1Y − 1.1133 ∗ CTB10Y − 1.5124 ∗BBB

+ 0.1039 ∗XOM + 0.3118 ∗GE + 0.1016 ∗MSFT + 0.1789 ∗ PG

+ 0.2159 ∗ JNJ + 0.0158 ∗ IXIC + 14.1416 (5.4)
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Attribute Selected

Population size=20 Population size=50 Population size=100

10(100 %) SPYt-1 10(100 %) SPYt-1 10(100 %) 1 SPYt-1

10(100 %) 2 SPYt-2 7( 70 %) 2 SPYt-2 1( 10 %) 2 SPYt-2

8( 80 %) 3 SPYt-3 8( 80 %) 3 SPYt-3 0( 0%) 3 SPYt-3

0( 0 %) 4 OIL 1( 10 %) 4 OIL 0( 0 %) 4 OIL

0( 0 %) 5 Gold -GLD 0( 0 %) 5 Gold -GLD 0( 0 %)5 Gold -GLD

2( 20 %) 6 CTB3M 7( 70 %) 6 CTB3M 5( 50 %) 6 CTB3M

5( 50 %) 7 CTB6M 5( 50 %) 7 CTB6M 7( 70 %) 7 CTB6M

7( 70 %) 8 CTB1Y 5( 50 %) 8 CTB1Y 5( 50 %) 8 CTB1Y

0( 0 %) 9 CTB5Y 1( 10 %) 9 CTB5Y 0( 0 %) 9 CTB5Y

1( 10 %) 10 CTB10Y 5( 50 %) 10 CTB10Y 1( 10 %) 10 CTB10Y

0( 0 %) 11 AAA 1( 10 %) 11 AAA 0( 0 %) 11 AAA

1( 10 %) 12 BBB 7( 70 %) 12 BBB 0( 0 %) 12 BBB

0( 0 %) 13 USD/JPY 1( 10 %) 13 USD/JPY 0( 0 %) 13 USD/JPY

4( 40 %) 14 USD/GBP 4( 40 %) 14 USD/GBP 2( 20 %) 14 USD/GBP

2( 20 %) 15 USD/CAD 2( 20 %) 15 USD/CAD 3( 30 %) 15 USD/CAD

0( 0 %) 16 HIS 0( 0 %) 16 HIS 0( 0 %) 16 HIS

0( 0 %) 17 FCHI 1( 10 %) 17 FCHI 0( 0 %) 17 FCHI

0( 0 %) 18 FTSE100 0( 0 %) 18 FTSE100 0( 0 %) 18 FTSE100

0( 0%) 19 GDAXI DAX 0( 0 %)19 GDAXI DAX 0( 0 %) 19 GDAXI DAX

0( 0 %) 20 V 0( 0 %) 20 V 0( 0 %) 20 V

10(100 %) 21 XOM 10(100 %) 21 XOM 10(100 %) 21 XOM

10(100 %) 22 GE 10(100 %) 22 GE 10(100 %) 22 GE

6( 60 %) 23 MSFT 5( 50 %) 23 MSFT 0( 0 %) 23 MSFT

1( 10 %) 24 PG 5( 50 %) 24 PG 0( 0 %) 24 PG

10(100 %) 25 JNJ 10(100 %) 25 JNJ 10(100 %) 25 JNJ

0( 0 %) 26 DJI 0( 0 %) 26 DJI 0( 0 %) 26 DJI

10(100 %) 27 IXIC 10(100 %) 27 IXIC 10(100 %) 27 IXIC

Table 5.8: The result of GA selection model with Three population size
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Start set no attributes

Population size 50

Number of generations 50

Probability of crossover 0.6

Probability of mutation 0.033

Report frequency 20

Random number seed 1

Table 5.9: The Tuning Parameter of GA model

S & P 500 selection attribute

SPYt-1

SPYt-2

SPYt-3

CTB3M

CTB6M

CTB1Y

CTB10Y

BBB

XOM

GE

MSFT

PG

JNJ

IXIC

Table 5.10: The S& P 500 14 Selected attributes
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Figure 5.15: MLR Actual and Estimated S&P 500 Index values inTraining Case
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Figure 5.16: MLR Actual and Estimated S&P 500 Index values inTest Case
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MLR

Training Testing

VAF 99.6169 99.8885

MSE 0.3597 0.4725

MAE 0.532 2.8959

RMSE 0.7073 3.6286

Table 5.11: Evaluation Criteria for the developed MLR modelin split validation

MLR

Cross-validation

MSE 0.86341

MAE 0.7214

RMSE 0.9292

Table 5.12: Evaluation Criteria for the developed MLR modelin cross validation

5.1.6 Multilayer Perceptron Neural Network model with selected at-

tribute

In this section we explain the MLP model with 14 attribute that selected by GA. Figures

5.17 and 5.18 show the actual and estimated variable. Table 5.13 and 5.14 summarise the

evaluation criteria.

MLP MODEL

Training Testing

VAF 99.7521 99.9116

MSE 0.2644 0.4234

MAE 0.3776 0.5303

RMSE 0.4962 0.649

Table 5.13: Evaluation Criteria for the developed MLP modelin split validation

80



0 100 200 300 400 500 600
100

110

120

130

140

150
 The next day S&P 500 using ANN model Training Case

 T I M E

 

 
 Actual S&P 500
 Predicted S&P 500

0 100 200 300 400 500 600
−2

−1

0

1

2

3
 Absolute Error

 T I M E

Figure 5.17: MLP Actual and Estimated S&P 500 Index values inTraining Case
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Figure 5.18: MLP Actual and Estimated S&P 500 Index values inTest Case
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MLP MODEL

Cross-validation

MSE 0.6895

MAE 0.6655

RMSE 0.8304

Table 5.14: Evaluation Criteria for the developed MLP modelcross validation

5.1.7 Genetic Programming model with selected attribute

This section show the result of GP model with 14 attribute selected by GA, equation 5.5

show the GP model,Figure 5.20 ,5.21 show the actual and estimated values and Table 5.15

show the evaluation of the model.

ypred = 0.3604 ∗ SPY (t− 1) + 1.267 ∗GE − 0.1505 ∗MSFT − 0.5017 ∗ JNJ

+ 0.02073 ∗ IXIC − 0.04188 ∗ SPY (t− 3) + 63.91 ∗ CTB6M + 1.533 ∗ CTB5Y

+ 0.1585 ∗XOM − 0.008367 ∗ SPY (t− 1) ∗ CTB3M − 0.009367 ∗ IXIC ∗ CTB6M

+ 0.04435 ∗ SPY (t− 1) ∗ CTB1Y − 0.005372 ∗ SPY (t− 1) ∗XOM

− 0.008367 ∗GE ∗XOM + 0.008367 ∗ JNJ ∗XOM − 12.15 ∗ CTB6M ∗ CTB5Y

− 0.01673 ∗ CTB6M ∗XOM − 1.221 ∗ CTB6M2 ∗ CTB5Y

− 2.443 ∗ CTB6M2 + 11.4; (5.5)

MGP MODEL

Training Testing

VAF 99.558 99.256

MSE 0.41536 6.4018

MAE 0.4713 1.9753

RMSE 0.64448 2.5302

Table 5.15: Evaluation Criteria for the developed MGP model
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Figure 5.19: MGP Convergence
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Figure 5.20: MGP Actual and Estimated S&P 500 Index values inTraining Case
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Figure 5.21: MGP Actual and Estimated S&P 500 Index values inTesting Case

5.1.8 Summary and Comparison

This section summaries the result of the the three models. Table 5.19 present the performance

of the evaluation criteria with all attribute dataset. table 5.20 show the evaluation criteria

for the three models with 14 attribute dataset. A comparisonbetween MLR model used

27 feature and MLR model using 14 feature show in Table 5.16 show that the feature that

selected by GA has a good result .

Table 5.17 and Table 5.18 is also show the comparison betweenthe MLP models and MGP

models.The GA feature selection enhance the models.

A comparison between the three proposed models for forecasting the S& P 500 is shown

in Table 5.19 and 5.20. It was found that all models performing good with respect to the

VAF evaluation criteria. we use 27 potential financial and economic factors these feature has

impact and influence on stock movement the models provides good prediction . although

these feature selected by GA.

Table 5.21 and 5.22 comparing the Correlation Coefficient (CC) of a forecast models
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MLR27 MLR14

Training Testing Training Testing

VAF 99.8266 99.9400 99.6169 99.8885

MSE 0.1628 0.2542 0.3597 0.4725

MAE 0.3096 0.4017 0.532 2.8959

RMSE 0.4828 0.5042 0.7073 3.6286

Table 5.16: Comparing MLR27 with MLR14

MLP27 MLP14

Training Testing Training Testing

VAF 99.6895 98.7892 99.7521 99.9116

MSE 0.2223 1.0320 0.2644 0.4234

MAE 0.2774 0.390 0.3776 0.5303

RMSE 0.3564 0.4851 0.4962 0.649

Table 5.17: Comparing MLP27 with MLP14

MGP27 MGP14

Training Testing Training Testing

VAF 99.674 99.321 99.558 99.256

MSE 0.30626 6.1108 0.41536 6.4018

MAE 0.41564 2.0588 0.4713 1.9753

RMSE 0.58272 3.0235 0.64448 2.5302

Table 5.18: Comparing MGP27 with MGP14

MLR MLP MGP

Training Testing Training Testing Training Testing

VAF 99.8266 99.9400 99.6895 98.7892 99.674 99.321

MSE 0.1628 0.2542 0.2223 1.0320 0.30626 6.1108

MAE 0.3096 0.4017 0.2774 0.390 0.41564 2.0588

RMSE 0.4828 0.5042 0.3564 0.4851 0.58272 3.0235

Table 5.19: Evaluation Criteria for the developed models with all attribute
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MLR MLP MGP

Training Testing Training Testing Training Testing

VAF 99.6169 99.8885 99.7521 99.9116 99.558 99.256

MSE 0.3597 0.4725 0.2644 0.4234 0.41536 6.4018

MAE 0.532 2.8959 0.3776 0.5303 0.4713 1.9753

RMSE 0.7073 3.6286 0.4962 0.649 0.64448 2.5302

Table 5.20: Evaluation Criteria for the developed models with 14 attribute

with a benchmark. The result show that the quotient is nearest to one; that mean the model is

good or there is no difference between the new models and benchmark. as done in Equation

5.10.

V AFq =
V AFf

V AFb

(5.6)

MLP MGP

Training Testing Training Testing

V AFq 0.9986 0.9884 0.9984 0.9938

Table 5.21: Comparing Benchmark (MLR) with developed models

MLP MGP

Training Testing Training Testing

V AFq 1.0013 1.00023 0.9994 0.99366

Table 5.22: Comparing Benchmark (MLR) with developed models with 14 attribute

General remarks for the models:

• Cross-validation does not outperform the split-validation in all cases .

• All models are given high performance.
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Figure 5.22: Estimated S&P 500 Index values in Three Models (a) Training Case (b) Testing

Case

• GA enhance the model by decrease the complexity of the model and given high per-

formance.

• The selected attribute given good performance but not better than all attribute.

• The GP model has better transparency capability.

• The GP model given simple equation to solve the prediction problem.
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5.2 Solution 2: Weekly Data prediction

5.2.1 Multiple Linear Regression

In this section, we show the results produced for modelling the S&P500 stock index weekly

data to predict next week price using regression model. The developed multiple regression

model is given in

y = a0 + a1x1 + a2x2 + · · ·+ a27x27 + ǫ

The values of the parametersa shall be estimated using the least square estimation (LSE)

method to produce the optimal values of the parametersai. LSE is one of the oldest popular

technique in statistics. The produced linear regression model can be presented as given in

Table 5.23. The actual and Estimated S&P 500 index values based the MLR in both training

and testing cases are shown in Figure 5.23. The scattered plot of the actual and predicted

responses is shown in Figure 5.24. Evaluation criteria shown in Table 5.30 and 5.25.

yMLR = −0.0234 ∗ SPY (t− 1) + 0.13 ∗ SPY (t− 2) + 0.021 ∗ SPY (t− 3)

+ 0.021 ∗OIL− 0.021 ∗GOLD −GLD − 10.303 ∗ CTB3M + 6.0031 ∗ CTB6M

+ 0.7738 ∗ CTB1Y + 0.2779 ∗ CTB5Y − 0.43916 ∗ CTB10Y

− 0.27754 ∗ AAA + 0.12733 ∗BBB − 0.058638 ∗ USD/JPY + 13.646 ∗ USD/GBP

+ 9.5224 ∗ USD/CAD − 0.0003 ∗HTS + 0.24856 ∗ FCHS − 0.0016 ∗ FTSE100

+ 0 ∗ V − 2.334× 10−9 ∗ V + 0.16257 ∗XOM + 0.63767 ∗GE

− 0.14301 ∗MSFT + 0.08 ∗ PG+ 0.074 ∗ JNJ

− 0.0002 ∗DJI + 0.026301 ∗ IXIC + 6.9312 (5.7)

Table 5.23: A Regression Model with Inputs:x1, . . . , x27 for weekly prediction
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Figure 5.23: Regression: Actual and Estimated S&P 500 Indexvalues (a) Training Case (b)
Testing Case
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Figure 5.24: Regression Scattered Plot

Criterion MLR

Training Testing

VAF 99.94 99.91

MSE 0.3054 0.2312

MAE 0.4356 0.378

RMSE 0.5527 0.4809

Table 5.24: Evaluation Criteria for the MLR in split validation
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MLR

Cross-validation

MSE 0.6938

MAE 0.6362

RMSE 0.833

Table 5.25: Evaluation Criteria for the MLR in cross validation

5.2.2 Multilayer Perceptron Neural Network model

The basic architecture of the MLP Network used to model the stock price prediction problem

consists of three layers with single hidden layer. Thus input layer of our neural network

model has 27 input nodes while the output layer consists of only one node that gives the

predicted next day value. Empirically, we found that 30 neurons in the hidden layer achieved

the best performance. The Backpropagation algorithm is used to train the MLP and update

its weight.

All evaluation results are shown in Table 5.26 and 5.27. Figures 5.25 depict actual and

predicted stock prices for training and testing cases of thedeveloped MLP.

Criterion MLP

Training Testing

VAF 99.95 99.91

MSE 0.33849 0.26153

MAE 0.4457 0.393

RMSE 0.5818 0.5114

Table 5.26: Evaluation Criteria for the MLP in split validation

5.2.3 Multigene Genetic Programming model

GPTIPS toolbox Searson et al. (2010) adopted to develop the results. In GPTIPS, the initial

population is constructed by creating individuals that contain randomly generated GP trees

with between 1 andGmax genes. During the run, genes are acquired and deleted using atree
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MLP

Cross-validation

MSE 1.14319

MAE 0.8388

RMSE 1.0692

Table 5.27: Evaluation Criteria for the MLP in cross validation
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Figure 5.25: MLP Actual and Estimated S&P 500 Index values (a) Training Case (b) Testing
Case
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crossover operator called two point high level crossover. This allows the exchange of genes

between individuals and it is used in addition to the ”standard” GP recombination operators.

Some parameters have to be defined by the user at the beginningof the evolutionary

process. They include: population size, probability of crossover, mutation probability and

the type of the selection mechanism. User has also to setup the maximum number of genes

Gmax where a model is allowed to have. The maximum tree depthDmax allows us to change

the complexity of the evolved models. Restricting the tree depth helps evolving simple model

but it may also reduce the performance of the evolved model.

A prior knowledge on the problem domain helps in designing a function set which could

speed up the evolutionary process for model development. The adopted function set to de-

velop the GP model is given as:

F = {+,−,×}

Population size 30

Number of generation 300

Selection mechanism Tournament

Tournament size 7

Max. tree depth 7

Probability of Crossover 0.85

Probability of Mutation 0.1

Number of inputs: 27

Max genes 3

Function set +, -,×
Constants range [-10 10]

Table 5.28: GP Tuning Parameters

Figure 5.26 shows the actual and estimated stock market values based the developed GP

model in both training and testing cases. In Figure 5.27, we show the convergence of GP over

500 generations along with the scattered plot. The best generated stock market Multigene

GP model is given in Table 5.29. It can be clearly seen that thefinal model is a simple and
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Figure 5.26: GP: Actual and Estimated S&P 500 Index values (a) Training Case (b) Testing

Case

compact mathematical model which is easy to evaluate. The performance measurements for

the model were computed and summarized in Table 5.30. In our experiments, we limited the

max number of genes allowed to three. Thus, we can develop a simplified model structure.

It was found that increasing the max number of genes will produce more complex models

with high performance (i.e. less error).

yGP = 0.2206 ∗ SPY (t− 1)− 0.3617 ∗GOLD −GLD − 6.6983 ∗ CTB3M

+ 32.817 ∗ USD/GBP + 0.8029 ∗ USD/CAD + 0.382 ∗GE

− 0.0556 ∗ JNJ + 0.085 ∗ IXIC − 0.1 ∗ x1 ∗ USD/GBP

+ 0.4542 ∗GOLD −GLD ∗ USD/GBP − 0.1 ∗ x6 ∗GOLD −GLD

+ 0.51 ∗ AAA ∗ USD/CAD + 0.3617 ∗ USD/GBP ∗XOM + 0.1325 ∗ USD/GBP ∗GE

+ 0.302 ∗ USD/GBP ∗ JNJ − 0.1 ∗ USD/GBP ∗ IXIC − 0.1 ∗ USD/GBP 2 ∗XOM

+ 104.35 ∗ USD/GBP 2 + 0.1 ∗GOLD −GLD ∗ USD/GBP ∗ USD/CAD

+ 0.1 ∗ AAA ∗ USD/GBP ∗ USD/CAD − 55.494 (5.8)

Table 5.29: A GP model with Inputs:x1, . . . , x27

93



0 50 100 150 200 250 300
0.4

0.5

0.6

0.7

0.8

0.9

1

 Generation

 F
itn

es
s 

F
un

ct
io

n

 GP convergence

110 120 130 140

105

110

115

120

125

130

135

140

 P
re

di
ct

ed

 Actual

 R for Training data:  0.99825

140 150 160 170

140

145

150

155

160

165

170

175

 P
re

di
ct

ed

 Actual

 R for Testing data:  0.99202

Figure 5.27: (a) Convergence of GP with various population sizes (b) GP Scattered Plot

Criterion MGP

Training Testing

VAF 99.825 99.202

MSE 0.33956 7.1684

MAE 0.43426 2.2948

RMSE 0.58272 2.6774

Table 5.30: Evaluation Criteria for the MGP model

5.2.4 Feature Selection

The purpose here is to obtain an optimal subset of features which produce the best possible

results.as we describe in section 5.1.4.

The result obtain 10 feature given in Table 5.31

Selected attributes: 1,2,3,4,20,21,22,23,25,27 : 10

5.2.5 Multi linear Regression model

In this section we explain the regression model with 10 attribute that selected by GA. Equa-

tion 5.32 show the model of regression and figure 5.28 show theactual and estimated vari-

able. Table 5.33 and 5.34 summarise the evaluation criteria.
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selection attribute

SPYt-1

SPYt-2

SPYt-3

OIL

V

XOM

GE

MSFT

JNJ

IXIC

Table 5.31: The feature Selected

SPY = 0.0626 ∗ SPY t− 1 + 0.1325 ∗ SPY t− 2 + 0.0319 ∗OIL+ 0 ∗ V

+ 0.0788 ∗XOM + 0.8415 ∗GE +−0.1016 ∗MSFT + 0.135 ∗ JNJ

+ 0.0214 ∗ IXIC + 15.3538 (5.9)

Table 5.32: A Regression Model with Inputs:x1, . . . , x27

MLR

Training Testing

VAF 99.82 99.08

MSE 0.3937 9. 6137

MAE 0.5071 2.6769

RMSE 0.6275 3.1006

Table 5.33: Evaluation Criteria for the MLR with 10 feature selection in split validation
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MLR

Cross-validation

MSE 0.8658

MAE 0.6854

RMSE 0.9305

Table 5.34: Evaluation Criteria for the MLR with 10 feature selection in cross validation
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Figure 5.28: Regression: Actual and Estimated S&P 500 Indexvalues (a) Training Case (b)
Testing Case
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5.2.6 Multilayer Perceptron Neural Network

In this section we explain the MLP model with 10 attribute that selected by GA. Figures 5.29

and show the actual and estimated variable. Table 5.35 summarise the evaluation criteria.

MLP

Training Testing

VAF 99.84 99.72

MSE 0.7202 1.5129

MAE 0.7057 0.997

RMSE 0.8487 1.23

Table 5.35: Evaluation Criteria for the MLP with 10 feature selection in split validation

MLP

Cross-validation

MSE 1.3108

MAE 0.8845

RMSE 1.1449

Table 5.36: Evaluation Criteria for the MLP with 10 feature selection in cross validation

5.2.7 Multigene Symbolic Regression Genetic Programming

In this section we explain the GP model with 10 attribute thatselected by GA. Figures 5.30

and show the actual and estimated variable. Table 5.37 summarise the evaluation criteria.

5.2.8 Summary and Comparison

This section summaries the result of the the three models forweekly prediction . Table 5.41

present the performance of the evaluation criteria with allattribute dataset. table 5.42 show

the evaluation criteria for the three models with 10 attribute dataset. A comparison between

MLR model used 27 feature and MLR model using 10 feature show in Table 5.38 show that

the feature that selected by GA has a good result .
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Figure 5.29: MLP: Actual and Estimated S&P 500 Index values (a) Training Case (b) Testing
Case

MGP

Training Testing

VAF 99.827 98.945

MSE 0.38012 16.38

MAE 0.47399 3.4971

RMSE 0.61654 4.0477

Table 5.37: Evaluation Criteria for the MGP with 10 feature selection

0 20 40 60 80 100
100

110

120

130

140

150
 Actual and Estimated S&P 500 Index − Training Case

 Days

 

 
 Actual Index
 Estimated Index

0 20 40 60 80 100
−3

−2

−1

0

1

2
 Error Difference

 Days

0 5 10 15 20 25 30 35 40 45
130

140

150

160

170

180
 Actual and Estimated S&P 500 Index − Testing Case

 Days

 

 
 Actual Index
 Estimated Index

0 5 10 15 20 25 30 35 40 45
0

2

4

6

8

10

 Days

Figure 5.30: MGP: Actual and Estimated S&P 500 Index values (a) Training Case (b) Testing
Case
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Table 5.39 and Table 5.40 is also show the comparison in the MLP models and MGP mod-

els.The GA feature selection enhance the models.

MLR27 MLR10

Training Testing Training Testing

VAF 99.94 99.91 99.82 99.08

MSE 0.3054 0.2312 0.3937 9. 6137

MAE 0.4356 0.378 0.5071 2.6769

RMSE 0.5527 0.4809 0.6275 3.1006

Table 5.38: Comparing MLR27 with MLR10 in weekly prediction

MLP27 MLP14

Training Testing Training Testing

VAF 99.95 99.91 99.84 99.72

MSE 0.33849 0.26153 0.7202 1.5129

MAE 0.4457 0.393 0.7057 0.997

RMSE 0.5818 0.5114 0.8487 1.23

Table 5.39: Comparing MLP27 with MLP10 for weekly prediction

A comparison between the three proposed models for forecasting the S& P 500 is shown

in Table 5.41 and 5.42. It was found that all models performing good with respect to the

correlation coefficient evaluation criteria. we use 27 potential financial and economic fac-

tors these feature has impact and influence on stock movementthe models provides good

prediction . although these feature selected by GA.

Table 5.43 and 5.44 comparing the Variance-Accounted-For (VAF) of a forecast models

with a benchmark. The result show that the quotient is nearest to one; that mean the model is

good or there is no difference between the new models and benchmark. as done in Equation

5.10.

V AFq =
V AFf

V AFb

(5.10)
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MGP27 MGP10

Training Testing Training Testing

VAF 99.825 99.202 99.827 98.945

MSE 0.33956 7.1684 0.38012 16.38

MAE 0.43426 2.2948 0.47399 3.4971

RMSE 0.58272 2.6774 0.61654 4.0477

Table 5.40: Comparing MGP27 with MGP10 for weekly prediction

MLR MLP MGP

Training Testing Training Testing Training Testing

VAF 99.94 99.91 99.95 99.91 99.825 99.202

MSE 0.3054 0.2312 0.33849 0.26153 0.33956 7.1684

MAE 0.4356 0.378 0.4457 0.393 0.43426 2.2948

RMSE 0.5527 0.4809 0.5818 0.5114 0.58272 2.6774

Table 5.41: Evaluation Criteria for the developed models with all attribute in weekly predic-

tion

MLR MLP MGP

Training Testing Training Testing Training Testing

VAF 99.82 99.08 99.84 99.72 99.827 98.945

MSE 0.3937 9. 6137 0.7202 1.5129 0.38012 16.38

MAE 0.5071 2.6769 0.7057 0.997 0.47399 3.4971

RMSE 0.6275 3.1006 0.8487 1.23 0.61654 4.0477

Table 5.42: Evaluation Criteria for the developed models with 10 attribute for weekly pre-

diction

ANN MGP

Training Testing Training Testing

V AFq 0.9986 0.9884 0.9984 0.9938

Table 5.43: Comparing Benchmark (MLR) with developed models
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ANN MGP

Training Testing Training Testing

V AFq 1.0013 1.00023 0.9994 0.99366

Table 5.44: Comparing Benchmark (MLR) with developed models with 10 attribute
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Chapter Six

Conclusions

Financial Time Series Forecasting is an important area of the knowledge and there are many

applications in the real world. Accurate forecasting is an essential element for many manage-

ment decisions. Stock market prediction is an important task in time series forecasting and

there are several methods and techniques to find a good model that can be used to produce

accurate forecasting the traditional techniques have yourfoundations in statistics.

Furthermore, the appropriate dataset used is making the models more accuracy. The most

important model statistical methodology is the Autoregressive (AR) models. These meth-

ods present some obstacles and complexities to overcome. The major difficulty is to select

the good model that can best adjustment for a specific dataset; usually many attempts must

be performed until the best model must be found. Because of these difficulties, many re-

searchers have been done several efforts to overcome these problems, such as Artificial Neu-

ral Network (ANN), Evolutionary Computation (EC) and in special Genetic Programming

(GP) that have been provided good results in predicting stock market. In this research a new

dataset based on S& P500, has been created by selecting features from 6 groups (27 influence

features) including the delay of the closed (SPY) attributein the S& P500. Dataset consists

of 27 feature and 1192 days of data which cover five-year period starting from December

2009 to September 2014.

Developed and investigated the statistical multiple Linear Regression for forecasting the

stock market indexing; and using the model as benchmark.

Developed and investigated the multilayer perceptron neural network for forecasting the

stock market indexing.found that 20 neurons in the hidden layer achieved the best perfor-

mance. The Back propagation algorithm is used to train the MLP and update its weight.

The developed forecasting model were trained and tested based on a S&P 500 stock market

data set, evaluated and tested based on different evaluation metrics and the VAF is 99.9400

,99.6895 for training and test showing good model.

Developed and investigated A genetic programming enhance by Multigene GP model for
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forecasting the stock market indexing.The developed GP model provided good estimation

and prediction capabilities in both training and testing cases. The results were validated us-

ing number of evaluation criteria.the VAF is 99.674 ,99.321for training and test showing

good model and simple mathematical model is developed .

Developed GA model as feature selection to select the feature that has impact factor in fore-

casting stock market. Used these feature with previous models to enhance the performance

. evaluated and tested based on different evaluation metrics and compared to the statistical

multiple Linear Regression model.

The knowledge gained is comprehensible and can enhance the decision making process.
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