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Abstract

Evolving Stock Market Prediction Models Using Soft Computng Techniques

Sara Elsir Mohamed Ahmed

Department of computer Science

Sudan University of Science and Technology, 2015
Thesis Director:

Prof. Alaa Sheta

Stock market prediction is one of the hottest field of rede&ately due to its business appli-
cations owing to high stakes and the kinds of attractive tsrtbat it has to offer. The stock
market is a dynamic, non-linear, complex, and chaotic inmgtforecasting stock market
price is an important financial problem that is receiving@asing attention. During the last
few years, a number of many models were presented to deveklpteonship between the
attributes which affect the stock index and its values. Theésis proposes a soft comput-
ing technique enhanced decision in financial managemert déhision allows investors to
maximize their expected return while practicing the predicagainst financial risks. The
importance of the research stems from the fact that it casée to reduce the risk associated
with uncertainty price movements in the stock market. Ttegdture review shows that there
are a large number of studies trying to forecast movementisaerstock market, but there
is a lack of literature trying to improve stock market riskmagement strategies with soft
computing techniques. This thesis addresses this gap byirgphe existing body of liter-
ature in stock index forecasting with soft computing tegfeis to the domain of forecasting
index movements. In particular, it analyses whether theamniinfluence features of stocks
used to predict movements of the stock index can improve&steng the stock index move-
ment off an investor faces use S&P 500 dataset and datadetateto create new dataset
has impact in the price; The S&P 500, or the Standard & Po@®s & an American stock
market index. The S&P 500 presented its first stock indexenytar 1923. S&P 500 index
found to have 27 influence features which affect the indenesl A new market forecasting
model based on soft computing and especially genetic pragiag is developed to enhance

the investor decision. The model compare with traditionatlel Auto regression model and
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Artificial Neural Network model. The system analysis stocarket and futures data and
makes a prediction about expected stock market conditioeslay and next week. Selected
new Features dataset by used GA to decrease the complexayvené expecting that not
all these features are significant in computing the indexusThve split our work to two
phases. The first phase is to develop models based on thesat@iet using Multiple Lin-
ear Regression (MLR) and ANN. Not only that, but we also esgaica promising technique,
multigene symbolic regression Genetic Programming to igea mathematical nonlinear
relationship between these attributes. GP found to be a fiwwadgorithm for providing
mathematical modeling. In the second phase of this thesigdepted GAs as a mechanism
to select the best features that contribute to the modeliogegs. The set of best features
are once again used to build S & P 500 prediction models. Aghahe developed models
in the second phase are with slightly less performance tingmei first phase but the models
are much simplex in complexity. This suggests that the stoakket can be forecast using
soft computing technique. Overall, this thesis concluties the proposed model achieves a

significant improvement in the prediction of stock marketdr.
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Chapter One

Introduction

1.1 Overview

Today on the current state in society is that riches bringfoanand luxury. There is no
doubt that the majority of the people related to stock markettrying to achieve profit.
Profit comes by investing in stocks that have a good futuiie;vthat they are trying to ac-
complish one way or the other is to predict the future of thekaia But what determines the
future? The way that people invest their money is the ansavet people invest money based
on the information they hold. Investors try to forecast égénat might affect stocks, such as
sales expectations, and then make a decision whether tteeqdrits stocks will increase or
not. A business decision to loan or borrow money would demenfibrecasts of future cash
flows or expected returns. Economists in central banks arelynaterested in predict of
future increase or decrease the trends, since these leagdnetany policy changes. There-
fore, the development of accurate financial forecastinrtiegies is of extreme importance,
especially in times of global economic confusion and maukeertainty. This is when finan-
cial time series are found to be most noisy and nonlinearéied structural breaks rule the
common macroeconomic explanatory variables. The Stoclk&larediction task divides
researchers and academics into two groups those who b#iewse can devise mechanisms
to predict the market and those who believe that the marke¢llsorganized and whenever
new information comes up the market absorbs it by corredtsadf, thus there is no space
for prediction (EMH). Furthermore they believe that the cgtidlarket follows a Random
Walk, which implies that the best prediction you can haveuabomorrows value is todays
value. In literature a number of different methods have tzmtied in order to predict stock

market returns. These methods can be grouped in four magyaaes:

1) Technical Analysis Methods.

i) Fundamental Analysis Methods.



i) Traditional Time Series Forecasting.

iv) Machine Learning Methods.

Technical analysts, known as chartists, attempt to prélacinarket by tracing patterns that
come from the study of charts which describe historic dath@market. Fundamental ana-
lysts study the intrinsic value of an stock and they invest drihey estimate that its current
value is lower that its intrinsic value. In Traditional Tinseries forecasting an attempt to
create linear prediction models to trace patterns in histaita takes place. These linear
models are divided in two categories: the univariate andrthkivariate regression models,
depending on whether they use one of more variables to ajppatx the Stock Market time
series. Finally a number of methods have been developed thmeleommon label Machine
Learning these methods use a set of samples and try to tréeengain it (linear or non-
linear) in order to approximate the underlying functionttanerated the data. Such soft
computing approaches have been extensively utilized iectsting applications. Specifi-
cally, Neural Networks (NNs), Genetic Algorithms (GAs) ,Zzy Logic (FL) and Support
Vector Machines (SVMs) are very common in the financial fasting literature.

The level of success of these methods varies from study tty stnd it is depended on the
underlying datasets and the way that these methods ared@alch time. However none of

them has been proven to be the consistent prediction toah@avestor would like to have.

1.2 Motivation

There are two prices that are critical for any investor townthe current price of the in-
vestment he owns, or plans to own, and its future sellingepri@espite this, investors are
constantly reviewing past pricing history and using it tfluance their future investment
decisions. Some investors won't buy a stock or index thatisaa too sharply, because they
assume that it's due for a correction, while other investm@d a falling stocks, because
they fear that it will continue to deteriorate.

The motivation of this research is to examine the factorsi@miting the price movements
in the stock index futures markets using different soft catimy techniques. It investigates

whether soft computing can improve existing forecastinglet®. A new technique enhanced

2



decision will be proposed that allows investors to increas@ expected return while prac-
tising qualifies against critical movements in the stockkaar

Stock index forecasting is important for making informedastment decisions.

1.3 Problem Statement

In the stock market buying and selling is the most complexsitee and stockholders often

face some difficulties from the inability to:

e Determine and predict the stock market behaviour due to ymardic and unpre-
dictable environment of stock market domain. To take denisin the appropriate

stock to buy or sell for better profit.

e Analyse and extract useful knowledge from a vast amountfofmmation in order to

make qualitative stock decision.

The problem is how to construct predictive model for stockkatprice to successfully

forecast/predict index values or stock prices using thé Sofmputing technique.

1.4 Research Objectives

The research have a general objective and a specific olgectiv

1.4.1 General objectives:

e Enhance stock market prediction model to be effective inrawimg the accuracy of

stock market prediction.
e Enhance stock decisions of stockholders and keep the msk lo

e Explore the advantages of Soft computing techniques inrsplstock market predic-

tion problem.



e Evolve mathematical models which can be used for predisiogk market price with

high confidence.

1.4.2 Specific Objectives:

e Study, survey and analyses the stock market index and thedsahat has an impact
factor in stock index and create dataset with potential anfe features that affect in

prediction.

e Develop predictive model for stock market price using softputing technique Arti-

ficial Neural Network and Multigene Genetic Programming.

e Compare this model with mathematical model based on Meltijphear Regression

model.

e Enhance these models by using feature selection (Genajarifim).

1.5 Contributions

The contributions of this research to predict the stock miadsing soft computing are as

follows:

A new dataset based on S& P500, has been created.

Developed and investigated Multiple Linear Regression RYlprediction model and

used it as benchmark.

Developed and investigated Artificial Neural Network pritie model.

Developed and investigated Multigene Symbolic Regres§lenetic Programming

predictive models

Selected new feature set by used Genetic Algorithm as feaglection.



1.6 Thesis Outline

This section describes the organization of the remainirgtdrs as follows:

e Chapter 2:
The overview and survey of Stock Markets and Predictionsgmés brief introduction

to Stock Market and Theories of Stock Market classificatiod prediction.

e Chapter 3:
Soft Computing Techniques: this chapter, presents an mwef methods that used

in prediction stock market, It covers soft computing methadd survey on it.

e Chapter 4:
Research methods: this chapter presents the methodolegyimghis research. A
methodology is generally a guideline for solving a resegmablem. It contains the
generic framework of the research and the steps requiredrty out the research

systematically.

e Chapter 5:
Experimental Results: this chapter presents the resuliseomodels that solve the

thesis problem and success to achieved the goal and olgjectiv

e Chapter 6:
Conclusions : This chapter summarizes the objective andtseand conclusions the

research question.



Chapter Two

Literature Review and Survey

This chapter attempts to give a brief overview of some of thecepts of the stock markets
and their prediction. Issues such as stocks theories,jiidatibn of available data related to
the market, predictability of the market, prediction metblmgies applied. All these issues
are examined under the” daily and weekly basis predictionififpof view with the objective

of incorporating in our study the most appropriate features

2.1 Brief Introduction to Stock Market

Recently the Markets have become a more accessible invesstoog, not only for strategic
investors but for common people as well. Consequently theyat only related to macroe-
conomic parameters, but they influence everyday life in aendlimect way. Therefore they
constitute a mechanism which has important and direct kmoacts. Here we are going
to discuss some of the basics of stock market i.e. what i& stacket, market index, stock
exchange and many other concepts of the stock market. Themany different kinds of

customers with different kinds of needs and preferences.

2.1.1 What is stock market?

A stock market is a public market for the trading of compargcktand derivatives at an
agreed price; these are securities listed on a stock exelasgell as those only traded pri-
vately. It is an organized set-up with a regulatory body dredmhembers who trade in shares
are registered with the stock market and regulatory bodyISERe stock market is also
called the secondary market as it involves trading betweeririvestors. Stock market gets
investors together to buy and sell shares in companies.eSharket sets prices according

to supply and demand. A stock that is highly in demand will&ase in price, whereas as



a stock that is being heavily sold will decrease in price. Ganies that are permitted to be

traded in this market place are called listed companies{Rirand Santhi, 2012a).

2.1.2 Importance of stock market

The stock market is one of the most important sources for emieg to raise money. This
allows businesses to be publicly traded, or raise additiceyaital for expansion by selling
shares of ownership of the company in a public market. Hydtais shown that the price of
shares and other assets is an important part of the dynafénomic activity, and can
influence or be an indicator of social mood. In fact, the stoekket is often considered the
primary indicator of a country’s economic strength and dgyment. Rising share prices
tends to be associated with increased business investmewice versa. Share prices also
affect the wealth of households and their consumption. dfoee, central banks tend to
keep an eye on the control and behavior of the stock markethdfhges also act as the
clearing house for each transaction, meaning that thegaadind deliver the shares, and
guarantee payment to the seller of a security. This eliregtte risk to an individual buyer
or seller that the counterparty could default on the tratsac The smooth functioning
of all these activities facilitates economic growth, loveasts; promote the production of
goods and services as well as employment. In this way thedialsystem contributes to
increased prosperity (Soni, 2011). Primary market deatls thie new issues of securities.
In the primary markets, securities are bought by way of thalipussue directly from the
company. An official prospectus is published under the Caans Law and contains all
the information that is reasonably required to allow you takenan informed investment
decision about the company. Secondary market: it is whesgimy securities are bought
and sold. Secondary market deals with outstanding seesiritin the secondary market
shares are traded among investors. This market is made aniaggl exchanges and may
have a trading floor, where orders are transmitted for ei@tut his is where all the trading

of stocks are maintained and guided by the rules set downebgxbhange (Soni, 2011) .



2.1.3 Stock market basics

Stock market basics include shares and stocks. A shareak ista document issued by a

company, which entitles its holder to be one of the owner@fcompany.

e Share: it is directly issued by a company through IPO or capurehased from the
stock market. By owning a share one can earn a portion of ttmpaay’s profit called
dividend. Also, by buying and selling the shares gets chgaa. So, return is the
dividend plus the capital gain. However there is a risk of imgla capital loss, if

selling price of the share is below than the buying price.

e Stock: it is nothing but a collection or a group of shares.$toek may be common

stock or preferred stock.

e Common Stock : it represents the majority of stock. It repnés ownership in a com-
pany and a claim on a portion of profits, or dividends. Thed#vd amount fluctuates
and is not guaranteed. Shareholders are entitled to ongeotghare to select board
members, who oversee the major decisions made by the corapaagagement. In

the long run, common stock yields higher returns than mdsrahvestments.

e Preferred Stock: it represents a degree of ownership in gaoybut usually does not
include voting rights. The stock holders of this type hawerght to get a guaranteed
fixed rate of dividend before the payment of dividend to theitycholders. They also
have right to get back their capital before the equity hadercase of winding up of

the company (Soni, 2011).

A stock exchange formerly a securities exchange is a caiiparar mutual organization
which provides "trading” facilities for stock brokers ardders, to trade stocks and other
securities, thus providing a marketplace (virtual or re&fock exchanges also provide fa-
cilities for the issue and redemption of securities as welbther financial instruments and
capital events including the payment of income and dividgend

The securities traded on a stock exchange include: shasddy companies, unit trusts,

derivatives, pooled investment products and bonds. To legt@akrade a security on a certain



stock exchange, it has to be listed there. Trade on an exehaty members only. Defini-
tion done in the primary market and subsequent trading ie dothe secondary market. A
stock exchange is often the most important component ofck staarket. There is usually
no compulsion to issue stock via the stock exchange itsetfmust stock be subsequently
traded on the exchange. Such trading is said to be off exehangver-the-counter. This is
the usual way that derivatives and bonds are traded. Inogdgsstock exchanges are part
of a global market for securities. There are 20 major StockhBrges in the world (Setty
et al., 2010).

Stock exchanges have multiple roles in the economy; this imeydes raising capital for
businesses, mobilizing savings for investment, Fadititptompany growth, profit sharing,
corporate governance, creating investment opportunitiesmall investors, government
capital-raising for development projects, barometer efékonomy. Listing requirements
are the set of conditions imposed by a given stock exchangmmmpanies that want to be
listed on that exchange. Conditions sometimes includermim number of shares outstand-
ing, minimum market capitalization and minimum annual imeo Companies have to meet
the requirements of the exchange in order to have their stank shares listed and traded

there, but requirements vary by stock exchange (Setty,&2Gil0).

2.1.4 What is market index

An index is a statistical composite measure of the movenrettie overall market or in-
dustry. Basically, indexes allow measuring the perforneapica group of companies over
a period of time. Companies are organized in an index aaegrdi two main methods or
weighting as it is commonly termed. The movements of theggrio a market or section of
a market are captured in price indexes called stock markiates, e.g., the S&P, the FTSE
and the Euro next indices. Such indices are usually marketataation weighted, with the
weights reflecting the contribution of the stock to the ind&ke constituents of the index
are reviewed frequently to include/exclude stocks in otdeeflect the changing business

environment. There are two major classes of indexes in use:

e Equally weighted price index: The index is calculated byingkhe average of the
prices of a set of companies.

Equally weighted price Index = Sum (Prices of N companies)isdr.
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e Market capitalization weighted index: In this index, eatthe N companies prices is
weighted by the market capitalization of the company.
Market capitalization weighted index = Sum (Company mackgitalization * Price)

over N companies/ Market capitalization for these N comgsi(betty et al., 2010).

A few decades ago, worldwide, buyers and sellers were iddaliinvestors, such as wealthy
businessmen with long family histories and emotional teepdrticular corporations. Over

time, markets have become more institutionalized buyedssatiers.

The market participants includes; investors, large iastits, issuers of securities, interme-

diaries.

e Stock broker : is person who is licensed to trade in sharesy also have direct ac-
cess to the share market and can act as agent in share tramsaé€tor this service,
they charge a fee. Stock brokers can also offer additiomalcgs such as portfolio
management or advice. The type of broker will depend on owrfidence in trading
shares. Often investors, who know exactly what they wantiyowill go to a discount
broker to enact the trade.

Stock broker may be full service broker or discount brokerll-Bervice broker will
provide you with advice on which stocks to trade. They caarofiperate as financial
planners and help with other aspects of your investmentqgiiort Because they offer
advice, a full service broker usually charges between 2 ange cent fees, depend-
ing on the size of the transaction. Discount broker will exedrades, but will not
provide any advice. As a result brokerage charges are logeddint brokers generally

operate via the telephone, Internet or both.

e Trader: In finance, a trader is someone who buys and sellscfalanstruments such
as stocks, bonds and derivatives. Traders are either grofeds working in a finan-
cial institution or a corporation, or individual investorshey buy and sell financial
instruments traded in the stock markets, derivatives niaiked commodity markets.

Several categories and designations for diverse kindsadéts are found in finance,
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these include: stock trader, day trader, pattern day tradeng trader, floor trader and

rogue trader.

e Trading: Participants in the stock market range from smaliMidual stock investors to
large hedge fund traders, who can be based anywhere. Exelsplgysical locations,
where transactions are carried out on a trading floor, by dadeknown as open
outcry. This type of action is used in stock exchanges andnoodity exchanges

where traders may enter verbal bids and offers simultamgous

The other type of stock exchange (derivative exchanges)vigual kind, composed of a
network of computers, where trades are made electronigalyraders. Buying or sell-
ing at market means accepting any asked price or bid prichéosstock, respectively. When

the bid and ask prices match, a sale takes place on a first catneefived basis (Soni, 2011).

2.1.5 What are the impact factors in stock market price?

In fact, there are many factors affecting the performandb@&tock market and the investor
to understand how these factors affect on the activity obtbek market, as an investor you
should take advantage of understanding of these factorsstock, which has in the gain

selection, the other angle the investor must be able tordéterthe effects of the economic
and political variables on the market in general, and thatettnot be an overstatement to
identify these effects, as well as the case for News relategttain company must keep in

mind that there is a phenomenon in securities known phenomeverreact markets.

e Economic growth: The economic recovery is generally cbates to increased finan-
cial activity in terms of production increases dependingtmn growing demand for
products, and returns this activity beneficial to all aspe¢tthe economy where the
rising level of employment and increasing incomes and gisevenues from corpo-
rate profits, and overall economic growth leads to an ineréashe level of income
community which raises the level of savings, which find theay around more invest-

ment, which drives the household sector employers to inheste funds Among the
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most famous investment is to invest in the stock market, ther®asing the demand

for the purchase of shares will become more prices.

Interest Rates: The stock market performance dramaticailyg or falling interest
rates affected, but this effect is inversely impact on tloelstas higher interest rates
lead to attract a lot of savings into cash deposits which havavest in the stock

account recedes turnout rates the purchase price drops.

Oil prices: This factor is one of the most important factoffe@ing stock prices,
particularly in oil-producing countries, where high oiiges lead to an increase in the
level of state revenue, which they can spend more money oasinficture projects
and raise the level of salaries, which contribute to raigiegevel of overall economic

activity and provide liquidity also find their way into theosk market.

Overreact: as the stock market is extremely sensitive tateua general, and in the
short term the stock market may be affected by events that@ressential and has
nothing to do with its key elements, which may be due to pshatiocal factors among

investors who have overcome their tendency optimism iragetases the tendency
to pessimism at other times, but the tendencies of optimisthpgssimism and the
impact of events is essential not be its impact on the longstdut limited to the

price movements in the short term time, so the investor doedesl with these price

movements motivated emotional.

Political events: the stock is a large market and politicernes experienced by the
State affected, in the case of political instability seea $itock market is booming
because the political climate stable of optimism and lufiected to attract investors,
especially foreigners, which leads to high liquidity in timarket and so are therefore
stock price rises applications, in contrast to the case bfiga tensions as we see
on the Egyptian arena during the current period, which leth&deterioration of

stock prices in the stock market because of investors’ f@arsh pushed them to their

money out of the market.
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2.2 Data Related to the stock Market :

The information about the market comes from the study ovegledata. Here we are trying
to describe and group into categories the data that areedetatthe stock markets. In the

literature these data are divided in three major categories

e Technical data: are all the data that are referred to staalgs ©echnical data include:

— The price at the end of the day.
— The highest and the lowest price of a trading day.
— The volume of shares traded per day.
e Fundamental data: are data related to the intrinsic val@eamimpany or category of
companies as well as data related to the general economglafmental data include:
— Inflation
— Interest Rates
— Trade Balance
— Indexes of industries (e.g. heavy industry)
— Prices of related commodities (e.g. oil, metals, curresjcie
— Net profit margin of a firm.
— Prognoses of future profits of a firm
— Etc.
e Derived data: this type of data can be produced by transfagrand combining tech-
nical and/or fundamental data. Some commonly used exarapes

Returns: One-step returns R(t) is defined as the relativease in price since the pre-

vious point in a time series. Thus if y(t) is the value of a kton day t,

_ (w)—y(t-1)
R(t) = 05D

¢ \Olatility: Describes the variability of a stock and is usesla way to measure the risk

of an investment.
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2.2.1 S&P 500 Stock index

The S&P 500, or the Standard & Poor 500, is an American stoakehandex computed
according to the market capitalization of 500 large comgsaniThese companies are hav-
ing stock in the NYSE or NASDAQ. The S&P 500 index is computgd3&:P Dow Jones
Indices. The S&P 500 presented its first stock index in the $633. The S&P 500 index
with its current form became active on March 4, 1957. Thexnthn be estimated in real
time. It is mainly used to measure the stock prices levelerdlwere a growing interest in
the past few decades on measuring,analysing and predibenigehaviour of the S&P 500
stock index . John Bogle, Vanguards founder and former CH@, started the first S&P
index fund in 1975 stated that:

The rise in the S&P 500 is a virtual twin to the rise in the tafab. stock market, so of
course investors,and especially index fund investors, rgheived their fair share of those

returns, feel wealthier.

In order to compute the price of the S&P 500 Index, we have noprde the sum of market
capitalization of all the 500 stocks and divide it by a factehich is defined as the Divisor
(D). The formula to calculate the S&P 500 Index value is given as:

Index Level = w

P is the price of each stock in the index afidgs the number of shares publicly available

for each stock.

2.3 Theories of Stock Market classification and prediction

Stock market has been studied over and over again to exgefttlypatterns and predict their
movements. Stock market prediction has always had a cexpgeal for researchers. While
numerous scientific attempts have been made, no method éagilseovered to accurately
predict the price movement. There are various approachpeetticting the movement of

stock market and a variety of prediction techniques has heed by stock market analysts.

In the following section we briefly explain the two most imfaort theories in stock market
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prediction. Based on these theories two conventional a&gbees to financial market pre-
diction have emerged technical and fundamental analydis. fifst one is efficient market
hypothesis (EMH) introduced by fama in 1964 and the secomdi®mandom walk theory
(Soni, 2011).

1. Efficient Market Hypothesis (EMH):

An investment theory that states it is impossible to "beatttarket” because stock
market efficiency causes existing share prices to alwayspocate and reflect all rel-
evant information. According to the EMH, stocks always &ad their fair value on
stock exchanges, making it impossible for investors toegifpurchase undervalued
stocks or sell stocks for inflated prices. As such, it shoeléhigppossible to outperform
the overall market through expert stock selection or matk&ng, and that the only
way an investor can possibly obtain higher returns is bylpasg riskier investments.
The EMH states that no form of information can be used for geimg extraordinary
profits from the stock market, as stock prices always fulfiece all available infor-
mation. Any new information which arises will be quickly artficiently absorbed
into the price of the stock. From the way that the EMH is define$ obvious that
the result obtained in this work has a direct implication be validity of the EMH.
Fama contribution in efficient market hypothesis is sigaifiic The EMH hypothesizes
that the future stock price is completely unpredictablegithe past trading history of
the stock The efficient market hypothesis (EMH) states tiatcurrent market price
reflects the assimilation of all the information availablEhis means that given the
information, no prediction of future change in the price t@nmade. As new infor-
mation enters the system the unbalanced stock is immegl@isglovered and quickly
eliminated by the correct change in the price (Soni, 201he EMH exists in three
forms, depending on the information which is used for makireglictions weak EMH,
semi-Strong EMH, strong EMH In weak EMH, any information acgd from exam-
ining the stock history is immediately reflected in the prafethe stock .The weak
form of EMH states that past stock prices cannot be used thqdfeiture stock prices.
Only past price and historical information is embedded andhrrent price. This kind
of EMH rules out any form of prediction based on the price auatig, since the prices
follow a random walk in which successive change has zerceladion (Soni, 2011).

The semi strong form goes a step further by incorporatingiatbrical and currently
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public information into the price.

This includes additional trading information such as vadudata and fundamental
data such as profit prognosis and sales forecast (Setty, 204D). The strong form
includes historical, public and private information sushirgsider information, in the
share price. According to fama in his article efficient capiharket states that the
efficient market hypothesis surely must be false the strong fdue to the shortage
in data, has been difficult to be tested. The strong form of Edfides that nothing
can be used to predict future stock prices as all informati@iready reflected in the
current price of the stock. By investigating the performantmutual fund managers
in (Quah, 2007), empirical evidence showed that the fundagears could not make
use of any privileged information to achieve higher proflise weak and semi-strong

form of EMH has been fairly supported into a number of redeatadies (Soni, 2011).

. Random walk theory:

The random walk hypothesis claims that stock prices do npewg on past stock.
Prices, so patterns cannot be exploited since trends toxistt eWith the advent
of more powerful computing infrastructure (hardware anfivgare) trading compa-
nies now build very efficient algorithmic trading systematthan exploit the under-
lying pricing patterns when a huge amount of data-pointsvade available to them.
Clearly with huge datasets available on hand, machineilgatechniques can seri-
ously challenge the EMH (Soni, 2011). It is a different pexgjve on prediction stock
market prediction is believed to be impossible where prazesdetermined randomly
and outperforming the market is infeasible. Random walktyhé&as similar theoret-
ical to semi-strong EMH where all public information is assd to be available to
everyone. However, random walk theory declares that evédnsaich information, fu-
ture prediction is ineffective (Soni, 2011).From EMH andadam walk theories, two
distinct trading philosophies have been emerged. Thesedweentional approaches
to financial market prediction are technical analysis anmdl&imental analysis (Setty
et al., 2010).

. Moving Average
Moving average also called rolling average or rolling meamumning average is a
type of finite impulse response filter used to analyse a seataf jpoints by creating a

series of averages of different subsets of the full datansbiel stock market area. This
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is used to smooth out the short-term fluctuations with thp bétime series analysis
data and highlight longer-term stock market trends or gyCldis will use in technical
analysis of financial data such as stock price, stock returtrading volumes(Preethi
and Santhi, 2012b).

2.4 Stock Market forecasting Techniques

Forecasting the stock market behaviour has always beereifotindation of scientific re-
search by academics, investors, practitioners, marketutggers and government institu-
tions. This task has proven to be extremely challenging andibe to the noisy and non-
linearity nature of financial time series. In order to meaghe results of financial forecasts
in practical market terms.

Financial time series forecasting was explored the pasty Tlave shown many character-
istics which made them hard to forecast due to the need fditivaal statistical method to
solve the parameter estimation problems.

In literature a number of different methods have been agphi@rder to predict Stock mar-
ket index, we can classify these methods used to solve thk starket prediction problems

to two folds:

e Traditional Techniques: These are statistical based appes such as time series anal-
ysis Technical analysis, fundamental analysis, linearessjon, Auto-regression and
Auto-regression Moving Average (ARMA) (Harvey and Todd83%(Wijaya et al.,
2010). There are number of assumptions need to be considdmésl using these
models such as linearity and stationary of the financial tbeies data. Such non-
realistic assumptions can affect the quality of prediciovu et al., 2009),(Walczak,
2001).

e Soft Computing Techniques: Soft computing is a term whickecs artificial intelli-
gence which mimics biological processes. These technigoksles Artificial Neural
Networks (ANN) (Cubiles-de-la Vega et al., 2002), (Majhiagt 2009) , Fuzzy logic
(FL) (Hassan, 2009),Support Vector Machines (SVM) (Huangle 2005), particle
swarm optimization (PSO) (Majhi et al., 2008) and many ather
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2.5 Traditional Techniques

The literature categories the number of Traditional modetsder to predict Stock market

index into three major models:

e Fundamental Analysis Methods.
e Technical Analysis Methods.

e Traditional Time Series Forecasting.

2.5.1 Fundamental analysis

The fundamental analysis involves the in-depth analysia cbmpany’s performance and
the profitability to measures its fundamental value by situglyhe company physically in
terms of its product sales, personal power quality, inftecstire, profitability on investment.
It uses revenues, earnings, future growth, return on equibfit margins, and other data to
determine a company'’s underlying value and potential fasrigrowth. (Chaigusin et al.,
2008) To a fundamentalist, the market price of a stock temasdve towards its real value
or intrinsic value . If this value of a stock is above the catmmarket price, the investor can
decide to purchase the stock because the stock price wilidbturise and move towards
its intrinsic or real value . If this value of a stock is beloetmarket price, the investor
may decide to sell the stock because the stock price is baufadl tand come closer to its
intrinsic value. To start finding out the intrinsic valueettundamentalist analyser makes an
examination of the current and future overall health of tbenemy as a whole. (Nguyen,
2003).

The fundamental analysis assumes that the investors aeelogical and stock price (cur-
rent and future) depends on its intrinsic value. As per fumelatalist, the market price of a
stock tends to move towards its real value or intrinsic valilie find the intrinsic value of a
particular stock the current and future overall health efstock as well as the economy is
required to be examined. The advantages of fundamentaisasale its systematic approach
and its ability to predict changes before they show up on lizets. Fundamental analysis is
a superior method for long-term stability and growth .Busihard to time the market using

fundamental analysis.(Agrawal et al., 2013) The originwfiéamental analysis for the share
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price valuation can be dated back to Graham and Dodd (193#hiich the authors have ar-
gued the importance of the fundamental factors in share patuation. Theoretically, the
value of a company, hence its share price, is the sum of treepteralue of future cash
flows discounted by the risk adjusted discount rate. Thigeptual valuation frame work is
the spirit of the renowned dividend discount model devetidpeGordon (1962) (Chaigusin
et al., 2008) . However, the dividend discount model vabrainvolves the forecast of future
dividend payment which is difficult due to the changes in fignhgdend policy. Thus, the
subsequent studies along this line of literature searchethé cash flow that is unaffected
by the dividend policy and can be obtained from the finandatksnents.

The author in (Ou and Penman, 1989) use financial statemalytsaof income statement
and balance sheet ratios to forecast future earnings. Timagyr motivation for this research
is to identify mispriced securities. However, these alugld@monstrate that the information
in the earnings prediction signals is helpful in generatibgormal stock returns.

Fama and French in (Fama and French, 1995) show that valdessfioigh book/market)
significantly outperform growth stocks (low book/markéthe average return of the highest
book/market decile is reported to be one percent per mouwthehithan the average return
for the lowest book/market decile.

Author in (Jegadeesh and Titman, 2001)show that documanbtler a horizon of three to
twelve months, past winners on an average continue to datpepast losers by about one
percent per month.

In (Piotroski, 2000) the author examines whether a simpt®aating based Fundamental
Analysis strategy, when applied to a broad portfolio of HBgfok to Market firms, can shift
the distribution of returns earned by an investor. The meteshows that the mean returns
earned by a high Book to Market investor can be increased least 7.5% annually through

the selection of financially strong high Book to Market firms.

In (Nguyen, 2003) constructs a simple financial score desigo capture short term
changes in firm operating efficiency, profitability and fin@holicy. The scores exhibit
a strong correlation with market adjusted returns in ther€hirfiscal period and the same

continues in the following period also.
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2.5.2 Technical analysis

Technical analysis is a financial market technique thatgeswon studying and forecasting
the market action, namely the price, volume and open intéwage trends, using charts as
primary tools ? Charles Dow set the roots of technical amalyslate 18th century. The
main principle of his Dow Theory is the trending nature otps, as a result of all available
information in the market. These trends are confirmed bymeland do persist despite the
market noise, as long as there are not definitive signals pdyimtherwise. Pring (2002)
describes the following justification for the use of teclah@nalysis:

The technical approach to investment is essentially a tefteof the idea that prices move
in trends that are determined by the changing attitudesvekiors toward a variety of eco-
nomic, monetary, political, and psychological forces. &heof technical analysis, for it is
an art, is to identify a trend reversal at a relatively eathgs and ride on that trend until the
weight of the evidence shows or proves that the trend hassede(Pring, 2002).

According to Yen and Hsu (Yen and Hsu, 2010), technical aslis a popular trading
strategy in the futures markets. Participants in the fstmnarkets tend to rely on technical
analysis rather than fundamental analysis. The authdestbtat in particular, measures like
price movements and changes in trading volume play an irapbrble when analysing fu-
tures prices.

The author in (Aldin et al., 2012) analyses the behaviouneéstors in the stock index fu-
tures markets and find strong evidence of trend-chasingvimiraacross the majority of the
32 examined markets. In particular, the authors state tlodd traders seem to chase short-
term to medium-term trends. The strongest indication & ttading behavior can be found
during market downturns.

In (Neely and Weller, 2011) the author suggest that simgledifollowing systems do not
work in the major currency markets any more. Instead, theyadiered that trend following
still works in exotic currency markets. However, even thesetic markets have become
more efficient in recent years.

The author in (Menkhoff and Taylor, 2007) conclude that,le/hil four arguments may have
some validity, argument number four is the most plausibkechhical analysis is used as a
tool to inform about non-fundamental influences like madattiment and psychological in-
fluences on price. The fact that technical analysis is fretipesed by practitioners makes it

an intrinsic part of the market. Therefore, the authorseatbat researchers must understand
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and integrate technical analysis into economic reasoning.

However, it is used by approximately 90% of the major stoaklérs. Despite its widespread
use, technical analysis is criticized because it is highbjective. Different persons can read
charts in different manners.

Technical analysis evaluates the stocks by analysingstatigenerated by market activity,
past prices, and volume. It looks for peaks, bottoms, trepatierns, and other factors af-
fecting a stock’s price movement. Future values of stockgsrioften depend on their past
values and the past values of other correlated variablefinieal analysis looks for patterns
and indicators on stock charts that will determine a stoals & performance. This analysis
is largely preferred by the major stock traders and is goodliorter period also. Despite
this fact technical analysis is criticized because it ihigubjective and different individ-
uals can interpret charts in different manners. This amaBssumes that the market moves
in trends dictated by the constantly changing attitudeswedstors in response to different
forces. Here it is assumed that the prices have tendency twithahe trend rather than
against it and that the investors are 90% psychologicattireato changes in the market

environment in predictable ways. (Agrawal et al., 2013)

2.5.3 Traditional Time Series Forecasting

The Traditional Time Series Prediction analyses histoatadnd attempts to approximate
future values of a time series as a linear combination ofetiestoric data. In econometrics
there are two basic types of time series forecasting: uiaitga(simple regression) and mul-
tivariate (multivariate regression). These types of regjimn models are the most common
tools used in econometrics to predict time series. The way déine applied in practice is that
firstly a set of factors that influence (or more specific is as=al that influence) the series
under prediction is formed (Neelima Budhani, 2012) Modetdiime series data are ARMA,
ARIMA, ARFIMA, and GARCH .

Statistical Regression Analysis

Statistical regression analysis associates relatioashnpng a set of independent variables

and one or more dependent variables. The independent heriaduld be historical mea-
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surements about certain events in the past while we wantitoas or predict an indepen-
dent variable at this instant of time or even in the future.nileechniques for carrying out
regression analysis were evolved in the past. Linear regnesnd ordinary least squares
regression are parametric methods that use Least Squareish (LSE) to estimate math-

ematical model parameters.

Single Linear Regression Regression analysis measures the degree of influence of the
independent variables on a dependent variable. In the dasienple bivariate regression
where there is a single independent variable, the deperndeaable could be predicted from

the independent variable by the simple equation:
y=a+br+e (2.1)

y is the actual value is the previous day value is number of value.

Early work of using regression analysis in the futures miankeludes Schwager (1984),
who later published a series of best selling books calledv@gkr on Futures. In his
books, Schwager builds forecasting models using multgdeassion and intermarket anal-
ysis.(Krollner, 2011)

In (TSE and CHAN, 2010) analyses the lead-lag relationskipvben the futures and spot
markets of the S&P 500 using the threshold regression matiel authors find that the lead
effect of the spot market is stronger in periods of direcless trading than in periods of
strong trending markets.

The autoregressive integrated moving average (ARIMA) weik a forecasting technique
which is often used as a benchmark for neural networks witblptechnical inputs (Sermpi-
nis et al., 2013). The ARIMA model consists of an autoregres@R), integrated (1) and
moving average (MA) part. A model used for volatility forstiag is the General Auto Re-
gressive Conditional Heteroskedasticity (GARCH) modekwmhthe variance rate follows
a mean-reverting process. These models are usually engpioyaodelling financial time
series that exhibit time-varying volatility clustering.

Author in (Fatima and Hussain, 2008) develop a model for tlegliption of Karachi Stock
Exchange index (KSE100) data. The authors use a combinatid&dNNs and ARIMA,
as well as ARCH / GARCH models. The hybrid systems are contpargure ARIMA
and ARCH / GARCH models. The study concludes that the hybiftNAmodel using
ARCH/GARCH data is superior to the other analyzed modelsréedipting the KSE100
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index.

In (Mohammadi and Su, 2010) evaluate the usefulness of @le&RIMA-GARCH models
in eleven international crude oil markets. While the austreport mixed forecasting results,
the APARCH models outperfoms the other examined models.

In (Hossain and Nasser, 2011) the author compare a mixtdr&aRBA-GARCH models
to standard back propagation ANNs and support vector mashm predict changes in the
Nikkei 225 and S&P 500 stock indices. The authors find thafstigport vector machines
show the best performance in regards to the forecasting, eviole the ARMA-GARCH
model performs best in terms of predicting the correct dioacof changes.

user conclude that support vector models are quite simplehaxe better interpret ability
properties compared to complex GARCH type and ANN modelglagaidsupport vector ma-

chines can still be used successfully in forecasting firdmeturns .

2.6 Soft Computing Techniques

Several methods for inductive learning have been develaopddr the common label "soft
computing”. All these methods use a set of samples to gemaraapproximation of the
underling function that generated the data. The aim is tavd@nclusions from these sam-
ples in such way that when unseen data are presented to a isdeobssible to infer the

to-be explained variable from these data. Machine learapuyoach is attractive for artifi-
cial intelligence since it is based on the principle of leéagnfrom training and experience.
Connection’s models such as ANNSs are well suited for macleaming where connection
weights adjusted to improve the performance of a networlkfidDities and inaccurate re-
sults associated with these approaches (Neelima BudH@if) 2

There are a lot of papers devoted stock market predictiom tivé use of Machine learning
methods, neural networks, fuzzy logic, genetic algorithorsa combination of it. Some

examples of such papers are cited in order to illustrate dhiety of possible approaches.
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2.7 Stock feature Literature Review

The central idea to successful stock market prediction ligeamng best results using mini-
mum required input data and the least complex stock markeemdhe number of input

variables used in each model differs. In general, the ageenagnber of input variables is
between two and ten; however, there are cases where only\puevariables are used. On
the different, (Olson and Mossman 2003), (Zorin and Bor082) use 59 and 6linput vari-
ables, respectively.(Atsalakis and Valavanis, 2009a)

The most commonly used inputs are the stock index openintpsing price, as well as the
daily highest and lowest values, supporting the statentetsoft computing methods use

quite simple input data to provide predictions.
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Author

Method

Dataset

Feature

(Karazmodeh et al.
2013)

(PSO) Improved vial

Genetic  Algorithm
(IPSO) based or
(SVM)

Nasdaq, Dow Joneg,
S&P 500

35 features

(Rezaiedolatabadi

ANN and Imperial-

Tehran Stock Ex-

share price, highest price

etal., 2013) ist Competitive Al-| change lowest price and trading volt
gorithm ume
(Abhishek et al.,| ANN Microsoft Corpora-| open, high, low, volume and

2012)

tion from January 1,
2011 to December
31,2011

adj.

(Guresenetal., 2011

) NN model MLP and
DAN2 and GARCH

NASDAG

Real exchange daily rate

(Aboueldahab and Enhance PSO Nasdaq 100 and S&P Daily open, maximum ang
Fakhreldin, 2010) 500 indices closing values
(Olatunji etal., 2011)] ANN Saudi Stock market closing price
historical data
Akintolaetal. (2011)| Neural network in| Stock Prices of In-| weekly data using Averag
time series tercontinental Bank closing value
Nigeria
(Rahamneh et al., Soft Computing| Amman stock ex-| the closing price, the highest
2010) Techniques change price and the lowest price
(Alietal., 2011) ANN Amman Stock Ex-| stock market prices by yeal
change

Table 2.1: Table of Literature Review Methods and Features
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Author Method Dataset Feature
(Allen and Kar-| Genetic Algorithm S&P 500 index Average of closing prices
jalainen, 1999)
(Boyacioglu and| Adaptive Network-| Istanbul Stock Ex-| Republic gold selling price
Avci, 2010) Based Fuzzy In{ change (ISE) US Dollar exchange rates
ference Systen Interest rates on deposi
(ANFIS) Consumer price index Inf
dustrial production index In
terest rates on Treasury bi
Closing price of DJI Closing
price of DAX Closing price
of BOVESPA
(Madziuk and| Neuro-genetic syst Tokyo Stock Ex-| opening, highest, lowest an
Jaruszewicz, 2011) | tem change and New closing values
York  Stock  Ex-
change
(Choudhry and Garg} hybrid GA-SVM Indian Stock Market | 35 technical indicator
2008)
(Liu and Yao, 2001) | Evolutionary Neural| Hang Seng stock int Closing price
Network EPNet dex
(Atsalakis and Vala-{ genetic programming Nasdag-100  S&H ’opening value’, ‘low
vanis, 2009b) technique (called CNXNIFTY value’, ’high value’ and

Multi-Expression

Programming)

"closing value’.

Table 2.2: Table of Literature Review Methods and Features
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Chapter Three

Soft Computing Techniques

The idea behind soft computing is to model the knowledge \aehaf human mind. Soft
computing is foundation of conceptual intelligence in maek; unlike hard computing,
Soft computing is tolerant of imprecision, uncertaintyyti@ truth, and approximation.
(Chaturvedi, 2008) Represents a significant paradigm shifte aims of computing and
well suited for real world problems.

Soft Computing is an approach for constructing systemsiwaie:

Computationally intelligent.

Possess human like expertise in particular domain .

Can adapt to the changing environment and can learn to derbett

Can explain their decisions.

3.1 Artificial Neural Network

ANNSs are mathematical models which were inspired from thaeustanding of some ideas
and aspects of the biological systems, especially the hdoraan (Krose and van der Smagt,
2009) .

The artificial neural net attempts to follow the biologicalumon, by modelling its response
characteristics using an enhancing activation functis) gimilar to conduction of a signal
through a resistance. The synapse of the neuron is imitgtadhbn-linear limiting function

which performs amplitude limitation.

In Figure 4.2 x(i) is the ith input signal, and w(i) is the wieig, associated with the in-
put. The weight is the quantity that may get updated in a nurmmbiéerations in the learning
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Figure 3.1: Artificial Neural Net durofy.com (durofy.com)

process, such that the neural net works more and more inghefaof the required system
model, producing more suitable outputs for a set of inputse fiet can be implemented

using a mathematical Sigmoid function, where output isy&s:

¢(S) = (3.1)

Also, by other functions such as the tanh function, signuthstap functions. A neural
network may be considered as a data processing techniguedpa, or relates, some type of
input stream of information to an output stream of data. atasns of ANNs can be used to
perform classification, pattern recognition and predectasks [(Olatunji et al., 2011), (Kara
et al., 2011), (Chen et al., 2009), (Niaki and Hoseinzad&3}0
ANNSs are considered a relatively new technology in Finaboéwith high potential and an
increasing number of applications. Neural network havebexvery important method for
stock market prediction because of their ability to deahwihcertainty and insufficient data
sets which change rapidly in very short period of time. Irdftsrward Multilayer Perceptron
(MLP), which is one of the most common Neural Network systemesirons are organized
in layers. Each layer consists of a number of processingeiecalled neurons, each of
which contains a summation function and activation funttidhe summation function is

given by Equation 3.2 and the activation function can be msig function which is given
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in Equation 3.1.

n

S = (w; ;) (3.2)

=0

A standard neural network has at least three layers. Thédyst is called the input layer
(the number of its nodes corresponds to the number of exjuignaariables). The last layer
is called the output layer (the number of its nodes corredpda the number of response
variables). An intermediary layer of nodes, the hiddendageparates the input from the
output layer. Its number of nodes defines the amount of cotitplihe model is capable of
fitting. In addition, the input and hidden layer contain atr@xnode called the bias node.
This node has a fixed value of one and has the same functior astéincept in traditional
regression models. Normally, each node of one layer haseotions to all the other nodes
of the next layer. Standard neural networks contain legrnites that modify the weights
of the connections according to the input patterns [(Nigt®03), (Jain et al., 1996)]. The
most popular neural network learning algorithm for forewasis back propagation neural
network (Leonard and Kramer, 1990).

This layer summaries as the Flowing:

e Input layer:
Contains source nodes that gathers information from theideitvorld and passes it

on to the rest of the neural network .

e Hidden layer:
Contains neurons (i.e. computational nodes) and is loda¢tdeen the input and

output layers of the neural network .

e Output layer:
In addition to having neurons, the output layer also provitie response of the neural

network to the outside world .
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3.1.1 Activation Functions

The activation function determines the output (i.e.thergith of the firing) of the neuron
based on the net input and bias . The range of the output igelintd some interval by the
activation function (Zimmermann et al., 2004). There exgtveral different kinds of acti-
vation functions, some of which are the threshold functind sigmoid functions etc. The
sigmoid functions are the most common type of activatiorcfiams and they are monoton-
ically increasing,continuous and differentiable (e.g libgistic function and the hyperbolic

tangent function) (Zimmermann et al., 2004).

Threshold Function

The threshold function is a binary valued function with thege [0,1] and neurons using
this activation function are often referred to as McCulldttis model. There also exists

threshold functions with other ranges (e.g. [-1;1]).

1 :u>0
o(u) =
0 :u<0
YA
|
0 T Sum

Figure 3.2: Threshold Function
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Sigmoid Function

A sigmoid function with the range (0,1) in Equation 3.3. Tlagmeter a affects the slope
of the function and when a goes towards infinity,the sigmartction becomes a threshold

function (Zimmermann et al., 2004).

(3.3)

Figure 3.3: Sigmoid Function

Linear Function

The linear activation function multiplies the net input kwvé constant value k to produce the
neuron output, which can be seen in Equation 3.4. Also naethe range of the linear
activation function i —oc; 00).

o(u) =k*xu (3.4)

Hyperbolic Tangent Function

The hyperbolic tangent function Equation 3.5is also a sigriunction, with the range(-1;1)

o(u) = tanh(g) (3.5)

31



tanh(x)

o
b
th

| LR LLARA RARR L R L L

o
B
[0}
5]
e
8]
w
=
[l

Figure 3.4: Hyperbolic Tangent Function

The hyperbolic tangent function is almost linear close tmzehich means that input
values close to zero passes almost unchanged. On the otier Iaege input values are
squeezed to the limits of the hyperbolic tangent functiom (iowards 1 or -1). This means

that the hyperbolic tangent function has the ability to ihe effect of outliers in the data.

3.1.2 Feed-Forward Neural Networks

Feed-forward neural networks (FF networks) are the mostlpo@mnd most widely used
models in many practical applications.Figure 3.5 illustsaa one-hidden-layer, Feed For-
ward network with inputs ,hidden and output . Each arrow mfigure symbolizes a pa-
rameter in the network. The network is divided into layerbe Tnput layer consists of just
the inputs to the network. Then follows a hidden layer, whiohsists of any number of
neurons, or hidden units placed in parallel. Each neurofopes a weighted summation of
the inputs, which then passes a nonlinear activation fancélso called the neuron function.

Mathematically the functionality of a hidden neuron is désed by:

n

U[Z(wj * xj) + b]] (36)

j=1
where the weightéwj, bj) are symbolized with the arrows feeding into the neuron. The
network output is formed by another weighted summation efdbtputs of the neurons in
the hidden layer. This summation on the output is called thpu layer. In Figure 3.5 there
is only one output in the output layer since it is a singlepotiproblem.

Generally, the number of output neurons equals the numhmrtpfits of the approximation
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Figure 3.5: Feed-Forward Neural Networks

problem. The neurons in the hidden layer of the network iuféd.6 are similar in struc-
ture to those of the perceptron, with the exception that theivation functions can be any

differential function. The output of this network is givep Bquation 3.7:

y(0) = g(0,2) =Y (wiolw); *a; + b ]+ V) (3.7)

=1
3.1.3 Multi-Layer Perceptron (MLP)

A multilayer perceptron is a feedforward neural networkhasine or more hidden layers.
Typically, the network consists of an input layer of souresimons, at least one middle or
hidden layer of computational neurons, and an output lafyeomputational neurons. The
input signals are propagated in a forward direction on artaydayer basis (Negnevitsky,

2005). A multilayer perceptron with two hidden layers iswhan Figure 3.6.

Each layer in a multilayer neural network has its own spedifinction. The input layer
accepts input signals from the outside and redistributesettsignals to all neurons in the
hidden layer. Actually, the input layer rarely includes garting neurons, and thus does not
process input patterns. The output layer accepts outpudksigor in other words a stimulus

pattern, from the hidden layer and establishes the outpitérpaof the entire network. Neu-
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hidden layers

input layer

Figure 3.6: Multi-Layer Perceptron MLP

rons in the hidden layer detect the features; the weightseofeurons represent the features
hidden in the input patterns. These features are then useelmutput layer in determining
the output pattern. With one hidden layer, we can represgntantinuous function of the
input signals, and with two hidden layers even discontisifanctions can be represented.
A hidden layer hides its special output. Neurons in the hididger cannot be observed
through the input/output behaviour of the network. Thenedslear way to know what the
special output of the hidden layer should be. In other wdtdsspecial output of the hidden
layer is determined by the layer itself. Learning in a maitér network proceeds the same
way as for a perceptron. A training set of input patterns esented to the network. The
network computes its output pattern, and if there is an eran other words a difference
between actual and desired output patterns the weightslprsted to reduce this error.

In a perceptron, there is only one weight for each input arlgt one output. But in the
multilayer network, there are many weights, each of whiahtigbutes to more than one out-
put.There are more different learning algorithms are até, but the most popular method
is back-propagation.

Particularly for Neural Networks there is a rich literatoeéated to the forecast of the market
on daily basis (Neelima Budhani, 2012).

The authors in (Abraham et al., 2001) proposed a hybridligégit system based on an arti-
ficial neural network trained using scaled conjugate atboriand a neuro-fuzzy system for

stock market analysis,for automated stock market forgwasind trend analysis.The pro-
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posed hybrid system can be easily implemented and the eitalpiesults are very promis-
ing.

Another method used in (Chen et al., 2006) is Flexible Netraé (FNT) model for fore-
casting three major international currency exchange .radased on the pre-dened instruc-
tion/operator sets, a flexible neural tree model can beenleatd evolved. the FNT forecast-
ing model may provide better forecasts than the traditidigFN forecasting model and the
ASNN forecasting model.

In (Atsalakis and Valavanis, 2009a) authors explored toAiseuro-fuzzy adaptive control
system to forecast next days stock price trends the result #iat the accurate predictions
of stock price trends are achievable. And the proposedmsysiiearly demonstrates the po-
tential of neuro fuzzy based modeling for financial marketetion.

Bacterial chemotaxis optimization (BCO) and Back propagateural network (BPNN) in
Stock index prediction explored by Zhang and Wu in (Zhang hg 2009) Experiments
show its better performance than other methods in learnigya the model offers less
computational complexity, better prediction accuracyl Ess training time.

Adaptive neural fuzzy inference system (ANFIS) is adoptegredict stock market return
on the ISE National 100 Index used in (Melek Acar Boyaciogld.0) The study shows that
the performance of stock price prediction can be signifigagtthanced by using ANFIS.
The prediction performance of this method shows the adgastaf ANFIS. It is rapid, easy
to operate, and not expensive. The result show the learmidgeedicting potential of the
ANFIS model in financial applications.These results intidhat ANFIS can be a useful tool
for stock price prediction in emerging markets.

Number of Soft computing techniques axemen in (Zainab AldRameh, 2010) fuzzy logic
(FL), Neural networks (NN) and Neuro-Fuzzy (NF) to deal witle stock exchange fore-
casting problem. All model provided good forecasting calpas while the fuzzy model
was the best.

Backpropagation neural networks (BPNN)used in (Lahm@1,P) the result show that back-
propagation neural networks (BPNN) trained with conjug®EGS) and the Levenberg
Marquardt (LM) provides the best accuracy according to RMEEBE, and MAD. There-
fore, numerical techniques are suitable to train BPNN themristic methods when the prob-
lem of S&P 500 stock market forecasting is considered.

In (Abhishek et al., 2012) authors uses simple and efficippt@ach to stock prediction us-
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ing Back-Propagation with Feed Forward Network.The nekweaas trained using one year
data. It shows a good performance for market prediction dvewThe network selected was
not able to predict exact value but it succeeded in predidhie trends of stock market.

In (Erkam Guresen, 2011) the author used these models laydti-perceptron (MLP), dy-

namic artificial neural network (DAN2) and the hybrid neunatworks which use general

ized autoregressive conditional heteroscedasticity (GARto extract new input variables.
The comparison for each model is done in two view points: Meguare Error (MSE) and
Mean Absolute Deviate (MAD) using real exchange daily reaigs of NASDAQ Stock
Exchange index. The results show that classical ANN modelPMutperforms DAN2 and
GARCH-MLP with a little difference. GARCH inputs had a noisiect on DAN2 because
of the inconsistencies explained in the previous sectich@®ARCH-DAN2 clearly had the
worst results. The problems mention about DAN2 structueanty shows DAN2 architec-
ture behaves like a statistical method rather than an aatifieural network. The overall
results show that classical ANN model MLP gives the mosabdé best results in forecast-
ing time series but Hybrid methods failed to improve the ¢as# results.

The authors in (Fok et al., 2008) use neural networks to prédur stock indices in the
United States,Europe, China and Hong Kong. The predicfimms the neural network are
compared to predications made by a linear regression asaljse authors find that the neu-
ral network predictions are more accurate in terms of thet Rtean Square Error (RMSE)
and Mean Absolute Error (MAE) performance metrics.

In (Kumar and Haynes, 2003) the author develop an ANN to Bsecredit ratings in In-
dia and find that the ANN model provides an increased speeckfiictency of the rating
process. The authors state that the ANN exhibits an supeeidormance compared to the
benchmark models.

In (Yen et al., 2007) analyse the trend of the price spreadvdmt the Taiwan Stock Ex-
change Electronic Index Futures (TE) and Taiwan Stock Bxgbd-inance Sector Index
Futures (TF). The authors explore different trading modatsfind that the backpropagation
neural network model is superior to the genetic programmmogdel during the analysed pe-
riod. The authors conclude that it is possible to generatétpitrading the spread between
the two described index futures and suggest a back-prapagsural network with a mo-
mentum trading strategy as the best choice amongst the e&dmiodels.

The authors in (Hanias et al., 2007) use back-propagatiatralenetworks to predict the
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Athens stock index. The authors use an architecture withhashden layer consisting of
seven hidden neurons and report a good prediction perfa@iarierms of the mean squared
error (MSE) up to nine days ahead.

In (Kara et al., 2011) try to predict the direction of changehe Istanbul Stock Exchange
(ISE) National 100 Index. In the study, two forecasting nisdee developed. The first
model is based on artificial neural networks and the secomdetremploys support vector
machines. The simulation results show that the neural m&tperforms with 75.74% cor-
rect directional forecasts performs better than the supator machine with 71.52%. The
authors conclude that both models show a significant fotiegagerformance and that both

are useful tools in the area of stock index prediction.

3.2 Genetic Programming

GP is one of the evolutionary computational (EC) methodstvbeiolve populations of sym-
bolic tree expressions to solve complex optimization peoblvas developed by John Kozain
1991(Koza, 1991),GP is known to be domain-independentadetiinich genetically evolves
a population of computer programs to solve a problem. GRtitely evolves a population of
computer programs to produce a new generation of programsitgting and crossing over
the best performing trees to create a new population. GPthegwrinciples of Darwinian
natural selection and biologically inspired operationsZ&, 1992). Genetic programming is
modification of genetic algorithms with one main variatitime population consists of indi-
viduals represented by specific data structure trees butuSds a chromosome of genes. In
the beginning tree was representing a computer programutiinal language LISP; LISP
gives a freedom for the evolutionary process of GP to hanalie ehich can be easily ma-
nipulation and evaluation. Inner nodes of the trees caresgmt functions (e.g. arithmetic
operators, conditional operators or problem specific fions) and leaves would be termi-
nals, external inputs, constants, zero argument functions

Terminal s=a,b,c,d,.

non-terminals (functions) £, f, fs, ...
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Suppose that we have function F that can be written in the @irtdlSP program as

follows:

E 2 (frab( facd)(f3zy)) (3.8)

Function F represented as tree Picture as in Figure 3.7

Figure 3.7: LSIP tree representation

GP is used to create experimental mathematical models loasgata set collected from
a process or system; it is commonly referred to as symbdiiession.
In contrast to classical regression analysis,in which e must specify the structure of the
model, GP automatically evolves both the structure and #nameters of the mathematical
model. GP evolutionary process is shown in Figure 3.8. GBguhore could be summarized

as follows: (Palit and Popovic, 2005)

e Initialization: generate an initial population of randotrustures (i.e. tress) using the
predefined function set and the given terminal set of thelprolat hand; following
the rules that specify the legal syntax of the language, andamly stopping at some
point before the maximum initial size of an individual is ckad. For a tree-based
code representation, a function for the root node is rangdamllected, and then the
contents of each leaf is set randomly. Then recursivelyéagds of any new nodes
are filled in, until the randomly selected depth is reachdus Pprocess is repeated for

each new member of the population until a full populatiorresated.
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Figure 3.8: Main loop of the GP algorithm

e Fitness: calculate the fitness values for each tree in thelatpn; trees are the models
evolved. The calculated fitness is then stored with eachranoedor use in the next

step.

e Reproduction: produce the new population using some setestechanism and re-
production operators; Various methods exist for selectvhg reproduces. The sim-
plest method is to repeatedly take the very best memberseopdpulation, until

enough parents are chosen to produce the next generation.

e Apply genetic operators until a new population is generaidéere are many ways to
produce children; the three most common are crossover,timtand duplication.
These algorithms are called genetic operators becauseiottnceptual similarity to

genetic processes.

In other hand selection and reproduction operations sgdme like in genetic algo-

rithm.

Mutation Itis realized by choosing a random node in the tree. Subtréeeichosen node

is deleted and new one is randomly generated .as shown i f&yar

Crossover Two candidate trees must be selected first for crossover appked; one ran-

dom node is chosen in each parent. Then the sub trees in teerchodes are recombined,
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randomly generated subtree

Figure 3.9: Mutation on a tree

i.e. swapped between two parents to the corresponding.pkaskown in figure 3.10.

3.2.1 GP Representation

The normally adopted representation in GP is the prograendreparse tree. For example,

the simple expression:

sin(y) + /y — cos(x * ) (3.9)

is represented as shown in Figure 3.11. The tree includessn@ehich are also called
point) and links. The nodes specify the instructions to aec The links specify the ar-
guments for each instruction. The internal nodes in a treecalled functions, while the
trees leaves will be called terminals. The initial popwat{i.e. trees) of the GP model is
generated randomly. The number of trees represents thefdize population.

In order to apply GP to a problem, the following setup was eglby the user.

e Define the set of functionsdy = f1, f5, .., f,, with arty ¢, 0. Each function in F takes a

specified number of arguments, definediasi., , an.
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Figure 3.10: Crossover on a tree

Figure 3.11: Basic tree-like program representation uséasH
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e Define the set of terminals, = t,, 1, .., t,, of O-arty functions (e.g.variable) or con-

stants (e.g. real number, integer).

¢ Define the fitness function used to evaluate how well eachrprogerforms the des-

ignated task.

e Define some parameters for controlling the run, such as ptipalsize M,the maxi-
mum initial depth (depth of program tree), the maximum pangidepth allowed dur-
ing the evolving process, and some pre-specified probakildf genetic operations

such reproduction,crossover, mutation, etc.

¢ Define the method for designating the result and the criteioo terminating a run.

3.2.2 Multigene Symbolic Regression GP

Symbolic regression method was first introduced by J.KoZ&aza, 1991). The main goal
of this method is to search the space of a symbolic descnigtfca model(i.e mathemat-
ical expressions) while minimizing some error criteria.aditional system identification
technigues usually adopt two stages of operation: strectatermination and parameter es-
timation. In each stage, some strategy needs to be adoptaletct the suitable class of
models and to estimation the model parameters using a tpedisuch as linear regression,
polynomial approaches or ANN. In contrast, symbolic regi@sis not similar to traditional
linear and nonlinear regression methods, it searches betpace of models along with the
space of all possible parameters simultaneously, givanttimodel which is searched for
is not of any pre-specified structure.

GP is applied to symbolic regression to help evolving a pafpoh of trees Koza (1992). For
a system with u input of dimensionx m to produce a model outpytwith dimensionn1,

we could produce a tree structure with a mathematical celabiipy = f(u).n is the number
of observations taken and is the number of input variables. In Multigene symbolic esgr
sion, each prediction of the output varialjlés formed by a weighted output of each of the
trees/genes in the Multigene individual plus a bias ternchBeee is a function of zero or
more of theN input variables:, ..., uy. Mathematically, a Multigene regression model can

be written as:
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g =P+ prxTrees + ...+ BuTreen (3.10)

wheref, represents the bias or offset term while ..., 3,; are the gene weights ard
is the number of genes (i.e. trees) which constitute thdablaiindividual. The weights (i.e.
regression coefficients) are automatically determined l®ast squares procedure for each
Multigene individual. In Multigene symbolic regressiorchaymbolic model is represented
by number of GP trees weighted by linear combination.
Each tree is considered as a "gene” by itself. An example dtiyene model is shown in
Figure 3.12. The presented model can be introduced matreifags given in Equation
3.11.

Bo + (Bi(sin(y) + Vz)) + By tan(z * x) (3.11)

Figure 3.12: Example of a Multigene symbolic GP model

Many authors explore the used of GP (Iba and Sasaki, 199@hq#dan, 2000), (Sheta
et al., 2013) in prediction stock market return.
in (El-Telbany, 2005) the author explored genetic programgno forecast the Egyptian
Sock Market return. Experiments results show the capglofitgenetic programming to
predict accurate results, comparable to traditional nrechearning algorithms i.e., neural
networks.

Author in (Hui, 2003) explored the use of GP to perform stantetseries analysis. Given
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the unpredictable nature of real-life stock data, genebg@mmming seemed to do a reason-
ably good job in producing individuals which could give reaably close predictions and
generalize reasonably well during cross-validation. haway on changes of stock prices gave
much better results than learning on the raw stock priceshaxing a longer window period
and a larger population size also gave rise to best-of-rdinigtuals with better fitness.

In (Refat et al., 2003) author using GP as classification otgtExperiments presenting a
preliminary result to show the capability of GP to mine aeterclassification rules suitable
for prediction, comparable to traditional machine leagratgorithms.

The authors in (Mori et al., 2005) proposed a new stock prieeliption model by applying
the GNP to the searching for an optimal combination of two orarproper indices. The ef-
fectiveness of the proposed GNP prediction model is confirbyeusing simulation studies
on real stock dealing data.

In (Rajabioun and Rahimi-Kian, 2008) the author use GP ascaside model in simula-
tion studies showed that the players make decisions in lyisélitrends (compared to the
10-day-before moving average prices) and traded the mawimumber of stocks in each
trading day was the most successful one in our virtual stoaet.

In (Grosan and Abraham, 2006) introduces two Genetic Progniag (GP) techniques:
Multi-Expression Programming (MEP) and Linear GeneticgPaonming (LGP) for the pre-
diction of two stock indices. The performance is then coragavith an artificial neural net-
work trained using Levenberg-Marquardt algorithm and @&ugeno neuro-fuzzy model.
Empirical results reveal that Genetic Programming tealsgare promising methods for

stock prediction.

3.3 Genetic Algorithm (GA)

Genetic algorithm (GA) is a general adaptive optimizatiearsh method based on a di-
rect analogy to Darwinian natural selection and genetidsatogical systems (Davis et al.,
1991). It has been proved to be a promising alternative tearttional heuristic methods.
Based on the Darwinian principle of survival of the fittesA @orks with a set of candi-

date solutions called a population and obtains the optiolatisn after a series of iterative

computations (Mitchell, 1998). GA evaluates each indigidufitness, quality of the so-
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lution, through a fitness function. The fitter chromosomegehaigher probability to be
kept in the next generation or be selected into the recortibmaool using the contest se-
lection methods. If the fittest individual or chromosome ipapulation cannot meet the
requirement, successive populations will be reproducgutdeide more alternate solutions.
The crossover and mutation functions are the main opergttatsandomly transform the
chromosomes and finally impact their fithess value. The éaolwvill not stop until accept-
able results are obtained. Associated with the charatitsrisf exploitation and exploration
search, GA can deal with large search spaces efficientlyhande has less chance to get

local optimal solution than other algorithms. (Zhuo et 2008)

Crassover paint Crassover paint

‘ |
ECEECEEE ECCEECCE

EEEECCEE ECCEEERE

Figure 3.13: GA Crossover

As illustrates in Figures 3.13, 3.14 the genetic operatdérsrassover and mutation.
Crossover is the critical genetic operator that allows nelwtson regions in the search space
to be explored, is a random mechanism for exchanging gerneseé&e two chromosomes
using the one point crossover, two point crossover, or hogue crossover. In mutation the
genes may occasionally be altered, for example, changengehe value from O to 1 or vice
versa in a binary code chromosome (Zhuo et al., 2008).

The GA procedure steps is as show in Figure 3.15:

e Representation:

Represent a chromosome by a binary vector, where each lhieaftromosome tells
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Mutation point

J.

Mutation point

Figure 3.14: GA Mutation

whether the corresponding input feature is selected ornibial population

e Fitness Evaluation:
Evaluates the value of a subset of attributes by taking iatsicleration the individual
predictive ability of each feature along with the degreeeafundancy between them.
Subsets of features that are highly correlated with thesaldsile having low inters

correlation are preferred.

e Selection:

Selection, Crossover and Mutation.

e Reproduction item Repeat 3,4,5 and 6 fined good result

3.3.1 GA as feature selection

Since each feature used as part of a prediction procedurmci@ase the cost and running
time of a prediction system, there is strong motivation teigie and implement systems with
small feature sets.

Genetic algorithm (GA) is best known for their ability to eféntly search large spaces about
which little is known a priori. Since genetic algorithms aedatively insensitive to noise,

they seem to be an excellent choice for the basis of a strdagtire selection strategy for
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improving the performance of our quality method of predictor classification. (Vafaie and
De Jong, 1992)

The approach described here involves the use of genetidthlgoas feature selection model
in order to identify and select the best subset of featurbs.riain issues in applying GAs to
any problem are selecting an appropriate representatia anfficient evaluation function.
In the feature selection problem the main interest is inge@nting the space of all possible
subsets of the given feature set. Then, the simplest forreesentation is binary repre-
sentation where, each feature in the candidate featurs sehsidered as a binary gene and
each individual consists of fixed length binary string reperging some subset of the given
feature set. An individual of length L corresponds to a L-eimsional binary feature vector
X, where each bit represents the removal or addition of tee@ated feature. Then, xi =0
represents removal and xi = 1 indicates addition of the @itufiee. Genetic algorithms used in
(Kim et al., 2006) to combine multiple classifiers to prediet Korea stock price index. The
classifiers used consist of a number of different techniwditators. The authors describe a
number of combination techniques with a majority vote belmgmost simple combination
method. The authors report that the proposed genetic tigobhased method forecasts the
index more precisely that any other of the analysed comioimamhethods. Therefore, it is
argued that genetic algorithms pose an effective decisirfar unstructured business prob-
lems like stock index forecasting.

In (Majhi et al., 2008) the author propose a clonal partiel@rsn optimization technique
to predict the S&P 500 and DJIA indices. The performance efrttodel is compared to a
standard particle swarm optimization technique and togeakyorithms. The performance
is measured in terms of computational complexity, learmatg, minimum MSE, training
time and prediction accuracy. The simulation results shawthe clonal particle swarm op-
timization model performs best out of the three analyselriegies. The authors conclude
that the proposed model is a suitable candidate for shodtiag-term stock index predic-
tion.

The author in (Majhi et al., 2009) refine the forecasting nmodéng adaptive bacterial for-
aging optimization. Compared to the particle swarm optation and genetic algorithm
models, the adaptive bacterial foraging optimization igereccurate and shows faster con-
vergence.

In (Zhang et al., 2007) the author use an ensemble of pagwm optimisation (PSO)
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and artificial neural networks to forecast the Nasdaq 100tl@&&P CNX Nifty stock in-
dex. The proposed algorithm creates several neural neswbraugh bagging and trains the
networks using a PSO algorithm. The best networks are thented and combined. The
simulation results indicate that the proposed algoritheffisctive and performs better than
the benchmark model represented by an genetic algorithedbselective ensemble algo-
rithm.

In (Huang and Wu, 2008) develop a hybrid forecasting modebisbing of a genetic algo-
rithm based optimal time-scale feature extraction algariand a support vector machine.
The input time series is decomposed employing wavelet aisaind genetic algorithms are
used to extract the optimal time-scales from the decompiesgdres. The resulting subsets
are then used as input for a support vector machine. The afionlstudy uses neural net-
works, simple support vector machines and GARCH modelsashmearks. The simulation
results indicate that the proposed model can significaatiyce the forecasting error relative
to the analysed benchmark models.

in (Jia et al., 2008) author combine multi expression progneng (MEP), particle swarm
optimization and artificial neural networks to forecast 88 CNX Nifty stock index. The
authors state that MEP is a variation of genetic programmidraditional GP encodes a
single expression (computer program). By contrast, a MEBmbsome encodes several
expressions. The best of the encoded solution is choseiptesent the chromosome. The
authors conclude that the proposed model is feasible aadt®# for stock index forecasting
problems.

The author in (Wu et al., 2008) propose an ensemble of aaiifigural networks and support
vector machines to predict movements in stock market isdidde two machine learning
techniques are combined using a linear approach and gestaadrm optimisation. The au-
thors state that a combination of these techniques perfergmsficantly better than using

each technique individually.
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Chapter Four

Research Overview and Methodology

This chapter presents the different methods of this rekeaock and discusses the methodol-
ogy during the development of the proposed models to ackievebjectives of this research.
In this research We develop forecasting model to prediatkSkdarket Exchange; We have
designed three models and compared these models. we usatchlisdata from S&P500
stock market exchanges.

The research consists of the following number of phases :

e Create and preprocess datasets.
e Create a Multiple Linear Regression model to predict thelSMarket Exchange .

e Create a Multilayer Perceptron Neural Network model to jotethe Stock Market

Exchange .

e Create a Genetic Programming model to predict the Stock dédtkchange for next

day.
e Create Feature selection model using GA technique.
e Examine the previous models with new dataset.

¢ Finally evaluate all these models to get best solution.

Figure 4.1 show the phases of proposed models.

4.1 S&P 500 Index Dataset

The characteristic that all Stock Markets have in commoheaincertainty, which is related

with their short and long-term future state. This featureridesirable for the investor but it

50



Collection Dataset (_f \

l

Pre-Processing E
Create new Data

Development of
MLR 7 l
an Information
MIPAN | Prediction Models — for Stock
l Market
| Maltigene GP Feature selection &«— Prediction
GA

l

Prediction Models €=t

}

Evaluation

-/
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is also unavoidable whenever the Stock Market is selectéldeaimvestment tool. The best
that one can do is to try to reduce this uncertainty.

Different factors interact in stock market such as Govemisiand monetary policy, interest
rates, International Transactions, general economicittond, Speculation and Expectation,
Supply and Demand, etc (Khadka, 2012). For these reasonsen@/potential financial and
economic variables these factors that impact on stock memerithe main consideration for
selecting the potential features is whether they have f&egnit influence on the direction of
(S&P 500) index in the next day. While some of these featu®wsed in previous studies
(Niaki and Hoseinzade, 2013).

The S& P500, or the Standard & Poors 500, is an American staukehindex based on
the market capitalizations of 500 large companies havimgnaon stock listed on the NYSE
or NASDAQ. S& P 500 stock market data set used in our case stgnsi 27 feature and
1192 days of data, which cover five-years period starting @eD#er 2009 to 2 September
2014.The (S& P 500) data were presented and sampled suatatadbr 596 days is used as
training set and data for 596 days is used for testing theldegd model. we can categories

these feature into 6 group as :

1. G1: S&P 500 index return in three previous days (SPYt-MtSE SPYt-3).
2. G2 : Financial and economical indicators (Oil, Gold, CMBRAA).

3. G3: The return of the five biggest companies in S&P 500 (X@W¥, MSFT, PG,
JNJ).

4. G4 . Exchange rate between USD and three other currengd®b-{Y, USD-GBP,
USD-CAD).

5. G5: The return of the four world major indices (HIS, FCHT,SE, GDAXI).

6. G6 : S&P 500 trading volume (V).

We divided our work into two Solution:

e Daily data: The daily data, in split validation divided 508660% percentage. sampled
such that data for 596 days is used as training set and da&®6odays is used for

testing in the developed models.
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e Weekly data: The weekly data, in split validation divided@ 30% percentage.
sampled such that data for 100 week is used as training sedaador 43 week is

used for testing in the developed models.

The list, description, and the sources of the potentialfestare given in Table 4.1 show

the 27 features of dataset .

No Feature | Description

1 | SPYt—1) | The return of the S&P 500 index in day- 1 Source data:

finance.yahoo.com
2 | SPY(t—2) | The return of the S&P 500 index in day- 2 Source data:

finance.yahoo.com
3 | SPY{t—3) | The return of the S&P 500 index in day- 3 Source data:

finance.yahoo.com
4 Oil Relative change in the price of the crude oil Source data:

finance.yahoo.com
5 Gold Relative change in the gold price Source data: www.usaghal.

6 CTB3M | Change in the market yield on US Treasury securities at 3Hmor
constant maturity, quoted on investment basis Source Hai&:

Release - Federal Reserve Board of Governors
7 CTB6M | Change in the market yield on US Treasury securities at 64mor

constant maturity, quoted on investment basis Source Hal&:

Release - Federal Reserve Board of Governors
8 CTB1Y | Change inthe market yield on US Treasury securities at t-yea

constant maturity, quoted on investment basis Source Hai&:

Release - Federal Reserve Board of Governors
9 CTB5Y | Change in the market yield on US Treasury securities at 5-yea

constant maturity, quoted on investment basis Source Hal&:

Release - Federal Reserve Board of Governors
10 CTB10Y | Change in the market yield on US Treasury securities at Hd-ye

constant maturity, quoted on investment basis Source Hal&:

Release - Federal Reserve Board of Governors
11 AAA Change in the Moody’s yield on seasoned corporate bonds - all

industries, Aaa Source data: H.15 Release - Federal ReBeard

of Governors
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12 BBB Change in the Moody’s yield on seasoned corporate bonds - all
industries, Baa Source data: H.15 Release - Federal ReBeavd
of Governors

13 USD-Y | Relative change in the exchange rate between US dollar and
Japanese yen Source data: OANDA.com

14 | USD-GBP | Relative change in the exchange rate between US dollar atishBr
pound Source data: OANDA.com

15 | USD-CAD | Relative change in the exchange rate between US dollar and
Canadian dollar Source data: OANDA.com

16 HIS Hang Seng index return in day t-1 Source data: finance.yaboo

17 FCHI CAC 40 index return in day t-1 Source data: finance.yahoo.com

18 FTSE FTSE 100 index return in day t-1 Source data: finance.yaboo.g

19 GDAXI DAX index return in day t-1 Source data: finance.yahoo.com

20 Vv Relative change in the trading volume of S&P 500 index Sourc
data: finance.yahoo.com

21 XOM Exxon Mobil stock return in day t-1 Source data:
finance.yahoo.com

22 GE General Electric stock return in day t-1 Source data:
finance.yahoo.com

23 MSFT Micro Soft stock return in day t-1 Source data: finance.yatmo

24 PG Procter and Gamble stock return in day t-1 Source data:
finance.yahoo.com

25 JNJ Johnson and Johnson stock return in day t-1 Source data:
finance.yahoo.com

26 DJI Dow Jones Industrial Average index return in day t-1 Souata.d
finance.yahoo.com

27 IXIC NASDAQ composite index return in day t-1 Source data:

finance.yahoo.com

Table 4.1: The 27 potential influential features of the S&P Bllex
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4.2 Multiple Linear Regression

Regression analysis measures the degree of influence afdbpandent variables on a de-
pendent variable. In the case of simple bivariate regrassttere there is a single indepen-
dent variable, the dependent variable could be predictad the independent variable by

the simple equation:

y=a+bx (4.1)

a is constant and is the slope. This model is linear in the parametersy is called
the independent variable and, is called the independent variables. The goal is to find the
relationship between the dependent and independent legialbo compute the regression

coefficient for the single independent variable given in&en 4.1 , we use the formula:

y_ X (o= D)y~ 9)
> (i — 0

Wherez is the mean (average) of thevalues and; is the mean of the values. The

(4.2)

parameter is computed by the formula:

a=y—bx (4.3)

Equation 4.2 can be expanded to be:

- (> i 2%2) — Qo> wy)
T - (D (4.4)

In this research used Multiple Linear Regression ; Equadidncan be expanded to a

multivariate concept as follows:

Y = a1%;1 + a9;2 + ...+ AnLin (45)

Wherex;; is theith observation on thgth independent variable. To show how the pa-

rameter estimation process works, we have a system withpif wariables::, xo, x3, ..., T97
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and single outpug. Thus, the model mathematical equation can be represesited a

Yy = ap + a1y + Ao + ... + Qo7Toy (46)

To find the values of the model parametessve need to build what is called the regres-
sion matrix¢. This matrix is developed based on the experiment collectedsurements.

Thusg can be presented as follows given there is a set of measutemerThe character-
istic polynomialp of the27 x m

YRS R | 1
1 7 xy x5 ... @y
2 2 2 2
1 a7 x3 x3 ... a3
3,3 .3 3
1 2y oy a3 ... @y
X=|. . . . . . (4.7)
m m m m
1 o x3 oyt ... ah

The parameter vectérand the output vectay can be presented as follows:

a1
a2
a3

o= . (4.8)

Qa7
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n
Yo

Ys
y=1 . (4.9)

am

The least squares solution of yields the normal equation:

T =y (4.10)

which has a solution:

0=o¢ Yy (4.11)

But since, the regression matkixis not a symmetric matrix, we have to reformulate the

equation such that the solution for the parameter vetisas follows:

0= (¢76) 6"y (4.12)

4.3 Multilayer Perceptron Neural Network model

ANNs are mathematical models which were inspired from thdeustanding of some ideas
and aspects of the biological systems, especially the hioraan (Krose and van der Smagt,
2009) .

The artificial neural net attempts to follow the biologicalumon, by modelling its response
characteristics using an enhancing activation functi))fsimilar to conduction of a signal
through a resistance. The synapse of the neuron is imitgtachbn-linear limiting function

which performs amplitude limitation.
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Figure 4.2: Artificial Neural Net durofy.com (durofy.com)

In Figure 4.2 x(i) is the ith input signal, and w(i) is the witgassociated with the input.
The weight is the quantity that may get updated in a numbetesdtions in the learning
process, such that the neural net works more and more inghafaof the required system
model, producing more suitable outputs for a set of inputse et can be implemented

using a mathematical Sigmoid function, where output isy&e:

B 1
C1l4es

o(5) (4.13)

Also, by other functions such as the tanh function, signuohstep functions. In feed
forward Multilayer Perceptron (MLP), which is one of the masmmon Neural Network
systems, neurons are organized in layers. Each layer t®onis number of processing ele-
ments called neurons, each of which contains a summatiatifumand activation function.
The summation function is given by Equation 4.14 and thevatitin function can be a sig-

moid function which is given in Equation 4.13.

n

S = (w; * x4) (4.14)

1=0

A multilayer perceptron is a feedforward neural networkwahe or more hidden layers.
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Typically, the network consists of an input layer of souregimons, at least one middle or
hidden layer of computational neurons, and an output lafyeomputational neurons. The
input signals are propagated in a forward direction on arlaydayer basis(Negnevitsky,

2005). Mathematically the functionality of a hidden neur®described by:

n

o[> (w; * x;) + b)) (4.15)

Jj=1

where the weightéwj, bj) are symbolized with the arrows feeding into the neuron. The

output of the network is given by Equation 4.16:

m

y(@) =g(0,z) = Z(w?a[w}d * T+ b;j] + b?) (4.16)
=1

In order to design an appropriate ANN for a particular prablene should decide on
the network topology, number of network layers, number afe®in each layer, activation
function of the nodes, and finally, the learning algorithmheTbasic architecture of the
MLP Network used to model the stock price prediction problemnsists of three layers
with single hidden layer. Thus input layer of our neural netemodel has 27 input nodes
while the output layer consists of only one node that givesptedicted next week value.
Empirically, we found that 20 neurons in the hidden layeri@atd the best performance.
The Backpropagation algorithm is used to train the MLP andatgp its weight. Table 4.2
shows the settings used for MLP.

Maximum number of epochs | 500

Number of Hidden layer 1

Number of neurons in hidden layer20

Learning rate 0.5

Momentum 0.2

Table 4.2: The Setting of MLP
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4.4  Genetic Programming model

GP procedure could be summarized as follows:

e generate an initial population of random tree structur@sguhe predefined function

set and the given terminal set of the problem at hand;
e calculate the fitness values for each tree in the populdtiees are the models evolved.

e produce the new population using some selection mechamdmeproduction opera-

tors;

e repeat the procedure until an appropriate solution is faurttie end of iterations.

Fitness function is essential for any evolutionary compaoiteprocess. In the case of GP, we

adopted the Mean Squares Error (MSE) as a fitness function@sig Equation 4.17.

n

MSE = % > (y—9) (4.17)

=1
4.4.1 Multigene Symbolic Regression GP

We adopted a GPTIPS toolbox (Searson et al., 2010) to dewelogesults. In GPTIPS, the
initial population is constructed by creating individutliat contain randomly generated GP
trees with between 1 ar@,,., genes. During the run, genes are acquired and deleted using
a tree crossover operator called two point high level cressoThis allows the exchange

of genes between individuals and it is used in addition tg’skendard” GP recombination

operators.

Some parameters have to be defined by the user at the begaofrtivegevolutionary pro-
cess. They include: population size, probability of cresspmutation probability and the
type of the selection mechanism. User has also to setup tkienaa number of genes, ...
where a model is allowed to have. The maximum tree dépth, allows us to change the
complexity of the evolved models. Restricting the tree Hdmlps evolving simple model

but it may also reduce the performance of the evolved model.
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A prior knowledge on the problem domain helps in designing a functed which could
speed up the evolutionary process for model developmerd.at@lbpted function set to de-

velop the GP model is given as:

F={+,—-, %}

Table 5.28 show the tuning parameter of the model.

Population size 100
Number of generation 100
Selection mechanism Tournament
Max. tree depth 7
Probability of Crossover 0.85
Probability of Mutation 0.1
Max. No. of genes allowed 6

Table 4.3: GP Tuning Parameters

4.5 Feature selection model using Genetic Algorithm (GA)

technique

We obtain a set of 27 features in S&P 500 dataset. A GenetiorAlgn is now used to
select a set of salient features from among them.The sdléettures are used as inputs to
the developed models. The purpose here is to obtain an dpubaet of features which

produce the best possible results. The various steps inAhar&described below:

e Representation: We represent a chromosome by a binarynwdize 27, where each

bit of the chromosome tells whether the corresponding ifgature is selected or not.

e Fitness Evaluation: CfsSubsetEval : Evaluates the value safbset of attributes by
taking into consideration the individual predictive atyilof each feature along with
the degree of redundancy between them. Subsets of feabatesre highly correlated

with the class while having low inters correlation are prefd.
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e Selection: Roulette Wheel selection is used for parentsele Thus, chromosomes

with high fitness scores get selected more often.
e Crossover and Mutation are then carried out to produce a eeergtion.

e Stopping Condition: The GA stops when it does not find a betbdution for a fixed

number of generations.

A genetic algorithm follows the following pseudo-code :

Algorithm 1: Basic steps describing the GA algorithm
1 begin GA

2 input:n, X, m

3 Initialise generation O;

4 J<0;

5 P; < apopulation o, randomly generated individuals;

6 EvaluatePy;

7 Compute Fitnes§)) for eachiePJ;

8 repeat

9 Create generaté + 1;

10 Copy; Selec{1 — X)) x n members ofP; and insert intaP; + 1;

11 Crossover; SelecX x n members ofP;; pair them up; produce offspring; insert the
offspring intoP; + 1 ;

12 Mutate; Selectn x n members of°; + 1 ; invert a randomly selected bit in each;

13 EvaluateP; + 1; Compute Fitness§i) for eachie P J;

14 IncrementJ = J +1;

15 until fitness of fittest individual irP; is high enough;

16 return the fittest individual fron®;

17 output: a optimal population
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Population size 50

Number of generations 50

Probability of crossovel 0.6

Probability of mutation| 0.033

Report frequency 20

Random number seed 1

Table 4.4: GA Tuning Parameters

4.6 Examine the previous models with new data set

In this phase we examine the three models with new datagetréwsted by feature selection
model to investigate if these new features is improve thelt®and enhance the prediction

by decrease the attributes.

4.7 Performance Measures

The performance measures include Variance-Accounted V) , Mean Square Error
(MSE), Mean Absolute Error (MAE), Root Mean Square Error (88) . They are given
in Equations 4.18, 4.19, 4.20, 4.21 respectively.

e Variance Accounted- For (VAF) :

VAF = 1= Wi =921 000 (4.18)
var(y1)
e Mean Squared Error (MSE):
1 n
MSE = = = 05)? 4.1
SE = — g(y i) (4.19)
e Mean Absolute Error (MAE):
1 — X
MAE = n Z [(yi — 3i)] (4.20)
t=1
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e Root Mean Square Error (RMSE):

(4.21)

wherey is real actual valuey it the estimated target value: is the total number of

measurements angis the mean of the signglusingn measurements.

4.7.1 Benchmarks

When evaluating a forecast model, performance measuresaa#ly not enough. This since
a forecast model with low performance measures can stilhbdgst available alternative.
Thus by comparing the performance measures of the predictaxlel with benchmarks, the
evaluation becomes more meaningful.

An example of an easy to use benchmark is the linear regresgiwre a forecast is based on
the previous value (of the time series). More advanced ptiedimodels can also be used as
benchmarks, e.g. multi layered perceptron networks . Aergibssibility is to use a suitable
index as a benchmark. Obviously, when comparing a forecagehwith a benchmark, it
is very important that the performance measures are basdgecsame time periods (i.e.
the same generalization set) and have the same scale. Whgakng the models used
Variance Accounted- For (VAF) of a forecast model with a benark,it can be helpful to

calculate the quotient between them, as done in Equati@h 5.1

(4.22)

If the quotient is nearest to one or one the model is good oethao different.

4.8 Validation criteria

X-Validation The X-Validation is a nested operator. It has two sub praxssa training
sub process and a testing sub process. The training subsprisagsed for training a model.
The trained model is then applied in the testing sub procEss.performance of the model

is also measured during the testing phase.
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The data is partitioned into k subsets of equal size. Of thibkats, a single subset s retained
as the testing data set (i.e. input of the testing sub prpcasd the remaining k 1 subsets are
used as training data set (i.e. input of the training subgs®c The cross-validation process
is then repeated k times, with each of the k subsets usedgrace as the testing data. The
k results from the k iterations then can be averaged (or wikercombined) to produce a

single estimation. The value k can be adjusted using the rupflvalidations parameter.

Split Validation The Split Validation is a nested operator. It has two sub gsees: a
training sub process and a testing sub process. The traaimgrocess is used for learning
or building a model. The trained model is then applied in &stihg sub process. The perfor-
mance of the model is also measured during the testing plhsalata set is partitioned into
two subsets. One subset is used as the training set and #reonith is used as the test set.
The size of two subsets can be adjusted through differeanpaters. The model is learned
on the training set and is then applied on the test set. Thdsng in a single iteration, as
compared to the X-Validation operator that iterates a nurabgmes using different subsets

for testing and training purposes.
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Chapter Five

Experimental Results

5.1 Solution 1: Daily Data prediction

5.1.1 Multiple Linear Regression Model

The regression model have the following equation system.
27
y:ao+zai*$i (5.1)
=1

y is the actual value on day; is the previous day value.
The values of the parametersbe estimated using LSE to produce the optimal values of the
parameters.
The produced linear regression model can be presentedesigiEquation 5.3 .All evalu-
ation results are shown in Table 5.1 and 5.2shown the sglittasss validation the perfor-
mance is good and the result in split validation look bet@rdnother one. The actual and
Estimated S&P 500 index values based the MLR in both traiaimdjtesting cases are shown
in Figure 5.1 and Figure 5.2, respectively. The scatteretifpt the developed MLR model
is shown in Figure 5.3. in this research we use the MLR modeeashmark model because

its a classical model of prediction.
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MLR MODEL
Training | Testing
VAF | 99.8266| 99.9400
MSE | 0.1628 | 0.2542
MAE | 0.3096 | 0.4017
RMSE | 0.4828 | 0.5042

Table 5.1: Evaluation Criteria for the developed MLR modetplit validation

MLR MODEL

Cross-validation

MSE 0.5484
MAE 0.5815
RMSE 0.7406

Table 5.2: Evaluation Criteria for the developed MLR modetioss validation

SPY

+ 4+ + + o+ o+ o+ 4

0.0925 % SPY (t — 1) + 0.0333 % SPY (t — 2)

(—0.0184) x SPY (t — 3)

0.0362  OIL + (—0.0095) * GOLD + (—8.3406) + CT B3M

5.6003 * CT B6M * (—1.5881) x CT B5Y + 1.2858 x CT B10Y

0.0426 «x USD/JPY + 16.5726 x USD/GBP + 3.9301 « USD/CAD

(—0.0002) * HIS + 0.1504  FCHI + (—0.0004) * FT.SE100

(—0.0004) ¥ GDAXT + 0%V +0.2069 + XOM

0.5831 « GE + (—0.0884) * MSFT + 0.0331 x PG

0.0702 x JNJ 4 (—0.0002) * DJI 4+ 0.0252 % I XIC

(—1.9673)
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Figure 5.1:

150

140

130

120

110

100
0
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Actual and Predicted SP500 Regression Model - Testing Case
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Figure 5.2: MLR Actual and Estimated S&P 500 Index valuesastihg Case
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R for Training data: 0.99876 R for Testing data: 0.99485
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Figure 5.3: MLR Scattered

5.1.2 Multilayer Perceptron Neural Network model

The basic architecture of the MLP Network used to model theksprice prediction problem

consists of three layers with single hidden layer. Thus i@yer of our neural network

model has 27 input nodes while the output layer consists bf @me node that gives the

predicted next day value. Empirically, we found that 30 oesrin the hidden layer achieved
the best performance 5.5. The Backpropagation algorithosésl to train the MLP and

update its weight. as we describe in Research Overview ehapt

The training phase of the MLP run converged to the minimum M&He after 30 epochs as
shown in Figure 5.6. All evaluation results are shown in €@hBand 5.4 the cross validation
seems better . Figures 5.7 and Figure 5.8 depict actual aadicped stock prices for training

and testing cases of the developed MLP. The scattered plttéaleveloped MLP model is

shown in Figure 5.9.

5.1.3 Multigene Genetic Programming Model

The Multigene GP was applied using GPTIPS Tool. The paramefehe algorithm were
tuned as listed in Table 5.6.first we axemen various popmuragize and choose the best
one figure 5.10 explained the convergences. The defaulinigioation operator were used

listed in Table5.5. In Figure 5.11, we show the convergerfd8® over 300 generations
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uMSE
m MAE
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Figure 5.4: Different number of neurons in hidden layer

u MSE
B MAE

e — e
— /
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30 neurons s -—-,_‘/
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Figure 5.5: Different number of neurons in hidden layer

MLP MODEL

Training | Testing
VAF | 99.6895| 98.7892
MSE | 0.2223 | 1.0320
MAE | 0.2774 | 0.390

RMSE | 0.3564 | 0.4851

Table 5.3: Evaluation Criteria for the developed MLP modedplit validation
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MLP MODEL

Cross-validation
MSE 0.47707
MAE 0.5388

RMSE 0.6907

Table 5.4: Evaluation Criteria for the developed MLP modatiioss validation

NN convergence
107 T T T

10° | : : e
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Figure 5.6: MLP Convergence
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Figure 5.7: MLP Actual and Estimated S&P 500 Index valuesraining Case
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Actual and Predicted SP500 ANN Model — Testing Case
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Figure 5.8: MLP Actual and Estimated S&P 500 Index valuesasting Case
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Figure 5.9: MLP Scattered
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and Figure 5.14 Show the scatterd The best generated stokkthultigene GP model is

given in Equation 5.3. It can be clearly seen that the final ehagla simple and compact
mathematical model which is easy to evaluate. The perfocemareasurements for the model
were computed and summarized in Table 5.30. Figure 5.12 igide.13 shows the actual

and estimated stock market in training and testing.

GP convergence

9 T T

Pop Size = 10
1= =1 Pop Size = 20
8 F R T e I SR N X Pop Size =30 |4
1= =1 Pop Size = 40
= = = Pop Size =50
7L : = = = Pop Size = 100 |

Fitness Function

Il Il Il Il Il
(0] 50 100 150 200 250 300
Generation

Figure 5.10: Convergence of MGP with various populatioesiz

high level crossover 0.2
low level crossover 0.8
subtree mutation 0.9

replace input terminal with another random termin&.05

standard deviation of Gaussian 0.1

Table 5.5: Default Parameters

y = 0.01449 x SPY (t — 1) + 0.05648 x OIL + 0.0473 x USD/JPY + 0.2167 «+ FCHI
+ 0.1183% XOM + 0.2167 * GE + 1.928¢ — 5 % PG + 0.02365 * SPY
+ 1.928¢ — 5% 222 % SPY (t — 1)+ 1.928¢ — 5% SPY (t — 1) x XOM % GE
— 1.928¢ — 5% SPY(t— 1)« FCHI « (FCHI — JN.J)
— 3.856e — 5% SPY(t — 1) x GE * (MSFT — PG) + 19.26 (5.3)
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Population size

30

Number of generation

1000

Selection mechanism

Tournament size = 2

Max. tree depth 7
Probability of Crossover 0.85
Probability of Mutation 0.1
Max.No.of genes allowed in an individual 6
direct reproduction 0.05

Function node set

plus, minus, times

Ephemeral random constants in therange  [-1010]

Table 5.6: Tuning Parameters

MGP MODEL
Training | Testing
VAF 99.674 | 99.321
MSE | 0.30626| 6.1108
MAE | 0.41564| 2.0588
RMSE | 0.58272| 3.0235

Table 5.7: Evaluation Criteria for the MGP Model

1.6

GP convergence

1.4

12|

Fitness Function

0.2 1 1

0 50 100

150
Generation

200 250 300

Figure 5.11: MGP Convergence
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Actual and Predicted SP500 — Training Case
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Figure 5.12: MGP Actual and Estimated S&P 500 Index valudgamning Case

Actual and Predicted SP500 — Testing Case
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Figure 5.13: MGP Actual and Estimated S&P 500 Index valuéesting Case
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R for Testing data: 0.99682
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R for Training data: 0.99837
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Figure 5.14: MGP Scattered

5.1.4 Feature Selection

we train the GA selection model with different numbers of gplagion size 20,50 and 100 as
shown in table 5.8 and chosen the best one.
The parameters of the algorithm were tuned as listed in TaBl&he Selected attributes is:

1,2,3,6,7,8,10,12,21,22,23,24,25,27 = 14 attribute awshn table 5.10

5.1.5 Linear Regression Model with selected attributes

In this section we explain the regression model with 14laita that selected by GA. Equa-
tion 5.4 show the model of regression and figure 5.15 and hid® the actual and estimated

variable. Table 5.11 and 5.12 summarise the evaluatioerixit

SPY = 0.3405%« SPYt—1+0.0141 %« SPYt —2—0.0282 % SPYt — 3 —4.7906 «x CT B3M
— 71253« CTB6M — 7.1699 « C'TB1Y — 1.1133 « C'TB10Y — 1.5124 « BBB
+ 0.1039 %« XOM + 0.3118 * GE 4 0.1016 * MSFT 4 0.1789 * PG

+ 0.2159% JNJ +0.0158 * IXIC + 14.1416 (5.4)
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Attribute Selected

Population size=20

Population size=50

Population size=100

10(100 %) SPYt-1

10(100 %) SPYt-1

10(100 %) 1 SPYt-1

10(100 %) 2 SPYt-2

7(70 %) 2 SPYt-2

1( 10 %) 2 SPYt-2

8( 80 %) 3 SPYt-3

8( 80 %) 3 SPYt-3

0( 0%) 3 SPY1-3

0( 0 %) 4 OIL

1( 10 %) 4 OIL

0( 0 %) 4 OIL

0( 0 %) 5 Gold -GLD

0(0 %) 5 Gold -GLD

0( 0 %)5 Gold -GLD

2(20 %) 6 CTB3M

7(70 %) 6 CTB3M

5( 50 %) 6 CTB3M

5(50 %) 7 CTB6M

5(50 %) 7 CTB6M

7(70 %) 7 CTB6M

7(70 %) 8 CTBLY

5(50 %) 8 CTBLY

5(50 %) 8 CTBLY

0( 0 %) 9 CTB5Y

1( 10 %) 9 CTB5Y

0( 0 %) 9 CTB5Y

1( 10 %) 10 CTB10Y

5(50 %) 10 CTB10Y

1( 10 %) 10 CTB10Y

0( 0 %) 11 AAA

1( 10 %) 11 AAA

0( 0 %) 11 AAA

1( 10 %) 12 BBB

7(70 %) 12 BBB

0( 0 %) 12 BBB

0( 0 %) 13 USD/JPY

1( 10 %) 13 USD/JPY

0( 0 %) 13 USD/JPY

4( 40 %) 14 USD/GBP

4( 40 %) 14 USD/GBP

2(20 %) 14 USD/GBP

2(20 %) 15 USD/CAD

2( 20 %) 15 USD/CAD

3(30 %) 15 USD/CAD

0( 0 %) 16 HIS

0( 0 %) 16 HIS

0( 0 %) 16 HIS

0( 0 %) 17 FCHI

1( 10 %) 17 FCHI

0( 0 %) 17 FCHI

0( 0 %) 18 FTSE100

0( 0 %) 18 FTSE100

0( 0 %) 18 FTSE100

0( 0%) 19 GDAXLDAX

0( 0 %)19 GDAXLDAX

0( 0 %) 19 GDAXLDAX

0(0 %) 20 V

0( 0 %) 20 V

0(0 %) 20 V

10(100 %) 21 XOM

10(100 %) 21 XOM

10(100 %) 21 XOM

10(100 %) 22 GE

10(100 %) 22 GE

10(100 %) 22 GE

6( 60 %) 23 MSFT

5(50 %) 23 MSFT

0( 0 %) 23 MSFT

1( 10 %) 24 PG

5(50 %) 24 PG

0( 0 %) 24 PG

10(100 %) 25 INJ

10(100 %) 25 INJ

10(100 %) 25 INJ

0( 0 %) 26 DJI

0( 0 %) 26 DJI

0( 0 %) 26 DJI

10(100 %) 27 IXIC

10(100 %) 27 IXIC

10(100 %) 27 IXIC

Table 5.8: The result of GA selection model with Three poparlesize
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Start set no attributes

Population size 50
Number of generationsg 50
Probability of crossover 0.6

Probability of mutation 0.033

Report frequency 20

Random number seed 1

Table 5.9: The Tuning Parameter of GA model

S & P 500 selection attribut
SPYt-1
SPYt-2
SPYt-3
CTB3M
CTB6M
CTBlY
CTB10OY
BBB
XOM
GE
MSFT
PG

JNJ
IXIC

D

Table 5.10: The S& P 500 14 Selected attributes
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The next day S&P 500 using Regression model Training Case
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Figure 5.15: MLR Actual and Estimated S&P 500 Index valuebraining Case

The next day S&P 500 using Regression model Testing Case
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Figure 5.16: MLR Actual and Estimated S&P 500 Index valuebdst Case

79



MLR
Training | Testing
VAF | 99.6169| 99.8885
MSE | 0.3597 | 0.4725
MAE | 0.532 | 2.8959
RMSE | 0.7073 | 3.6286

Table 5.11: Evaluation Criteria for the developed MLR madedplit validation

MLR

Cross-validation

MSE 0.86341
MAE 0.7214
RMSE 0.9292

Table 5.12: Evaluation Criteria for the developed MLR madedross validation

5.1.6 Multilayer Perceptron Neural Network model with selected at-

tribute

In this section we explain the MLP model with 14 attributettbalected by GA. Figures
5.17 and 5.18 show the actual and estimated variable. TabBanhd 5.14 summarise the

evaluation criteria.

MLP MODEL
Training | Testing
VAF | 99.7521| 99.9116
MSE | 0.2644 | 0.4234
MAE | 0.3776 | 0.5303
RMSE | 0.4962 | 0.649
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The next day S&P 500 using ANN model Training Case
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Figure 5.17: MLP Actual and Estimated S&P 500 Index valuekraning Case

The next day S&P 500 using ANN model Testing Case
220 T T T T T
—— Actual S&P 50

== Predicted S&P 500

200

180
160

140

0 100 200 300 400 500 600
TIME
Absolute Error

120

-2 i i i i i
0 100 200 300 400 500 600

TIME

Figure 5.18: MLP Actual and Estimated S&P 500 Index valuebaist Case
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MLP MODEL

Cross-validation
MSE 0.6895
MAE 0.6655

RMSE 0.8304

Table 5.14: Evaluation Criteria for the developed MLP marteks validation

5.1.7 Genetic Programming model with selected attribute

This section show the result of GP model with 14 attributeceld by GA, equation 5.5
show the GP model,Figure 5.20 ,5.21 show the actual and &stthvalues and Table 5.15

show the evaluation of the model.

ypred = 0.3604 % SPY (t — 1) + 1.267 « GE — 0.1505 x MSFT — 0.5017 % JNJ
+ 0.02073 % IXIC —0.04188 % SPY (t — 3) 4 63.91 + CTB6M + 1.533 «x CT B5Y
+ 0.1585x XOM — 0.008367 « SPY (t — 1) x CTB3M — 0.009367 [ XIC * CTB6M
4+ 0.04435 % SPY (t — 1) * CTB1Y — 0.005372 « SPY (t — 1) * XOM
— 0.008367 x GE * XOM + 0.008367 * JN.J « XOM — 12.15 « CTB6M % CT B5Y
— 0.01673 %« CTB6M * XOM — 1.221 * CTB6M? * CT B5Y

— 2443+« CTB6M? + 11.4; (5.5)

MGP MODEL

Training | Testing
VAF | 99.558 | 99.256
MSE | 0.41536| 6.4018
MAE | 0.4713 | 1.9753

RMSE | 0.64448| 2.5302

Table 5.15: Evaluation Criteria for the developed MGP model
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GP convergence
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Figure 5.19: MGP Convergence
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Figure 5.20: MGP Actual and Estimated S&P 500 Index valudgamning Case
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Actual and Estimated S&P 500 Index - Testing Case
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Figure 5.21: MGP Actual and Estimated S&P 500 Index valuéesting Case

5.1.8 Summary and Comparison

This section summaries the result of the the three modelde 5al9 present the performance
of the evaluation criteria with all attribute dataset. &bl20 show the evaluation criteria
for the three models with 14 attribute dataset. A comparisetwveen MLR model used
27 feature and MLR model using 14 feature show in Table 5.D6vghat the feature that
selected by GA has a good result .

Table 5.17 and Table 5.18 is also show the comparison betthedviLP models and MGP

models.The GA feature selection enhance the models.

A comparison between the three proposed models for foiagabie S& P 500 is shown
in Table 5.19 and 5.20. It was found that all models perfogrgood with respect to the
VAF evaluation criteria. we use 27 potential financial andrexmic factors these feature has
impact and influence on stock movement the models provided goediction . although

these feature selected by GA.

Table 5.21 and 5.22 comparing the Correlation Coefficier)(6f a forecast models
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MLR27 MLR14
Training | Testing | Training | Testing
VAF | 99.8266| 99.9400| 99.6169| 99.8885
MSE | 0.1628 | 0.2542 | 0.3597 | 0.4725
MAE | 0.3096 | 0.4017 | 0.532 | 2.8959
RMSE | 0.4828 | 0.5042 | 0.7073 | 3.6286

Table 5.16: Comparing MLR27 with MLR14

MLP27 MLP14
Training | Testing | Training | Testing
VAF | 99.6895| 98.7892| 99.7521| 99.9116
MSE | 0.2223 | 1.0320 | 0.2644 | 0.4234
MAE | 0.2774 | 0.390 | 0.3776 | 0.5303
RMSE| 0.3564 | 0.4851| 0.4962 | 0.649

Table 5.17: Comparing MLP27 with MLP14

MGP27 MGP14
Training | Testing| Training | Testing
VAF | 99.674 | 99.321| 99.558 | 99.256
MSE | 0.30626| 6.1108| 0.41536| 6.4018
MAE | 0.41564| 2.0588| 0.4713 | 1.9753
RMSE | 0.58272| 3.0235| 0.64448| 2.5302

Table 5.18: Comparing MGP27 with MGP14

MLR MLP MGP
Training | Testing | Training | Testing | Training | Testing
VAF | 99.8266| 99.9400| 99.6895| 98.7892| 99.674 | 99.321
MSE | 0.1628 | 0.2542 | 0.2223 | 1.0320 | 0.30626| 6.1108
MAE | 0.3096 | 0.4017 | 0.2774 | 0.390 | 0.41564| 2.0588
RMSE | 0.4828 | 0.5042 | 0.3564 | 0.4851 | 0.58272| 3.0235

Table 5.19: Evaluation Criteria for the developed modelh all attribute
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MLR MLP MGP
Training | Testing | Training | Testing | Training | Testing
VAF | 99.6169| 99.8885| 99.7521| 99.9116| 99.558 | 99.256
MSE | 0.3597 | 0.4725| 0.2644 | 0.4234 | 0.41536| 6.4018
MAE 0.532 | 2.8959 | 0.3776 | 0.5303 | 0.4713 | 1.9753
RMSE | 0.7073 | 3.6286 | 0.4962 | 0.649 | 0.64448| 2.5302

Table 5.20: Evaluation Criteria for the developed modelsd# attribute

with a benchmark. The result show that the quotient is netreme; that mean the model is

good or there is no difference between the new models anchbeark. as done in Equation
5.10.

(5.6)

MLP MGP

Training
0.9986

Testing
0.9884

Training
0.9984

Testing
0.9938

VAF,

Table 5.21: Comparing Benchmark (MLR) with developed msdel

MLP MGP

Training
1.0013

Testing
1.00023

Training
0.9994

Testing
0.99366

VAF,

Table 5.22: Comparing Benchmark (MLR) with developed msaath 14 attribute

General remarks for the models:

e Cross-validation does not outperform the split-validaiioall cases .
e All models are given high performance.

86



Predicted in Training Case in Three Models Predicted in Testing Case in Three Models
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Figure 5.22: Estimated S&P 500 Index values in Three Modgl3iaining Case (b) Testing

Case

GA enhance the model by decrease the complexity of the madegjwen high per-

formance.

The selected attribute given good performance but notibtae all attribute.

The GP model has better transparency capability.

The GP model given simple equation to solve the predictioblem.
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5.2 Solution 2: Weekly Data prediction

5.2.1 Multiple Linear Regression

In this section, we show the results produced for modellney3&P500 stock index weekly
data to predict next week price using regression model. Eeldped multiple regression

model is given in

Yy =ag+ a1x1 + asxo + -+ ax7r7 + €

The values of the parametershall be estimated using the least square estimation (LSE)
method to produce the optimal values of the parameteisSE is one of the oldest popular
technigue in statistics. The produced linear regressiodeincan be presented as given in
Table 5.23. The actual and Estimated S&P 500 index valuesdithe MLR in both training
and testing cases are shown in Figure 5.23. The scatteredfgioe actual and predicted

responses is shown in Figure 5.24. Evaluation criteria shioWwable 5.30 and 5.25.

yarr = —0.0234%SPY(t—1)+0.13 % SPY(t — 2) +0.021 « SPY (t — 3)

0.021 x«OIL —0.021 *x GOLD — GLD — 10.303 « CT B3M + 6.0031 « C'T' B6 M

+

0.7738 x CTB1Y 4+ 0.2779 « CT B5Y — 0.43916 « C'T'B10Y

+

— 0.27754 %« AAA 4+ 0.12733 * BBB — 0.058638 x USD/JPY + 13.646 « USD/GBP
9.5224 « USD/CAD — 0.0003 * HT'S + 0.24856 « FCHS — 0.0016 « FT'SE100
0%V —2.334 x 1077 % V +0.16257 * XOM + 0.63767 * GE

— 0.14301 « MSFT +0.08 «x PG+ 0.074 % JNJ

— 0.0002 %« DJI +0.026301 * IXIC + 6.9312 (5.7)

Table 5.23: A Regression Model with Inputs, . . . , z5; for weekly prediction
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Actual and Predicted SP500 Regression Model - Training Case Actual and Predicted SP500 Regression Model - Testing Case
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Figure 5.23: Regression: Actual and Estimated S&P 500 Ind&xes (a) Training Case (b)
Testing Case
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Figure 5.24: Regression Scattered Plot

Criterion MLR

Table 5.24: Evaluation Criteria for the MLR in split valida

Training

Testing

VAF

99.94

99.91

MSE

0.3054

0.2312

MAE

0.4356

0.378

RMSE

0.5527

0.4809
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MLR

Cross-validation

MSE 0.6938
MAE 0.6362
RMSE 0.833

Table 5.25: Evaluation Criteria for the MLR in cross validat

5.2.2 Multilayer Perceptron Neural Network model

The basic architecture of the MLP Network used to model theksprice prediction problem

consists of three layers with single hidden layer. Thus ir@yer of our neural network

model has 27 input nodes while the output layer consists bf ame node that gives the
predicted next day value. Empirically, we found that 30 oesrin the hidden layer achieved
the best performance. The Backpropagation algorithm id tsé&rain the MLP and update
its weight.

All evaluation results are shown in Table 5.26 and 5.27. kgb.25 depict actual and

predicted stock prices for training and testing cases oflédveloped MLP.

Criterion MLP
Training | Testing
VAF 99.95 99.91
MSE 0.33849| 0.26153
MAE 0.4457 | 0.393
RMSE | 0.5818 | 0.5114

Table 5.26: Evaluation Criteria for the MLP in split validat

5.2.3 Multigene Genetic Programming model

GPTIPS toolbox Searson et al. (2010) adopted to develogethdts. In GPTIPS, the initial
population is constructed by creating individuals thattaomrandomly generated GP trees

with between 1 and-,,... genes. During the run, genes are acquired and deleted usieg a

90



MLP

Cross-validation

MSE 1.14319
MAE 0.8388
RMSE 1.0692

Table 5.27: Evaluation Criteria for the MLP in cross validat

The next day S&P 500 using ANN model Training Case The next day S&P 500 using ANN model Testing Case
. T T

180 : ‘ ‘ 180 ‘ ‘ ‘ ‘ : —
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160 == Predicted S&P 500 1 170p ‘== Predicted S&P 500 ||
160
140+
150
120y 140+
100 i i i i 130 i i i i i i i i
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Figure 5.25: MLP Actual and Estimated S&P 500 Index valug3aining Case (b) Testing
Case
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crossover operator called two point high level crossovérs @llows the exchange of genes

between individuals and it is used in addition to the "stadti&P recombination operators.

Some parameters have to be defined by the user at the begiminihg evolutionary
process. They include: population size, probability ofssmver, mutation probability and
the type of the selection mechanism. User has also to setupaximum number of genes
Gma: Where a model is allowed to have. The maximum tree dépth, allows us to change
the complexity of the evolved models. Restricting the treygtd helps evolving simple model

but it may also reduce the performance of the evolved model.

A prior knowledge on the problem domain helps in designing a functed which could
speed up the evolutionary process for model developmerd.at@lbpted function set to de-

velop the GP model is given as:

F= {+’ I X}
Population size 30
Number of generation 300

Selection mechanism | Tournament

Tournament size 7

Max. tree depth 7

Probability of Crossover  0.85

Probability of Mutation 0.1
Number of inputs: 27
Max genes 3
Function set +, -, X
Constants range [-10 10]

Table 5.28: GP Tuning Parameters

Figure 5.26 shows the actual and estimated stock marketvalased the developed GP
model in both training and testing cases. In Figure 5.27 lvogvghe convergence of GP over
500 generations along with the scattered plot. The bestrgmtkstock market Multigene

GP model is given in Table 5.29. It can be clearly seen thatitta¢ model is a simple and
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Figure 5.26: GP: Actual and Estimated S&P 500 Index valug$r@ning Case (b) Testing

Case

compact mathematical model which is easy to evaluate. TtHierpgance measurements for
the model were computed and summarized in Table 5.30. Inxpargnents, we limited the
max number of genes allowed to three. Thus, we can develapg@iBed model structure.
It was found that increasing the max number of genes will pcedmore complex models

with high performance (i.e. less error).

yap = 0.2206% SPY(t —1) —0.3617* GOLD — GLD — 6.6983 x CT B3M

+ 32817+« USD/GBP +0.8029 « USD/CAD + 0.382 % GE

— 0.0556 % JNJ +0.085 % IXIC — 0.1 % 2, * USD/GBP
0.4542 * GOLD — GLD * USD/GBP — 0.1 * x4 * GOLD — GLD
0.51 x AAA+« USD/CAD +0.3617 + USD/GBP x XOM + 0.1325 x USD/GBP * GE
0.302% USD/GBP %+ JNJ — 0.1« USD/GBP « IXIC — 0.1« USD/GBP?** XOM
104.35+ USD/GBP? + 0.1 x GOLD — GLD x USD/GBP * USD/CAD

+ o+ o+ 4+ 4

0.1 % AAA « USD/GBP + USD/CAD — 55.494 (5.8)

Table 5.29: A GP model with Inputs;, . . ., 97
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Fitness Function

GP convergence
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Figure 5.27: (a) Convergence of GP with various populatipess(b) GP Scattered Plot

Criterion MGP
Training | Testing
VAF 99.825 | 99.202
MSE 0.33956| 7.1684
MAE 0.43426| 2.2948
RMSE 0.58272| 2.6774

Table 5.30: Evaluation Criteria for the MGP model

5.2.4 Feature Selection

The purpose here is to obtain an optimal subset of featureshvgnoduce the best possible

results.as we describe in section 5.1.4.

The result obtain 10 feature given in Table 5.31
Selected attributes: 1,2,3,4,20,21,22,23,25,27 :

5.2.5 Multi linear Regression model

10

In this section we explain the regression model with 10laita that selected by GA. Equa-

tion 5.32 show the model of regression and figure 5.28 showad¢heal and estimated vari-

able. Table 5.33 and 5.34 summarise the evaluation criteria
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selection attribute
SPYt-1
SPYt-2
SPYt-3
OIL
\%
XOM
GE
MSFT
JNJ
IXIC

Table 5.31: The feature Selected

SPY 0.0626 * SPYt —1+0.1325« SPYt — 2+ 0.0319%« OIL+ 0%V

+ 0.0788 % XOM + 0.8415 x GE + —0.1016 * MSFT + 0.135 % JNJ

+ 0.0214 % IXIC + 15.3538 (5.9)

Table 5.32: A Regression Model with Inputs, . . ., 297

MLR

Training | Testing
VAF 99.82 | 99.08
MSE | 0.3937 | 9. 6137
MAE | 0.5071 | 2.6769

RMSE | 0.6275 | 3.1006

Table 5.33: Evaluation Criteria for the MLR with 10 featusdestion in split validation
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MLR

Cross-validation

MSE 0.8658
MAE 0.6854
RMSE 0.9305

Table 5.34: Evaluation Criteria for the MLR with 10 featusdestion in cross validation

The next week S&P 500 using MLR model Training Case
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Figure 5.28: Regression: Actual and Estimated S&P 500 Ind&xes (a) Training Case (b)

Testing Case
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5.2.6 Multilayer Perceptron Neural Network

In this section we explain the MLP model with 10 attributettbelected by GA. Figures 5.29

and show the actual and estimated variable. Table 5.35 susarthe evaluation criteria.

MLP

Training | Testing

VAF 99.84 | 99.72
MSE | 0.7202 | 1.5129
MAE | 0.7057 | 0.997
RMSE | 0.8487 | 1.23

Table 5.35: Evaluation Criteria for the MLP with 10 featusdestion in split validation

MLP

Cross-validation

MSE 1.3108
MAE 0.8845
RMSE 1.1449

Table 5.36: Evaluation Criteria for the MLP with 10 featuatestion in cross validation

5.2.7 Multigene Symbolic Regression Genetic Programming

In this section we explain the GP model with 10 attribute #eécted by GA. Figures 5.30

and show the actual and estimated variable. Table 5.37 susarthe evaluation criteria.

5.2.8 Summary and Comparison

This section summaries the result of the the three modelsdekly prediction . Table 5.41
present the performance of the evaluation criteria witlagtibute dataset. table 5.42 show
the evaluation criteria for the three models with 10 attiebdataset. A comparison between
MLR model used 27 feature and MLR model using 10 feature siholable 5.38 show that

the feature that selected by GA has a good result .
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The next week S&P 500 using MLP NN model Training Case
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Figure 5.29: MLP: Actual and Estimated S&P 500 Index valagd (aining Case (b) Testing

Case
MGP
Training | Testing
VAF 99.827 | 98.945
MSE | 0.38012| 16.38
MAE | 0.47399| 3.4971
RMSE | 0.61654| 4.0477
Table 5.37: Evaluation Criteria for the MGP with 10 featuetestion
Actual and Estimated S&P 500 Index - Training Case Actual and Estimated S&P 500 Index - Testing Case
150 T T T T 180 - T T T T T T T
Actual Index 1 = Actual Index Y,
1401 ‘== Estimated Index |] 1701 = = Estimated Index ’
wr 160}
150
140 F
130 - L L L L L L L
20 40 60 80 100 0 5 10 15 20 25 30 35 40 45
Days Days
Error Difference
0 2‘0 4‘0 éO 86 100 0 é lb £5 26 2% 36 3‘5 4‘0 45
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Figure 5.30: MGP: Actual and Estimated S&P 500 Index valag$iaining Case (b) Testing

Case
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Table 5.39 and Table 5.40 is also show the comparison in the Mbdels and MGP mod-

els.The GA feature selection enhance the models.

MLR27 MLR10
Training | Testing| Training | Testing
VAF 99.94 | 99.91 | 99.82 | 99.08
MSE | 0.3054 | 0.2312| 0.3937 | 9. 6137
MAE | 0.4356 | 0.378 | 0.5071 | 2.6769
RMSE | 0.5527 | 0.4809| 0.6275 | 3.1006

Table 5.38: Comparing MLR27 with MLR10 in weekly prediction

MLP27 MLP14
Training | Testing | Training | Testing
VAF 99.95 | 99.91 | 99.84 | 99.72
MSE | 0.33849| 0.26153| 0.7202 | 1.5129
MAE | 0.4457 | 0.393 | 0.7057 | 0.997
RMSE | 0.5818 | 0.5114 | 0.8487 | 1.23

Table 5.39: Comparing MLP27 with MLP10 for weekly predictio

A comparison between the three proposed models for foliagabe S& P 500 is shown
in Table 5.41 and 5.42. It was found that all models perfogrgood with respect to the
correlation coefficient evaluation criteria. we use 27 po& financial and economic fac-
tors these feature has impact and influence on stock movdimemiodels provides good
prediction . although these feature selected by GA.

Table 5.43 and 5.44 comparing the Variance-Accounted-¥FF) of a forecast models
with a benchmark. The result show that the quotient is netreme; that mean the model is

good or there is no difference between the new models anchbeark. as done in Equation
5.10.

(5.10)
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Table 5.41: Evaluation Criteria for the developed modet$ il attribute in weekly predic-

tion

Table 5.42: Evaluation Criteria for the developed model® D attribute for weekly pre-

diction

MGP27 MGP10
Training | Testing| Training | Testing
VAF 99.825 | 99.202| 99.827 | 98.945
MSE | 0.33956| 7.1684| 0.38012| 16.38
MAE | 0.43426| 2.2948| 0.47399| 3.4971
RMSE | 0.58272| 2.6774| 0.61654| 4.0477

Table 5.40: Comparing MGP27 with MGP10 for weekly prediatio

MLR MLP MGP
Training | Testing| Training | Testing | Training | Testing
VAF 99.94 | 99.91 | 99.95 | 99.91 | 99.825 | 99.202
MSE | 0.3054 | 0.2312| 0.33849| 0.26153| 0.33956| 7.1684
MAE | 0.4356 | 0.378 | 0.4457 | 0.393 | 0.43426| 2.2948
RMSE | 0.5527 | 0.4809| 0.5818 | 0.5114 | 0.58272| 2.6774

MLR MLP MGP
Training | Testing | Training | Testing| Training | Testing
VAF 99.82 | 99.08 | 99.84 | 99.72 | 99.827 | 98.945
MSE | 0.3937 | 9. 6137| 0.7202 | 1.5129| 0.38012| 16.38
MAE | 0.5071 | 2.6769| 0.7057 | 0.997 | 0.47399| 3.4971
RMSE | 0.6275 | 3.1006| 0.8487 | 1.23 | 0.61654| 4.0477

ANN

MGP

Training

Testing

Training

Testing

VAF,

0.9986

0.9884

0.9984

0.9938

Table 5.43: Comparing Benchmark (MLR) with developed msdel

100




ANN MGP

Training | Testing | Training | Testing
VAF, | 1.0013 | 1.00023| 0.9994 | 0.99366

Table 5.44: Comparing Benchmark (MLR) with developed msaath 10 attribute
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Chapter Six

Conclusions

Financial Time Series Forecasting is an important areaseoktiowledge and there are many
applications in the real world. Accurate forecasting is sseatial element for many manage-
ment decisions. Stock market prediction is an importarkt ilmsime series forecasting and
there are several methods and techniques to find a good niadelan be used to produce
accurate forecasting the traditional techniques have fgaurdations in statistics.
Furthermore, the appropriate dataset used is making thelswatbre accuracy. The most
important model statistical methodology is the Autoregnes (AR) models. These meth-
ods present some obstacles and complexities to overconeemajor difficulty is to select
the good model that can best adjustment for a specific datzsglly many attempts must
be performed until the best model must be found. BecauseesktHifficulties, many re-
searchers have been done several efforts to overcome tlodderps, such as Artificial Neu-
ral Network (ANN), Evolutionary Computation (EC) and in sp@ Genetic Programming
(GP) that have been provided good results in predictingkstwarket. In this research a new
dataset based on S& P500, has been created by selectingfefatum 6 groups (27 influence
features) including the delay of the closed (SPY) attribatine S& P500. Dataset consists
of 27 feature and 1192 days of data which cover five-year gestarting from December
2009 to September 2014.

Developed and investigated the statistical multiple LinRagression for forecasting the
stock market indexing; and using the model as benchmark.

Developed and investigated the multilayer perceptron alenetwork for forecasting the
stock market indexing.found that 20 neurons in the hiddgarlachieved the best perfor-
mance. The Back propagation algorithm is used to train thé®>NMhd update its weight.
The developed forecasting model were trained and testextilmasa S&P 500 stock market
data set, evaluated and tested based on different evaluagtrics and the VAF is 99.9400
,99.6895 for training and test showing good model.

Developed and investigated A genetic programming enhapdduitigene GP model for
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forecasting the stock market indexing.The developed GPetmudvided good estimation
and prediction capabilities in both training and testingesa The results were validated us-
ing number of evaluation criteria.the VAF is 99.674 ,99.3@d training and test showing
good model and simple mathematical model is developed .

Developed GA model as feature selection to select the fedltat has impact factor in fore-
casting stock market. Used these feature with previous leddenhance the performance
. evaluated and tested based on different evaluation metnd compared to the statistical
multiple Linear Regression model.

The knowledge gained is comprehensible and can enhancedisah making process.
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