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Abstract 

We give characterizations of isometric shift operators and Backward shifts on 

Banach spaces with linear isometries between subspaces of continuous functions. We 

show the inverse spectral theory for the Ward equation and for the 2+1. Chiral model, 

we also consider the isometric shifts and metric spaces. We also study the Cauchy 

problem of the Ward equation. We discuss the relative Position of four subspaces in of 

Hilbert space, with an indecomposable representations ofQuivers on infinite-

dimensional Hilbert spaces. We give the structure of type 1 shifts with the separability 

problem for isometric shifts on the space of continuous functions. Strictly Singular 

operators and the invariant subspace problems are shown. We establish the finitely 

Strictly Singular operators between James spaces      

   



  الخلاصة

أعطینا تشخیصات مؤثرات الإزاحة متساویة القیاس والإزاحات إلي الوراء علي فضاءات 
تم توضیح نظریة الطیف . باناخ مع تساوى القیاسات الخطیة بین الفضاءات الجزئیة للدوال المستمرة

أیضا أعتبرنا الإزاحات متساویة القیاس والفضاءات . 2+1العكسیة لمعادلة وارد لنموزج شیرال 
تمت مناقشة الوضع النسبي للفضاءات الجزئیة . أیضا درسنا مسألة كوشى لمعادلة وارد. المتریة

الأربعة لفضاء هلبرت مع التمثیلات التي لا تنحل لعناصر أساسیة للإرتجاف على فضاءات هلبرت 
مع مسألة الفصوصیة للإزاحات متساویة القیاس على  1ت النوع أعطینا بناء إزاحا. لانهائیة البعد

تم تاسیس . أوضحنا المؤثرات الشاذة التامة ومسألة الفضاء الجزئي اللامتغیر. فضاء الدوال المستمرة
  .المؤثرات الشاذة والمنتهیة بین فضاءات جیمس

 
 

  

  

  

  

  

  

  

  

  

  

  

  

  

  



Introduction 
 

We obtain many significiant results concerning shift operators on Banach spaces. 

Using a result of Holsztynski we classify isometric shift operators on ܥ(ܺ) for any 

compact Hausdorff space ܺ into two (not necessarily disjoint) classes. If there exists an 

isometric shift operator ܶ:	ܥ(ܺ) →  of type II, they show that ܺ is necessarily (ܺ)ܥ

separable. In case T is of type I, we exhibit a paticular infinite countable set ܦ =

,(݌)ଶି߰,(݌)ଵି߰,݌} ߰ିଷ(݌),… }  of isolated points in ܺ . Under the additional 

assumption that the linear functional Γ carrying ݂ ∈ (݌)݂ܶ to (ܺ)ܥ ∈ ℂ is identically 

zero, we show that ܦ is dense in ܺ.  We show that the Banach space ܥ(ܺ). of real 

valued continuous functions does not admit a backward shift, if ܺ  is a compact 

Hausdorff space with an infinite connected component. We say that a linear subspace ܣ 

of ܥ଴(ܺ) is strongly separating if given any pair of distinct points ݔଵ,  ଶ of the locallyݔ

compact space ܺ, then there exists ݂ ∈ |(ଵݔ)݂| such that ܣ ≠  We show that a .|(ଶݔ)݂|

linear isometry ܶ of ܣ onto such a subspace ܤ of ܥ଴(ܻ) induces a homeomorphism ℎ 

between two certain singular subspaces of the Shilov boundaries of ܤ and ܣ, sending 

the Choquet boundary of ܤ onto the Choquet boundary of ܣ. We also provide an 

example which shows that the above result is no longer true if we do not assume ܣ to 

be strongly separating. We solve the Cauchy problem of the Ward model in light-cone 

coordinates using the inverse spectral (scattering) method. Let ܯ be a complete metric 

space. If (ܯ)∗ܥ admits an isometric shift, then ܯ is separable. We generalize the results 

of study the inverse scattering problem of the Ward equation with non-small data and 

solve the Cauchy problem of the Ward equation with a non-small purely continuous 

scattering data. We study the relative position of several subspaces in a separable 

infinite-dimensional Hilbert space. In finite-dimensional case, Gelfand and Ponomarev 

gave a complete classification of indecomposable systems of four subspaces. We 

construct exotic examples of indecomposable systems of four subspaces in infinite-

dimensional Hilbert spaces. We study indecomposable representations of quivers on 

separable infinite-dimensional Hilbert spaces by bounded operators. We exhibit several 

concrete examples and investigate duality theorem between reflection functors. We 



provide some “structure” theorems for analyzing type 1 isometric shifts by 

characterizing the functions in the range of ܶ௡. We provide examples of nonseparable 

spaces ܺ for which ܥ(ܺ) admits an isometric shift, which solves in the negative a 

problem proposed by Gutek et al. Properties of strictly singular operators have recently 

become of topical interest because the work of Gowers and Maurey gives  Banach 

spaces on which every continuous operator is of form ܫߣ + ܵ, where ܵ  is strictly 

singular. So if strictly singular operators had invariant subspaces, such spaces would 

have the property that all operators on them had invariant subspaces. An operator 

ܶ ∶ ܺ → ܻ between Banach spaces is said to be finitely strictly singular if for every ߝ > 0 

there exists ݊ such that every subspace ܧ ⊆ ܺ with dimܧ ≥ ݊ contains a vector ݔ such 

that ‖ܶݔ‖ < We show that, for 1 .‖ݔ‖ߝ ≤ ݌ < ݍ < ∞, the formal inclusion operator 

from ܬ௣ to ܬ௤  is finitely strictly singular. 

 

 

 

 

  



Chapter 1 

Backward and Isometric Shifts on Banach Spaces 
 

We give a negative answer to this question. In fact, given any integer ݈ ≥ 1, we 

construct an example of an isometric shift operator ܶ:	ܥ(ܺ) →  ഥܦ\	ܺ of type I with (ܺ)ܥ

having exactly ݈ elements, where ܦഥ is the closure of ܦ in ܺ.  We show that for arbitrary 

infinite compact Hausdorff spaces of J. R. Holub ܺ,  does not admit a backward .(ܺ)ܥ

shift. 
 

Section (1.1): Operators of Isometric Shift on Continuous Function Spaces.  
 

R. M. Crownover [200] was the first person to give a basis free definition of a 

shift on a general Banach space. In [201] J. R. Holub studied isometric shift operators on 

 ℝ(ܺ) is the real Banach space of real valued continuous functions on theܥ ℝ(ܺ), whereܥ

compact Hausdorff space ܺ. One of the results proved by him asserts that if ܺ has only 

finitely many components then ܥℝ(ܺ) does not admit an isometric shift operator. 

However his techniques do not carry over to the complex Banach space ܥℂ(ܺ). In [202] 

Gutek et al study simultaneously the real as well as the complex case. 

The convention that maps between topological spaces are necessarily 

continuous. In the work of Gutek et al [202] a crucial role is played by a result of ܹ. 

Holsztynski [203] which essentially describes the form of a linear isometry ܶ:	ܥ(ܺ) →

 denotes the (ܺ)ܥ where ܺ and ܻ are any two compact Hausdorff spaces. Here (ܻ)ܥ

complex Banach space of complex valued continuous functions on ܺ. Using Holsztynski’s 

result they classify isometric shift operators ܶ:	ܥ(ܺ) →  into two (We denote the (ܺ)ܥ

range of an operator ܶ by ܴ(ܶ). After proving Theorem (1.1.1) correctly remark that the 

only element ݂ ∈ ܴ(ܶ) vanishing on ܺ଴  (using the notation in [202]) of [202] they 

further assert that when ܺ଴ ≠ ܺ, the above observation gives the "uniqueness" of ݌ 

where ܺ଴ =  In [202] turns out to be an isometric shift operator expressible as a .{݌}	\	ܺ

shift operator in two different ways. Also it turns out that any isometric shift operator 

(ܺ)ܥ	:ܶ → (ܺ)ܥ  expressible as an operator of type I  in two different ways is 

automatically. But the converse is not true. We will give a specific example of an 



isometric shift operator which is simultaneously. But is expressible as an operator in 

exactly one way. 

Let ܶ:	ܥ(ܺ) →  be an isometric shift operator of type I which is not of type (ܺ)ܥ

II. Then our observation in the earlier paragraph yields a unique isolated point ݌ in ܺ, a 

homeomorphism ߰: ܺ଴ → ܺ where ܺ଴ = ଴ܺ	:ݓ and a map {݌}	\	ܺ → ܵᇱ satisfying 
 

݂ܶ
 

The statement "the only element ݂ ∈ ܴ(ܶ) vanishing on ܺ଴  is 0" is equivalent to 

asserting  that the characteristic function ߯௣ of ݌ is not in ܴ(ܶ). A natural question is 

whether ݌ is the only isolated point in ܺ with ߯௣ ∉ ܴ(ܶ). We will also see that the 

answer to this question is negative. In [202] satisfies the condition that none of ߯ଵ, ߯ଶ 

and ߯ଷ is ܴ(ܶ). 

Let ܶ: (ܺ)ܥ →  be any linear isometry. In [203] Holsztynski gives a specific (ܻ)ܥ

construction yielding a well determined closed subset ଴ܻ of ܻ and well determined maps 

߰: ଴ܻ → 	:ݓ,ܺ ଴ܻ → ܵଵ with ߰ surjective and satisfying 
 

 

One of our major results is a "universal property" possessed by Holsztynski's triple 

{ ଴ܻ, ߰,  This result has some important consequences which will be .(Theorem (1.1.1)) {ݓ

discussed. 

Given any integer ݈ ≥ 1 we construct an isometric shift operator ܶ:	ܥ(ܺ) →

 ഥ having exactly ݈ elements. One of the results proved in [208] assertsܦ	\	ܺ with (ܺ)ܥ

that if ܺ = ܵ௡ the ݊-sphere or ܫ௡ the ݊-cube then ܥ(ܺ) does not admit an isometric 

shift operator. We will show that if ܯ௡ is any compact topological manifold with or 

without boundary then ܥ(ܯ௡) does not admit an isometric shift operator. Actually it 

turns out that some of the results proved in [202] are valid for linear isometries 

ܶ: (ܺ)ܥ →  equal to 1. ܶ need not be a shift (ܺ)ܥ with codimension of ܴ(ܶ) in (ܺ)ܥ

operator; namely ܶ need not satisfy the condition ⋂ ܴ(ܶ௡)௡ஹଵ = {0}. Our exposition 

will take this fact into account and clearly point out results which are valid for 

codimension 1 linear isometries. Actually we show that ܥ(ܯ௡) does not admit a 

codimension 1 linear isometry when ܯ௡ is a compact manifold. 



 

For any compact Hausdorff space ܺ let ܥ(ܺ) denote the complex Banach space 

of complex valued continuous functions on ܺ. Throughout this section ܺ, ܻ will denote 

compact Hausdorff spaces and ܶ: (ܺ)ܥ →  a linear isometry. In [209] Holsztynski (ܻ)ܥ

describes a specific construction yielding a closed subset ଴ܻ of ܻ, well determined maps 

߰: ଴ܻ → 	:ݓ,ܺ ଴ܻ → ܵଵ with ߰ surjective and satisfying 
 

 

We will refer to { ଴ܻ, ߰,  obtained as above as Holsztynski's triple associated to the {ݓ

linear isometry ܶ: (ܺ)ܥ →  We actually need this specific construction. Hence we .(ܻ)ܥ

briefly describe this construction. 

For any ݔ ∈ ܺ  let ܵ௫ = {�݂ ∈ ‖݂‖	|	(ܺ)ܥ = 1 = {|(ݔ)݂|  and ܳ௫ = ൛ݕ� ∈

ܻ|	ܶ(ܵ௫) ⊂ ܵ௬}  (where of course ܵ௬ = {�݃ ∈ ‖݃‖	|	(ܻ)ܥ = 1 = {|(ݕ)݃| . Holsztynski 

shows that ܳ௫ ≠ ∅ for any ݔ ∈ ܺ,ܳ௫ ∩ ܳ௫ᇲ = ∅ if ݔ ≠ ,ܺ ᇱ inݔ ଴ܻ = ⋃ ܳ௫௫∈௑  is closed in 

ܻ and that ߰:	 ଴ܻ → ܺ defined by ߰(ݕ) = ݕ for any ݔ ∈ ܳ௫  is continuous. Since ܳ௫ ≠ ∅ 

for each ݔ ∈ ܺ, it is clear that ߰ is surjective. If (ݕ)ݓ = where 1 (ݕ)1ܶ ∈  is the (ܺ)ܥ

constant function assigning 1 to each ݔ ∈ ܺ then it is shown in [203] that ଴ܻ,  satisfy ݓ,߰

(3). Also in (3) if we substitute ݂ = 1 ∈ (ݕ)ݓ we get (ܺ)ܥ = ݕ for all (ݕ)1ܶ ∈ ଴ܻ. This 

shows that ݓ is unique. The following theorem shows that Holsztynski's triple { ଴ܻ, ߰,  {ݓ

possesses a universal property. 
 

Theorem (1.1.1)[199]:  Let ܣ  be any subspace (not necessarily closed) of ܻ  and 

ܣ:߮ → ܺ, :ݑ ܣ → ܵଵ maps satisfying 
 

݂ܶ
 

Then ܣ ⊆ ଴ܻ, ߮ = ݑ and ܣ|߰ =  .ܣ|ݓ
 

Proof: Before taking up the proof observe that we do not assume that ߮:	ܣ → ܺ is 

surjective. 

We first show that any ܽ ∈ ܽ satisfies ܣ ∈ ܳఝ(௔). Let ݂ ∈ ܵఝ(௔). This means 

‖݂‖ = 1 = ห݂൫߮(ܽ)൯ห. From equation (4) we get |݂ܶ(ܽ)| = ห݂൫߮(ܽ)൯ห = 1. Since ܶ is 



an isometry, we get ‖݂ܶ‖ = 1. Thus ‖݂‖ = 1 = |݂ܶ(ܽ)|, showing that ݂ܶ ∈ ܵ௔. Hence 

݂ ∈ ܵఝ(௔) ⇒ ݂ܶ ∈ ܵ௔. This yields ܽ ∈ ܳఝ(௔). Since ଴ܻ = ⋃ ܳ௫௫∈௑  we see that ܣ ⊆ ଴ܻ. 

From equation (4) we see that ݑ(ܽ) = ܶ1(ܽ) = ܽ for all (ܽ)ݓ ∈  yielding ,ܣ

ݑ =  .ܣ|ݓ�

Since ݂ܶ(ݕ) = ൯(ݕ)൫݂߰(ݕ)ݓ  for all ݕ ∈ ଴ܻ  and ܣ ⊆ ଴ܻ , we get ݂ܶ(ܽ) =

(ܽ)݂ܶ ൫߰(ܽ)൯. Again equation (4) yields݂(ܽ)ݓ = ൫߮(ܽ)൯݂(ܽ)ݓ =  ൫߮(ܽ)൯ since݂(ܽ)ݓ

ݓ = |(ܽ)ݓ| From .ܣ|ݓ = 1, we get ݂൫߰(ܽ)൯ = ݂൫߮(ܽ)൯. This is valid for all ݂ ∈  .(ܺ)ܥ

Since functions in ܥ(ܺ) separate points of ܺ we get ߰(ܽ) = ߮(ܽ). This shows that 

߮ =   .ܣ|߰�
 

Corollary (1.1.2)[199]: Let ܤ,ܣ  be subspaces of  ܻ,߮: ܣ → ܺ, :ߠ ܤ → ܣ:ݓ,ܺ → ܵଵ,

ܤ	:ݒ → ܵଵ be maps satisfying equation (4) and equation (5) below: 
 

 

Then �߮|ܣ ∩ ܤ = ܣ|ߠ ∩ ܣ|ݑ� and	ܤ ∩ ܤ = ܣ|ݒ� ∩ ܤ . Moreover ߛ: ܣ ∪ ܤ → ܺ, :ݐ ܣ ∪ ܤ →

ܵଵ defined by ܣ|ߛ� = ߮, ܤ|ߛ� = 	;ߠ ܣ|ݐ� = ,ݑ� ܤ|ݐ =  are continuous and ݒ
 

݂ܶ
 

Proof. From Theorem (1.1.1), ߮ = ,ܣ|߰� ߠ = ;ܤ|߰� ݑ	 = ݒ and ܣ|ݓ� =  The first part .ܤ|ݓ�

is immediate now. Also we get ߛ = ܣ|߰� ∪ ,ܤ ݐ = ܣ|ݓ� ∪ ܤ  from which we get the 

second part. 

Theorem (1.1.1) can be strengthened as follows: 
 

Theorem (1.1.3)[199]: Let ܣ  be a subspace of ܻ,߮: ܣ → ܺ  and ݒ: ܣ → ℂ  be maps 

satisfying 
 

 

Then ܣ ⊆ ଴ܻ if and only if (ܣ)ݒ ⊂ ܵଵ. Moreover when this condition is satisfied we have 

߮ = ݒ and ܣ|߰� =  .ܣ|ݓ�
 

Proof. In view of Theorem (1.1.1) we have only to show that ܣ ⊆ ଴ܻ ⇒ (ܣ)ݒ ⊂ ܵଵ. 

Assume ܣ ⊆ ଴ܻ. Then for any ܽ ∈ ,ܣ ∃ an ݔ ∈ ܽ with ܣ ∈ ܳ௫. This means ܶ(ܵ௫) ⊂ ܵ௔ . 



Clearly 1 ∈ ܵ௫ . Hence ܶ1 ∈ ܵ௔  yielding 1 = |ܶ1(ܽ)| = ൯ห(ܣ)ห1൫߮	|(ܽ)ݒ| = |(ܽ)ݒ| . 

Hence (ܣ)ݒ ⊂ ܵଵ.  
 

Remarks (1.1.4)[199]: (a) A bounded linear operator ܶ on a Banach space ܧ is defined 

to be a shift by Crownover [200] if ܶ is injective, the range ܴ(ܶ) of ܶ has codimension 1 

in ܧ and ⋂ ܴ(ܶ௡)௡ஹଵ = {0}. We now observe that Theorem (1.1.1) of [202] is valid for 

any codimension 1 linear isometry ܶ:	ܥ(ܺ) →  Hence we may introduce the .(ܺ)ܥ

concepts of type I and type II codimension 1 linear isometries.  

(b) From Theorem (1.1.1) it follows that ଴ܻ is the largest subset of ܻ admitting 

maps ߰: ଴ܻ → 	:ݓ,ܺ ଴ܻ → ܵଵ satisfying equation (3). It turns out that ଴ܻ is closed and 

߰: ଴ܻ → ܺ is surjective. It can very well happen that there exists a closed set ଵܻ ⊊ ଴ܻ and 

߰:	 ଵܻ → ܺ is surjective. This is what happens in the case of a codimension 1 linear 

isometry ܶ:	ܥ(ܺ) →  .which is simultaneously of types I and II (ܺ)ܥ

An immediate consequence of Corollary (1.1.2) is the following: 
 

Proposition (1.1.5)[199]: Suppose ܶ:	ܥ(ܺ) →  is a codimension 1 linear isometry (ܺ)ܥ

and there are closed subspaces ܺ଴ ⊊ ܺ, ଵܺ ⊊ ܺ  with ܺ଴ ≠ ଵܺ  maps ݓ:	ܺ଴ → ܵଵ,

	:ᇱݓ ଵܺ → ܵଵ and surjective maps ߰:ܺ଴ → ܺ,߰ᇱ: ଵܺ → ܺ satisfying 
 

 

as well as 
 

݂ܶ
 

Then ܶ is simultaneously of types ܫ	and ܫܫ. 
 

Definition (1.1.6)[199]: When the hypotheses of Proposition (1.1.5) are satisfied we say 

that ܶ can be expressed as an operator of type I in two different ways. 
 

As an immediate consequence of Proposition (1.1.5) we obtain the following: 
 

Corollary (1.1.7)[199]: Let ܶ:	ܥ(ܺ) →  ܫ be a codimension 1 linear isometry of type (ܺ)ܥ

which is not of type ܫܫ. Then there exists a unique isolated point ݌ in ܺ, a unique 

homeomorphism ߰:	ܺ଴ → ܺ  where ܺ଴ = ଴ܺ	:ݓ a unique map ,{݌}	\	ܺ → ܵଵ  satisfying 

(7). 



Using Corollary (1.1.2) we can find a necessary and sufficient condition for a 

given codimension 1 linear isometry ܶ:	ܥ(ܺ) →  .of type I to be also of type II (ܺ)ܥ
 

Proposition (1.1.8)[199]: Let ܶ:	ܥ(ܺ) →  be a codimension 1 linear isometry of type (ܺ)ܥ

ܺ଴	be an isolated point in ܺ,߰: ݌ Let .ܫ → ଴ܺ	:ݓ,ܺ → ܵଵ maps with ܺ଴ =  ߰ and {݌}	\	ܺ

homeomorphic satisfying (7). 

Then ܶ will be of type ܫܫ if and only if there exist elements ܿ ∈ ܺ and ߣ ∈ ܵଵ 

satisfying 
 

 

Proof. If ܶ is also of type II, ߰ and ݓ admit extensions, also denoted by the same letters 

߰:	ܺ → ܺ	:ݓ,ܺ → ܵଵ satisfying (7) for all ݕ ∈ ܺ. Choose ܿ = ߣ and (݌)߰ =  Then .(݌)ݓ

clearly (9) is satisfied. 

Conversely, assume that there exist ܿ ∈ ܺ  and ߣ ∈ ܵଵ  satisfying (9). Then 

{݌}	:ߠ → ܺ, :ݒ {݌} → ܵଵ defined by (݌)ߠ = ܿ, (݌)ݒ =  are clearly continuous. Taking ߣ

ܣ = ܺ଴, ߮ = ߰, ݑ = ;ݓ ܤ	 =  ܶ from Corollary (1.1.2) we immediately conclude that {݌}

is of type II.  
 

We will discuss methods of constructing codimension 1 linear self isometries of 

(ܺ)ܥ . Using those methods we will construct a codimension 1 linear isometry 

(ܭ)ܥ	:ܶ →  is the Cantor set. However our ܭ of type II which is not of type I when (ܭ)ܥ

methods do not yield an isometric shift operator on (ܭ)ܥ. Since ܭ has no isolated 

points, if there is an isometric shift operator on (ܭ)ܥ it will be of type II which is not of 

type I. 

We proving the following: 
 

Proposition (1.1.9)[199]: Let ܶ:	ܥ(ܺ) →  be a codimension 1 linear isometry of type (ܺ)ܥ

,݌ ;ܫ ܺ଴ = ,{݌}	\	ܺ ߰:	ܺ଴ → ܺ and ݓ:	ܺ଴ → ܵଵ have their usual meanings. Let ݍ ∈ ܺ଴ be 

any isolated point. Then ߯௤ ∈ ܴ(ܶ) ⇔ ܶ߯ట(௤)(݌) = 0. 
 

Proof. Suppose ߯௤ ∈ ܴ(ܶ) say ߯௤ = ܶℎ with ℎ ∈ (ݕ)Using the equation ܶℎ .(ܺ)ܥ =

ݕ∀	൯(ݕ)ℎ൫߰(ݕ)ݓ ∈ ܺ଴  we immediately see that ℎ|൫ܺ − ߰(݃)൯ = 0  and that 



ℎ൫߰(݃)൯ = ଵ
௪(௤)

. Hence ߯௤ = ܶℎ ⇒ ℎ = ଵ
௪(௤)

߯ట(௤)  From ߯௤(݌) = 0  we now get 

ଵ
௪(௤)

ܶ߯ట(௤)(݌) = 0 yielding ܶ߯ట(௤)(݌) = 0. 

Conversely, if ܶ߯ట(௤)(݌) = 0, straight-forward checking shows that ߯௤ = ܶℎ 

where ℎ = ଵ
௪(௤)

߯ట(௤) 

We will make use of this proposition. 
 

Throughout ܺ will denote a compact Hausdorff space. Let ܶ:	ܥ(ܺ) →  be a (ܺ)ܥ

codimension 1 linear isometry of type I. Then as seen already, there exist an isolated 

point ݌ in ܺ, a homeomorphism ߰:	ܺ଴ → ܺ where ܺ଴ = ଴ܺ	:ݓ and a map {݌}	\	ܺ → ܵଵ 

satisfying 
 

݂ܶ
 

Denoting the continuous linear functional ݂ ↦ (݌)݂ܶ  on ܥ(ܺ)  by ܶ  we see that 

|Γ݂| ≤ ‖݂‖ for all ݂ ∈  .We will presently see that the converse to this is true.(ܺ)ܥ
 

Proposition (1.1.10)[199]: Let ݌ be an isolated point and ߰:	ܺ଴ → ܺ a homeomorphism. 

Let ܶ be a continuous linear functional on ܥ(ܺ) satisfying |Γ݂| ≤ ‖݂‖ for all ݂ ∈  (ܺ)ܥ

and ݓ:	ܺ଴ → ܵଵ	a map. Then ܶ:	ܥ(ܺ) → (ݕ)݂ܶ defined by (ܺ)ܥ =  ൯ for all(ݕ)൫݂߰(ݕ)ݓ

ݕ ∈ ܺ଴ and ݂ܶ(݌) = Γ݂, for any ݂ ∈  .is a codimension 1 linear isometry (ܺ)ܥ
 

Proof. The proof given in [202] for the fact that ߯௉ ∉ ܴ(ܶ) is valid here also. Still we 

spell it out. If ߯௣ = ݂ܶ, since ݌ ∉ ܺ଴, we get ݂ܶ(ݕ) = 0 for all ݕ ∈ ܺ଴. It follows from 

the equation ݂ܶ(ݕ) = ൯(ݕ)൫݂߰(ݕ)ݓ  that ݂ = 0 , since ߰: ܺ଴ → ܺ  is surjective and 

|(ݕ)ݓ| = 1 for every ݕ. This will mean ߯௣ = 0, a contradiction. Let Δଵ:	ܥ(ܺ) →  be (ܺ)ܥ

defined by ∆ଵ݂(ݔ) = ݂൫߰ିଵ(ݔ)൯/ݓ൫߰ିଵ(ݔ)൯. A straight-forward verification shows 

that ݂ = ܶ∆ଵ݂ + (݌)݂} − ܶ∆ଵ݂(݌)}߯௉. This proves that ܥ(ܺ)/ܴ(ܶ) is of dimension 1, 

with the class [߯௉]  of ߯௉  in ܥ(ܺ)/ܴ(ܶ)  forming a basis element. Using the facts 

sup௬∈௑బ|݂ܶ(ݕ)| = sup௬∈௑బ|݂(ݔ)| = ‖݂‖  and |݂ܶ(݌)| = |Γ݂| ≤ ‖݂‖  we immediately 

get ‖݂ܶ‖ = ‖݂‖. 

Suppose ܶ:	ܥ(ܺ) →  is a codimension 1 linear isometry of type II. Then we (ܺ)ܥ

get ߰:	ܺ → ܺ, ܺ	:ݓ → ܵଵ with ߰ surjective and satisfying 



 

 

Moreover there exist two unique elements ܽ ≠ ܾ  in ܺ  with ߰(ܽ) = ߰(ܾ)  and 

߰|ܺ − {ܽ, ܾ}: ܺ − {ܽ, ܾ} → ܺ − {ܿ} bijective. Here ߰(ܽ) = ߰(ܾ) = ܿ. If ܹ denotes the 

quotient space obtained from ܺ by identifying ܽ and ܾ, ߰ induces a map ത߰:	ܹ → ܺ. 

Then ത߰:	ܹ → ܺ is a homeomorphism. The following proposition yields a converse to 

this. 
 

Proposition (1.1.11)[199]: Let ߰:ܺ → ܺ:ݓ,ܺ → ܵଵ be given with ߰ surjective. Suppose 

there exist ܽ ≠ ܾ  in ܺ  with ߰(ܽ) = ߰(ܾ)  and ߰|ܺ − {ܽ, ܾ}:	ܺ − {ܽ, ܾ} → ܺ − {ܿ} 

bijective, where ܿ = ߰(ܽ) = ߰(ܾ). 

Then ܶ:	ܥ(ܺ) →  defined by (ܺ)ܥ
 

 

is a codimension 1 linear isometry. 
 

Example (1.1.12)[199]: Let ܭ denote the Cantor set. Given ܽ ≠ ܾ in ܭ it is shown in 

[208] that there exists a surjection ߰:ܭ → ܭ  satisfying ߰(ܽ) = ߰(ܾ) = ܽ  with the 

additional property that �߰|ܭ	\	:{ܽ}	ܭ	\	{ܽ} 	→  is bijective. Proposition (1.1.11) yields ܭ

a codimension 1 linear isometry ܶ:	(ܭ)ܥ →  has no isolated points, it ܭ Since .(ܭ)ܥ

follows that ܶ cannot be of type I. 
 

Remark (1.1.13)[199]: Given an isolated point ݌ in ܺ, a homeomorphism ߰:	ܺ଴ → ܺ 

(where ܺ଴ = ଴ܺ	:ݓ a map ,({݌}	\	ܺ → ܵଵ and a continuous linear functional Γ:	ܥ(ܺ) →

|satisfying |Γ݂ ܥ ≤ ‖݂‖, Proposition (1.1.10) shows that ܶ:	ܥ(ܺ) →  defined by (ܺ)ܥ

(ݕ)݂ܶ = ݕ∀൯(ݕ)൫݂߰(ݕ)ݓ ∈ ܺ଴ and ݂ܶ(݌) = Γ݂ is a codimension 1 linear isometry of 

type I . Let Δଵ: (ܺ)ܥ → (ܺ)ܥ  be defined as earlier, namely Δଵ݂(ݔ) = ݂൫߰ିଵ(ݔ)൯/

ݔ ൯ for any(ݔ)൫߰ିଵݓ ∈ ܺ. Then Δଵ is a surjective complex linear map, ‖Δଵ‖ = ‖݂‖ and 

Ker	Δଵ = ℂ߯௉. For any integer ݊ ≥ 1, let Δ௡:	ܥ(ܺ) → =be defined by ∆௡ (ܺ)ܥ (Δଵ)௡; 

let Δ଴ = ݂ ஼(௑). It is easy to see that݀ܫ ∈ ܴ(ܶ௡) if and only if Δ௝݂(݌) = ΓΔ௝ାଵ݂ for 

0 ≤ ݆ ≤ ݊ − 1 . If ߚ௝:	ܥ(ܺ) → ℂ  denotes the continuous linear functional ߚ௝݂ =



	Δ௝݂(݌) − ΓΔ௝ାଵ݂ then ݂ ∈ ܴ(ܶ௡) ⇔ ݂ ∈ ⋂ Ker	ߚ௝௡ିଵ
௝ୀ଴ . Thus ܶ will be an isometric shift 

⇔ ⋂ Ker	ߚ௝௝ஹ଴ = {0}. 

We now give an example of a codimension 1 linear isometry ܶ:	ܥ(ܺ) →  (ܺ)ܥ

which is not a shift. 
 

Examples (1.1.14)[199]: Let ܣ = ℕ ∪ {∞} the one point compactification of ℕ. As usual 

we identify (ܣ)ܥ with the space of convergent complex sequences ܿ = (ܿଵ, ܿଶ, ܿଷ, … ). 

Then ܶ:	(ܣ)ܥ → (ܣ)ܥ  given by ܶ(ܿଵ, ܿଶ, ,ଷܥ … ) = (ܿଵ, 0, ܿଶ, ܿଷ, ܿସ, … )  is a 

codimension 1 linear isometry which is not a shift. 
 

Example (1.1.15)[199]: Consider Example in [202]. ܶ in this example is expressible as an 

isometric shift operator of type I in two different ways. If ݌ = 1,ܺ௢ = ܺ	\	{1} and 

߰:ܺ଴ → ଴ܺ	:ݓ,ܺ → ܵଵ  are given by ߰(݊ + 1) = ݊	∀݊ ∈ ℕ, ߰(∞) = ∞  and (ݕ)ݓ =

ݕ∀	1 ∈ ܺ଴ then we clearly have 
 

݂ܶ
 

Similarly setting ݍ = 2,ܺ଴ᇱ = ܺ	\	{2}  and defining ߰ᇱ = ܺ଴ᇱ → :ᇱݓ,ܺ ܺ଴ᇱ →	ܵଵ  by 

߰ᇱ(1) = 1,߰ᇱ(݊ + 1) = ݊  for ݊ > 2,߰ᇱ(∞) = ᇱ(1)ݓ,∞ = −1  and ݓᇱ(ݔ) = 1  for all 

ݔ ∈ ܺ଴ᇱ 	\	{1} we see that 
 

݂ܶ
 

Thus ܶ is expressible as an isometric shift operator in two different ways. 

Propositions (1.1.5), (1.1.8) and Corollary (1.1.7) were proved for codimension 1 

linear isometries. In particular they are valid for isometric shift operators. 
 

Example (1.1.16)[199]: Consider Example in [202]. In this example ܶ is an isometric shift 

operator of type I which is not of type II. Thus ܶ is expressible as an isometric shift 

operator of type I in only one way. ݌ = 1,ܺ଴ = ܺ	\	{1}; 	߰:	ܺ଴ → ଴ܺ	:ݓ,ܺ → ܵଵ with 

߰(݊ + 1) = ݊	∀݊ ∈ ℕ,߰(∞) = ∞ and (ݕ)ݓ = 1	∀݃ ∈ ܺ଴  satisfy ݂ܶ(ݕ) = ݕ∀൯(ݕ)൫݂߰(ݕ)ݓ ∈

ܺ଴ and ݂ ∈  However, straight-forward checking shows that 2 and 3 are isolated .(ܺ)ܥ

points with ߯ଶ as wel as ߯ଷ not in ܴ(ܶ). This means the only function vanishing on 

either ܺ	\	{1} or ܺ	\	{2} or ܺ	\	{3} and lying in ܴ(ܶ) is the constant function 0. 



As an immediate consequence of Proposition (1.1.10) we get the following: 
 

Proposition (1.1.17)[199]: Let ܶ:	ܥ(ܺ) 	→ (ܺ)ܥ  be an isometric shift operator 

expressible as a shift operator of type ܫ in a unique way. Let ݌, ܺ଴ = ,{݌}	\ܺ ߰:	ܺ଴ → ܺ 

and ݓ:	ܺ଴ → ܵଵ have their usual meanings. Let ݍ be any isolated point in ܺ with ݍ ≠  .݌

Then the following are equivalent: 
 

(i) ݂ ∈ ܴ(ܶ), �݂|(ܺ − ({ݍ} = 0 ⇒ ݂ = 0 

(ii) ߯௤ ∉ ܴ(ܶ) 

(iii) ܶ ߯(௤)(݌) ≠ 0. 
 

 

Example (1.1.18)[199]: Let ܺ = ℕ ∪ {∞} the one point compactification of ℕ . We 

identify ܥ(ܺ) with the space of convergent complex sequences ܿ = (ܿଵ, ܿଶ, ܿଷ, … ) under 

݂ ↔ ܿ where ܿ௡ = ݂(݊). Under this identification ݂(∞) will correspond to lim௡→ஶ ܿ௡. 

We write ܥஶ for lim௡→ஶ ܿ௡. Consider ܶ:	ܥ(ܺ) →  defined by (ܺ)ܥ
 

 

Let ߰:	ܺ → ܺ  and ݓ:	ܺ → ܵଵ  be defined by ߰(݊ + 1) = ݊∀݊ ∈ ℕ, ߰(1) = ߰(∞) =

∞; (1)ݓ	 = (2)ݓ,1 = ݅, (3)ݓ = (4)ݓ,1− = (݊)ݓ,݅− = 1  for ݊ ≥ 5  and ݓ(∞) = 1 . 

Clearly �߰|ܺ − {1,∞}: ܺ − {1,∞} → ܺ − {∞} is bijective. ܶ is the codimension (i) linear 

isometry of type II obtained from ߰ and ݓ applying Proposition (1.1.11). Since 1 is 

isolated in ܺ we see that ܶ is also of type I. Since ∞ is not isolated in ܺ from the same 

remark we see that ܶ cannot be expressed as a type I operator in two different ways. 

We will show that ܶ satisfies ⋂ ܴ(ܶ௡)௡ஹଵ = {0}. Then it will follow that ܶ is an 

isometric shift operator simultaneously of types I and II but expressible as a shift 

operator of type I in exactly one way. 

For any ܽ = (ܽଵ, ܽଶ, ܽଷ, … ) ∈ (ܺ)ܥ  let us denote the conventional shift 

ܽ 	⟼ (0, ܽଵ, ܽଶ, ܽଷ, … )  by ܵ . Given ܿ = (ܿଵ, ܿଶ, ܿଷ, ܿସ, … ) ∈ (ܺ)ܥ  let us denote the 

element (−ܿଵ, ݅ܿଶ, −݅ܿଷ, ܿସ, ܿହ, ܿ଺, … ) by ߛ൫ܿ൯. An easy calculation shows that 
 

ܶ଺ܿ =
 



Denote the element ቆܿஶ, ݅ܿஶ, −݅ܿஶ, −ܿஶ, −ܿஶ, −ܿஶ, … ,−ܿஶᇩᇭᇭᇭᇭᇭᇭᇪᇭᇭᇭᇭᇭᇭᇫ
ଷ/terms

, 0,0,0, 0,… ቇ  of ܥ(ܺ)  by 

 Then by induction on ݈ we show that .(ஶܥ)௟ߤ
 

 

Supposes ܽ = (ܽଵ, ܽଶ, ܽଷ, … ) is in ⋂ ܴ൫ܶଷ(௟ାଵ)൯௟ஹଵ . Then from (14) we see that there 

should exist an element ܿஶ ∈ ℂ with ܽଵ = ܿஶ, ܽଶ = ݅ܿஶ, ܽଷ = −݅ܿஶ and ܽ௞ =	−ܿஶ for 

all ݇ ≥ 4. Writing ߣ for ܿஶ we should have 
 

 

Also ܽ = ܾܶ  for some ܾ = (ܾଵ, ܾଶ, ܾଷ, … ) ∈ (ܺ)ܥ . This means 

ܽ = (ܾஶ, ܾ݅ଵ, −ܾଶ, −ܾ݅ଷ, ܾସ, ܾହ, … )  yielding ߣ = ܾஶ and ܾ௡ = ݊ for ߣ− ≥ 4. But ܾ being 

a convergent sequence, we should have ܾஶ = lim௡ିஶ ܾ௡ = ߣ Thus we get .ߣ− =  or ߣ−	

ߣ = 0 . This yields ܽ = 0 ∈ (ܺ)ܥ  thereby showing that ⋂ ܴ(ܶ௡)௡ஹଵ = {0} . This 

completes the proof that ܶ is an isometric shift operator. 
 

ഥܦ ≠ ܺ. In this section, given any integer ݈ ≥ 1 we construct an isometric shift 

operator of type I with ܺ\ܦഥ having exactly ݈ elements. Let ܣ = ℕ ∪ {∞} the one point 

compactification of ℕ. As usual (ܣ)ܥ will be identified with the space of convergent 

complex sequences ܿ = (ܿଵ, ܿଶ, ܿଷ, … ). Let {ܽଵ, ܽଶ, . . . , ܽ௟} be a discrete space with ݈ 

elements and ܺ = ܣ ∪ {ܽଵ, ܽଶ, … , ܽ௟}  (disjoint union). Any element of ܥ(ܺ)  can be 

uniquely written as ܿ ⊕ ∑ ௝߯௔ೕߣ
௟
௝ୀଵ  with ܿ ∈ (ܣ)ܥ	:ܶ Let .(ܣ)ܥ →  be the usual (ܣ)ܥ

lateral shift, namely ܶܿ = (0, ܿଵ, ܿଶ, ܿଷ, … . ). Let ܵ:	ܥ(ܺ) →  be defined by (ܺ)ܥ
 

ܵ ቌܿ ⊕෍
௟

௝ୀଵ
 

We could rewrite the formula for ܵ as 
 

ܵ ቌܿ ⊕෍ߣ
௟

௝ୀଵ
 

Let ܺ଴ = ܺ	\	{1} = ({1}	\	ܣ) ∪ {ܽଵ, … , ܽ௟}. Define ߰:	ܺ଴ → ଴ܺ	:ݓ,ܺ → ܵଵ by 
 



߰

ݓ
 

Then it is clear that 
 

 

We will check that ܵ is an isometric shift operator. One can check that 
 

ܵ௟ ቌܿ ⊕෍
௝

ܵଶ௟ ቌܿ ⊕෍ߣ௝

௟

௝ୀଵ
 

Let us denote (ߣ௟, ,௟ିଵߣ … , ,ଵߣ 0,0,0,… ) by ݑ then we have 
 

ܵ(ଶ௡ାଵ)௟ ቌܿ ⊕෍
௝

ܵଶ௡௟ ቌܿ ⊕

 

From (22) and (23) we see that if 
 

 

then ݔ will not be convergent unless ݔ = 0 in (ܣ)ܥ and ߤଵ = ⋯ = ଵߤ = 0. This proves 

that ⋂ ܴ(ܵ௡)௡ஹଵ = {0}. Thus ܵ is an isometric shift operator of type I. In this example 

ܦ = ℕ, ഥܦ = ഥܦ	\	ܺ and ܣ = {ܽଵ, … , ܽ௟}.  
 

In this example it is easily seen that ܫ஽ ∩ ܴ(ܵ௟) = {0}. Also ܫ஽ ∩ ܴ(ܵ௟ିଵ) ≠ {0} 

because if ܫ஽ ∩ ܴ(ܵ௟ିଵ) = {0}, we would have |ܺ	\	ܦഥ| ≤ ݈ − 1, which is not the case 

here. 
 

We proved the following theorem: 
 



Theorem (1.1.19)[199]: Let ܯ be any compact manifold with or without boundary. Then 

 does not (ܯ)ܥ does not admit a codimension 1 linear isometry. In particular	(ܯ)ܥ

admit an isometric shift operator. 
 

Proof. Any compact manifold ܯ has only finitely many connected components. Hence 

 cannot admit an infinite number of isolated points. Thus to prove Theorem (1.1.19) ܯ

we have only to show that (ܯ)ܥ does not admit a codimension 1 linear isometry of type 

II. As remarked earlier, if there existed a codimension 1 linear isometry ܶ:	(ܯ)ܥ →

 obtained by identifying exactly ܯ would be homeomorphic to a quotient of ܯ,(ܯ)ܥ

two points. Let ܽ ≠ ܾ be any two points of ܯ. If ܯ were of dimension 0,	M would be a 

finite discrete space. Hence (ܯ)ܥ can not admit any injective linear map which is not 

surjective. Thus we may assume that dimܯ = 	݊ ≥ 1. 

Suppose ܯߜ = 0. Let ܺ be the quotient space obtained from ܯ by identifying ܽ 

and ܾ. Let ܿ ∈ ܺ be the point represented by ܽ or ܾ. Let ܤ௡ = ݔ} ∈ ℝ௡|	‖ݔ‖ < 1} and 

௡ܤ ௡ the wedge where 0ܤ	⋁	 ∈ ܿ ௡ is chosen as the base point. The elementܤ ∈ ܺ will 

have a fundamental system of neighbourhoods homeomorphic to ܤ௡ ௡ܤ	⋁	  with ܿ 

corresponding to the base point in ܤ௡ ௡ܤ ௡. Butܤ	⋁	  ௡ is not locally Euclidean aroundܤ	⋁	

the base point. Hence ܺ cannot be homeomorphic to ܯ௡. 

Suppose ܯߜ ≠ ∅. If ܽ and ܾ are both in Int	ܯ௡ , ܿ ∈ ܺ will have a fundamental 

system of neighbourhoods homeomorphic to ܤ௡  ௡ with ܿ corresonding to the baseܤ	⋁	

point of ܤ௡ ା௡ܤ ௡. Letܤ	⋁	 = ݔ} ∈ ℝ௡|ݔଵ 	≥ 0, ‖ݔ‖ < 1}. If one of ܽ, ܾ is in Int	ܯ௡ and 

the other is in ܯߜ  then ܿ  will admit a fundamental system of neighbourhoods 

homeomorphic to ܤ௡  corresponding to the base point. If both ܽ and ܾ are	ା௡ with ܿܤ	⋁	

in ܯߜ, ܿ  will admit a fundamental system of neighbourhoods homeomorphic to 

ା௡ܤ ௡ܤ ା௡. Forܤ	⋁	 ௡ܤ ௡ andܤ	⋁	 ା௡ܤ	⋁	 	the manifold condition fails at the base point. Also 

when ݊ ≥ 2, the manifold condition fails at the base point for ܤା௡  .ା௡ܤ	⋁	

When ݊ = ,will be a disjoint union of ݇ copies of ܵଵ and ݈ copies of [0 ܯ,1 1] for 

some integers ݇ ≥ 0, ݈ ≥ 0 and ݇ + ݈ ≥ 1. If two boundary points in ܯ are identified, 

the quotient ܺ  will have strictly less than ݈  copies of [0,1] , hence cannot be 

homeomorphic to ܯ. 



 

Section (1.2): Backward Shifts on Banach Space of Continuous Functions: 
 

Unilateral shifts on infinite dimensional separable Hilbert spaces are well known 

and have been studied in functional analysis, see Kato [205] and Rudin [206]. If ܪ is a 

infinite dimensional Hilbert space then an operator ܶ ∶ ܪ →  is a right or simply a shift ܪ

if there is a complete orthonormal set {߮௡}௡ஹଵ in ܪ such that ܶ(߮௡) = ߮௡ାଵ for ݊ ≥ 1, 

and it is a left (backward) shift if ܶ(߮ଵ) = 0 , and ܶ(߮௡) = ߮௡ିଵ, ݊ ≥ 2 . The 

generalization of shift operators to Banach spaces has been given by Crownover [207], 

and has been the subject of investigaton recently by Holub [208]; Gutek, Hart, Jamison, 

and Rajagopalan [209]; and Farid and Varadarajan [210]. In [208] Holub introduced 

backward shifts on Banach spaces, thus generalizing the concept of backward shifts on 

Hilbert spaces or ݈௣-spaces, 1 ≤ ݌ < ∞	[205]. Holub discusses in [208] the problem of 

existence of a backward shift on Banach spaces ܥ(ܺ), ܺ  compact Hausdorff, and 

conjectured that ܥ(ܺ) does not admit a backward shift if ܺ has an infinite connected 

component. We resolve the conjecture completely by proving that the space ܥ(ܺ) does 

not admit backward shifts, if ܺ is an arbitrary infinite compact Hausdorff space. 

Here, ܧ is an arbitrary real Banach space unless otherwise specified. By an 

operator on ܧ, we understand a linear transformation on ܧ into ܧ. 
 

Definition (1.2.1)[204]: An operator ܶ ∶ ܧ →  :is a backward shift if ܧ
 

(i) dim	Ker ܶ = 1, 

(ii) the induced operator ෠ܶ ∶ ܶ	Ker	|	ܧ� →  ,is a linear isometry ܧ

and 

(iii) ⋃ Ker	ܶ௡௡ஹଵ  is dense in ܧ. 
 

As noted in [208] it is verified that if ܧ is a separable Hilbert space then an 

operator ܶ ∶ ܧ →  is a backward shift, if and only if there is a complete orthonormal ܧ

set {߮௡}௡ஹଵ  in ܧ  such that ܶ(߮ଵ) = 0 , and  ܶ(߮௡) = ߮௡ିଵ, ݊ ≥ 2 , thus justifying 

Definition (1.2.1). Further since condition (i) in Definition (1.2.1) implies that Ker	ܶ௡ is 

݊-dimensional, condition (iii) implies that ܧ is separable. 



In the next proposition we state a known property of a backward shift in [208]. 

Since a proof is lacking we sketch a proof of the same here. 
 

Proposition (1.2.2)[204]: If ܶ is a backward shift on an infinite dimensional Banach 

space ܧ, then the range of ܶ is all of ܧ. In (201, 2018, 2019, 220, 221, 222, 223]. 
 

Proof. Let ܶ ∶ ܧ → ܶ	be a backward shift with Ker ܧ =  the linear span of some ,[ݖ]

nonzero vector ݖ in ܧ. Since ෠ܶ ∶ [ݖ]	|	ܧ� → (ݔ̅)is defined by ෠ܶ ܧ =  is the ݔ̅ where ,(ݔ)ܶ

equivalence class of ݔ modulo [ݖ], it follows from the condition (2) of Definition (1.2.1), 

that ܶ(ܧ)  is a closed subspace of ܧ . We verify that ݖ ∈ 	.(ܧ)ܶ If ݖ ∉ (ܧ)ܶ , then 

[ݖ] ∩ (ܧ)ܶ = {0}. Hence ܶିଵ(Ker	ܶ) = Ker	ܶ from which it follows that ܶି௡(Ker	ܶ) =

Ker	ܶ for all ݊ ≥ 1. Hence condition (iii) fails to hold for ܶ. Thus ݖ ∈  A repetition .(ܧ)ܶ

of the argument and induction yields that ܶି௡(Ker	ܶ) ⊂ ݊ for all .(ܧ)ܶ ≥ 1. Hence 

⋃ ܶି௡(Ker	ܶ)௡ஹ଴ ⊂ (ܧ)ܶ Thus it follows from (iii) of Definition (1.2.1) that .(ܧ)ܶ =  ,ܧ

as desired. 

As usual we identify the dual of ܥ(ܺ), ܺ compact Hausdorff with the Banach 

space of regular Borel measures ߤ  on ܺ , with the norm ‖ߤ‖ =  total variation of 

ߤ =  ,is a Banach space ܧ If .ߤ is the variation measure associated with |ߤ| where ,(ܺ)|ߤ|

Ext(ܧ)  is the set of extreme points of the closed unit ball of ܧ . Thus if 

ܧ = ∗ܧ	Ext	,(ܺ)ܥ = {±�݁௧	|	ݐ ∈ ܺ}, where ܧ∗ is the dual of ܧ, and ݁௧ is the point mass ߤ 

supported by {ݐ}, ݐ ∈ ܺ and {ݐ}ߤ = 1. It is verified that the distance between any two 

points in Ext	ܧ∗,  .as above in [224, 225, 226, 227] ܧ

If ܯ ⊂ ୄܯ,ܧ = {�݂	|	݂ ∈ ,∗ܧ (ݔ)݂ = 0,	for	all	ݔ ∈  As usual we identify the .{ܯ

dual of the quotient ܧ�	ܯ| = ݔ If .ୄܯ with ∗(ܯ	|	ܧ�) ∈  is noted as ݔ the linear span of ,ܧ

 .[ݔ]

For ݂ ∈ (݂)ܵ�} ,.let us denote the support of ݂ by ܵ(݂), i.e ,(ܺ)ܥ = (ݐ)݂|	ݐ ≤ 0}. 

If ݂ ∈ ,ଵݐ} and ,(ܺ)ܥ {ଶݐ ⊂ ܵ(݂) we associate with the ordered pair (ݐଵ,  ଶ), the Borelݐ

measure ߤ = (݂௧భ,௧మ)  on ܺ  defined by ߤ{ݐଵ} = |(ଵݐ)݂|)/(ଶݐ)݂ + ,(|(ଶݐ)݂| {ଶݐ}ߤ =

|(ଵݐ)݂|)/(ଵݐ)݂− + (ܤ)ߤ and ,(|(ଶݐ)݂| = 0 for all Borel sets ܤ ⊂ ܺᇱ = ܺ ∼ ,ଵݐ}  ଶ}. It isݐ



verified that ฮ (݂௧భ	,௧మ)ฮ = 1, (݂௧మ,௧భ) = − (݂௧భ,௧మ) , and ± (݂௧భ ,௧మ) ∈ [݂]
ୄ , i.e., ∫ ߤ݂݀ = 0, if 

ߤ = ± (݂௧భ,௧మ). 
 

Lemma (1.2.3)[204]: If ݂ ∈ ,ଵݐ} and (ܺ)ܥ {ଶݐ ⊂ ܵ(݂), then (݂௧భ	,௧మ), (݂௧మ,௧భ)  are extreme 

points of the unit ball of [݂]ୄ. 
 

Proof. Let us denote the measure of (݂௧భ ,௧మ). by ߤ. Assume, if possible, there are Borel 

measures ߤ௜ , ௜ߤ ∈ [݂]ୄ, ‖௜ߤ‖ = 1, ݅ = 1, 2 such that ߤ = ଵߤ) + ,ଶ)/2ߤ ଵߤ ≠ ଶߤ . It is now 

verified that the support of ߤ௜ = ,ଵݐ} ݅ ଶ}, forݐ = 1, 2. Since the support of ߤ = ,ଵݐ}  ,{ଶݐ
 

								

 

Thus it is verified that |ߤ௜{ݐଵ}| + |{ଶݐ}௜ߤ| = 1, for ݅ = 1, 2. From the definition of the 

norm of a measure it follows that the support of the measures ߤ௜  is {ݐଵ, ݅ ଶ} forݐ = 1, 2. 

Since the support of ߤ = ,ଵݐ} ,{ଶݐ ߤ = ଵߤ) + ,ଶ)/2ߤ ଵߤ ≠ ଶߤ  it follows from the 

proceding observation that there are nonzero real numbers ߜଵ,  ଶ such thatߜ
 

ଵߤ
 

Now since ߤ, ,ଵߤ ଶߤ ∈ [݂]ୄ, i.e., ∫ ௑ߤ݂݀ = ∫ ௜௑ߤ݂݀ = 0, ݅ = 1, 2, by evaluating 

these integrals it follows that ߜଵ݂(ݐଵ) + (ଶݐ)ଶ݂ߜ = 0. Thus if ߣ =  ଶ, thenߜ/ଵߜ
 

 

From the properties of ߤଵ, noted above, 
 

ଵߤ‖

 

A similar computation yields 
 



 

Since ‖ߤଵ‖ = ‖ଶߤ‖ , and ߤ{ݐଶ} ≠ 0 , it follows that ߜଶ = 0 , a contradiction. Thus 

(݂௧భ,௧మ) ∈ Ext	[݂]
ୄ, which in turn implies (݂௧మ,௧భ) ∈ Ext	[݂]

ୄ. 
 

Lemma (1.2.4)[204]: If ݂ ∈ (݂)ܵ and card ,(ܺ)ܥ ≥ 3, then ܥ�(ܺ)	|[݂] is not linearly 

isometric with ܥ(ܺ). Thus in particular if ܶ ∶ (ܺ)ܥ →  is a backward shift, ܺ infinite (ܺ)ܥ

compact, and Ker	ܶ = [݂], then card ܵ(݂) ≤ 2. 
 

Proof. Since (ܥ�(ܺ)	|	[݂]) is linearly congruent with [݂]ୄ, it is enough to verify that [݂]ୄ 

is not linearly isometric with ൫ܥ(ܺ)൯
∗
 if card ܵ(݂) ≥ 3. Further since linear isometries 

preserve extreme points and the distance between any pair of extreme points of ܥ(ܺ)∗ 

is 2, it is enough to exhibit two extreme points ߙ, ߙ‖ of [݂]ୄ, such that ,ߚ − ‖ߚ < 2, to 

complete the desired verification. 

Let {ݐଵ, ,ଶݐ {ଷݐ ⊂ ܵ(݂). It is assumed that ݂(ݐ௜) > 0 for ݅ = 1, 3, if necessary by 

relabelling the ݐ’s, and passing to the function −݂. With this set up consider ߙ = (݂௧భ,௧మ), 

and ߚ = (݂௧య ,௧మ). From Lemma (1.2.3) it follows that ߙ,  [݂]ୄ. Let us denote	are in Ext ߚ

|(௜ݐ)݂| + ห݂൫ݐ௝൯ห by ܥ௜,௝ 	if	൛ݐ௜, ௝ൟݐ ⊂ ܺ. With this notation, 
 

ߙ‖ − ‖ߚ

											

 

Thus 
 

or 
 

 

In either case it follows that ‖ߙ − ‖ߚ < 2, noting that ݂(ݐ௜) > 0, for ݅ = 1, 3 and 

recalling that ܥ௜,௝ = |(௜ݐ)݂| + ห݂൫ݐ௝൯ห if	൛ݐ௜, ௝ൟݐ ⊂ ܺ. 



We continue to assume that ܺ is an infinite compact Hansdorff space [212, 213, 

214, 215, 216]. We denote the Banach space ܥ(ܺ) by ܧ. If ݂ ∈ ,ܧ ݂ ≠ 0, let ߮ ∶ ܧ →
(݃)߮ be the canonical quotient map where [݂]	|	ܧ� = ො݃, the equivalence class of ݃ 

modulo [݂]. If ෠ܶ ∶ [݂]	|	ܧ� → then the conjugate map ෠ܶ ,ܧ is a linear isometry onto ܧ ∗ is 

a surjective linear isometry on ܧ∗ onto (ܧ�	|	[݂])∗. As usual we identify (ܧ�	|	[݂])∗ with 

[݂]ୄ  by the map ߪ ∶ ୄ[݂] onto ∗([݂]	|	ܧ�) , where ߪ(݈)(݃) = ݈( ො݃) for all ݈ ∈  ∗([݂]	|	ܧ�)

and ݃ ∈  .ܧ
 

Lemma (1.2.5)[204]: Let ݂ ∈ ,ܧ 0 < card	ܵ(݂) ≤ 2, and ෠ܶ ∶ [݂]	|	ܧ� →  be a surjective ܧ

linear isometry. If ܶ ∶ ܧ → (݃)ܶ is the operator defined by ܧ = ෠ܶ( ො݃), then the subspace 

⋃ ܶି௡[݂]௡ஹଵ  is not dense in ܧ.  
 

Proof. The proof is accomplished by showing that if ߠ ∈ ,(ܺ)ܥ  containing an (ߠ)ܵ

accumulation point of ܺ , then inf‖ߠ − ݃‖ > 0  where the infimum is taken over 

݃ ∈ ⋃ ܶି௡[݂]௡ஹଵ .  

It is verified that if ܶ(݃) = ݂, ݂ as in the proposition, then ܵ(݃) is finite as 

follows. 

Let ܲ = ቄݏ�	|	൫ߪ ∘ ෠ܶ ∗൯(݁௧) ∈ {±݁௦}ቅ  with ݐ ∈ ܵ(݂)  where ݁௫  is evaluation at ݔ . 

Since ܵ(݂) is finite, ܲ as well as ܲ ∪ ܵ(݂) is finite. If ߦ ∉ ܵ(݂), then since ݁క ∈ Ext	[݂]ୄ, 

and s ߪ ∘ ෠ܶ ∗ is a linear isometry on ܧ∗ onto [݂]ୄ, it follows that there is a ݐ଴ ∈ ܺ such 

that ൫ߪ ∘ ෠ܶ ∗൯൫݁௧బ൯ ∈ ൛±݁కൟ. If further ߦ ∉ ܲ ∪ ܵ(݂), it follows from the definition of ܲ, 

that ൫ߪ ∘ ෠ܶ ∗൯൫݁௧బ൯ ∈ ൛±݁కൟ for some ݐ଴ ∉ ܵ(݂).  

Now ൫ߪ ∘ ෠ܶ ∗൯൫݁௧బ൯(݃) = ෠ܶ ∗൫݁௧బ൯( ො݃) = ݁௧బ ቀ ෠ܶ( ො݃)ቁ = ܶ(݃)൫݁௧బ൯ = (଴ݐ)݂ . Thus 

(଴ݐ)݂ = ଴ݐ Since .(ߦ)݃−or	(ߦ)݃ ∉ ܵ(݂), (ߦ)݃ = 0. Thus ܵ(݃) ⊂ ܲ ∪ ܵ(݂). Hence ܵ(݃) 

is a finite set. 

More generally it follows by induction that if ܶ௡(݃) = ݂, for some ݊ ≥ 2 then 

ܵ(݃) is finite. Let ܶ௠(݃) = ݂ for some ݉ ≥ 1 imply ܵ(݃) is finite. Let now ݃ ∈  be (ܺ)ܥ

such that ܶ௠ାଵ(݃) = ݂ . Since ܶ௠ାଵ(݃) = ܶ௠൫ܶ(݃)൯ , it follows by the induction 

hypothesis that if ܶ(݃) = ℎ , then ܵ(ℎ)  is finite. Let 

ܲ = ൛ݏ�	|	൫ߪ ∘ ෠ܶ ∗൯(݁௧) ∈ {±݁௦}	with	ݐ ∈ ܵ(ℎ)ൟ. ܲ thus defined is a finite set since ܵ(ℎ) is 



finite. Then proceeding as in the preceding paragraph if ߦ is not ∈ ܲ ∪ ܵ(ℎ) ∪ ܵ(݂), 

then there is a ݐ଴ ∈ ܺ, such that 
 

 

Thus evaluating both sides at ݃, noting ܶ(݃) = ℎ , it follows that ݃(ߦ) = ℎ(ݐ଴) or 

−ℎ(ݐ଴) = 0, since ݐ଴ ∉ ܵ(ℎ). Thus ܵ(݃) ⊂ ܲ ∪ ܵ(ℎ) ∪ ܵ(݂). Hence ܵ(݃) is finite since 

ܲ ∪ ܵ(ℎ) ∪ ܵ(݂) is finite. 

Now to complete the proof let us note that since ܵ(݃) is open if ݃ ∈ ,(ܺ)ܥ ܵ(݃) 

finite implies ܵ(݃) consists of isolated points. Let ݐ଴ be an accumulation point of ܺ, and 

ݑ ∈ (଴ݐ)ߠ be such that (ܺ)ܥ ≠ 0. Since if ݃ ∈ ܶି௡[݂] implies ܵ(݃) is finite as shown 

earlier in the proof, it follows that ݃(ݐ଴) = 0. Thus ‖ߠ − ݃‖ ≥ |(ݐ)ߠ| > 0. Hence the 

subspace ⋃ ܶି௡[݂]௡ஹଵ  is not dense in ܥ(ܺ) as claimed.  
 

Now we deduce the main result, stated as a theorem, from the preceding 

lemmas. 

Theorem (1.2.6)[204]: If ܺ is an infinite compact Hausdorff space, then ܥ(ܺ) does not 

admit backward shifts. 
 

Proof. Let ܶ ∶ (ܺ)ܥ → [݂] be a backward shift if possible, and (ܺ)ܥ = Ker	ܶ. It follows 

from Lemma (1.2.4), that 0 < card	ܵ(݂) ≤ 2. Hence from Lemma (1.2.5), it follows that 

⋃ Ker	ܶ௡௡ஹଵ  is not dense in ܥ(ܺ) , contradicting that ܶ  is a backward shift. This 

completes the proof of the theorem. 
 

We conclude with a remark and a corollary of the preceding theorem. Let ܥ be 

the Banach space of real convergent sequences, with the supremum norm, and ܥ଴ be 

the subspace of null sequences. Let ݁௡ be the unit sequence {ܽ௜}௜ஹଵ such that ܽ௜ = 0, if 

݅ ≠ ݊, and ܽ௡ = 1. 
 

 

 

  

  

  



Chapter 2 

Inverse Spectral Theory on Ward Equation and Isometric Shifts on Meteric 

Spaces. 

We obtain the following multiplicative representation of ܶ:	(݂ܶ)(ݕ) =

൯(ݕ)൫ℎ݂(ݕ)ܽ  for all ݕ ∈ ܤ߲  and all ݂ ∈ ܣ , where a is a unimodular scalar-valued 

continuous function on ߲ܤ. These results contain and extend some others by Amir and 

Arbel, Holsztyński, Myers and Novinger. Some applications to isometries involving 

commutative Banach algebras without unit are announced. 

In particular we show that the solution can be constructed by solving a 2 × 2 

local matrix Riemann-Hilbert problem which is uniquely defined in terms of the initial 

data. These results are also directly applicable to the 2 + 1 Chiral model. 
 

Section (2.1): Linear Isometries Between Subspaces:  
  

Let ܭ denote the field of real or complex numbers. For a locally compact 

Hausdorff space ܺ, we denote by ܥ଴(ܺ) the Banach space of all continuous ॶ-valued 

functions defined on ܺ which vanish at infinity, equipped with its usual supremum 

norm. If ܺ is compact, we write ܥ(ܺ) instead of ܥ଴(ܺ). ܺ ∪ {∞} denotes the Alexandroff 

compactification of ܺ. 

Let ܣ be a linear subspace of ܥ଴(ܺ). We will denote by ܣߪ the set of all ݔ଴ ∈ ܺ 

such that for each neighborhood ܷ of ݔ଴, there is a function ݂ in ܣ such that |݂(ݔ)| <

‖݂‖ for all ݔ ∈ ܺ − ܷ. Let us define the set 
 

ܣ଴ߪ ∶=
 

If it exists, we will denote by ߲ܣ the Shilov boundary of ܣ, that is, the minimal 

closed subset of ܺ with the property that each function in ܣ assumes its maximum on 

଴ݔ On the other hand, it is said that .ܣ߲ ∈ ܺ is a strong boundary point of ܣ if for each 

neighborhood ܷ  of ݔ଴ , there is a function ݂  in ܣ  such that ‖݂(ݔ଴)‖ = ‖݂‖  and 

|(ݔ)݂| < |݂| for all ݔ ∈ ܺ − ܷ. We will denote by ߬ܣ the set of all strong boundary 

points of ܣ. 



We will denote by Ch	ܣ the Choquet boundary of ܣ. Let us recall that each 

extreme point of the unit ball ܸ of the dual space of ܣ has the form ݁ߤ௫, where ߤ is a 

complex number of modulus 1 and ݁௫ is the evaluation map at the point ݔ ∈ ܺ, ݁௫(݂) =

൫݂	(ݔ)݂ ∈ ݔ} is defined as ܣ ଴(ܺ)൯. The Choquet boundary forܥ ∈ ܺ ∶ ݁௫ � is an extreme 

point of �ܸ}. Recall that although the Choquet boundary is usually defined in the case 

when ܺ is compact and ܣ separates points and contains the constants, both definitions 

agree in this case. 

We say that a linear subspace ܣ of ܥ଴(ܺ) is separating (resp. strongly separating) 

if given any pair of distinct points ݔଵ, ଶݔ  of ܺ , then there exists ݂ ∈ ܣ  such that 

(ଵݔ)݂ ≠ |(ଵݔ)݂| .resp) (ଶݔ)݂ ≠  It is well-known that the Shilov boundary of a .(|(ଶݔ)݂|

separating subalgebra of ܥ଴(ܺ) always exists. 

A separating (resp. strongly separating) linear subspace ܣ of ܥ଴(ܺ) is said to be a 

separating (resp. strongly separating) function subspace if for all ݔ ∈ ܺ, there exists 

݂ ∈ (ݔ)݂ such that ܣ ≠ 0. 

The source of this article is the classical Banach-Stone theorem. In its present 

form it states as follows: if there exists a linear isometry ܶ of ܥ଴(ܺ) onto ܥ଴(ܻ), then 

there are a homeomorphism ℎ of ܻ onto ܺ and a continuous map ܽ ∶ ܻ → ॶ, |ܽ| ≡ 1, 

such that ܶ can be written as a weighted composition map, that is, 
 

(݂ܶ
 

This well-known theorem has been generalized in several directions, for 

instance, by considering injective (not necessarily surjective) linear isometries. Perhaps 

the most important result of this type is due to Holsztyński [15]: if there exists a linear 

isometry ܶ of ܥ(ܺ) into ܥ(ܻ), then we can find a closed subset ଴ܻ of ܻ and a continuous 

map ℎ of ଴ܻ onto ܺ and a continuous map ܽ ∶ ଴ܻ → ॶ, |ܽ| ≡ 1, such that 
 

(݂ܶ
 

Some years before, Geba and Semadeni [230] had obtained an analogue of 

Holsztyński's theorem though for isotonic injective linear isometries. Also a number of 



applications of Holsztyński's theorem can be found. Recently, for instance, it has played 

a crucial role in the classification of isometric shift operators on ܥ(ܺ) ([231] and [232]). 

Generalizations of a similar type are provided by replacing ܥ଴(ܺ)  by its 

subspaces or subalgebras. Indeed, in [233] proved that, if ॶ = ℝ, then a sufficient 

condition for ܺ and ܻ to be homeomorphic is that a completely regular linear subspace 

of ܥ(ܺ) and such a subspace of ܥ(ܻ) be isometrically isomorphic. Let us recall that a 

closed linear subspace ܣ of ܥ଴(ܺ) is said to be completely regular if every ݔ ∈ ܺ is a 

strong boundary point of ܣ, i.e., ߬ܣ = ܺ. 

In [234] (see also [235]) is extended the Banach-Stone theorem for function 

algebras, that is, closed separating subalgebras with unit of ܥ(ܺ)-spaces. He proved that 

two function algebras are isomorphic as algebras if and only if they are isometric as 

Banach spaces. 

In [236] went a step further and extended some of the above generalizations: if 

there exists a linear isometry ܶ from a linear subspace ܣ of ܥ(ܺ) which is separating 

and contains the constants into ܥ଴(ܻ), then there are a continuous map ℎ of the 

Choquet boundary of ܶ(ܣ),	Ch	ܶ(ܣ), onto Ch	ܣ and a continuous map ܽ ∶ Ch	ܶ(ܣ) →

ॶ, |ܽ| ≡ 1, such that 
 

(݂ܶ
 

Similar extensions of the Banach-Stone theorem have been given for subspaces 

of ܥ଴(ܺ) equipped with different norms. Among these subspaces we point out the 

following: spaces of differentiable functions (in [237]); spaces of absolutely continuous 

functions ([238]); spaces of Lipschitz functions ([239]). 

If we weaken the geometric bond between ܥ଴(ܺ)  and ܥ଴(ܻ) , the 

homeomorphism between ܺ and ܻ may wither: Milutin [240] proved that if ܺ is any 

uncountable compact metric space (for instance, ܺ = [0,1] ∪ {2}), then ܥ(ܺ) is linearly 

homeomorphic to ([0,1])ܥ. However, if the isometry is not weakened too much, good 

results can still be accomplished: Amir [241] and Cambern [242] proved that if ܥ଴(ܺ) 

and ܥ଴(ܻ) are isomorphic under an isomorphim ܶ satisfying ‖ܶ‖ ∙ ‖ܶିଵ‖ < 2, which is 

the best constant, then ܺ and ܻ must also be homeomorphic. This theorem has been 



extended to cover various subspaces of ܥ଴(ܺ)-spaces, for instance, extremely regular 

subspaces ([243], [244], [245] or [246]) and function algebras ([247]). 

The corresponding Banach-Stone theorem for ܧ-valued continuous functions is 

not true even when the Banach space ܧ is the two dimensional space ℝଶ and ܺ, ܻ are 

compact metric spaces (in[248]). Thus, the main concern in this line is to determine the 

geometric properties of ܧ which allow analogues of the Banach-Stone theorem. A 

systematic account of many of the generalizations in this and the above directions can 

be found in [249] or [250]. 

We deal with some of these generalizations. Indeed we focus on Holsztyński and 

Novinger's directions. Namely we study linear isometries of a strongly separating linear 

subspace ܣ of ܥ଴(ܺ) into ܥ଴(ܻ) or onto such a subspace ܤ of ܥ଴(ܻ). We show that such 

isometries can be written as weighted composition maps on some subspaces of ܻ (ߪ଴ܤ 

for the onto case). Furthermore, under the onto assumption, we prove that ߪ଴ܣ and 

 are homeomorphic. As straightforward consequences of this result we first show ܤ଴ߪ

that the set of strong boundary points of ܣ and ܤ are homeomorphic. Also ߲ܣ and ߲ܤ 

are homeomorphic if ܣ  and ܤ  are assumed to be strongly separating function 

subspaces. We also provide an example which shows that this latter result may fail if the 

hypothesis “A is strongly separating” is replaced by the weaker one “A is separating”. 

Next we extend some results by Amir and Arbel [251], Holsztyńsky [252], Myers 

[233] and Novinger [236]. We also apply our main results to study the isometries 

between separating function subalgebras of ܥ଴(ܺ)  and ܥ଴(ܻ)  or, more generally, 

between semisimple commutative Banach algebras without unit and their Shilov 

boundaries. 

Finally, we would like to remark that our techniques are not based on the usual 

concepts, such as extreme points of the unit ball of the dual of ܥ଴(ܺ), ܶ -sets or ܯ-

ideals, used to prove the Banach-Stone theorem and their generalizations. We only use 

straightforward concepts instead. 
 

In the sequel we will assume that every linear subspace ܣ of ܥ଴(ܺ) has nonvoid 

Shilov boundary. Anyway, let us note that the Shilov boundary of a strongly separating 



linear subspace of ܥ଴(ܺ) is nonvoid and coincides with the closure of its Choquet 

boundary ([253]). 
 

Lemma (2.1.1)[229]: Let ܣ be a linear subspace of ܥ଴(ܺ). Then ߲ܣ =  .ܣߪ

Proof. Let ݔ଴ ∈ ܺ ଴, the closed setݔ Given an open neighborhood ܷ of .ܣ߲ − ܷ cannot 

be a boundary for ܣ since it does not contain ߲ܣ. Consequently, there exists a function 

݂ ∈ ܺ which does not attain its maximum value on ܣ − ܷ, that is, |݂(ݔ)| < ‖݂‖ for all ݔ 

outside ܷ. 

Conversely, let ݔ଴ ∈ ଴ݔ If .ܣߪ ∉  ܷ then there exists an open neighborhood ,ܣ߲

of ݔ଴  such that ߲ܣ ∩ ܷ = ∅. Hence, there exists a function ݂ ∈ ܣ  not attaining its 

maximum value on ߲ܣ, which contradicts the definition of boundary. 
 

Lemma (2.1.2)[229]: Let ܣ be a linear subspace of ܥ଴(ܺ). Let ܶ be a linear isometry from 

ݔ ଴(ܻ). Letܥ into ܣ ∈ ܺ such that there exists ݂ ∈ ‖݂‖ with ܣ =  Let .|(ݔ)݂|
 

 

For any ݂ ∈  let ,ܣ
 

 

and let ܫ௫ ≔ ⋂ ௙∈஼ೣ(݂)ܮ . Then ܫ௫ is a nonempty subset of ܻ. 
 

Proof. For any ݂ ∈  ௫, we haveܥ
 

 

and ܯ௙ is compact because ݂ܶ ∈ ଴(ܻ). Hence, we only need to prove that if ଵ݂ܥ , … , ௡݂ 

belong to ܥ௫, then ⋂ )ܮ ௜݂)௡
௜ୀଵ ≠ ∅. We have that 1 = ‖ ௜݂‖ = | ௜݂(ݔ)| for all ݅ = 1, … , ݊. 

Let ݂ ∈  be defined as ܣ
 

 

Clearly |݂(ݔ)| = ݊ = ‖݂‖. Since ܶ is an isometry, ‖݂ܶ‖ = ݊ and there is ݕ ∈ ܻ  such 

that 
 



 

As ‖ܶ ௜݂‖ ≤ 1 for all ݅ = 1, … , ݊, we deduce that |(ܶ ௜݂)(ݕ)| = 1 for all ݅ = 1, … , ݊, that 

is, ݕ ∈ ⋂ )ܮ ௜݂)௡
௜ୀଵ . 

 

Remark (2.1.3)[229]: Let ܣ be a linear subspace of ܥ଴(ܺ) and let ݔ଴ ∈  We then .ܣ߲

define the following subset of ܻ: 
 

ܸ
 

Lemma (2.1.4)[229]: Let ܣ be a linear subspace of ܥ଴(ܺ) and let ݔ଴ ∈ Then ௫ܸబ .ܣ଴ߪ ≠ ∅. 
 

Proof. Let ଴݂ ∈ | such that ܣ ଴݂(ݔ଴)| = 1. Given ߳ > 0, let 
 

 

Let ܷ be an open neighborhood of ݔ଴. We will assume that ܷ ⊆ ௙ܷబ,ఢ . Since ݔ଴ ∈  ܣ଴ߪ

and ܷ is an open neighborhood of ݔ଴, there exists a function ݃଴ ∈ ‖such that ‖݃଴ ܣ = 1 

and |݃଴(ݔ)| < 1 for all ݔ outside ܷ. Since (ܺ ∪ {∞}) − ܷ is compact, we can consider 
 

 

Then there exists ܯ > 0 such that ‖ ଴݂‖ ݏܯ+ < 1 + ߳ + ݔ Take .ܯ ∈ ܷ. Then 
 

 

If ݔ ∉ ܷ, then 
 

 

As a consequence, ‖ ଴݂ ‖଴݃ܯ+ < 1 + ߳ + ܯ . Hence, ‖ܶ( ଴݂ ‖(଴݃ܯ+ < 1 + ߳ + ܯ . 

Furthermore, since 
 

 

we can choose ܯ in such a way that | ଴݂  .ܷ ଴| attains its maximum value inside݃ܯ+

Otherwise, 
 

 

which is a contradiction. Thus, let ݔଵ ∈ ܷ such that ‖ ଴݂ ‖଴݃ܯ+ = |( ଴݂  .|(ଵݔ)(଴݃ܯ+



Let ݔଶ ∈ ܷ such that ‖݃଴‖ = |݃଴(ݔଶ)| = 1. It is clear that we can choose ݃଴ such 

that |( ଴݂ |(ଶݔ)(଴݃ܯ+ = | ଴݂(ݔଶ)| +  ,Thus .|(ଶݔ)଴݃|ܯ
 

 

Consequently, 
 

 

From the definition of ܫ௫భ  (Lemma (2.1.2)), we infer that 
 

‖
 

for all ݕଵ ∈ ௫భܫ . Since |(ܶ݃଴)(ݕ)| ≤ 1 for all ݕ ∈ ܻ, we deduce that |(ܶ ଴݂)(ݕଵ)| ≥ 1 − ߳ 

for all ݕଵ ∈ ௫భܫ . 

Next we shall show that (ܶ ଴݂)(ݕଵ) ≤ 1 + ߳ for all ݕଵ ∈ ௫భܫ . Let us define the 

function 
 

 

Hence |݃ଵ(ݔଵ)| = 1 = ‖݃ଵ‖ and |݃ଵ| < 1 outside ܷ. Since	(ܺ ∪ {∞}) − ܷ  is compact, 

we can consider 
 

 

Arguing as above, we find a number ܰ ∈ ॶ such that | ଴݂ +ܰ݃ଵ| attains its maximum 

value inside ܷ and | ଴݂ + ܰ݃ଵ| < 1 + ߳ + |ܰ|. Furthermore, we can choose ܰ in such a 

way that 
 

|(
 

As a consequence, since |(ܶ݃ଵ)(ݕଵ)| = 1, we have 
 

|ܰ| + 1 + ߳
 

that is, (ܶ ଴݂)(ݕଵ) ≤ 1 + ߳  for all ݕଵ ∈ ௫భܫ . Gathering up the information we have 

obtained so far, it is clear that we can find a net (ݔఈ) in ܺ converging to ݔ଴ and a net 

ఈݕ in ܻ such that (ఈݕ) ∈  (ఈݕ) ఉ൯ ofݕand such that there exists a subnet ൫ ߙ ௫ഀ for allܫ

converging to some ݕ଴ ∈ ܻ ∪ {∞} with |(ܶ ଴݂)(ݕ଴)| = 1. This latter fact shows that 

଴ݕ ≠ 1. Furthermore, it is apparent, from the above arguments, that, for any open 



neighborhood ܸ of ݔ଴, there exist a term ݔఉబ of the net ൫ݔఉ൯ and a function ݃ఉబ ∈  ܣ

such that ห݃ఉబ൫ݔఉబ൯ห = 1 = ฮ݃ఉబฮ and ห݃ఉబห < 1 outside ܸ. 

On the other hand, let ݃ ∈ ܣ  such that ݃(ݔ଴) = 0 . We shall show that 

(଴ݕ)(݃ܶ) = 0. Given ߳ > 0, let 
 

 

Let ܸ be an open neighborhood of ݔ଴ such that ܸ ⊆ ௚ܷ,ఢ . Hence, as mentioned above, 

there exist a term ݔఉబ  of the net ൫ݔఉ൯ and a function ݃ఉబ ∈ ఉబ൯ݔsuch that ݃ఉబ൫ ܣ = 1 =

ฮ݃ఉబฮ and ห݃ఉబ ห < 1 outside ܸ. Arguing as above, we find a number ܲ ∈ ॶ such that 

the function ห݃ + ܲ݃ఉబ ห attains its maximum value inside ܸ and ฮ݃ + ܲ݃ఉబฮ < ߳ + |ܲ|. 

Furthermore, we can choose ܲ in such a way that 
 

ห൫ܶ݃
 

As a consequence, since ൫ܶ݃ఉబ൯൫ݕఉబ൯ = 1, we have 
 

|ܲ| + ߳ ≥
 

that is, (ܶ݃)൫ݕఉబ൯ ≤ ߳. Therefore, since the net ൫ݕఉ൯ converges to ݕ଴, we infer that 

(଴ݕ)(݃ܶ) = 0. 

Let us now consider ݈ ∈ |(଴ݔ)݈| such that ܣ = 1. Let us define the function 
 

 

and let ݃ ∈ such that ݈ᇱ ܣ = ଴݂ + ݃. It is clear that ݃(ݔ଴) = 0. Consequently, by the 

above paragraph, (ܶ݃)(ݕ଴) = 0 and, since ݈ᇱ(ݔ଴) = 1, 
 

 

and, thus, |(݈ܶ)(ݕ଴)| = 1. 

Finally, if ݂ ∈ then we define ݂ᇱ ,ܣ = |(଴ݔ)݂|/݂ . Hence |݂ᇱ(ݔ଴)| = 1 . As a 

consequence, by the previous paragraph, we infer that |(݂ܶᇱ)(ݕ଴)| = 1, i.e., |݂(ݔ଴)| =

 .The proof is complete .|(଴ݕ)(݂ܶ)|
 



Lemma (2.1.5)[229]: Let ܣ be a strongly separating linear subspace of ܥ଴(ܺ) and let ܶ 

be a linear isometry from ܣ into ܥ଴(ܻ). If ݔ଴ is a strong boundary point of ܣ, then 

௫ܸబ =  .௫బܫ
 

Proof. It suffices to check that ܫ௫బ ⊆ ௫ܸబ  since the other inclusion is apparent. 

We will first show that, if ݂ ∈ (଴ݔ)݂ satisfies ܣ = 0, then (݂ܶ)(ݕ) = 0 for all 

ݕ ∈ ௫బܫ . Let us suppose that there exists ݕ଴ ∈ ௫బܫ  such that (݂ܶ)(ݕ଴) 	≠ 0  and 

(଴ݔ)݂ = 0 for some ݂ ∈ ‖݂‖ We will assume, without loss of generality, that .ܣ = 1 and 

(଴ݕ)(݂ܶ) = ߙ > 0. Let 
 

 

Since ݔ଴ is a strong boundary point of ܣ and ݕ଴ ∈ ௫బܫ , there exists ݃ ∈  ,such that ܣ

multiplying by a constant if necessary, |݃(ݔ଴)| = 1 = ‖݃‖, |(ݔ)݃| < 1 for all ݔ ∈ ܷ and 

(଴ݕ)(݃ܶ) = 1. Since, from the definition of ܥ଴(ܺ), ܷ is a compact set, we can consider 
 

 

Thus there is a real number ܯ > 0 such that 1 ݏܯ+ < ߙ  We will distinguish two .ܯ+

cases: If ݔ ∈ ܷ, then 
 

 

If ݔ ∉ 	ܷ, then 
 

 

That is, we have that ‖݂ ‖݃ܯ+ < ߙ  but ,ܯ+
 

 

which is absurd since ܶ is an isometry. 

Finally, let us suppose that there exists ݕᇱ ∈ ௫బܫ  such that |(݂ܶ)(ݕᇱ)| ≠  |(଴ݔ)݂|

for some ݂ ∈  there will exist a function ,ܣ ଴ is a strong boundary point ofݔ Since .ܣ

݇ ∈ (଴ݔ)݇ such that ܣ = 1 = ‖݇‖. Hence it is straightforward to check that the function 
 

 

belongs to ܣ and, furthermore, 
 



 

and 
 

 

since (ܶ݇)(ݕᇱ) = 1. This fact contradicts the paragraph above. 
 

Theorem (2.1.6)[229]: Let ܶ be a linear isometry of a strongly separating linear subspace 

 a ,(ܣ)ܶ ଴(ܻ). Then there are a subset ଴ܻ of ܻ, which is a boundary forܥ ଴(ܺ) intoܥ of ܣ

continuous map ℎ  from ଴ܻ  onto ߪ଴ܣ  and a continuous map ܽ ∶ ଴ܻ → ॶ , such that 

|(ݕ)ܽ| = 1 for all ݕ ∈ ଴ܻ, and 
 

(݂ܶ
 

Furthermore, if ߪ଴ܣ is compact, then ଴ܻ is closed. 
 

Proof. Let ଴ܻ be the set ⋃ ௫ܸ௫∈ఙబ஺ . That ଴ܻ is nonvoid. In order to prove that ଴ܻ is a 

boundary for ܶ(ܣ), let us suppose that there exists ݂ ∈  such that ܣ
 

 

for all ݕ ∈ ଴ܻ. Then we can find ݔ଴ ∈  such that ܣ଴ߪ
 

 

Let	ݕ଴ ∈ ௫ܸబ . Then ݕ଴ ∈ ଴ܻ and 
 

 

which contradicts the above assumptions. 

Next, we define the map ℎ  of ଴ܻ  onto ߪ଴ܣ  as ℎ(ݕ) ≔ ݔ  if ݕ ∈ ௫ܸ . Since ܣ  is 

strongly separating, given ݔ, ᇱݔ ∈ ݔ with ܣ଴ߪ ≠ ଴, it is easy to check that ௫ܸݔ ∩ ௫ܸᇲ = ∅. 

Thus the map ℎ is well-defined. Moreover, since ௫ܸ 	≠ ∅ for every ݔ ∈ ,ܣ଴ߪ ℎ is onto. 

In order to prove the continuity of ℎ, suppose that ℎ(ݕ଴) = ଴ݕ ଴ for someݔ ∈ ଴ܻ. 

Let ݂ ∈ ܣ  such that ݂(ݔ଴) = 1 . Hence, |(݂ܶ)(ݕ଴)| = 1 . Let (ݕఈ)  be a net in ଴ܻ 

converging to ݕ଴ and let ℎ(ݕఈ) = |(଴ݕ)(݂ܶ)| Since .ߙ ఈ for allݔ = 1, we can assume, 

without loss of generality, that ห|(݂ܶ)(ݕఈ)| − 1ห < 1/2  for all ߙ . Then, from the 

definition of ௫ܸഀ , |(ఈݔ)݂| > 1/2 for all ߙ. Let ൫ݔఉ൯ be a subnet of (ݔఈ) converging to 



ଵݔ ∈ ܺ ∪ {∞}. Consequently, |݂(ݔଵ)| ≥ 1/2. Hence, ݔଵ ≠ 1. If ݔଵ ≠  ଴, then we takeݔ

݃ ∈  such that ܣ
 

 

Take a subnet (ݕ) of ൫ݕఉ൯ such that 
 

 

Hence 
 

 

and ൫ห݃൫ݔఊ൯ห൯ does not converge to |݃(ݔଵ)|, which is a contradiction. Hence every 

subnet of (ݔఈ) has a subnet that converges to ݔ଴ and then we have that (ݔఈ) converges 

to ݔ଴.  

Now, let us define a map ܽ of ଴ܻ into ॶ as follows: given ݕ ∈ ଴ܻ, let ݂ be any 

function in ܣ such that ݂൫ℎ(ݕ)൯ = 1. Hence, we define ܽ(ݕ) ≔ ݕ for all (ݕ)(݂ܶ) ∈ ଴ܻ. 

This is a well-defined map because if we take another function ݃ in ܣ  such that 

݃൫ℎ(ݕ)൯ = 1, then (݂ − ݃)൫ℎ(ݕ)൯ = 0 and by the definition of ℎ, (ݕ)(݂ܶ) =  .(ݕ)(݃ܶ)

On the other hand, it is clear that |ܽ(ݕ)| = 1 for all ݕ ∈ ଴ܻ. 

Next we prove both that ܶ can be written as a weighted composition map and, 

as a consequence, the continuity of ܽ. We have already proved that if ݂൫ℎ(ݕ)൯ = 0, 

then (݂ܶ)(ݕ) = 0 for all ݕ ∈ ଴ܻ and all ݂ ∈ ൯(ݕ)If ݂൫ℎ .ܣ ≠ 0 for some ݂ ∈  and some ܣ

ݕ ∈ ଴ܻ, then let 
 

 

݇ being any function in ܣ such that ݇൫ℎ(ݕ)൯ = 1. Clearly ݃൫ℎ(ݕ)൯ = 0. Thus, (ܶ݃)(ݕ) = 0, 

that is, 
 

 

In order to prove the continuity of ܽ, we will show that for each ݕ ∈ ଴ܻ, there 

exists an open neighborhood of ݕ where ܽ is continuous. Let us consider any ݂ ∈  such ܣ

that ݂൫ℎ(ݕ)൯ ≠ 0 and let 
 



 

It is clear that ℎିଵ(ܹ) is an open neighborhood of ݕ. Moreover the map ݂ܶ/(݂ ∘ ℎ) is 

continuous on ℎିଵ(ܹ), and a and ݂ܶ/(݂ ∘ ℎ) coincide on ℎିଵ(ܹ). 

Finally, assume that ߪ଴ܣ is compact and let ݕ଴ ∈ ܻ such that there exists a net 

,ߙ ଴. For allݕ in ଴ܻ converging to (ఈݕ)  ఈ belongs to some ௫ܸഀ (see remark precedingݕ

Lemma (2.1.4)) with ℎ(ݕఈ) = ఈݔ ∈  which (ఉݔ) Hence the net above has a subnet .ܣ଴ߪ

converges to some ݔ଴ ∈  Since .ܣ଴ߪ
 

 

for all ߚ and all ݂ ∈  we deduce, by the continuity of ݂ and ݂ܶ, that ,ܣ
 

 

for all ݂ ∈ ଴ݕ ,that is ,ܣ ∈ ௫ܸబ ⊂ ଴ܻ. 
 

Corollary (2.1.7)[229]: In the same conditions as in Theorem (2.1.6), h sends Chܶ(ܣ) 

onto Chܣ. 
 

Proof. By [253], we know that the Choquet boundary of ܣ is contained in ߲ܣ. On the 

other hand, for every point ݔ  of Chܣ , there exists ݂ ∈ ܣ  such that ݂(ݔ) ≠ 0 , so 

Chܣ ⊂ Since ܶିଵ .ܣ଴ߪ ∶ (ܣ)ܶ →  is a linear surjective isometry, we have that its ܣ

adjoint (ܶିଵ)ᇱ ∶ ᇱܣ → ൫ܶ(ܣ)൯
ᇱ
 sends the extreme points of the unit ball of ܣᇱ onto such 

points of ൫ܶ(ܣ)൯
ᇱ
. So, if ݔ ∈ Chܣ, (ܶିଵ)ᇱ݁௫ = ߤ ௬, where݁ߤ ∈ ॶ, |ߤ| = 1 and ݕ ∈ ܻ. If 

݂ ∈  ,ܣ
 

We conclude that ݕ ∈ ௫ܸ and, consequently, that Chܣ ⊆ ℎ൫Chܶ(ܣ)൯. 

The other inclusion follows from the same arguments since (ܶିଵ)ᇱ is bijective 

(see [242]).  
 



Theorem (2.1.8)[229]: Let ܶ be a linear isometry of a strongly separating linear subspace 

݂ܶ ଴(ܻ). Thenܥ ଴(ܺ) intoܥ of ܣ = ܽ)ܧ ∙ ݂ ∘ ℎ), where ℎ is a continuous map defined 

from a subset ଴ܻ of ܻ onto ߪ଴ܣ, ܽ ∶ ଴ܻ → ॶ is a continuous map such that |ܽ| ≡ 1 and 

ܧ ∶ ܼ → ܼ ଴(ܻ) is a norm-preserving linear extension withܥ = {ܽ ∙ ݂ ∘ ℎ ∶ ݂ ∈  .{ܣ
 

Theorem (2.1.9)[229]: Let ܶ be a linear isometry of a strongly separating linear subspace 

 ଴(ܻ). Then there exist a homeomorphism ℎ ofܥ of ܤ ଴(ܺ) onto such a subspaceܥ of ܣ

ܽ and a continuous map ܣ଴ߪ onto ܤ଴ߪ ∶ ܤ଴ߪ → ॶ, such that |ܽ(ݕ)| = 1 for all ݕ ∈  ,ܤ଴ߪ

and 
 

(݂ܶ
 

Proof. Let ℎ and ଴ܻ be as in Theorem (2.1.6). To prove the injectivity of ℎ, we shall check 

that the sets ௫ܸ  are singletons. Suppose that ݕ଴, ଵݕ ∈ ௫ܸ  for some ݔ ∈ ଴ݕ and ܣ଴ߪ ≠  .ଵݕ

Consequently 
 

 

for all ݂ ∈  .ܤ which contradicts the strongly separating property of ,ܣ

We now show that ଴ܻ = ଴ݕ Let .ܤ଴ߪ ∈ ଴ܻ. There exists ݔ଴ ∈  such that ܣ଴ߪ
 

 

Let ܷ be any open neighborhood of ݕ଴. It falls out of the way we obtain ݕ଴ in Lemma 

(2.1.4) that there exists a set ܫ௫, for some ݔ ∈ ܺ, contained in ܷ. This means, according 

to the definition of ܫ௫ (Lemma (2.1.1)), that 
 

 

that is, 
 

 

Thus we have an intersection of closed subsets whose intersection with the compact set 

(ܺ ∪ {∞})\ܷ is empty. Hence, there exist finitely many functions { ଵ݂, … , ௡݂} ⊂  ௫ suchܥ

that 
 



 

We can assume, with no loss of generality, that 
 

 

Then the function ݂ ≔ ∑ ௜݂
௡
௜ୀଵ  satisfies ݂(ݔ) = ݊. As a consequence, 

 

 

for all ݕ ∉ ܷ, which implies that ݕ଴ ∈  .ܤ଴ߪ

Conversely, to prove that ߪ଴ܤ ∈ ଴ܻ, take ݕ଴ ∈  We now consider the inverse .ܤ଴ߪ

of ܶ, which is an isometry of ܤ onto ܣ. By Theorem (2.1.6), there exists a continuous 

map ݇ from a subset ܺ଴ of ܺ, defined as ⋃ ௬ܸ௬∈ఙబ஻ , onto ߪ଴ܤ. As above, we can prove 

that ܺ଴ ⊂ ଴ݔ Let us consider .ܣ଴ߪ ∈ ܺ଴ such that ݇(ݔ଴) =  ଴. It just remains to proveݕ

that ݕ଴ ∈ ௫ܸబ. We know that, for all ݃ ∈  ,ܤ
 

 

that is, for all ݂ ∈  ,ܣ
 

 

Consequently, ℎ(ݕ଴) =  Finally, by .ܤ଴ߪ onto ܣ଴ߪ ଴. Hence, ℎ is a homeomorphism ofݔ

Theorem (2.1.6), ܶ is a weighted composition map. 
 

Now the following corollary holds because of Theorem (2.1.11) and Corollary 

(2.1.8). 

Corollary (2.1.10)[229]: In the same conditions as in Theorem (2.1.11), ℎ  is a 

homeomorphism of Chܤ onto Chܣ. 
 

Remarks (2.1.11)[229]: (i) Let ܶ be the isometric embedding of ܥ଴(ℕ) into ܥ(ℕ ∪ {∞}). 

This example shows both that, in Theorem (2.1.6), ଴ܻ may not be closed and that, in 

Theorem (2.1.8), the Shilov boundaries of ܣ and ܤ are not homeomorphic in general. 

However, if ܣ and ܤ are assumed to be strongly separating function subspaces, then it is 

straightforward, from the definition of ߪ଴ܣ (resp. ߪ଴ܤ) and by Lemma (2.1.1), that their 

Shilov boundaries are homeomorphic. 



(ii) The following example shows that this latter assertion may fail if we replace 

the hypothesis “ܣ is strongly separating” by “ܣ is separating”: Let us define the compact 

set 
 

 

and let ܣᇱ be the set of all functions ௡݂ ∈ ,(ܺ)ܥ ݊ = 2,3,4,…, defined as follows: if ݊ is 

even, 
 

If ݊ is odd, 
 

 

Given ݔ ∈ ܺ  (resp. ݔ ∈ ܻ), we will denote by ߯௫  the characteristic function of the 

singleton {ݔ}. Let us define the function ݂ ∈  :in the following way (ܺ)ܥ
 

 

Let ܣ be the linear span of ܣᇱ and ݂. 

On the other hand, let us define the compact set 
 

 

and let us define ݃ ∈  :as follows (ܻ)ܥ
 



Let ܤ be the linear span of the set ൜߯భ
೙
:	݊ ∈ ℕൠ. and ݃. It is now a routine matter to 

verify that ܣ is a (not strongly) separating linear subspace of ܥ(ܺ). Also, ܣ is linearly 

isometric to ܤ. However, 
 

ܣ߲
 

is not homeomorphic to ߲ܤ = ܻ. 

(iii) The assertion of Theorem (2.1.9) cannot be strengthened to the effect “X 

homeomorphic to ܻ”. A counterexample is obtained by taking the isometry ܶ  of 

(ܺ)଴ܥ = ଴(0,1)ܥ  into ܥ଴(ܻ) = ଴൫(0,1)ܥ ∪ (1,2)൯  defined to be (݂ܶ)(ݔ) = (ݔ)݂  if 

ݔ ∈ (0,1), and (݂ܶ)(ݔ) = ݔ)݂ − 1)/2 if ݔ ∈ (1,2). Clearly ܺ is not homeomorphic to ܻ 

because ܻ is not connected. 
 

Corollary (2.1.12)[229]: Let ܶ,ܺ, ܻ,  be as in Theorem (2.1.9). If, in addition, we ܤ and ܣ

assume that either ߬ܣ or ߬ܤ is a nonempty set, then ߬ܣ and ߬ܤ are homeomorphic. 
 

Proof. Let us define the set 
 

 

By the definition of ℎ (see the proof of Theorem (2.1.6)) and since it is injective 

(Theorem (2.1.9)), we infer that ℎ( ଴ܻ଴) =  Hence, by virtue of Theorem (2.1.9), it .ܣ߬

suffices to check that ଴ܻ଴ = ଴ݕ Let .ܤ߬ ∈ ଴ܻ଴. There exists ݔ଴ ∈ ଴ݔ such that ܣ߬ = ℎ(ݕ଴). 

Let ܷ be any open neighborhood of ݕ଴. If ݕ ∉ ܷ, then ݕ ∈ ௫ܸబ  since, by Lemma (2.1.5), 

௫ܸబ =  ଴ is a strong boundary point. Thus, by Lemma (2.1.2), there isݔ ௫బ wheneverܫ

௬݂ ∈  such that ܣ
 

 

and 
 

 

For each ݕ ∈ (ܻ ∪ {∞}	) − ܷ , we take an open neighborhood ௬ܷ  of ݕ  such that 

ห൫ܶ ௬݂൯(ݕᇱ)ห < 1  for all ݕᇱ ∈ ௬ܷ . Since (ܻ ∪ {∞}) − ܷ  is compact, we can find 



,ଵݕ} … , {௡ݕ ⊂ (ܻ ∪ {∞}) − ܷ such that (ܻ ∪ {∞}) − ܷ ⊂ ⋃ ௬ܷ೔
௡
௜ୀଵ . Now, let us define 

the map 
 

 

It is clear that 
 

 

and 
 

 

Moreover, |(ܶ݃)(ݕ)| < 1 for all ݕ outside ܷ. Consequently, the elements of ଴ܻ଴  are 

strong boundary points for ܤ. 

Conversely, let ݕ଴ ∈ ܤ߬ . Arguing as in the preceding paragraph, we prove 

ܺ଴଴ ⊂  where ,ܣ߬
 

 

Thus, there exists ݔ଴ ∈ (଴ݔ)݇ such that ܣ߬ =  ଴, where ݇ is the inverse of ℎ (see theݕ

proof of Theorem (2.1.9)). That is, ݕ଴ ∈ ௫ܸబ ⊂ ଴ܻ଴ and we are done.  

The following corollary shows that Myers’ theorem ([233]) is valid also for 

noncompact spaces and complex valued functions. Moreover we can write the isometry 

as a weighted composition map. 
 

Corollary (2.1.13)[229]: Let ܶ  be a linear isometry of a completely regular linear 

subspace ܣ  of ܥ଴(ܺ)  onto such a subspace ܤ  of ܥ଴(ܻ) . Then there exist a 

homeomorphism ℎ of ܻ onto ܺ and a continuous map ܽ ∶ ܻ → ॶ, such that |ܽ(ݕ)| = 1 

for all ݕ ∈ ܻ, and 
 

(݂ܶ
 

Corollary (2.1.14)[229]: Let ܶ be a linear isometry of a strongly separating subspace ܣ of 

 .ܻ is homeomorphic to a quotient of a subspace ଴ܻ of ܣ଴ߪ ଴(ܻ). Thenܥ ଴(ܺ) intoܥ
 



Proof. With the same notation as in Theorem (2.1.6), let us define the following 

equivalence in ଴ܻ:	ݕ଴~ݕଵ if ݕ଴, ଵ belong to the same ௫ܸݕ , for some ݔ ∈  denotes ߨ If .ܣ଴ߪ

the natural quotient map of ଴ܻ onto ( ଴ܻ/~), then the map ℎ~ = ℎ ∘  ଵ is a continuousିߨ

bijection of ( ଴ܻ/~) onto ߪ଴ܣ. To prove the continuity of (ℎ~)ିଵ, take a net (ݔఈ) in ߪ଴ܣ 

converging to ݔ଴ ∈ ఈݕ take ,ߙ For each .ܣ଴ߪ ∈ ௫ܸഀ. Clearly there exists a subnet ൫ݕఉ൯ of 

଴ݕ converging to a point (ఈݕ) ∈ ܻ ∪ {∞}. Take any ݂ ∈  ఉ൯ห൯ converges toݔThen ൫ห݂൫ .ܣ

 As .|(଴ݕ)(݂ܶ)|	ఉ൯ห converges toݕand ห(݂ܶ)൫ |(଴ݔ)݂|
 

 

for all ߚ, we have that 
 

 

for all ݂ ∈ ଴ݕ ,that is ,ܣ ∈ ௫ܸబ. This implies that ቀ(ℎ~)ିଵ൫ݔఉ൯ቁ converges to (ℎ~)ିଵ(ݔ଴). 

In this way, every subnet of ൫(ℎ~)ିଵ(ݔఈ)൯ has a subnet converging to (ℎ~)ିଵ(ݔ଴). So 

൫(ℎ~)ିଵ(ݔఈ)൯ converges to (ℎ~)ିଵ(ݔ଴). Then (ℎ~)ିଵ is continuous. 
 

Remark (2.1.15)[229]: Let us suppose that, in Corollary (2.1.14), ܺ is compact and 1 ∈

 is a decomposition of ܻ which ܦ where ,ܦ/ܻ We now consider the quotient space .ܣ

consists of the subsets ௫ܸ , ݔ ∈ ݕ such that {ݕ} and the singletons ,ܣ଴ߪ ∈ ܻ − ଴ܻ. Since 

now ܽ = ܶ1 then ‖ܽ‖ = 1 and we can define an isometry ܶ~ of ܣ into ܥ଴(ܻ/ܦ) by the 

requirement that (ܶ~݂)(ݕ~) = (ത݂ܽܶ)൫ିߨଵ(ݕ~)൯ for all ݂ ∈ ~ݕ and all ܣ ∈  where ,ܦ/ܻ

തܽ denotes the complex conjugate of the map ܽ and ߨ the natural quotient map of ܻ 

onto ܻ/ܦ. ܶ~ is well defined because, by Theorem (2.1.6), ത݂ܽܶ is constant on each 

௫ܸ , ݔ ∈  is homeomorphic to a subspace ܣ଴ߪ As in Corollary (2.1.14), we prove that .ܣ଴ߪ

 defined like ܻ/0 in Theorem (2.1.6). Moreover, with the hypothesis of ,ܦ/ܻ ଴ of(ܦ/ܻ)

Corollary (2.1.14), there exists a norm-preserving linear extension ܷ from the subspace 

ܣ} ∘ ℎ} of ܥ( ଴ܻ) into ܥ଴(ܻ) defined to be ܷ(݃) ≔ തܽ(݂ܶ), where ݃ ≔ ݂ ∘h for some 

݂ ∈   .ܣ

All these remarks show that Corollary (2.1.14) extends a result by ܦ. Amir and ܤ. 

Arbel [251], if we assume that ܺ  is compact and ܣ = (ܺ)ܥ . Furthermore, this 



assumption lets us claim that if ܶ൫ܥ(ܺ)൯ is a strongly separating linear subspace, then it 

is complemented in ܥ଴(ܻ). To prove this, we define a projection ߨ from ܥ଴(ܻ) onto 

ܶ൫ܥ(ܺ)൯ as follows: given ݂ ∈  be (݂)ߨ ଴(ܻ), letܥ
 

 

where ℎିଵ is the inverse of ℎ defined as in Theorem (2.1.11). It is easy to check that 

ߨ ∘ ܶ = ܶ and, consequently, ߨଶ =  .ߨ
 

Theorem (2.1.16)[229]: Let ܶ be a linear isometry of a separating function of subalgebra 

 ଴(ܻ). Thenܥ of ܤ ଴(ܺ) onto such a subspaceܥ of ܣ

(i) ߲ܣ is homeomorphic to ߲ܤ. 

(ii) There exists a continuous map ܾ ∶ ܻ → ॶ such that 
 

ݕ)(݂݃)ܶ
 

Proof. (i) It suffices to show that ܣ is strongly separating. Let ݔଵ, ଶݔ ∈ ܺ with ݔଵ ≠  .ଶݔ

There exists ݂ ∈ ܣ  such that ݂(ݔଵ) = ଵݖ  and ݂(ݔଶ) = ଶݖ  with ݖଵ ≠ ଶݖ . If |ݖଵ| = |ଶݖ| , 

then we consider the function ݃ ≔ ݂ + ݂ଶ ∈ ܣ . Hence, ݃(ݔଵ) = ଵ(1ݖ + (ଵݖ  and 

(ଶݔ)݃ = ଶ(1ݖ +  ଶ areݖ	ଵ and Reݖ	ଶ). With no loss of generality, we can assume that Reݖ

different. Otherwise we multiply the function ݂ by the complex number ݅ and, since 

ଵݖ ≠ ଵݖ݅	ଶ, we infer that Reݖ ≠ Re	݅ݖଶ. Then 

 

and 
 

 



Clearly, |݃(ݔଵ)| ≠  is a strongly separating linear subspace of ܣ ,Summing up .|(ଶݔ)݃|

 .଴(ܺ) and the result follows from Theorem (2.1.11)ܥ
 

(ii) We know, by Theorem (2.1.9), that ܽ(ݕ)ܶ(݂݃)(ݕ) =  for all (ݕ)(݃ܶ)(ݕ)(݂ܶ)

݂, ݃ ∈ ݕ and all ܣ ∈  ,ܽ Consequently, if ܾ denotes the complex conjugate of .ܤ߲
 

 

for all ݕ ∈ ,݂ and all ܤ߲ ݃ ∈  .ܣ

Let ݕ଴ ∈ ܻ − ܤ߲  and let ݂ ∈ ܣ  such that (݂ܶ)(ݕ଴) = 0 . We now show that 

(଴ݕ)(݂݃)ܶ = 0 for all ݃ ∈   It is clear that the maps .ܣ
 

 

and 
 

 

coincide on ߲ܤ , for ݇ ∈ ܣ  such that (ܶ݇)(ݕ଴) ≠ 0 . Thus they coincide on ܻ  and 

consequently ܶ(݂݃)(ݕ଴) = 0. 

To extend ܾ  from ߲ܤ  to ܻ , take, for each ݕ ∈ 	ܻ − ,ܤ߲ ݂, ݃  in ܣ  such that 

(ݕ)(݂ܶ) ≠ 0 and (ܶ݃)(ݕ) ≠ 0. Then we define 
 

 

This extension of the map ܾ to the whole ܻ is well defined because if we consider 

݇, ݈ ∈ (ݕ)(݇ܶ) with ܣ ≠ 0 and (݈ܶ)(ݕ) ≠ 0, then 
 

 

and 
 

 

coincide on ߲ܤ and, as a consequence, on ܻ. The continuity of ܾ follows from the 

continuity of ܶ(݂݃), ݂ܶ and ܶ݃ in an open neighborhood of each ݕ. 
 

Theorem (2.1.17)[229]: Let ܣ, ܤ  be semisimple commutative Banach algebras (not 

necessarily with unit), such that	‖݂‖ଶ = ‖݂ଶ‖ for all ݂ ∈ ݂	.resp) ܣ ∈  If ܶ is a linear .(ܤ

isometry of ܣ  into (resp. onto) ܤ , then there exists a continuous map (resp. a 

homeomorphism) ℎ of a subset ଴ܻ of the maximal ideal space ܻ of ܤ (resp. the Shilov 



boundary ߲ܤ) onto the Shilov boundary, ߲ܣ, of ܣ and a continuous map ܽ ∶ ଴ܻ → ॶ 

(resp. ܽ ∶ ܤ߲ → ॶ) with	|ܽ(ݕ)| = 1 for all ݕ ∈ ଴ܻ (resp. ݕ ∈  and (ܤ߲
 

(ݕ)(݂ܶ)
 

Proof. Since ‖݂‖ଶ = ‖݂ଶ‖  for all ݂ ∈ ܣ  (for all ݂ ∈ ܤ  respectively), the Gelfand 

transform is an isometry of ܣ (resp. ܤ) into ܥ଴(ܺ) (resp. ܥ଴(ܻ)), where ܺ (resp. ܻ) is the 

maximal ideal space of ܣ (resp. ܤ). We can, therefore, regard ܣ and ܤ as separating 

function subalgebras of ܥ଴(ܺ) and ܥ଴(ܻ) respectively, and the result follows from 

Theorem (2.1.6) and Theorem (2.1.11). 
 

Corollary (2.1.18)[229]: (Nagasawa) Two semisimple commutative Banach algebras with 

unit ܣ and ܤ such that 	‖݂‖ଶ = ‖݂ଶ‖ for all ݂ ∈ ݂ .resp) ܣ ∈  are isometric as Banach (ܤ

spaces if and only if they are isomorphic as algebras. 
 

Proof. Let us first regard ܣ and ܤ as in the proof of Theorem (2.1.17) and let ܶ be a 

linear isometry of ܣ onto ܤ. It is clear, since both subalgebras have unit 1, that, in this 

context, the continuous function a which appears in Theorem (2.1.16) is ܶ1. That is, 

ܽ ∈ ݂ Furthermore, since ܶ is onto, there exists .ܤ ∈ ݂ܶ such that ܣ = 1. Finally, from 

Theorem (2.1.6), we infer both that ܾ = ܽିଵ ∈ ܾ and that ܤ ∙ ܶ is the desired algebra 

isomorphism. 

The converse is clear (see [24]). 
 

Section (2.2): Inverse Spectral Theory for the Ward Equation: 
 

We study the Cauchy problem for the Ward model in light-cone coordinates: 
 

 

where [	, ] denotes the usual matrix commutator, ܳ(ݔ, ,ݕ is a traceless 2 (ݐ × 2 anti- 

Hermitian matrix and ܳ଴(ݔ, (ݕ  is a 2 × 2  anti-Hermitian traceless matrix decaying 

sufficiently fast as ݔଶ + ଶݕ → ∞. 
 



We shall solve this problem using the so-called inverse spectral (scattering) 

method. This method is based on the fact that equation (1) is the compatibility 

condition of the following Lax pair, 
 

 

where ݔ)ߤ, ,ݕ ,ݐ ݇) is a 2 × 2 matrix. The transformation 
 

 

maps equation (1) to the Ward model [255] in laboratory coordinates. The Cauchy 

problem in this model is defined by 
 

ܳ௧௧

 

This problem can be solved by using the fact that equation (6) possess the following Lax 

pair 
 

ߤ2
 

The Cauchy problem (6), (7), was studied in [256] using the Lax pair (8), (9). 
 

Here we study the Cauchy problem (1), (2), using the Lax pair (3), (4). We also 

make some remarks about the Cauchy problem (6), (7). 

We note that the transformations 

 

and 
 

 

map equations (1) and (6) to equations 
 

 

and 



 

 

respectively. Thus, our results are directly applicable to the solutions of the Cauchy 

problem for equations (12) and (13). These equations are the 2 + 1 integrable chiral 

equations in light-cone and laboratory coordinates, respectively. 

In order to simplify the rigorous aspects of our formalism we first assume that 

ܳ଴(ݔ,  is a Schwartz function which is small in the following sense (ݕ
 

 

where ෠ܳ଴ is the Fourier transformation of ܳ଴ in the ݔ	variable. This assumption excludes 

soliton solutions. We then indicate how the formalism can be extended in the case that 

the above assumption is violated. In the case that ܳ଴ is sufficient small, the inverse 

spectral method yields a solution of the Ward model in light-cone coordinates through 

the following construction. 
 

Theorem (2.2.1)[254]: Let ܳ଴(ݔ, ,(ݕ ,ݔ ݕ ∈ ܴ be a 2 × 2 anti-Hermitian traceless matrix 

which is a Schwartz function and which is small in the sense of equation (14). 

(i) Given ܳ଴(ݔ, (ݕ , define ߤା(ݔ, ,ݕ ݇), ݇ ∈ ାܥ = {݇ ∈ ܥ ∶ ݇݉ܫ ≥ 0}  and 

,ݔ)ିߤ ,ݕ ݇), ݇ ∈ ିܥ = {݇ ∈ ܥ ∶ ݇݉ܫ ≤ 0} as the 2 × 2 matrix valued functions which are 

the unique solutions of the linear integral equations 
 

,ݔ)ାߤ ,ݕ ݇) = ܫ + 4

 

and 
 

 

,ݔ)ିߤ ,ݕ ݇) = ܫ + 4



 

where ܫ denotes the 2 × 2 unit matrix. 
 

(ii) Given ߤ± define the 2 × 2 matrix ܵ(ݔ + ,ݕ݇ ݇), ,ݔ ,ݕ ݇ ∈ ܴ, by 
 

ܫ − ܵ = ቌܫ −
1
ߨ4

න
ି

ቌܫ −
1
ߨ4

න
ஶ

଴
 

(iv) Given ܵ(ݔ + ,ݕ݇ ݇) define the sectionally holomorphic function ݔ)ܯ, ,ݕ ,ݐ ݇) =

,ݔ)ାܯ ,ݕ ,ݐ ݇) for ݇ ∈ ,ାܥ ,ݔ)ܯ ,ݕ ,ݐ ݇) = ,ݔ)ିܯ ,ݕ ,ݐ ݇) for ݇ ∈  as the unique solution ିܥ

of the following 2 × 2 Riemann-Hilbert problem 
 

ିܯ

det

ܯ =
 

(v) Given ݔ)ܯ, ,ݕ ,ݐ ݇) define ܳ as 
 

ܳ

 

Then ܳ solves equation (1) and ܳ(ݔ, ,ݕ 0) = ܳ଴(ݔ,  .(ݕ

We now make some remarks about related work. A method for solving the 

Cauchy problem for decaying initial data for integrable evolution equations in one 

spatial variable was discovered in [257]. This method which we refer to as the inverse 

spectral method, reduces the solution of the Cauchy problem to the solution of an 

inverse scattering problem for an associated linear eigenvalue equation (namely for the 

 part of the associated Lax pair). Such an integrable evolution equation in one spatial-ݔ

dimension is the chiral equation; the associated ݔ-part of the Lax pair is 
 



 

where the eigenfunction ݔ)ߤ, ,ݐ ݇) is a 2 × 2 matrix, ݇ is the spectral parameter and 

,ݔ)ܳ  .is a solution of the chiral equation (ݐ

Each integrable evolution equation in one spatial dimension has several two 

spatial dimensional integrable generalizations. An integrable generalization of the chiral 

equation is (1). A method for solving the Cauchy problem for decaying initial data for 

integrable evolution equations in two spatial variables appeared in ([258],[259]). For 

some equations such as the Kadomtsev-Petviashvili I equation, this method is based on 

a nonlocal Riemann-Hilbert problem, while for other equations such as the Kadomtsev- 

Petviashvili II  equation, this method is based on a certain generalization of the 

Riemann- Hilbert problem called the ߲̅(DBAR) problem. 

It is interesting that although equation (1) is an equation in two spatial variables, 

the Cauchy problem can be solved by a local Riemann-Hilbert problem. This is a 

consequence of the fact that the equation (3) is a first order ODE in the variable ݔ −  .ݕ݇

For integrable equations, there exist several different methods for constructing 

exact solutions. Such exact solutions for the Ward model in laboratory coordinates have 

been constructed in [255, 256]. In particular, Ward constructed soliton solutions using 

the so-called dressing method [260]. These solutions are obtained by assuming that 

,ݔ)ܯ ,ݕ ,ݐ ݇) has simple poles. In this case the corresponding solitons interact trivially, 

that is they pass through each other without any phase-shift. Recently, new soliton [261, 

262] and soliton-antisoliton solutions [262] were derived, by assuming that ݔ)ܯ, ,ݕ ,ݐ ݇) 

has double or higher order poles. The corresponding lumps interact nontrivially, namely 

they exhibit ߨ/ܰ scattering between ܰ initial solitons. 

The formalism presented in this section can also be used to obtain exact soliton 

solutions. In particular, it is shown that if the assumption (14) is violated then 

,ݔ)ܯ ,ݕ ,ݐ ݇) still satisfies the Riemann-Hilbert problem (18) but now it is generally a 

meromorphic as opposed to a holomorphic function of ݇. The solitonic part of the 

solution ܳ(ݔ, ,ݕ  The main advantage of this approach .ܯ is generated by the poles of (ݐ

is that it can be used to establish the generic role played by the soliton solutions. 

Namely, it is well known [263] that the long time behaviour of the solution of a local 



Riemann-Hilbert problem of the type (18) where ܯ is a meromorphic function of ݇, is 

dominated by the associated poles. Thus the long time behaviour of ܳ(ݔ, ,ݕ  with (ݐ

arbitrary decaying initial data ܳ଴(ݔ,  .is given by the multisoliton solution (ݕ
 

In this section we prove Theorem (2.2.1). 
 

We first consider the direct problem, i.e., we show that the spectral data 

ݔ)ܵ + ,ݕ݇ ݇) are well defined in terms of the initial data ܳ଴(ݔ, ,ݔ)ܳ Replacing .(ݕ ,ݕ  (ݐ

by ܳ଴(ݔ,  in equation (3) we find (ݕ
 

ߤ߲

 

Let ̂݌)ߤ, ,ݕ ݇) denote the ݔ-Fourier transform of ݔ)ߤ, ,ݕ ݇). Then equation (23) gives 
 

 

Equations (15) and (16) are integrable forms of equation (24) with different initial 

values. Under the small norm assumption (14), equations (15) and (16) are uniquely 

solvable in the space of bounded continuous functions ݂(ݔ, ݂ such that (ݕ −  has a ܫ

finite ܮଵ norm. Since the dependence on ݇ of the kernel of the integral equations (15) 

and (16) is analytic, the functions ݔ)±ߤ, ,ݕ ݇) are analytic in ݇ for ±݇݉ܫ ≥ 0. 

Equations (15) and (16) can also be written in the form 
 

,ݔ)±ߤ ,ݕ ݇)

 

where 
 

 

We note that ܩ± can be evaluated in closed form, 
 

 



where (ݕ)ߜ  and (ݔ)ߠ  denote the Dirac and the Heaviside functions, respectively. 

Indeed, writing 1/݇ = (݇ோ − ݅݇ூ)/|݇ଶ| and using 
 

න ݔ݀
ோ

 

we find 
 

 

Recall that ܩା corresponds to ݇ூ ≥ 0; then in this case (sgnݔ)ߠ(݈݇ݔூ) = (݈)ߠ(ݔ)ߠ −

 and the above equation becomes ,(݈−)ߠ(ݔ−)ߠ
 

ାܩ					

 

Using 
 

 

we find the expression for ܩା given by (27). Similarly for ିܩ. 

Using equation (27) it is straightforward to compute the large ݇ behaviour of ߤ±: 
 

,ݔ)±ߤ ,ݕ ݇)														

= ܫ ±
݅

݇ߨ2
න ݀
ோమ

 

for ݇ → ∞. Thus 
 

 

Taking the complex conjugate of equation (15), letting ݌ →  and using the fact ݌−

that 
 



 

we find 
 

ଵଵାതതതതߤ							

ଵଶାߤ ൫തതതത
 

Letting ߦ = ݔ + ,ݕ݇ ߟ = ݔ −  equation (23) becomes ,ݕ݇
 

 

Thus any two solutions of this equation are related by a matrix which is a function of 

ݔ +  and of ݇. Hence ݕ݇
 

ߤ
 

Equation (37) and the symmetry relations (35), imply that ܫ − ܵ is a Hermitian matrix. In 

particular, the determinant of ܫ − ܵ is real. The determinant of equation (37) yields 
 

 

Taking the complex conjugate of this equation and using the symmetry relations (35), 

we find 
 

 

Equations (38) and (39) imply det(ܫ − ܵ) = ±1. However, equation (33) implies that 
 

 

Thus equation (38) implies det(ܫ − ܵ) = 1 + ܱ(1/݇) as ݇ → ∞, and since det(ܫ − ܵ) =

±1 it follows that 
 

 

Equations (38) and (41) imply 
 

 

Since ߤ± are analytic in ܥ±, equations (40) and (42) define a local Riemann-Hilbert 

problem [264]. Its unique solution is 
 

 



Evaluating equation (37) as ݕ → −∞ (keeping ݔ +  fixed) we find ݕ݇
 

 

which is equation (17). 

We now consider the inverse problem, i.e., we show how to construct the 

solution of the Cauchy problem (1), (2), starting from ܵ(ݔ + ,ݕ݇ ݇). Given ܵ(ݔ + ݕ݇ +

݇ଶݐ, ݇), we define ݔ)ܯ, ,ݕ ,ݐ ݇) as the solution of the Riemann-Hilbert problem (18). In 

general, if the ܮଶ norm with respect to ݇ of ܵ and of డௌ
డ௞

 are sufficiently small, then the 

problem has a unique solution. However, in our particular case the solution exists 

without a small norm assumption. This is a consequence of the fact that ܫ − ܵ is a 

Hermitian matrix. Using this fact it can be shown (in [265]) that the homogeneous 

problem, i.e., the problem 
 

 

has only the zero solution. 

Given ܯ, we define ܳ(ݔ, ,ݕ  by equation (21). A direct computation shows that (ݐ

if ܯା solves the Riemann-Hilbert problem (18), ie, if ܯା satisfies 
 

,ݔ)ାܯ ,ݕ ,ݐ ݇) =

 

and if ܳ(ݔ, ,ݕ  .ା satisfies equations (3) and (4)ܯ is defined by equation (21) then (ݐ

Hence ܳ satisfies equation (1). Furthermore the investigation of the Riemann-Hilbert 

problem (18) at ݐ = 0, implies that ܳ(ݔ, ,ݕ 0) = ܳ଴(ݔ, ܫ Also since .(ݕ − ܵ is Hermitian, 

 have the proper symmetry properties (see equations (35)), which in turn ିܯ ା andܯ

imply that ܳ(ݔ, ,ݕ  .is a traceless anti-Hermitian matrix [272] (ݐ
 

In this section we show how the formalism can be modified to include the soliton 

solutions. 

Since the matrix ܫ − ܵ is Hermitian of determinant one, it can be represented as 
 



 

where ߙ is an arbitrary function of (ݔ + ݕ݇ + ݇ଶݐ, ݇). 

Then equation (18) becomes 
 

 

where ܯଵ
ା and ܯଶ

ି are 2-dimensional column vectors which are functions of (ݔ, ,ݕ ,ݐ ݇). 

In particular 
 

 

Equations (15) and (16) are Fredholm integral equations of the second type; thus 

they may have homogeneous solutions. These homogeneous solutions which 

correspond to discrete eigenvalues are rather important since they give rise to solitons. 

We assume that there exists a finite number of discrete eigenvalues and that they are all 

simple. Then Fredholm theory implies that ܯଵ
ା admits the representation 

 

 

where ݉ଵ
ା(ݔ, ,ݕ ,ݐ ݇) is analytic for ݇ ∈ ାܥ  and the vectors ߶௟(ݔ, ,ݕ ,(ݐ 1 ≤ ݈ ≤ ܰ  are 

homogenous solutions of the first column vector of equation (15). Following the 

arguments of [267] it can be shown that 
 

 

where ܿ௟  is a scalar function of the argument indicated. Hence equation (51) becomes 
 

ଵܯ
ା(ݔ, ,ݕ ,ݐ ݇)

 

Substituting this equation into equation (50) solving the resulting Riemann-Hilbert 

problem we find 
 

ଵܯ														
,ݔ)ି ,ݕ ,ݐ



 

Let 
 

 

In what follows, for simplicity of notion we suppress the ݔ, ,ݕ  dependence. Using the ݐ

notation (55) together with the symmetry relation (35), equation (54) becomes 
 

� � ൭
൫ത݇൯തതതതതതതܤ

�൫ത݇൯തതതതതതതܣ− �
൱

 

Equation (56) express the solution of the Riemann-Hilbert problem (18) in the case that 

solitons are included. 
 

Soliton solutions correspond to ߙ = 0. In this case evaluating equation (56) at 

݇ = ത݇௝ we find 
 

 

The complex conjugate of these equations yields 
 

 

Equations (57) and (58) determine ܣ(݇௟) and ܤ(݇௟), ݈ = 1, . . . , ܰ. 

Equation (54) yields 
 

 



Thus using equation (33) we find 
 

ܳଵଵ =

 

In summary, the ܰ-soliton solution is given by equations (60), where ܿ௟ =

ܿ௟(ݔ + ݇௟ݕ + ݇௟ଶݐ) and ܣ(݇௟),  are the solutions of the equations (57) and (58). In (௟݇)ܤ

the case of 1-soliton equations (57) and (58) yield 
 

(ଵ݇)ܣ =

 

Thus 
 

ܳଵଵ = −ܳଶଶ =

 

Figure 1 represent a snapshot of the solution of equation (1) by taking ܿଵ = ݔ + ݇ଵݕ +

݇ଵଶݐ for ݇ଵ = ݅ at time ݐ = −3. 
 

Here we study the Cauchy problem (6), (7) using the Lax pair (8), (9). In the case 

that ܳଵܳଶ are sufficient small, the inverse spectral method yields a solution of the Ward 

model in laboratory coordinates through the following construction. 
 

Theorem (2.2.2)[254]: Let ܳଵ(ݔ, ,(ݕ ܳଶ(ݔ, ,(ݕ ,ݔ ݕ ∈ ܴ be 2 × 2 anti-Hermitian traceless 

matrices which are Schwartz functions and which satisfy the small norm conditions 
 



 

Figure 1: 1-soliton solution of (1) at ࢚ = −૜. 
 

where ෠ܳ௝  is the Fourier transformation of ܳ௝  in the ݔ variable. 
 

(i) Given ܳଵ(ݔ, ,(ݕ ܳଶ(ݔ, ,ݔ)ାߤ define ,(ݕ ,ݕ ݇), ݇ ∈ ାܥ = {݇ ∈ ܥ ∶ ݇݉ܫ ≥ 0} and 

,ݔ)ିߤ ,ݕ ݇), ݇ ∈ ିܥ = {݇ ∈ ܥ ∶ ݇݉ܫ ≤ 0} as the 2 × 2 matrix valued functions which are 

the unique solutions of the linear integral equations 
 

ାߤ													 = ܫ +
1
ߨ4

 

and 
 

ିߤ													 = ܫ +
1
ߨ4

 

(ii) Given ߤ± define the 2 × 2 matrix ܵ ቀݔ + ௞మିଵ
ଶ௞

,ݕ ݇ቁ , ,ݔ ,ݕ ݇ ∈ ܴ, by 
 

ܫ − ܵ = ቌܫ −
1
ߨ4



ቌܫ −
1
ߨ4

 

(iv) Given ܵ ቀݔ + ௞మିଵ
ଶ௞

,ݕ ݇ቁ define the sectionally holomorphic function ݔ)ܯ, ,ݕ ,ݐ ݇) =

,ݔ)ାܯ ,ݕ ,ݐ ݇) for ݇ ∈ ,ݔ)ܯ,ାܥ ,ݕ ,ݐ ݇) = ,ݔ)ିܯ ,ݕ ,ݐ ݇) for ݇ ∈  as the unique solution ିܥ

of the following 2 × 2 Riemann-Hilbert problem 
 

,ݔ)ିܯ ,ݕ ,ݐ ݇) =

detܯ =

ܯ =
 

(v) Given ݔ)ܯ, ,ݕ ,ݐ ݇) define ܳ as 
 

 

Then Q solves equation (6) and ܳ(ݔ, ,ݕ 0) = ܳଵ(ݔ, ,(ݕ ܳ௧(ݔ, ,ݕ 0) = ܳଶ(ݔ,  .(ݕ
 

The proof of Theorem (2.2.3). 

Equations (64) and (65) can also be written in the form 
 

,ݔ)±ߤ ,ݕ ݇)									

= ܫ + න
ோ

 

where 
 

)±ܩ

 

or 
 

 

 

Substituting this equation into equation (71), it is straightforward to compute the large 

݇ behaviour of ߤ±, 



±ߤ = ܫ ±
݅

݇ߨ2
න
ோమ

 

for ݇ → ∞. Thus 
 

 

The corresponding soliton solutions of equation (6) can be derived following the method 

of this section. 
 

Section (2.3): Metric Spaces and Isometric Shifts: 
 

Shift operators play an important role in many disciplines such as perturbation 

theory, engineering mathematics, scattering theory, stochastic processes, etc. (in [269]). 

Recently these operators have been applied in connection with wavelets and iteration 

attractors in complex analysis (in [270]). Crownover [271] was the first to extend the 

definition of shift operator from separable Hilbert spaces to arbitrary Banach spaces 

without using a basis. Namely, if K   is a Banach space, then ܶ ∶ K → K   is said to be an 

(isometric) shift operator if 
 

(i) ܶ is a linear isometry, 

(ii) The codimension of ܶ(K ) in K is 1,  

(iii) ⋂ ܶ௡(K )ஶ
ଵୀ௡ = {0}. 

 

If Condition (iii) is removed, then we have a codimension (i) linear isometry. 
 

In [272], Gutek, Hart, Jamison and Rajagopalan extended many of the results 

obtained by Holub in [273] concerning isometric shift operators on the Banach space 

 First, they classified codimension (i) linear isometries on .(compact Hausdorff ܺ) (ܺ)ܥ

(ܺ)ܥ  using the following result: let ܶ ∶ (ܺ)ܥ → (ܺ)ܥ  be a codimension (i) linear 

isometry. Then there exists a closed subset ܺ଴ of ܺ such that either 

(i) ܺ଴ =  {݌}\ܺ



where ݌ is an isolated point of ܺ, or 

(ii) ܺ଴ = ܺ 

and such that there exists a continuous map ℎ  of ܺ଴  onto ܺ  and a function ܽ ∈

,(଴ܺ)ܥ |ܽ| ≡ 1, such that 
 

 

for all ݔ ∈ ܺ଴. 

The proof of this result is based on a well known theorem of Holsztyński [274]. 

Those isometries that satisfy Condition (i). Those satisfying Condition (ii). These two 

classes are not disjoint. Farid and Varadarajan [275] devoted to clarify the above 

classification. Finally, [276] proposes an alternative (disjoint) classification based on the 

separation properties of the range of ܶ. Thus, ܶ is of type II if and only if ܶ൫ܥ(ܺ)൯ 

separates all the points of ܺ except two and is of type I	which is not of type II if and only 

if ܶ൫ܥ(ܺ)൯ separates all the points of ܺ. 

Codimension (i) linear isometries on arbitrary function algebras have also been 

studied and classified in [277] by using the results in [278]. Recently, Izuchi [279] has 

characterized Douglas algebras which admit codimension (i) linear isometries, thus 

solving the conjecture settled in [277]. 

Another question which has also been addressed in the context of isometric 

shifts is the characterization of those compact Hausdorff spaces ܺ which admit such 

operators, that is, the existence of isometric shifts on ܥ(ܺ) . [272], proved that 

nonseparable spaces without isolated points do not admit isometric shifts and even that 

there is no nonseparable space which admits isometric shifts of type II. Haydon [280] 

proved the existence of isometric shifts of type II when ܺ is either connected or the 

Cantor set. However it is still an open question whether there exists a nonseparable 

compact space ܺ which admits an isometric shift. We show that no nonseparable metric 

(noncompact) space admits isometric shifts. We also provide an example of an isometric 

shift with several interesting features. 
 



Let ॶ  denote the field of real or complex numbers. If ܺ  is a compact 

(respectively locally compact) Hausdorff space, then ܥ(ܺ) (respectively ܥ଴(ܺ)) stands 

for the Banach space of all ॶ-valued continuous functions defined on ܺ (respectively 

which vanish at infinity), equipped with its usual supremum norm. If ܯ is a metric space, 

then we shall write (ܯ)∗ܥ to denote the normed space of all bounded ॶ-valued 

continuous functions defined on ܯ . As usual, ܯߚ  stands for the Stone-Čech 

compactification of ܯ. Given ݂ ∈  .we shall consider that ܿ(݂) is its cozero set ,(ܺ)ܥ

If ܷ is a subset of ܺ, then cl௑(ܷ) and int௑(ܷ) denote its closure and its interior 

in ܺ, respectively. 
 

Let ܯ be a complete metric space and let ܶ ∶ (ܯ)∗ܥ →  be an isometric (ܯ)∗ܥ

shift. Then ܶ induces an isometric shift (which we continue to denote by ܶ) on (ܯߚ)ܥ. 
 

Theorem (2.3.1)[268]: Let ܯ be a complete metric space. If (ܯ)∗ܥ admits an isometric 

shift ܶ, then ܯ is separable. 
 

Proof. Let us first assume T to be of type II which is not of type I. According to [272], the 

map ℎ ∶ ܯߚ → ଴ݔ is a surjective continuous map such that there exists ܯߚ ∈  in ܯߚ

such a way that ℎିଵ({ݔ})  consists of just one point for every ݔ ∈ {଴ݔ}\ܯߚ  and 

ℎିଵ({ݔ଴})	consists of two points of ܯߚ, say ݔଵ,  ଶ. Also, since ܶ is not of type I, then theݔ

points ݔଵ and ݔଶ are not isolated. Furthermore, in [272], it is proven that the set  
 

 

is a countable dense subset in ܯߚ. We are going to see that this set is contained in ܯ 

and in this way we give an explicit countable dense subset in ܯ. 

First we have, by [272], that if ܯߚ/ܴ is the quotient space for the equivalence 

relation defined as ݕܴݔ  whenever ℎ(ݔ) = ℎ(ݕ) , then the map ℎோ ∶ ܴ/ܯߚ →  ܯߚ

sending each class ݔோ  into the image ℎ(ݔ)  of any ݔ ∈ ோݔ  is a surjective 

homeomorphism. This implies in particular that the image of a ܩఋ-point in ܯߚ/ܴ is a 

 ఋ areܩ which are ܯߚ and vice versa. Let us recall that the only points in ܯߚ ఋ-point inܩ

those in ܯ. 



Let us check which of the ܩఋ-points in ܯߚ/ܴ are. Suppose that ݔோ ∈  ܴ/ܯߚ

satisfies that there exists ݔ ∈ ݔ with ܯ ∈  ோݔ then ,{ݔ} ோ is the singletonݔ ோ. Clearly, ifݔ

is ܩఋ. Otherwise, as we remark above, ݔோ consists of two points, ݔଵ,  ଶ, and is the onlyݔ

point in ܯߚ/ܴ which is not a singleton. Then it is apparent that ݔோ is ܩఋ if and only if 

both ݔଵ, ଶݔ ∈  .ܯ

Suppose next that ݔோ = ,ଵݔ} ଵݔ ଶ}, and thatݔ ∈  Since ܶ is not of type I, then .ܯ

the points ݔଵ and ݔଶ are clearly not isolated. Thus, there exists a sequence (ݕ௡) in 

,ଵݔ}\ܯ {ଶݔ  converging to ݔଵ . Also each ݕ௡  is a ܩఋ -point, and consequently so is 

ℎோ(ݕ௡) = ℎ(ݕ௡), that is, the sequence ൫ℎ(ݕ௡)൯ is contained in ܯ, and converges to ݔ଴. 

But this implies in particular that ݔ଴ ∈ ଴ݔ Conversely, if we assume that .[281] ܯ ∈  ,ܯ

then ݔ଴ is a ܩఋ-point of ܯߚ and, consequently, so is ℎିଵ({ݔ଴}) = ,ଵݔ}  ,ଶ}. This impliesݔ

as stated above, that both ݔଵ and ݔଶ belong to ܯ. Summing up, we proved that ݔ଴ ∈  ܯ

if and only if ݔଵ ∈ ଶݔ or ܯ ∈ ,ଵݔ and that this fact yields ,ܯ ଶݔ ∈  .ܯ

Let us now assume that ݔ଴ ∉ ,ଵݔ which is to say that ,ܯ ଶݔ ∉  Then it is easy .ܯ

to check that the restriction of the map ℎ to ܯ,ℎ ∶ ܯ →  ,is bijective and continuous ,ܯ

and its inverse ℎିଵ ∶ ܯ → (ܯ)∗ܥ	:ܶ is also continuous. Consequently, the map ܯ →

ܽ sending each f into	(ܯ)∗ܥ ∙ ݂ ∘ ℎ, |ܽ| ≡ 1, is clearly a surjective linear isometry, that 

is, it is not a codimension (i) isometry, against our hypothesis. We deduce that ݔ଴ must 

belong to ܯ, and consequently ݔଵ, ({଴ݔ})Hence, ℎିଵ .ܯ ଶ belong toݔ ⊂  .ܯ

A similar reasoning leads to the fact that ℎ௞({ݔ଴}) ⊂  for every integer ݇. That ܯ

is, D ⊂  .as was to be proved ,ܯ

Let us now assume that ܶ: (ܯߚ)ܥ →  is of type I. Thus, there exist an (ܯߚ)ܥ

isolated point ݌ ∈ ܯߚ  and a homeomorphism ([278]) ℎ  of {݌}\ܯߚ  onto ܯߚ  and a 

function ܽ ∈ ,({݌}\ܯߚ)ܥ |ܽ| ≡ 1, such that 
 

 

for all ݔ ∈ {݌}\ܯߚ . Consider the set ܣ = ,݌} ℎିଵ(	݌), ℎିଶ(	݌), . . . } . Then ܻ ≔

is a locally compact space and ℎ (ܣ)clఉெ\ܯߚ ∶ ܻ → ܻ is a surjective homeomorphism. 

Hence we have a surjective isometry ܵ ∶ (ܻ)଴ܥ →  ଴(ܻ) defined to beܥ
 



 

where ොܽ is the restriction to ܻ of ܽ. 

For any ݂ ∈ ଴(ܻ), we can define a function መ݂ܥ ∈ such that መ݂ (ܯߚ)ܥ = ݂ on ܻ 

and 0 on ܯߚ\ܻ. As a consequence, a linear continuous functional ߤ (indeed a regular 

complex measure) can be defined on ܥ଴(ܻ) to be ߤ(݂) ≔ ൫ܶ መ݂൯(݌). 
 

Claim (2.3.2)[268]: Assume that there is ݂ ∈ (ܻ)଴ܥ  such that ߤ(݂) = 0  and (ߤ ∘

ܵି௡)(݂) = 0 for all ݊ ∈ ℕ. Then ݂ ≡ 0. 

Let us suppose, contrary to what we claim, that there is ݂ ∈ ݂ ,(ܻ)଴ܥ ≠ 0, such 

that ߤ(݂) = 0 and (ߤ ∘ ܵି௡)(݂) = 0 for all ݊ ∈ ℕ. Let us check that መ݂ ∈ ܴ(ܶ௡) for all 

݊ ∈ ℕ. 

Since ܵ ∶ (ܻ)଴ܥ → ݃ ଴(ܻ) is a surjective isometry, there isܥ ∈  ଴(ܻ) such thatܥ

ܵ(݃) = ݂. If ݔ ∈ ܻ, then 
 

(ܶ ො݃)(ݔ) =
 

That is, ܶ ො݃ = መ݂ on ܻ. 

On the other hand, (ܶ ො݃)(݌) ≔ (݃)ߤ = (ଵ݂ିܵ)ߤ = ߤ) ∘ ܵିଵ)(݂). By assumption, 

ߤ) ∘ ܵିଵ)(݂) = 0. Hence, (ܶ ො݃)(݌) = 0 = መ݂(݌). 

Next, from the representation of the isometric shift ܶ , we know that 

(ܶ ො݃)൫ℎି௡(݌)൯ = ܽ൫ℎି௡(݌)൯ ∙ ො݃൫ℎି௡ାଵ(݌)൯, but ℎି௡ାଵ(݌) ∈  which is to say that ,ܻ\ܯߚ

ො݃൫ℎି௡ାଵ(݌)൯ = 0. 

Finally, it is apparent, from the above two paragraphs and from density, that 

ܶ ො݃ ≡ 0 on ܯߚ\ܻ. Hence, gathering the information above, we infer that ܶ ො݃ = ݂ , i.e., 

መ݂ ∈ ܴ(ܶ). 

Let us next check that መ݂ ∈ ܴ(ܶଶ). To see this, it suf®ces to prove that ො݃ ∈ ܴ(ܶ). 

Since ܵ is surjective, there is ݃ଵ ∈ ଴(ܻ) such that ܵ(݃ଵ)ܥ = ݃. Furthermore (ܶ ො݃ଵ)(݌) ≔

(ଵ݃)ߤ = (ଶ݂ିܵ)ߤ = ߤ) ∘ ܵିଶ)(݂) = 0 = ො݃(݌) . Hence, as above, we deduce that 

ܶ ො݃ଵ = ො݃. In a similar manner, we can obtain ݃ଶ, ݃ଷ, . . . , ݃௡ , … to show that መ݂ ∈ ܴ(ܶ௡) 

for all ݊ ∈ ℕ. This fact contradicts the definition of isometric shift and the proof of Claim 

(2.3.2)[268] is complete. 



It is well-known that every regular complex measure ߠ  can be written as 

ߠ = ଵߠ) − (ଶߠ + ଷߠ)݅ − (ସߠ , where ߠ௜ , ݅ = 1, 2, 3, 4 , are regular positive measures. 

Hence each of the regular complex measures ߤ, ߤ ∘ ܵିଵ, ߤ ∘ ܵିଶ, . . . , ߤ ∘ ܵି௡ , … can be 

divided into four regular positive measures. As a consequence, we get a new sequence 

of regular positive measures, which we shall denote by {ߤ௡}௡∈ℕ. With no loss of 

generality, we can assume that all these measures are normalized. 

Since the space of regular measures on a locally compact space is a Banach 

space, we can define a regular positive measure as follows: 
 

 

Claim (2.3.3)[268]: For every nonempty open subset ܷ of ܻ, (ܷ)ߟ > 0. 
 

Let us suppose that there exists a nonempty open subset ܷ of ܻ such that 

(ܷ)ߟ = 0. Hence we can find ݂ ∈ ,(ܻ)଴ܥ ݂ ≠ 0, such that ܿ(݂) ⊂ ܷ. Consequently, 
 

 

for all ݊ ∈ ℕ. Finally, Claim (2.3.2) yields ݂ ≡ 0, a contradiction. 

Let us now define a (open) subset ܰ ≔ ,݌})clఉெ\ܯ ℎିଵ(݌), ℎିଶ(݌), . . . }) of ܯ. 

Next we consider the family, say Fଵ, of all subsets ܤ of ܰ which satisfy the following 

property: if ݔ, ݕ ∈ ,ݔ)݀ then ,ܤ (ݕ ≥ 1 or ݀(ݔ, (ݕ = 0, where ݀ denotes the metric in ܰ 

induced from ܯ. Let us choose a chain (ܣఈ)ఈ  of elements of Fଵ ordered by inclusion. 

Since  
 

 

Zorn's lemma yields a maximal element, say ܯଵ. 
 

Claim (2.3.4)[268]: ܯଵ is a countable set. 
 

Assume the contrary. Then there exists an uncountable family ∆ of indices such 

that 
 



 

Since ܰ is an open subset of ܯ, there is, for each ߙ ∈ ∆, a constant ܯఈ > 0 such that 

the open ball ܤ(ݔఈ,ܯఈ) ⊂ ܰ. 

Next, for each ߙ ∈ ∆, take 
 

 

and consider the open ball ݔ)ܤఈ, ݉ఈ). It is clear, from the definition of Fଵ, that if 

,ߙ ߚ ∈ ∆, ߙ ≠  then ,ߚ
 

 

Now, for every ߙ ∈ ∆, we can define the set 
 

 

It is apparent that ఈܸ ∩ ܯ = ߙ for each (ఈ,݉ఈݔ)ܤ ∈ ∆ and that ఈܸ ∩ ఉܸ = ∅ if ߙ ≠  .ߚ

Furthermore, each ఈܸ  is contained in ܻ since ܻ is open. 

Summarizing, we have found an uncountable pairwise disjoint family of open 

subsets { ఈܸ ∶ ߙ ∈ ∆} in ܻ. 

We know, by Claim (2.3.3), that ߟ( ఈܸ) 	> 0 for all ߙ ∈ ∆. Hence, there is ݊଴ ∈ ℕ 

such that the set 
 

 

is not countable since neither is ∆. Let us choose a countable subset {ߙଵ, ,ଶߙ … , ௡ߙ , … } 

of indexes in ߛ Then, 
 

 

This contradiction completes the proof of Claim (2.3.4). 

As in the paragraph before Claim (2.3.4), we can define, for every ݊ ∈ ℕ, the 

family F௡ of all subsets ܤ of ܰ which satisfy the following property: if ݔ, ݕ ∈  then ,ܤ

,ݔ)݀ (ݕ ≥ 1/݊ or ݀(ݔ, (ݕ = 0. In like manner, we obtain, for every ݊ ∈ ℕ, a maximal 

element ܯ௡ of F௡ which turns out to be countable. 



Let us now see that the countable set 
 

 

is dense in ܰ. To this end, choose ݔ ∈ ܰ\D and ߝ > 0. Then there exists ݉଴ ∈ ℕ such 

that ଵ
௠బ

< ݔ Since .ߝ ∉ D, then ݔ ∉ ௠బܯ  . This fact implies the existence of ݕ ∈  ௠బܯ

such that ݀(ݔ, (ݕ < 1/݉଴. That is, there is an element ݕ of D in the open ball ݔ)ܤ, ߳) 

and the density of D in ܰ follows. 

Finally, it is clear that the countable set 
 

 

is dense in ܯ and we are done. 
 

In [280], Haydon presented a method to provide isometric shifts of type II. 

However, the scarcity of examples of isometric shifts of type I is remarkable. In this final 

section we provide an example of an isometric shift of type I, which is not of type II, 

with several additional features. Indeed, [272] raised the question whether, for an 

isometric shift of type I, the set ܦ ≔ ,݌} ℎିଵ(݌), ℎିଶ(݌),… } was always dense in ܺ. The 

question was answered in the negative by Farid and Varadarajan [275] by providing an 

example of an isometric shift of type I such that ܺ\cl௑(ܦ) was a (finite) nonempty 

subset. Our example shows somehow that ܦ can be far from being dense in ܺ in the 

sense that ܺ\cl௑(ܦ) is uncountable. Our ܺ also has, contrary to what Holub conjectured 

in [279], an infinite connected component (in [272]). 
 

Example (2.3.5)[268):. Let ߲ܦ denote the unit circle in ℂ, and let 
 

 

It is clear that ܺ is a compact metric space. Let us show that ܺ admits an isometric shift 

of type I by constructing it explicitely. 

Let ܶ ∶ (ܺ)ܥ → ݂ be the following operator. Take any (ܺ)ܥ ∈  ,and define (ܺ)ܥ

for each ݁௜ఏ ∈  ,ܦ߲
 



 

It is clear that, given any ݁௜ఏ ∈ the sequences ቀ݁௜൫ఏାଶ௡√ଶ൯ ,ܦ߲ � and ቀ݁௜൫ఏା(ଶ௡ିଵ)√ଶ൯ቁ 

are dense in ߲ܦ. Then we take in ߲ܦ the point 1 = ݁௜ఏ. 

Clearly the evaluation map ߜଵ is continuous in ܥ(ܺ) and its norm is equal to 1. 

So, for ݂ ∈  we define ,(ܺ)ܥ
 

(݂ܶ)(1
 

Next, for ݊ ≥ 3, we define 
 

 

and 
 

 

It is clear that ݂ܶ ∈  and that ܶ is an isometry. In fact ܶ is a codimension 1 (ܺ)ܥ

linear isometry of type ܫ (being ݌ = 1/2), which is not of type II since the range of ܶ 

separates all the points of ܺ (in [276]). Let us see that it is also a shift operator. 

Suppose that ݃ ∈ ݃ satisfies (ܺ)ܥ ∈ ⋂ ܴ(ܶ௡)ஶ
௡ୀଵ . We have to prove that ݃ = 0. 

First we have that ൫݃(1/݊)൯ must be a convergent sequence, and it converges to the 

value ݃(0) . Also, we have that ݃(1/2) = −(ܶିଵ݃)(1)/2 − (ܶିଵ݃)ቀ݁ି௜√ଶቁ/2 , by 

construction. In the same way 

݃(1/3) = −(ܶିଵ݃)(1/2) = (ܶିଶ݃)(1)/2 + (ܶଶ݃)ቀ݁ି௜√ଶቁ/2 = (ܶିଵ݃)ቀ݁ି௜√ଶቁ/2 +

(ܶିଵ݃)ቀ݁ି௜ଶ√ଶቁ/2 and, in general, for ݊ ≥ 2, ݊ ∈ ℕ, 
 

݃(1/݊) =
 

In particular, we have that the sequence 
 

ቌ(

 

must converge to	݃(0), because g is continuous. 



On the other hand, by the density of points of the form ݁௜ଶ௡√ଶ, ݊ ∈ ℕ, we have 

that given any point ݖ଴ ∈  there exists a sequence (݊௞) of even numbers such that ,ܦ߲

ቀ݁ି௜௡ೖ√ଶቁ  converges to ݖ଴  as ݇  tends to infinity. Also ቀ݁ି௜(௡ೖିଵ)√ଶቁ  converges to 

଴݁ି௜√ଶݖ . Since ܶିଵ݃  is continuous, this implies that ൬(ܶିଵ݃)ቀ݁ି௜௡ೖ√ଶቁ൰  goes to 

(ܶିଵ݃)(ݖ଴), and that  (ܶିଵ݃)ቀ݁ି௜(௡ೖିଵ)√ଶቁ goes to (ܶିଵ݃)ቀݖ଴݁ି௜√ଶቁ. We deduce that 
 

 

converges to 
 

 

On the other hand, we know that the above sequence converges to ݃(0). But a similar 

approach can be taken for a sequence of odd natural numbers (݉௞) instead of (݊௞). In 

this case we will obtain that 
 

 

converges to 
 

 

and on the other hand, it must converge to −݃(0). As a consequence, we deduce that 

݃(0).= −݃(0).= 0, and that, for every ݖ଴ ∈  ,ܦ߲
 

 

In particular, this implies that for every ݖ଴ ∈ ,ܦ߲ (ܶିଵ݃)ቀݖ଴݁ି௜√ଶቁ = (ܶିଵ݃)ቀݖ଴݁௜√ଶቁ. 

Consequently, the sequence 
 

 



is constant. By the density of points ݁௜ଶ௡√ଶ, ݊ ∈ ℕ, we conclude that ܶିଵ݃ is constant on 

ܦ߲ . In particular, this implies that the sequence (|݃(1/݊)|) is constant. Since it 

converges to |݃(0)| = 0 , we conclude that ݃(1/݊) = 0  for every ݊ ∈ ℕ . As a 

consequence it is easy to see that ܶିଵ݃ ≡ 0 on ߲ܦ. But this clearly implies that ݃ = 0, 

as we wanted to prove (in [282, 283]). 

 

  

  

  

  

  

  

  

  

  

  

  

  

  

  

  

  

  

  

  

  

  



Chapter 3 

Cauchy Problem of the Ward Equation 
 

We generalize the results of study the inverse scattering problem of the Ward 

equation with non-small data and solve the Cauchy problem of the Ward equation with 

a non-small purely continuous scattering data. 
 

The Ward equation (or the modified 2 + 1 chiral model) 
 

߲௧(ିܬଵ߲
 

for ܬ ∶ ℝଶ,ଵ → ܷܵ(݊), ߲௪ =  is obtained from a dimension reduction and a gauge ,ݓ߲/߲

fixing of the self-dual Yang–Mills equation on ℝଶ,ଶ [32,33]. It is an integrable system 

which possesses the Lax pair [34,35,36] 
 

 

with ߦ = ௧ା௬
ଶ
, ߟ = ௧ି௬

ଶ
. Note (2) implies that ିܬଵ߲క ܬ	 = −߲௫ܳ, ܬଵ߲௫ିܬ = −߲ఎܳ. Then by a 

change of variables (ߟ, ,ݔ (ߦ → ,ݔ) ,ݕ  is equivalent to (2) ,(ݐ
 

൫

(
 

see [37], and the Ward equation (1) turns into 
 

 

The construction of solitons, the study of the scattering properties of solitons, 

and Darboux transformation of the Ward equation have been studied intensively by 

solving the degenerate Riemann–Hilbert problem and studying the limiting method 

[38,39,40,41,35,42,43]. In particular, Dai and Terng gave an explicit construction of all 

solitons of the Ward equation by establishing a theory of Backlund transformation [44, 

182, 183, 184, 185, 186, 187, 188, 189]. 

For the investigation of the Cauchy problem of the Ward equation, Villarroel 

[50], Dai, Terng and Uhlenbeck [32] use Fourier analysis in the ݔ,  space to study the-ݕ

spectral theory of ℒఒ = ߲௬ −  ௫ in (3), while Fokas and Ioannidou [37] invert ℒఒ by߲ߣ



interpreting it as a 1-dimensional spectral operator with coefficients being the ݔ-Fourier 

transform of functions [196, 190, 191, 192]. In both cases, small data conditions of ܳ are 

required to ensure the invertibility of ℒఒ and the solvability of the inverse problem. 

Under the small data condition, the eigenfunctions ߖ possesses continuous scattering 

data only and therefore the solutions for the Ward equation do not include the solitons 

in previous study. 

Nontheless, the approach of Fokas and Ioannidou [37] shows that after taking 

the Fourier transform in the ݔ-space, (3) looks similar to the spectral problem of the 

AKNS system 
 

 

where ܬ is a constant diagonal matrix with distinct eigenvalues. The solution of the 

forward and inverse scattering problem of the AKNS system is fairly complete, due to 

the work of Beals, Coifman, Deift, Tomei, Zhou [45,46,47]. In particular, the inverse 

scattering problem for the AKNS system and its associated nonlinear evolution 

equations is rigorously solved for generic ݍ ∈   .ଵ without small data condition [48]ܮ

The purpose is to remove the small data condition in solving the scattering and 

inverse scattering problem of (3) and the Cauchy problem of the Ward equation (5) with 

a purely continuous scattering data. We summarize principal results as follows. 
 

Definition (3.1)[31]: 
 

ℙஶ,௞భ,௞మ = ቊݔ)ݔݍ,

								sup
௬
ห߲

�0 ≤ ݆

॰ℍ௞ = ൛݂
 

To derive Theorem (3.21), we transform the existence problem of ߖ into a 

Riemann–Hilbert problem with a non-small continuous data by the translating invariant 

and the derivation properties of the spectral operator ℒఒ, and an induction scheme. 

Hence the scheme of [45] can be adapted to solve the Riemann–Hilbert problem. That 



is, we first approximate the solution by a piecewise rational function. Then the 

correction is made by a solution of a Riemann–Hilbert problem with small data and a 

solution of a finite linear system. Since the eigenfunction obtained in each induction 

step consists the data of the Riemann–Hilbert problem in the next step, we need to 

obtain the ܪଶ-estimate (8) of the eigenfunction. Besides, the boundary estimate (9) and 

the meromorphic property are derived in each step to assure the solvability of the linear 

system. 

In general, the points in ܼ, i.e., poles of ݔ)ߖ, ,ݕ  will occur or accumulate on ,(ߣ

the real line, or the limit points will accumulate themselves. Assuming higher 

regularities on the potential ܳ and ܼ = (ߖ)ܼ = ߮ (there are no poles of ݔ)ߖ�, ,ݕ  ൯, we(ߣ

can extract the continuous scattering data: 
 

Definition (3.2)[31]: Let ्௖,௞, ݇ ≥ 7, be the space consisting of continuous scattering 

data ݔ)ݒ, ,ݕ ,(ߣ ߣ ∈ ℝ, such that ݒ satisfies the algebraic constraints: 
 

 

and the analytic constraints: for ݅ + ݆ ≤ ݇ − 4, 
 

ℒఒݒ = 0, ݒ

߲௫௜߲௬
௝(ݒ − 1)	are	uniformly	bounded	in

߲௫௜߲௬
௝(ݒ − 1) →

ఒ߲ݒ	are	in	ܮଶ(ℝ
 

where ℒఒ = ߲௬ −  .௫߲ߣ
 

The characterization of the scattering data ݒ ∈ ्௖,௞  is necessary. Since the 

Cauchy integral operator will play a key role in the inverse problem. The study of the 

asymptotic behavior of the scattering data ݒ (hence the asymptotic behavior of the 

eigenfunctions ߖ) is important. Because the Cauchy operator is bounded in ܮଶ [49], in 

general, an ܮଶ-estimate of ߖ and its derivatives will be good enough. However, a formal 

calculation will yield (112) if the inverse problem is solvable. Hence we provide the 

estimates (9)–(11). 



The derivation of (9)–(11) basically relies on the ܮଶ-boundedness of the Cauchy 

operator and the estimates obtained in the small-data problem. In particular, both of 

the 1-dimensional (Fokas and Ioannidou [37] or (16)) and the 2-dimensional formulation 

(Villarroel [50] or (28)) of the spectral problem are crucial in the derivation of the 

estimates with small data condition. That is, using (16), boundedness or integrability in 

 comes first from the differentiability and integrability ߖ variable of the eigenfunctions-ݔ

of the potentials ܳ via the Fourier transform. Then, strong asymptote in ݔ, -ߣ or ݕ

variable of the eigenfunctions ߖ can be obtained by (28) and previous estimates. We 

lose some regularities in deriving strong asymptote. See the proof of Theorem (3.12) for 

example. 

For the inverse problem, the results are: 

Definition (3.3)[31]: 
 

ℙଵ =

ॿ =

ॿ෡ =

 

where ෡  is the Fourier transform with respect to the ݔ-variable, ܯ௡(ℂ) is the space of 

݊ × ݊ matrices, and for ݂ ∈  ௡(ℂ)ܯ
 

 

Theorem (3.4)[31]: Suppose ܳ ∈ ℙଵ. Then for all fixed ߣ ∈ ℂ±, there is uniquely a 

solution ߖ of (115) and (116) such that ߖ − 1 ∈ ॿ. Moreover, for ߣ ∈ ℂ±, 
 

 

Proof. Write ߖ = 1+ܹ. Then (20), (21) are transformed into 
 



 

Taking the Fourier transform with respect to the ݔ-variable (in distribution sense), we 

obtain 
 

߲௬ ෡ܹ (
 

Thus we are led to consider the following integral equations 
 

෡ܹ ,ߦ) ,ݕ (ߣ

 

where ∗ is the convolution operator with respect to the ߦ	-variable. Define   
 

ఒ݂ࣥ(ߦ, ,ݕ (ߣ

 

Thus (13) turns into 
 

෡ܹ =

 



Where ∫ ݁௜ఒక൫௬ି௬ᇲ൯߲௫෢ܳ ,ߦ) ᇱ,௬ݕ݀(ᇱݕ
ିஶ ∫ ݁௜ఒక൫௬ି௬ᇲ൯߲௫෢ܳ ,ߦ) ᇱାஶݕ݀(ᇱݕ

௬ ∈ ॿ෡  by ܳ ∈ ℙଵ. Note 

that 
 

| ఒ݂ࣥ(

Hence 
 

So 
 

෡ܹ =

⎩
⎪
⎪
⎪
⎨

⎪
⎪
⎪
⎧ (

−

−

(

Hence (13) is solvable if ܳ ∈ ℙଵ. Furthermore, the eigenfunction of (115), (116) is given 

by 
 

,ݔ)ߖ ,ݕ (ߣ =

⎩
⎪
⎪
⎪
⎨

⎪
⎪
⎪
⎧ 1

				

1

				
 

The uniqueness follows from (115), (116), (15), the definition of ॿ, and the 

contraction property of ఒࣥ. 

The uniform boundedness of ߖ comes from Definition (3.3), (15) and ܳ ∈ ℙଵ. By 

(26), ߲௫෢ܳ ∗ ෡ܹ , ߲௫෢ܳ ∈ (ݕ݀	ߦ݀)ଵܮ  and the Riemann–Lebesgue theorem, we obtain 



,·)ߖ ,ݕ (ߣ → 1 as |ݔ| → ∞. On the other hand, (16), ߲௫෢ܳ ∗ ෡ܹ , ߲௫෢ܳ ∈  and the (ݕ݀	ߦ݀)ଵܮ

Lebesgue convergence theorem imply that ݔ)ߖ,·, (ߣ → 1 when |ݕ| → ∞.  
 

Lemma (3.5)[31]: Suppose ߖ satisfies (115), (116). Then for ߣ ∉ ℝ, 
 

 

Proof. Let ݁ଵ, . . . , ݁௡ denote the standard basis for ℂ௡ , ߰௞  the ݇th column vector of the 

matrix ߖ. Let ߉௞(ℂ௡) denote the space of alternating ݇ forms on ℂ௡. Hence ߰ଵ ∧ ߰ଶ ∧

⋯∧ ߰௡ = (detߖ)(݁ଵ ∧ ݁ଶ ∧ …∧ ݁௡). Taking derivatives of both sides, we derive 
 

൛

																						

 

So 
 

 

by ߲௫ܳ ∈ ߣ Moreover, for .(݊)ݑݏ ∉ ℝ, the equation turns into the debar equation 
 

 

by the change of variables: 
 

 

Therefore the Liouville’s theorem and (12) imply that detߖ ≡ 1, for ߣ ∉ ℝ.   
 

Lemma (3.6)[31]: Suppose that ܳ ∈ ℙଵ. Then the reality condition 
 

 

holds for the eigenfunction ߖ. 
 

Proof. By Lemma (3.5), one derives 
 

൫߲௬ − ݔ൫ߖ௫൯߲ߣ



																													

																			

 

Besides, noting ห݂௡෢ห
௅భ(ௗక)

≤ ห መ݂ห
௅భ(ௗక)
௡

 and the boundary condition of ߖ , we obtain 

ଵିߖ − 1 ∈ ॿ. Hence the lemma follows from the uniqueness property in Theorem (3.4).  
 

The results and arguments will be applied or adapted. Denote 
 

൫݂ ∗௫

൫݂ ∗

 

By the change of variables (17), we then have 
 

൫߲௬ −
 

with ߣ = ோߣ + ܳ ூ. Now let ܵ be the set of Schwartz functions. Ifߣ݅ ∈ ℙଵ ∩ ܵ, then the 

eigenfunction ߖ obtained by Theorem (3.4) satisfies 
 

 

where 
 

ݔ)ఒ݂ܩ

 

The following lemma is due to R. Beals.  
 

Lemma (3.7)[31]: Suppose ߮ ∈ ܵ. For |ߣ| ≠ 0 and |ߣூ| < 1, 
 

ఒ߮ܩ|

 

where ܥ is a constant. 



 

Proof. Let ଵ
௦
= ఒೃ

ఒೃ
మାఒ಺

మ. So 
 

 

Write 
 

ఒ߮ܩ =
−1
ߣ݅ߨ2

⎝

⎜
⎛

+න

ฬ

+ �න

ฬ

= ଵܫ + ଶܫ
 

In view of (20), it is easy to see that 
 

|ଵܫ| ≤ 2

≤
ܥ
ߣ|

|ଶܫ| ≤ 2

 

Finally, 
 

ተተsgn(ߣூ)

ฬ௬ᇲା



																																		

 

This yields 
 

 

Combining (21), (22), and (23), we prove the lemma.  
 

Lemma (3.8)[31]: Suppose that ܳ ∈ ℙଵ ∩ ܵ. Then there exists a constant ܥே  such that 
 

 

where ܥே  is a constant depending on ܳ. 
 

Proof. Since 
 

 

it suffices to prove ߦ௜ ෡ܹ ∈ ॿ for 0 ≤ ݇ ≤ ܰ. This can be proved by induction on ݇ and 

using the same argument as in the proof of Theorem (3.4) if หߦே߲௫෢ܳ ห
௅భ(ௗక	ௗ௬)

< ∞.  

Definition (3.9)[31]: Define 
 

ℙଵ,௞ = ൛߲௫ݍ

																	หߦ௜ݍො

�for	1

Note that ℙଵ ∈ ℙଵ,௞ . For simplicity we abuse the notation ߲௫௜߲௬
௝ܳ, ߲௫௜߲௬

௝ߖ by 

ܳ ᇣᇤᇥݔ⋯ݔ
௜

ᇣᇤᇥݕ⋯ݕ
௝

, and ߖ ᇣᇤᇥݔ⋯ݔ
௜

ᇣᇤᇥݕ⋯ݕ
௝

 in the remaining part of this section. 

 

Lemma (3.10)[31]: Suppose that ܳ ∈ ℙଵ,௞ , ݇ ≤ 5. Then 
 



 

Moreover, as |ߣ| → ∞, 
 

 

where ܥே,  .ܳ is a constant depending on ܥ
 

Proof. The uniform boundedness of ߲௫ேߖ, 0 ≤ ܰ ≤ 4, in Lemma (3.8) will be used in the 

proof. A direct computation yields 
 

 

So 
 

௫ߖ +
ܳ௫
ߣ

 

by (24). Therefore, inverting the operator ߲௬ −  ,௫ in (25) and applying Lemmas (3.7)߲ߣ

(3.8), we have 
 

|ଵܫ| =

≤

																					

															≤

				

≤

				



≤

≤
 

as |ߣ| → ∞. Taking the ݔ-derivatives of both the sides of (25), we derive 
 

|ଶܫ| =

≤

≤

≤

Here we have used (115) and Lemma (3.8). 

By the same scheme as above and the following equalities: 
 

௫௫ߖ +
ݔݔܳ

௫௫௫ߖ			 +
ܳ

 

one derives 
 

|௫௫ߖ| ≤
ܥ
|ߣ|

൭෍



|௫௫௫ߖ| ≤
ܥ
|ߣ|

൭

 

Hence the estimates for ߖ௫௫ and ߖ௫௫௫ follow.  
 

Lemma (3.11)[31]: Suppose that ܳ ∈ ℙଵ,௞ , ݇ ≤ 5. Then 
 

 

as |ߣ| → ∞. Here ܥ is a constant depending on ܳ.  
 

Proof. Using the formula 
 

௬ߖ +
ܳ௬
ߣ

 

and Lemma (3.10), one can derive 
 

|ଵܫܫ| =
1
|ߣ|

ቚ

≤
ܥ
ଶ|ߣ|

+ �หߖ

≤
ܥ
ଶ|ߣ|

(by	estimates	of

≤
ܥ
ଶ|ߣ|

|ଶܫܫ| =
1
|ߣ| ฬ

≤
ܥ
ଶ|ߣ|

+ �ቚቀ



≤
ܥ
|ߣ|

(by	estimates	of

≤
ܥ
|ߣ|

 

where the estimate หߖ௬௬ห = หߣଶߖ௫௫ + ௫(ߖ௫ܳ)ߣ + (ܳ௫ߖ)௬ห has been used. Thus (26) is 

proved. On the other hand, we write 
 

௫௬ߖ +
ܳ

																

 

Similarly, one can verify  
 

|ଵܫܫܫ| ≤
ܥ
ଶ|ߣ|

|ଶܫܫܫ| ≤
ܥ
ଶ|ߣ|

|ଷܫܫܫ| ≤
ܥ
ଷ|ߣ|

|ସܫܫܫ| ≤
ܥ
෍|ߣ|

 

by Lemma (3.10), (26).  
 

Theorem (3.12)[31]: If ܳ ∈ ℙଵ,௞, ݇ ≤ 5, then as |ߣ| → ∞, 
 

ฬ߲௫
 

where ܥ is a constant depending on ܳ. 



Proof. Applying (25), Lemmas (3.10) and (3.11), we obtain 

ฬߖ

				

																									

 

as |ߣ| → ∞. Therefore, (28) is proved. 

To proved (29), we used the results of Lemmas (3.10) and (3.11) to improve the 

estimates of ܫଵ, ,ଶܫ   ,ଶ in the proof of Lemmas (3.10), (3.11). More preciselyܫܫ ଵ, andܫܫ
 

|ଵܫ| =

≤

≤

|ଶܫ| =
1
ߣ|

≤ ߣ|

+



≤ |

|ଵܫܫ| = |

≤ |

+

≤ ߣ|

|ଶܫܫ| = |

≤ |

≤ |
 

Here หߖ௬௬ห = หߖߣ௫௬ + ܳ௫௬ߖ + ܳ௫ߖ௬ห and (37) have been used in the estimation of ܫܫଶ.  
 

 

By induction, we can generalize the results of Lemmas (3.8)–(3.10)-(3.11) and 

Theorem (3.12) to  
 

Corollary (3.13)[31]: Suppose that ܳ ∈ ℙଵ,௞ . Then for ݅ + ℎ ≤ max{݇, 5} − 4 and as 

|ߣ| → ∞, 
 

 

Remark (3.14)[31]: In general, the scattering transformation is a generalized Fourier 

transform. That is, it maps smooth potentials to decaying scattering data, and decaying 

potentials to smooth scattering data. As is known, the asymptotic expansion of 

eigenfunctions is related to the decayness of the scattering data. However, in the case 



of Ward equation, even for the Schwartz potentials, the second order asymptotic 

expansion of Theorem (3.12) seems difficult to be improved. To see it, the second-order 

coefficient of the asymptotic expansion ߖ , and an analogue of (25) need to be 

introduced. That is 
 

 

and 
 

൫߲

 

where ߶ is a Schwartz function. Then ݂(ݔ, ,(ݕ  are Schwartz. It can be checked that (ݕ)ܿ

 variable. This causes troubles in estimating-ݔ ଶ does not possess integrability in theߖ

ቚߖ − ቀ1 − ொ
ఒ
+ అమ

ఒమ
ቁቚ while inverting (30) to derive a higher order asymptotic expansion 

of ߖ. 

First we introduce 

Definition (3.15)[31]: The Cauchy operator ܥ and its limits ܥ± are defined as follows: 
 

 

It is well known that ܥ± are bounded operators on ܮ௣(ℝ) for 1 < ݌ < ∞, and 

(ߣ)݂±ܥ = limఒ෩→ఒ (ሚߣ)݂ܥ , ߣ ∈ ℝ, ሚߣ ∈ ℂ± [49]. 
 



Definition (3.16)[31]: Suppose (ߣ)ݒ is defined on ℝ. A function (ߣ)ߖ is called a solution 

of the Riemann–Hilbert problem (ߣ ∈ ℝ,  if (ݒ
 

 

where (ߣ)±ߖ = limఒ෩→ఒߖ൫ߣሚ൯ , ߣ ∈ ℝ, ሚߣ ∈ ℂ±. Moreover, the function (ߣ)ݒ is called the 

data of the Riemann–Hilbert problem (ߣ ∈ ℝ,  .(ݒ
 

Suppose the data (ߣ)ݒ, ߣ ∈ ℝ satisfies ఒ߲
௜(ߖ − 1) ∈ ,ଶ(ℝܮ ݅ for ,(ߣ݀ = 0, 1, 2. It 

can be seen that ߖ is a solution of the Riemann–Hilbert problem (ߣ ∈ ℝ,  if and only if (ݒ
 

 

Lemma (3.17)[31]: Suppose the data (ߣ)ݒ, ߣ ∈ ℝ, satisfies: 
 

 

Then the Riemann–Hilbert problem (ߣ ∈ ℝ, (ݒ  has a unique solution ߖ  such that 

ߖ − 1 ∈ (ߣ݀)ஶܮ ∩ ௞ܪ Moreover, if .(ߣ݀)ଶܮ = ൛݂	|	 ఒ߲
௝݂ ∈ ,(ߣ݀)ଶܮ 0 ≤ ݆ ≤ ݇ൟ and 

 

 

then 
 

 

for some constant ܥ in [45].  

Lemma (3.18)[31]: Suppose the data (ߣ)ݒ, ߣ ∈ ℝ, is a scalar function satisfying: 
 

(i) (ߣ)ݒ ≠ 0,  ;ߣ∀

(ii) ∫ ݀	arg	(ߣ)ݒஶ
ିஶ = 0; 

(iii) ݒ − 1, ఒ߲ݒ ∈  .(ߣ݀)ଶܮ
 

Then the Riemann–Hilbert problem (ߣ ∈ ℝ,  Moreover, if .ߖ has a unique solution (ݒ
 



 

then 
 

 

where ܪ௞(݀ߣ) = ൛݂	|	 ఒ߲
௜݂ ∈ ,(ߣ݀)ଶܮ 0 ≤ ݅ ≤ ݇ൟ , and ܥ  is a constant depending on 

௅ಮ|ݒ| , ௅ಮ|ݒ/1| . 
 

Lemma (3.19)[31]: Suppose ܳ ∈ ℙஶ,ଶ,଴ ∩ ℙଵ . Then the eigenfunction obtained in 

Theorem (3.1.9) satisfies: 

(a) ߲௫௜ ,·)	ߖ) ,ݕ (ߣ − 1), ݅ = 0, 1, 2, are uniformly bounded in ܮଶ(݀ݔ); 

(b) ߖ(·, ,ݕ (ߣ − 1, ߲௫ߖ(·, ,ݕ (ߣ → 0 uniformly in ܮଶ(݀ݔ) as ߣ → ∞. 
 

Proof. By noting that the Fourier transform is an isometry on the ܮଶ spaces, to prove (a), 

it suffices to show that ߦ௜ ෡ܹ , ݅ = 0, 1, 2, are uniformly bounded in ܮଶ(݀ߦ). We will only 

treat the case of ߣ ∈ ℂା and ߦ ≥ 0 for simplicity. Other cases can be handled similarly. 

Note that 
 

|ࣥ

 

Denote ॿ෡ଶ = ൛݂(ߦ, ,ݕ (ߣ ∶ ℝ × ℝ × ℂ → ,ߦ)݂|sup௬,ఒ	௡(ℂ):ܯ ,ݕ ௅మ(ௗక)|(ߣ < ∞ൟ. So 
 

ఒࣥ

 

By the assumption ܳ ∈ ℙஶ,ଶ,଴, we have 
 

 

Therefore the solution ෡ܹ  of (24) is in ॿ෡ ∩ ॿ෡ଶ. Moreover, one can derive 
 

ߦ ෡ܹ = න ݁௜ఒక൫௬ି௬
௬

ିஶ
 

from (13). As a result, we have ߦ ෡ܹ ∈ ॿ෡ ∩ ॿ෡ଶ, if ܳ ∈ ℙஶ,ଶ,଴ ∩ ℙଵ. The same argument 

can prove ߦଶ ෡ܹ ∈ ॿ෡ ∩ ॿ෡ଶ, if ܳ ∈ ℙஶ,ଶ,଴ ∩ ℙଵ. Hence (a) is justified.  



To prove (b), by the definition of ॿ෡ and result of (a), the function ෡ܹ ,ߦ) ,ݕ  can (ߣ

be approximated uniformly by ݃ where 
 

 

and ݃ is a linear combination of step functions in ߦ with uniformly bounded coefficients 

in ݕ,  Hence .ߣ
 

൭ න ݁௜క௫
ஶ

ିஶ
 

where ߯|௫|வே  is the characteristic function of the set {|ݔ| > ܰ} . The above two 

inequalities imply that (ݔ)ߖ, ,ݕ (ߣ − 1)߯|௫|வே → 0 uniformly in ܮଶ(݀ݔ) as ܰ → ∞. We 

can prove the case of ൫߲௫ݔ)ߖ, ,ݕ  ൯߯|௫|வே by the similar method. Combining with(ߣ

Theorem (3.12) and the Lebesgue convergence theorem, one can prove (b).  
 

Lemma (3.20)[31]: Let ݔ + ݕߣ = ,ݖ ߲௭̅ =
ଵ
ଶ
൫߲௫ + ߲݅௬൯, and ±݂,௭(ݔ, (ߣ = lim|௬|→଴± ,ݔ)݂ ,ݕ  If .(ߣ

,ݔ)݂ ,ݕ ݔis the solution of the Riemann–Hilbert problem ൫ (ߣ ∈ ℝ,ݔ)ܨ,  ൯ and(ߣ
 

)ܨ

 

then 
 

 

Proof. For ݕ = 0, the lemma follows from the Sobolev’s theorem, Lemma (3.17) and the 

assumption on ±݂,௭ ,  .ܨ

For simplicity, we omit the words “for |ߣ| ≫ 1” in the following proof. 

Decompose ݂(ݔ, ,ݕ  into (ߣ
 

,ݔ)݂ ,ݕ (ߣ = 1

= 1 +
 

Note that ݂_(ܨ − 1)(·, ,ܨ is uniformly Hölder continuous by the assumption on (ߣ ±݂ 

and the imbedding theorem of Morrey [51]. Hence one has ݔ)ܫ, ,ݕ (ߣ → ,ݔ)௭,±ܫ  (ߣ



uniformly as ݕ → 0±  [52]. The uniform convergence of ݔ)ܫܫ, ,ݕ (ߣ → ,ݔ)௭,±ܫܫ (ߣ  as 

ݕ → 0± can be justified by the Hölder inequality. Moreover, one can check that this 

convergence is independent of ݔ . As a result, ݂(ݔ, ,ݕ (ߣ → ±݂,௭(ݔ, (ߣ  uniformly as 

ݕ → 0±. 

Since the lemma holds on the ݔ-axis the uniform convergence provided above 

implies: for any ߳ > 0, one can find ఢܰభ , ఢߜ  such that |݂(ݔ, ,ݕ (ߣ − 1| < ߳ for ∀|ߣ| ≥

ఢܰభ , |ݕ|∀ ≤ ఢ. Besides, by the Hölder inequality, we can find ఢܰమߜ  such that |݂(ݔ, ,ݕ (ߣ −

1| < ߳ for ∀|ߣ| > ఢܰమ , |ݕ| ≥ ߳ ఢ. Hence for anyߜ > 0, we obtain 
 

 

Theorem (3.21)[31]: Let ܳ ∈ ℙஶ,ଶ,଴. Then there is a bounded set ܼ ⊂ ℂ such that 
 

(a) ܼ ∩ (ℂ	\	ℝ) is discrete in ℂ	\	ℝ; 

(b) For ߣ ∈ ℂ	\	(ℝ ∪ ܼ), the problem (3) has a unique solution ߖ and ߖ − 1 ∈ ॰ℍଶ; 

(c) For (ݔ, (ݕ ∈ ℝ ×ℝ, the eigenfunction ݔ)ߖ, ߣ is meromorphic in (·,ݕ ∈ ℂ	\	ℝ with 

poles precisely at the points of ܼ ∩ (ℂ	\	ℝ); 

(d) ݔ)ߖ, ,ݕ  :satisfies (ߣ

lim
|௫|→ஶ

,·)ߖ

(e) ݔ)ߖ, 0,  :satisfies (ߣ

߲௫௜ ߖ) −

ߣ												 ∈ ℂ	

݃݊݅ݐݐ݈݁	݀݊ܽ

݉ݎ݋݂݅݊ݑ	ℎݐ݅ݓ

where ߳ ≥ ௝߳ > 0 are any given constants, ܦఢ൫ߣ௝൯ denotes the disk of radius ߳ 

centered at ߣ௝. 

Here the function spaces ℙஶ,ଶ,଴, and ॰ℍଶ are defined as follows. 



Proof. We will prove Theorem (3.1.21) by induction on the norm of 
 

 

Step 1 (The case of ݊ = 0). If ห߲௫෢ܳ ,ߦ) ௗ௬)	ห௅భ(ௗక(ݕ < ቀଷ
ଶ
ቁ
଴
, the existence and (31) are 

proved by Theorem (3.4). The conditions (32), (33) and (34) are shown by Theorem 

(3.12) and Lemma (3.19). The holomorphic property comes from (16). 
 

Step 2 (Transforming to a Riemann–Hilbert problem). Suppose Theorem (3.21) holds for 

ห߲௫෢ܳ ,ߦ) ௗ௬)	ห௅భ(ௗక(ݕ < ቀଷ
ଶ
ቁ
௡

. Note the eigenfunction corresponding to a ݕ-translate of ܳ 

is the ݕ-translate of the eigenfunction. Thus after translation we may have 
 

න නห߲௫෢ܳ
଴

ିஶோ
 

for a potential ߲௫ܳ(ݔ, with ห߲௫෢ܳ (ݕ ,ߦ) ௗ௬)	ห௅భ(ௗక(ݕ < ቀଷ
ଶ
ቁ
௡ାଵ

. Let ߯± = (ݕ)±߯ ≤ 1 be 

smooth real-valued functions such that 
 

߯ି = ൜1, for	ݕ
0, for	ݕ

						߯ା = ൜1, for
0, for	ݕ

 

So ܳ± ∈ ℙஶ,ସ,଴  and ห߲௫ܳ±෣(ݕ,ߦ)ห௅భ(ௗక	ௗ௬) < ቀଷ
ଶ
ቁ
௡

. By the induction hypothesis there 

exist bounded sets ܼ±  such that ܼ± ∩ (ℂ\ℝ)  are discrete in ℂ\ℝ  and for all ߣ ∈

ℂ\ܼ±, ܳ± have eigenfunctions ߖ± which fulfill the statements of Theorem (3.21). Here 

we remark that the meaning of the notation ߖା is different from that of ߖା. The former 

is a function defined in the half plane ݕ ≥ 0, the latter means limఒ಺→଴శ ,ݔ)ߖ ,ݕ  .(ߣ

Hence any eigenfunction ߖ for ܳ, whenever it exists, must be of the form 
 

 

where for ݕ ∈ ℝ±, 
 



ቐ
ݔ)±ܽ
ݔ)±ܽ
ܽ±,௭
±

 

Conversely, if we can find ܽ±  such that ܽ±  satisfies (36) for ݕ ∈ ℝ±  and 

ܽା(ܽି)ିଵ(ݔ, 0, (ߣ = ,ݔ)ିߖଵି(ାߖ) 0, ,±ܽ the invertibility of) (ߣ  is implied by Lemma ±ߖ

(3.1.5)). Then we can define ݔ)ߖ, ,ݕ  by (35) and prove Theorem (3.21) in case of (ߣ

ห߲௫෢ܳ ,ߦ) ௗ௬)	ห௅భ(ௗక(ݕ < ቀଷ
ଶ
ቁ
௡ାଵ

. Therefore, we conclude this step by  
 

Lemma (3.22)[31] (Transforming into a Riemann–Hilbert problem). To prove Theorem 

(3.21), it is equivalent to solving the problem: find a bounded set ܼ, ,෤ݔ)݂ ,෤ݕ  and ,(ߣ

ሚ݂(ݔ෤, ,෤ݕ ±ܼ such that (ߣ ⊂ ܼ and 

a) ܼ ∩ (ℂ\ℝ) is discrete in ℂ\ℝ; 

b) For ߣ ∈ ℂା	\	(ℝ ∪ ܼ), ݂ is the unique solution of the Riemann–Hilbert problem 

൫ݔ෤ ∈ ℝ, ,෤ݔ)ܨ  ;൯(ߣ

c) For ߣ ∈ ℂି	\	(ℝ ∪ ܼ), ሚ݂ is the unique solution of the Riemann–Hilbert problem 

൫ݔ෤ ∈ ℝ, ,෤ݔ)ଵିܨ  ;൯(ߣ

d) ݂, ሚ݂ are meromorphic in ߣ ∈ ℂ	\	ℝ with poles at the points of ܼ ∩ (ℂ	\	ℝ); 

e) ±݂,௭ , ሚ݂±,௭  satisfy (33), (34), 
 

where 
 

 

and 
 

 

Proof. Note that if ݂, ሚ݂ exist for Lemma (3.22), then by Lemma (3.20) ݂, ሚ݂ satisfy (31), 

(88) as well. Therefore, the lemma can be proved by the change of variables (37) (or 

(88)) and setting 
 

 

with ݔ෤, ෤ݕ ∈ ℝ where 
 



 

in the above discussion.  
 

Step 3 (Factorization: a diagonal problem, a Riemann–Hilbert problem with small data 

and a rational function). For any square matrix ܣ we let ݀௞ା(ܣ) denote the upper 

(݇ × ݇)-principal minors. Also let ߚ௜௞ , ݅ ≤ ݇ be the minor of ܣ formed of the first ݅ rows, 

the first ݅ − 1 columns, and the ݇th column, and ߛ௞௜  be the minor of ܣ formed of the 

first ݅  columns, the first ݅ − 1  rows, and the ݇ th row. The following factorization 

theorem can be found in [53]. 
 

Lemma (3.23)[31]: Suppose the principal minors ݀௞ା(ܣ) ≠ 0, for 1 ≤ ݇ ≤ ݊. Then the 

matrix ܣ can be represented as 
 

where 
 

ܥ =

⎝

⎜⎜
⎛

 

From now on, we only deal with the case of ߣ ∈ ℂାതതതത for simplicity. The other case 

can be proved in an analogous argument. 
 

Lemma (3.24)[31]: For ߣ ∈ ℂାതതതത	\	[ܼା ∪ ܼି], we have a factorization 
 

 



where 
 

݈ܽ݊݋݃ܽ݅݀	ݏ݅	ߜ

,ߜ ݃௨ , ݃௟
												߲௫௜ ߜ) − 1

ߣ					 ∈ ℂାതതതത	\

݃݊݅ݐݐ݈݁	݀݊ܽ				

݉ݎ݋݂݅݊ݑ

ߜ − 1, ݃௨
 

Proof. By the same technique of the proof of Lemma (3.5), one proves detߖ± = 1 for 

ߣ ∉ ℝ. So det ܨ ≡ 1. As a result, if ݀௜ା(ܨ)(ݔ෤଴, (଴ߣ = 0 for some 1 ≤ ݅ < ݊, then ܨ must 

have a pole at (ݔ෤଴, ±ߖ଴). By detߣ = 1 and (44), we obtain ߣ଴ ∈ [ܼା ∪ ܼି]. 

Therefore for ߣ ∈ ℂାതതതത\[ܼା ∪ ܼି], we obtain a factorization by Lemma (3.23). The 

properties (39)–(42) are implied by 
 

,෤ݔ)ܨ (ߣ

,෤ݔ)ܨ ߣ
 

which come from the induction hypothesis.  
 

Lemma (3.25)[31]: (A diagonal Riemann–Hilbert problem). For ߣ ∈ ℂାതതതത	\[ܼା ∪ ܼି], the 

Riemann–Hilbert problem ൫ݔ෤ ∈ ℝ, ,෤ݔ)ߜ ,ݖ)߂ ൯ has a solution(ߣ  ,Moreover .(ߣ
 

(i) ߂ is ߣ-meromorphic in ℂା with poles at [ܼା ∪ ܼି] ∩ ℂା; 

(ii) ߂±,௭  satisfies (89), (112). 
 

Proof. For ߣ ∈ ℂାതതതത\[ܼା ∪ ܼି], the matrix ߜ  is a diagonal matrix with nonvanishing 

entries. So the winding number of ݔ)ߜ෤, (ߣ  is well defined by ܰ(ߣ) =

− ଵ
ଶగ௜ ∫

ௗ
ௗ௧
arg	ݐ)ߜ,  is a continuous integer-valued function for (ߣ)ܰ ,By (40) and (41) .ݐ݀(ߣ

ݔ ∈ ℂାതതതത\[ܼା ∪ ܼି]. Thus ܰ(ߣ) ≡ 0 by (42). 



Combining with (41), and (42), Lemma (3.23) implies the existence of ߂ which 

satisfies the Riemann–Hilbert problem ൫ݔ෤ ∈ ℝ, ,෤ݔ)ߜ ൯(ߣ , (33), and (34). The 

meromorphic property of ݔ)ߖ,  is proved by [54] (·,ݕ
 

 

Lemma (3.26)[31]: For ߣ ∈ ℂାതതതത	\⋃ ௝൯ఒೕ∈[௓శ∪௓ష]ߣఢ൫ܦ , there exists 
 

 

such that 
 

ቚି߂,௭൫1 + (ܴ

ቚି߂,௭൫1 + (ܴ

�(ܴఢ)௨(ܴఢ)௟)	

ܴఢ	ܿܽ݊	ܾ݁	݉݁݌ݎ݋݉݋ݎ

ܴఢ ∈ ,ଶ(ℝܪ

ݐ݊݁݀݊݁݌݁݀݊݅)

ݐ݅ݓ	ݔ݅ݎݐܽ݉

	0	݋ݐ	ݏ݀݊݁ݐ
 

Proof. By the condition (42), there exists ߜఢ such that ห݃௨߯|ఒ|வఋചหுమ(ௗ௫෤)
< ߳. Moreover, 

by (41), for each ߣ଴ ∈ ℂା\⋃ ௝൯ఒೕ∈[௓శ∪௓ష]ߣఢ൫ܦ , |଴ߣ| ≤ ܰ ఢ, there existsߜ = ܰ(߳,  ଴) suchߣ

that 
 

ห݃௨ −
 

where 
 

								



 

One can check that ݌ఢ,௨ ∈ ,ଶ(ℝܪ  ෤) satisfies (47), (48). Hence choosing a bigger ܰ orݔ݀

 ,෤ఢ,௨݌ rational function, denoted as-ݖ ఢ, there exists aߜ
 

ห݃௨

 

and ݌෤ఢ,௨ satisfies (47), (48). 

Consequently, using (43), (44), Lemmas (3.24), (3.25), and the off-diagonal form 

of ݃௨, one can find a ݖ-rational function ܴ௨(ݖ,  which is an approximation of ݃௨ on (ߣ

ݖ ∈ ℝ and satisfies (45)–(49). 

The case of ݃௟  can be done in analogy.  
 

With Lemma (3.26), one can find a solution to the small-data Riemann–Hilbert 

problem ቀݔ෤ ∈ ℝ, ௭൫1,ି߂ + (ܴఢ)ି,௭൯ܨ	൫1 + (ܴఢ)ା,௭൯
ିଵ
ା,௭ିଵ߂ ቁ. However, it is difficult to 

analyze the meromorphic property of the solution in a neighborhood of points in 

[ܼା ∪ ܼି]. Hence we need to improve Lemma (3.26). First of all, let us denote 

ℂఢା = ߣ} ∈ ℂା|	ߣூ ≥ ߳}, and [ܼା ∪ ܼି]ఢା = ߣ} ∈ [ܼା ∪ ூߣ	|	[ିܼ ≥ ߳} for simplicity. 
 

Lemma (3.27)[31]: For ߣ ∈ ℂା, there exist 
 

 

such that 
 

ฬି߂,௭ ቀ1 + ൫ ෨ܴఢ

ฬି߂,௭ ቀ1 + ൫ ෨ܴఢ

൫ ෨ܴఢ൯௨ ቀ൫ ෨ܴఢ൯௟ቁ

෨ܴఢ ݌ݎ݋݉݋ݎ݁݉	ܾ݁	݊ܽܿ	
෨ܴఢ ∈ ,ଶ(ℝܪ ෤ݔ݀

ݐ݊݁݀݊݁݌݁݀݊݅)

ݕ݈݊݋	ℎݐ݅ݓ	ݔ݅ݎݐܽ݉

ݏܽ	0	݋ݐ	ݏ݀݊݁ݐ
 



Proof. One can multiply ݃௨ (݃௟  respectively) by product 
 

 

so that ࣡ఢ,௨ = ఢ࣪,௨݃௨ is holomorphic in ߣ ∈ ℂఢା. Then using (41) and the same argument 

as the proof of Lemma (3.26), one can approximate ࣡ఢ,௨ by a piecewise ݖ-rational 

function ܴఢ,௨ᇱ . Let ෨ܴఢ,௨ = ఢ࣪,௨
ିଵܴఢ,௨ᇱ . 

Next, choose ௝݇  sufficiently large in ࣯ఢ(ߣ) = ∏ ቀఒିఒೕ
ఒା௜

ቁ
௞ೕ

ఒೕ∈[௓శ∪௓ష]ചశ  to make 

࣯ఢߜ,࣯ఢ߂ holomorphic in ߣ ∈ ℂఢା. Hence the lemma can be proved by an adaptation of 

the proof of Lemma (3.26). (Note the factors ࣯ఢ , ఢ࣪,௨ , ఢ࣪,௟  are cancelled out.)  
 

Lemma (3.28)[31]: (A Riemann–Hilbert problem with small data). The Riemann–Hilbert 

problem ൬ݔ෤ ∈ ℝ, ௭,ି߂ ቀ1 + ൫ ෨ܴఢ,௨൯ି,௭ቁܨ ቀ1 + ൫ ෨ܴఢ,௨൯ା,௭ቁ
ିଵ
ା,௭ିଵ߂ ൰  admits a solution 

ఢ݂,௦(ݖ, ߣ for (ߣ ∈ ℂఢା\[ܼା ∪ ܼି]ఢା. Moreover, 
 

(i) ఢ݂,௦ is meromorphic in ߣ ∈ ℂఢା with poles at [ܼା ∪ ܼି]ఢା; 

(ii) ൫ ఢ݂ ,௦൯±,௭  satisfies (33), (34). 
 

Proof. By the assumption (50), (51), one can apply Lemma (3.17) to find ఢ݂,௦ which 

satisfies (33) and the Riemann–Hilbert problem ൬ݔ෤ ∈ ℝ, ௭,ି߂ ቀ1 + ൫ ෨ܴఢ,௨൯ି,௭ቁܨ	 ቀ1 +

൫ ෨ܴఢ,௨൯ା,௭൯
ିଵ
ା,௭ିଵ߂ ቁ. 

Moreover, ఢ݂ ,௦ satisfies (34) by Lemma (3.17), (44), Lemma (3.25), and (54). 

Finally, ఢ݂,௦ is meromorphic in ߣ ∈ ℂఢା with poles at [ܼା ∪ ܼି]ఢା by (43), Lemma (3.25), 

and (53).  
 

We conclude this step by a characterization of Lemma (3.22). 
 

Lemma (3.29)[31]: (Factorization of the Riemann–Hilbert problem). Suppose ݂(ݖ,  (ߣ

fulfills the statement in Lemma (3.22). Then there exist a unique function ݎఢ(ݖ,  and a (ߣ

set ܼఢ , such that 
 



 

for some integer ఢܰ, ܼఢ ⊂ ܼ, and for ߣ ∈ ℂఢା\ܼ, 
 

 

Conversely, suppose there are uniformly bounded sets ܼఢ, and functions {ݎఢ} 

which are ߣ-meromorphic in ℂఢା with poles at ܼఢ , satisfy (61)–(63), and 
 

 

for ߣ ∈ ℂఢା\	(ܼఢ ∪ [ܼା ∪ ܼି]ఢା). Define ఢ݂ = ఢݎ ఢ݂,௦߂൫1 + ෨ܴఢ൯ for ߣ ∈ ℂఢା . Then we have 
 

ఢ݂ ݌ݎ݋݉݋ݎ݁݉	ݏ݅	

ఢ݂భ =
 

Hence ݂ = ఢ݂  is well defined, and ݂  satisfies the statements in Lemma (3.22) with 

ܼ = ⋃ ܼ( ఢ݂)ఢ ∪ ൛ߣ௝ ∈ ℝ	|	lim supఢ→଴ห ఢ݂൫ܦଶఢ൫ߣ௝൯ ∩ ఢା൯หܥ = ∞ൟ. Here ܼ( ఢ݂) denotes the 

poles of ఢ݂ . 
 

Proof. First of all, by Lemma (3.5), det ఢ݂,௦(ݖ, (ߣ = det ቀ1 + ෨ܴఢ(ݖ, ቁ(ߣ = det ,ݖ)߂ (ߣ = 1. 

So they are invertible at regular ߣ. Besides, ݂(ݖ, ,ݖ)and ఢ݂,௦ (ߣ ,ݖ)߂(ߣ (ߣ ቀ1 + ෨ܴఢ(ݖ,  ቁ(ߣ

are zmeromorphic, possess the same jump singularity across ݖ ∈ ℝ, and tend to 1 at 

infinity. Therefore 
 

 

is ݖ-rational and (55)–(57) are satisfied by Lemmas (3.25)–(3.28) and the assumption on 

݂. For the converse part, (60) comes immediately from the definition of ఢ݂  and the 

meromorphic properties of ݎఢ, ,߂ ෨ܴఢ, ఢ݂,௦ implied by assumption and Lemmas (3.25)–

(3.28). 

Besides, by assumption, ఢ݂భ , ఢ݂మ  satisfy the same Riemann–Hilbert problem in 

Lemma (3.22) for ߣ ∈ ℂఢభ
ା \ܼఢభ . Thus (58) follows from the Liouville’s theorem and the 



meromorphic properties. As a result, the well-defined property follows from (60) and 

(61). 

The conditions (33), (34) can be proved by Lemmas (3.25)–(3.28), and (55)–(57), 

݂ = ఢ݂  (i.e., (58)), and ܼ = ⋃ܼఢ ∪ ൛ߣ௝ ∈ ℝ:	 lim supఢ→଴ห ఢ݂൫ܦଶఢ൫ߣ௝൯ ∩ ఢା൯หܥ = ∞ൟ.  
 

Step 4 (Solving the Riemann–Hilbert problem). We complete the proof of Theorem 

(3.21) by finding a rational function ݎఢ in Lemma (3.29). 
 

Lemma (3.30)[31]: (Existence of the rational function ݎఢ). There exist a function ݎఢ and a 

uniformly bounded set ܼఢ such that ݎఢ is ߣ-meromorphic in ℂఢା with poles at the points of 

ܼఢ and satisfies (55)–(57), (59) for ߣ ∈ ℂఢା\(ܼఢ ∪ [ܼା ∪ ܼି]ఢା). 
 

Proof. For simplicity, we drop ߳ in the notation ݎఢ, ఢ݂ , ,ݏ ܴఢ , … in the following proof. 
 

(a) A linear system for ݖ)ݎ, ௞ݖ} Let .(ߣ = ෤௞ݔ + ,{෤௞ݕ݅ ݇ = 1,… ,ܰ be the simple poles of ܴ 

in ℂ± by (55). Denote 
 

 

at ݖ௝. Thus 
 

௦݂1)߂ +
 

Now let 
 

 

Hence at ݖ௝, 
 

 

where 
 

 



We then try to find ௝ܿ, such that ݖ)ݎ, (ߣ ௦݂(ݖ, ,ݖ)߂(ߣ ൫1(ߣ + ,ݖ)ܴ  .௝ݖ ൯ is holomorphic at(ߣ

This yields the linear system for ௝ܿ: 
 

 

The properties (47), (49) imply that ௝݊  are invertible and ൫ ௝݀ ௝݊
ିଵ൯ଶ = 0 . 

Therefore, it can be justified that (66) are consequences of (67). Inserting (65) into (67), 

we obtain a system of ܰ݊ଶ linear equations in ܰ݊ଶ unknowns (the entries of ܿ௞) with 

coefficients in entries of ௝݀(ߣ), ௝݊(ߣ), ,(ߣ)௝ߙ |ߣ| Observing that as .(ߣ)௝ߚ → ∞, 
 

 

by Lemmas (3.25)–(3.28) we have (67) are solvable as |ߣ| → ∞. Precisely, ܿ௞ can be 

written in rational forms of ௝݀ , ௝݊, ௝ߙ , ߣ ௝ which are all holomorphic inߚ ∈ ℂఢା\	[ܼା ∪ ܼି]. 

Therefore, (67) are solvable for ∈ ℂା\	ܼఢ  where ܼఢ  are uniformly bounded sets. 

Consequently, (55), (56), (57), and (59) are fulfilled.  
 

By the same argument as the proof of Theorem (3.21), we have 
 

Corollary (3.31)[31]: Suppose that ܳ ∈ ℙஶ,௞,଴, ݇ ≥ 2, and ݔ)ߖ, ,ݕ  is the associated (ߣ

eigenfunction. Then 
 

ߖ − ݕ݈݉ݎ݋݂݅݊ݑ	ݏ݅	1

 

 

In particular, if ߣ଴ is a removable singularity of ݔ)ߖ, ,ݕ  then ,(ߣ
 

ߖ − ݏ݅	1
 

By a similar argument as that in Lemmas (3.5) and (3.6) and using the uniqueness 

property in Theorem (3.21), we can derive the same algebraic characterization of the 

eigenfunctions: 
 

Lemma (3.32)[31]: Suppose that ܳ ∈ ℙஶ,௞,଴, ݇ ≥ 2. Then the eigenfunction ߖ satisfies 
 



 

for ߣ ∈ ℂ\	ℝ. 
 

 

We define the continuous scattering data and study its algebraic and analytic 

characteristics in this section. We first show that the existence of continuous scattering 

data for ܳ ∈ ℙଵ is automatic. 
 

Lemma (3.33)[31]: If ܳ ∈ ℙଵ, then the eigenfunction ݔ)ߖ,  obtained by Theorem (·,ݕ

(3.4) has limits ߖ± on ℝ. 
 

Proof. Suppose {ߣ௞} ⊂ ℂା , and ߣ௞  converge to a point of ℝ. Write ෡ܹ௞  instead of 

෡ܹ ,ߦ) ,ݕ  ௞) andߣ
 

௞݂

 

Then (13) and (14) imply 

෡ܹ௞ − ෡ܹ

 

Now write 
 

																		

 

Note that (15) and sup௬ห ෡ܹ௛ห௅భ(ௗక) ≤ ቀ1 − ห߲௫෢ܳ ,ߦ) ௗ௬)ቁ	ห௅భ(ௗక(ݕ
ିଵ

 imply 
 

 

and 
 



ଵᇱᇱ|௅భ(ௗక)ܫ|

 

On the other hand, 
 

ห൫ܭఒೖ ఒ೓൯ܭ− ෡ܹ௛

																														

 

by the Lebesgue convergence theorem and ܳ ∈ ℙଵ. So 
 

)ଵᇱ|௅భܫ|

 

Hence |ܫଵ|௅భ(ௗక) 	→ 0  as ݇, ℎ → ∞  by (71)–(73). A similar argument will induce 

ଶ|௅భ(ௗక)ܫ| = ቚ൫1 − ఒೖ൯ܭ
ିଵ( ௞݂ − ௛݂)ቚ

௅భ(ௗక)
→ 0  as well. Therefore, we have ห ෡ܹ௞ −

෡ܹ௛|௅భ(ௗక) → 0 as ݇, ℎ → ∞ by (70). Taking the Fourier transform, we prove the lemma 

when ߣ ∈ ℂା. 

The case of ߣ ∈ ℂି  can be proved by analogy.  
 

Lemma (3.34)[31]: Suppose that ܳ ∈ ℙଵ and 
 

 

Then ߖା and ିߖ  are continuously differentiable with respect to ݔ and ݕ. 
 

Lemma (3.35)[31]: For ܳ ∈ ℙଵ  and ܳ  satisfies (74), the eigenfunction ݔ)ߖ, (·,ݕ  is 

holomorphic in ℂ±  and has limits ߖ±  on R.Moreover, there exists a continuously 

differentiable function ݔ)ݒ + ,ݕߣ  such that (ߣ
 

,ݔ)ାߖ
 

where ℒఒ = ߲௬ −  .௫߲ߣ
 



Proof. The holomorphicity has been proved in Theorem (3.21). By assumption, Lemmas 

(3.33) and (3.17), ߖ± is invertible. Hence Lemma (3.34) implies 
 

൫߲௬ − ߣ

 

We denote ܼ = (ߖ)ܼ = ߮ if there are no poles of ݔ)ߖ, ,ݕ  .(ߣ
 

Lemma (3.36)[31]: For ܳ ∈ ℙஶ,௞,଴, ݇ ≥ 2, if ܼ = ߮, then there exists a continuously 

differentiable function ݔ)ݒ + ,ݕߣ  such that (ߣ
 

,ݔ)ାߖ
 

Since we are going to solve the inverse problem by the Riemann–Hilbert problem 

ߣ) ∈ ℝ, ,ଶ(ℝܮ By the scheme, we need to investigate .(ݒ  .ݒand ఒ߲ ݒ condition on (ߣ݀

Hence the ߣ-asymptote of ݒ and ఒ߲ݒ will be investigated in the remaining part of this 

section. 

We extend Theorem (3.21), and Corollary (3.12) as follows. 
 

Lemma (3.37)[31]: If ܳ ∈ ℙஶ,௞,଴, ݇ ≥ 5 and ܼ = ߮, then for ݅ + ݆ ≤ ݇ − 4, 
 

 

as |ߣ| → ∞. Where ܥ is a constant depending on ܳ. 
 

We improve the boundary properties (31), (32) of Theorem (3.21) as follows. 
 

Lemma (3.38)[31]: If ܳ ∈ ℙஶ,௞,଴, ݇ ≥ 5, and ܼ = ߮, then for ݅ + ݆ ≤ ݇ − 4, 
 

߲௫௜߲௬
 

Proof. By the results of Lemma (3.37), it is sufficient to prove this lemma for |ߣ| < ܿ 

where ܿ is any fixed constant. However, for |ߣ| < ܿ, ݅ + ݆ ≤ ݇ − 4, 
 

߲௫௜߲
 



follow from (115), Corollary (3.31), and the Sobolev’s theorem. For ݕ ≠ 0, one can 

follow the argument of Lemma (3.20) to show the uniform convergence of ߲௫௜߲௬
௝ߖ →

߲௫௜߲௬
௝ߖ±,௭. Then the lemma is proved by the uniform convergence and applying Hölder 

inequality to 
 

ߖ

 

Lemma (3.39)[31]: For ܳ ∈ ℙஶ,௞,ଵ ∩ ℙଵ, ݇ ≥ 7, we have 
 

 

and ܥ depends continuously on ݔ,  .ݕ
 

Proof. By formula (16), we have 
 

 

Write 
 

 

Note that ෡ܹ ∈ ॿ෡ with ॿ෡ defined by Definition (3.3). Therefore Theorem (3.12) implies 
 

 

Now we define 
 

,ߦ)ଵܤ ݕ
ߣ

,ߦ)ଶܤ ݕ
ߣ

,ߦ)ଷܤ ݕ
ߣ



,ߦ)ସܤ ݕ
ߣ

 

By (14), (15), (76), (77), and Theorem (3.12), we obtain 
 

 

Differentiating both the sides of (14), we obtain 
 

(1 − ఒࣥ) ఒ߲ ෡ܹ = ݕ݅

																		−

												= ݕ݅

													−

ݕ݅+													

for ߣ ∈ ℂା, ߦ ≥ 0 (other cases can be done similarly). Define 
 

 

Using the definition of ℙஶ,௞,ଵ, and following the way to prove (78), one can show that 
 

 



if ܳ ∈ ℙஶ,௞,ଵ and ݇ ≥ 6. Combining (75), (76), (79), (80), and (15), we prove ห ఒ߲ߖ±ห <
஼
|ఒ|

 

as |ߣ| → ∞ and ܥ depends continuously on ݔ,  .ݕ

Since ߲௫ݔ)ߖ, ,ݕ (ߣ =
௜
ଶగ ∫ ݁௜క௫ߦ ෡ܹ ,ߦ) ,ݕ ஶߦ݀(ߣ

ିஶ , modifying the above argument 

and letting ݇ ≥ 7 in ℙஶ,௞,ଵ, one can obtain the estimate for ห ఒ߲߲௫ߖ±ห as well. 
 

Lemma (3.40)[31]: If ܳ ∈ ℙஶ,௞,ଵ, ݇ ≥ 7, and	ܼ = ߮, then 

and ܥ depends continuously on ݔ,  .ݕ
 

Proof. Since the property we wish to justify is a local property, without loss of 

generality, we need only to show 
 

 

where ܥ depends continuously on ݔ, ,ݔ)߯ and ,ݕ  is any fixed smooth function with (ݕ

compact support. Now by the induction scheme as the proof of Theorem (3.21), we 

have 
 

 

and 
 

 

By induction and applying Lemmas (3.38), and (3.39), it reduces to showing 
 

 

where 
 

 

By (82), one can derive the inhomogeneous Riemann–Hilbert problem 
 

(߯ ఒ߲
 

with 



 

 

Hence [55] 

߯ ఒ߲ܽ

 

with ݔ + ݕߣ =  and ,ݖ

 

Therefore by Lemma (3.39) and (83), 

|߲߯

										

 

as |ߣ| → ∞. Furthermore, differentiating both the sides of (83) and using Corollary 

(3.31), Lemma (3.39), we obtain 
 

|߲௫(߯ ఒ߲ܽ)|௅

																		

 

Hence the lemma follows from (84), (85), and Sobolev’s theorem.  
 

 



Theorem (3.41)[31]: For ܳ ∈ ℙஶ,௞,ଵ, ݇ ≥ 7, if ܼ = ߮ , then there exists uniquely a 

function ݔ)ݒ, ,ݕ (ߣ ∈ ्௖,௞ which satisfies 
 

 

Where the space ्௖,௞  is defined by 

Proof. The condition (8) follows from Lemma (3.36). The identity (6) comes from (68) 

and Lemma (3.36). Besides, (69) and Lemma (3.36) imply that for ߣ ∈ ℝ 
 

ݔ)ݒ + ,ݕߣ (ߣ =
 

Therefore (7) follows. 

Next note that Lemma (3.37) implies that 
 

߲௫௜߲௬
௝(ߖ±

 

So (9) follows. Combining Lemma (3.38), (86), one obtains ߲௫௜߲௬
௝(ݒ − 1) → 0 uniformly in 

 ,ஶ. So condition (10) follows from (9), and the Lebesgue convergence theorem. Finallyܮ

condition (11) is derived by applying Lemma (3.40). 
 

Definition (3.42)[31]: For ܳ ∈ ஶܲ,௞,ଵ, ݇ ≤ 7, if the eigenfunction ݔ)ߖ,  ±ߖ has limits (·,ݕ

on ℝ, then we define the continuous scattering data of ܳ to be ݒ ∈ ܵܿ, ݇ obtained by 

Theorem (3.41). Moreover, the continuous scattering transformation ܵܿ on ܳ is defined 

by ܵܿ(ܳ) =  .ݒ
 

Theorem (3.43)[31]: Given ݔ)ݒ, ,ݕ (ߣ ∈ ्௖,௞ , ݇ ≥ 7 , there exists a unique solution 

,ݔ)ߖ ߣfor the Riemann–Hilbert problem ൫ (·,ݕ ∈ ℝ, ,ݔ)ݒ ,ݕ  ൯ such that(ߣ
 

ߖ
 

Moreover, for each fixed ߣ ∉ ℝ, and ݅ + ݆ ≤ ݇ − 4, 
 

 

Theorem (3.43) is proved by a Riemann–Hilbert problem with a non-small purely 

continuous scattering data. Without uniform boundedness of ఒ߲ݒ, we need to handle 

separately the Riemann– Hilbert problem for |ߣ| > ܯ ≫ 1 and |ߣ| ≤ |ߣ| For .ܯ > ܯ ≫



1, the Riemann–Hilbert problem is a small-data problem and hence can be solved. For 

|ߣ| ≤  the Riemann–Hilbert problem is again factorized into a diagonal problem, a ,ܯ

Riemann–Hilbert problem with small data, and a finite linear system. Note we obtain 

the globally solvability by applying the Fredholm property and the reality condition (7). 

Moreover, good estimates for ߖ can be derived only for ߣ ∉ ℝ. However, it is 

enough to imply satisfactory analytical properties of the potentials. 
 

Proof. First of all, (9), (10) and Lemma (3.12) imply that there exists a constant ܯ > 0 

such that, as |ݔ| or |ݕ| > ܯ − 1, the Riemann–Hilbert problem ൫ߣ ∈ ℝ, ,ݔ)ݒ ,ݕ  ൯ can(ߣ

be solved and 
 

 

for a constant ܥ. Hence (87) holds as |ݔ| or |ݕ| > ܯ − 	1. Applying Hölder inequality, 

(9), (10), and (90), we then derive: 
 

߲
 

Hence, to prove Theorem (3.43), it is sufficient to solve the Riemann–Hilbert problem 

൫ߣ ∈ ℝ, ,ݔ)ݒ ,ݕ ൯(ߣ  and establish (87), (88) for max(|ݔ|, (|ݕ| < ܯ . The scheme in 

particular Lemmas (3.24)–(3.30), can be adapted to the solving of this problem. More 

precisely, 
 

Lemma (3.44)[31]: For ߣ, ,ݔ ݕ ∈ ℝ, we have a factorization 
 

 

and for ݅ + ݆ ≤ ݇ − 4, 
 

݈ܽ݊݋݃ܽ݅݀	ݏ݅	߯

			߲௫௜߲௬
௝(߯ −

ℎ݁ݐ	݀݊ܽ

߯ − 1, ℎ
 



Lemma (3.45)[31]: (A diagonal Riemann–Hilbert problem). For max(|ݔ|, (|ݕ| <  there ,ܯ

exists a uniquely solution ݔ)ߌ, ,ݕ ߣ) to the Riemann–Hilbert problem (ߣ ∈ ℝ, ߯) such that 

and for each fixed ߣ ∉ ℝ, 

Proof. Applying (92), and (93), one obtains that 

ఒ߲
௜(߯ −

Hence the winding number ܰ(ݔ, (ݕ = −	 ଵ
ଶగ௜ ∫

ௗ	arg	ఞ
ௗ఍

,ݔ) ,ݕ ߞ݀(ߞ  is integer-valued. 

Moreover, the condition (93) implies that ܰ(ݔ, (ݕ ≡ 0. 

Thus for max(|ݔ|, (|ݕ| <  ,and (94) can be implied by (92) ,ߌ the existence of ,ܯ

the Sobolev’s theorem, and Lemma (3.8). By (92), (94), and the formulas 

,ݔ)ߌ ,ݕ (ߣ

߲௫ݔ)ߌ, ,ݕ (ߣ

߲௬ݔ)ߌ, ,ݕ (ߣ

߲௫ଶݔ)ߌ, ,ݕ (ߣ

																												

																											

 

we derive (95). Finally, we obtain (96) by Hölder inequality.  



 

Lemma (3.46)[31]: For max(|ݔ|, (|ݕ| < ,ݔ)ܪ there exists a function ,ܯ ,ݕ  satisfying (ߣ
 

 

and 
 

(a) ݔ)ܪ, ,ݕ (ߣ ∈ ஶܮ ∩ ,ଵ(ℝܪ and ߲௫௜߲௬ ,(ߣ݀
௝ݔ)ܪ, ,ݕ (ߣ ∈ ஶܮ ∩ ,ଶ(ℝܮ  ;(ߣ݀

(b) |1)ିߌ + 1)ݒ(ିܪ + ,ݔ)ାିଵߌା)ିଵܪ ,ݕ (ߣ − 1|ுభ(ℝ,ௗఒ) < ∞; 

(c) |1)ିߌ + 1)ݒ(ିܪ + ,ݔ)ାିଵߌା)ିଵܪ ,ݕ (ߣ − 1|௅ಮฮܥ±ฮ < 1; 

(d) ܪ௨(ܪ௟) is strictly upper (lower) triangular; 

(e) ܪ is rational in	ߣ ∈ ℂ±, with only simple poles and each corresponding residue is 

off diagonal, with only one non-zero entry ߢ and ߲௫௜߲௬
௝ߢ ∈  .(ݕ݀	ݔ݀)ஶܮ

Lemma (3.47)[31]: (A Riemann–Hilbert problem with small data). For max(|ݔ|, (|ݕ| <

ܯ , the Riemann–Hilbert problem (ߣ ∈ ℝ, 1)ିߌ + 1)ݒ(ିܪ + (ାିଵߌା)ିଵܪ  admits a 

solution ߮௦(ݔ, ,ݕ  ,Moreover .(ߣ
 

߮௦ −
 

and for each fixed ߣ ∉ ℝ, 
 

 

Lemma (3.48)[31]: (Factorization of the Riemann–Hilbert problem). Suppose ݔ)ߖ, ,ݕ  (ߣ

satisfies Theorem (3.43). Then for max(|ݔ|, (|ݕ| <  ,ݑ there exists a unique function ,ܯ
 

 

and 
 

Conversely, if for max(|ݔ|, (|ݕ| < ,ݔ)ݑ∃,ܯ ,ݕ  satisfying (97), (98) and (ߣ
 

 

Define ߖ = 1)ߌ௦߮ݑ + ,|ݔ|)for max (ܪ (|ݕ| <  .satisfies Theorem (3.43) ߖ Hence .ܯ
 



We then use Lemma (3.48) to prove Theorem (3.43). 
 

(a) A linear system for ݔ)ݑ, ,ݕ  Let .(ߣ
 

 

Then at ߣ௝ 
 

 

with 
 

 

Since ߣ௝ is a simple pole of ܪ and ߮௦ߌ is regular at ߣ௝, we can write 
 

 

We then try to find ܽ௞, such that ݔ)ݑ, ,ݕ ,ݔ)௦߮(ߣ ,ݕ ,ݔ)ߌ(ߣ ,ݕ ൫1(ߣ + ,ݔ)ܪ ,ݕ  ൯(ߣ

is holomorphic at ߣ௝. This yields the linear system for ܽ௞: 
 

 

(b) Solving the linear system (106)–(107). Note by Lemma (3.46), one can conclude 
 

 

Therefore, it can be justified that (106) is a consequence of (107). Note the off-diagonal 

form of ℎ௟ 	(ℎ௨) in Lemma (3.44) is crucial here. 

Inserting (103) into (107), we obtain a system of ݊݌ଶ linear equations in ݊݌ଶ 

unknowns (the entries of ܽ௞ with coefficients in entries of ℎ௝(ݔ, ,(ݕ ௝݊(ݔ, ,(ݕ ,ݔ)௝ߙ ,(ݕ ,ݔ)௝ߚ  .((ݕ

Therefore, we conclude the existence problem of ߖ is Fredholm. 
 

(c) Solving the Riemann–Hilbert problem. Using the Fredholm alternative, we need only 

to show that for any fixed ݔ,  the homogeneous problem (with limit 0 rather than 1 as ݕ



ߣ → ∞) has only the trivial solution. Suppose ݂(ݔ, ,ݕ (ߣ  solves this homogeneous 

problem. Consider ݃(ݔ, ,ݕ (ߣ = ,ݔ)݂ ,ݕ ,ݔ)݂(ߣ ,ݕ ∗(ߣ . Since ݂(ݔ, (·,ݕ ∈ ,ଶ(ℝܮ (ߣ݀ , we 

have ݃(ߣ) ∈ ,ଵ(ℝܮ  and is holomorphic in ℂ±. Thus the Cauchy’s theorem implies (ߣ݀
 

0 = න
ℝ

 

Because of (7) we conclude ݂ି ≡ 0 on ℝ, so also ା݂ ≡ 0 and ݂ ≡ 0. 

Hence we prove the solvability of the Riemann–Hilbert problem in Theorem 

(3.43).  
 

Lemma (3.49)[31]: For the solution ߖ of the Riemann–Hilbert problem obtained in 

Theorem (3.43), we have 
 

 

Proof. By (6), det ,ݔ)ߖ  has no jump across the real line. So applying the Liouville’s (·,ݕ

theorem, (109) follows from the holomorphic property in ℂ± and ߖ → 1 as |ߣ| → ∞. 

Hence ݔ)ߖ, ,ݕ ߣ is invertible for all (ߣ ∈ ℂ, limits ൫ߖ൫ݔ, ,ݕ ,ݖ ൯ߣ̅
∗൯
±

ିଵ
 for ߣ ∈ ℝ exist, and 

൫ߖ൫ݔ, ,ݕ ,ݖ ൯ߣ̅
∗൯
ିଵ

 fulfills the boundary condition as |ߣ| → ∞. 

Secondly, by (7) and ߖା = ߖି  we obtain ,ݒ
 

 

So 
 

 

Therefore ൫ߖ൫ݔ, ,ݕ ൯ߣ̅
∗൯
ିଵ

 satisfies the same Riemann–Hilbert problem in Theorem 

(3.43). Consequently ݔ)ߖ, ,ݕ (ߣ = ൫ߖ൫ݔ, ,ݕ ൯ߣ̅
∗൯
ିଵ

 by the uniqueness property of 

Theorem (3.43) (the Liouville’s theorem) and (110) is established.  
 



Theorem (3.50)[31]: Given ݔ)ݒ, ,ݕ (ߣ ∈ ्௖,௞ , ݇ ≥ 7, the eigenfunction ߖ obtained by 

Theorem (3.43) satisfies (3) with 
 

 

and ݔ)ߖ,·, (ߣ → 1  as ݕ → −∞ , where ߲௫ܳ(ݔ, (ݕ ∈ (݊)ݑݏ , and for ݅ + ݆ ≤ ݇ − 4, ݅ >

0, ߲௫௜߲௬
௝ܳ, ߲௬ܳ,ܳ ∈ ,ஶܮ ߲௫௜߲௬

௝ܳ, ߲௬ܳ,ܳ → 0 as	ݔ or ݕ → ∞. 
 

Applying Theorems (3.41)–(3.50), we extend the results of [32,37,50] as follows. 
 

Proof. By (89), the boundary condition (116) is satisfied. Besides, the Cauchy integral 

formula, and Theorem (3.43) imply 
 

 

For fixed ݔ, ݕ ∈ ℝ, applying ℒఒ = ߲௬ −  ௫ to (113) and using (87), (9), we obtain߲ߣ
 

				

 

With ܳ(ݔ,  given by (112). Hence comparing (113) and (114) and using the uniqueness (ݕ

result of Theorem (3.43), we obtain (115). 

Besides, (9), (87), (112), and Hölder inequality show that ܳ, ߲௫ܳ, and ߲௬ܳ ∈  .ஶܮ

Furthermore, by (115), (88), (109), and the ߣ-independence of ܳ, we derive ߲௫௜߲௬
௝ܳ ∈  ஶܮ

and ߲௫௜߲௬
௝ܳ, ߲௬ܳ, ܳ → 0 as ݔ or ݕ → ∞, for ݅ + ݆ ≤ ݇ − 4, ݅ > 0. 

Finally, by (110) and (115), we have 
 

(



																												

																											

																	

 

Thus ߲௫ܳ(ݔ, (ݕ ∈  .(݊)ݑݏ
 

Definition (3.51)[31]: For a function ݒ ∈ ्௖ , we define the inverse scattering 

transformation ܵ௖ିଵ on ݒ by ܵ௖ିଵ(ݒ) = ܳ, where ܳ is obtained by Theorems (3.43) and 

(3.50). 
 

Theorem (3.52)[31]: If ܳ଴ ∈ ℙஶ,௞,ଵ, ݇ ≥ 7, and there are no poles of the eigenfunction 

 ଴ of ܳ଴, then the Cauchy problem of the Ward equation (5) with initial conditionߖ

,ݔ)ܳ ,ݕ 0) = ܳ଴(ݔ, ݅ admits a global solution satisfying: for (ݕ + ݆+≤ ݇ − 4, ݅ଶ + ݆ଶ > 0, 
 

 

In this Section, we review an existence theorem of Fokas and Ioannidou [37] by 

an analytical treatment. Under the small-data constraint, we analyze the asymptotic 

behavior of the eigenfunctions. We solve the direct problem by justifying Theorems 

(3.21) and (3.41). The inverse problem is complete in this Section by proving Theorems 

(3.43) and (3.50). Finally, Theorem (3.51) is proved. 

Given a potential ߲௫ܳ(ݔ, (ݕ ∶ ℝ × ℝ → ߣ and a constant ,(݊)ݑݏ ∈ ℂ, we consider 

the boundary value problem 
 

߲

To investigate the problem, we denote throughout as follows. 

Proof. We can apply Theorem (3.21) to find the eigenfunction ݔ)ߖ, ,ݕ 0, (ߣ . By 

assumption, and Theorem (3.41), ܵ௖(ܳ଴) ∈ ्௖,௞ . 



Now let us define v(t) by 
 

 

For each ݐ ∈ ℝ , rewriting ݔ + ݕߣ + ݐଶߣ = ݔ + ݕ)ߣ + (ݐߣ = ݔ + ଶߣ ቀݐ + ଵ
ఒ
ቁݕ  and 

modifying the approach in proving lemmas in this one can justify that v(ݐ) ∈ ्௖,௞  (see 

Definition (3.2)). So ݒ satisfies the algebraic constraints: 
 

(i) det(ݒ) ≡ 1; 

(ii) ݒ = ∗ݒ > 0, 
 

and the analytic constraints: for ݅ + ݆ + ℎ ≤ ݇ − 4, 
 

(a) ℒఒݒ = 0,ℳఒݒ = 0; 

(b) ߲௫௜߲௬
௝߲௧௛(ݒ − 1) are uniformly bounded in ܮஶ ∩ ,ଶ(ℝܮ (ߣ݀ ∩ ,ଵ(ℝܮ  ;(ߣ݀

(c) ߲௫௜߲௬
௝߲௧௛(ݒ − 1) → 0  uniformly in ܮஶ ∩ ,ଶ(ℝܮ (ߣ݀ ∩ ,ଵ(ℝܮ (ߣ݀  as |ݔ|  or |ݕ|  or 

ݐ → ∞; 

(d) ఒ߲ݒ ∈ ,ଶ(ℝܮ ,ݔ and the norms depend continuously on (ߣ݀  ,ݕ
 

 

where ℒఒ = ߲௬ − ௫, and ℳఒ߲ߣ = ߲௧ −  . ௬߲ߣ

Now we apply Theorems (3.43) and (3.50) to show the existence of ݔ)ߖ, ,ݕ ,ݐ  (ߣ

and ܳ(ݔ, ,ݕ  ,satisfying (115) and (116). More precisely (ݐ
 

,ݔ)ߖ ,ݕ ,ݐ

±ߖ − 1
 

and for each fixed ߣ ∉ ℝ, ݅ + ݆ + ℎ ≤ ݇ − 4, 
 

 

In addition, 
 

,ݔ)ܳ

 

and for ݅ + ݆ + ℎ ≤ ݇ − 4, ݅ଶ + ݆ଶ > 0, 



 

 

To prove (4), we note it is equivalent to prove 
 

 

Applying ℳఒ  to both sides of (118) and using similar approach as that in the proof of 

Theorem (3.50), we obtain 
 

 

Comparing (118) and (123) and using the uniqueness result of Theorem (3.43), we 

obtain (122). The smooth and decay properties of ܳ can be derived by an argument 

similar to the proof of Theorem (3.50) and conditions (120)–(121). 

Since we have obtain the differentiability of ݔ)ߖ, ,ݕ ,ݐ ,ݔ)ܳ and (ߣ ,ݕ  The .(ݐ

compatibility condition of (115) and (122) yields (5).  

We conclude this report by a brief remark on examples of ܳ଴ ∈ ℙஶ,௞,ଵ, ݇ ≥ 7, 

and the corresponding eigenfunction ߖ଴ has no poles. The first class of examples is 

ℙଵ ∩ ܵ	(ܵ is the set of Schwartz functions and ℙଵ is defined by Definition (3.3)). To 

construct an example with large norm, we let ݔ)ݒ, ,ݕ (ߣ = ݔ)ݒ + ,ݕߣ  satisfy (ߣ
 

 

and for ∀݅, ݆, ℎ ≥ 0, 
 

߲௫௜

															߲௫
 

We can solve the inverse problem and obtain ߖ଴ ∈ ܵ by the argument in proving 

Theorem (3.21). Note here we need to use the reality condition ݒ = ∗ݒ > 0 to show the 

global solvability. Moreover, by using the fomula ܳ଴(ݔ, (ݕ =
ଵ
ଶగ௜ ∫ ߰଴,ି(ݒ − ℝߦ݀(1 , one 

obtains that ܳ଴ is Schwartz and possesses purely continuous scattering data.  

 

 



Chapter 4 
Indecomposable System of Four Subspaces and Representations of 

Quivers on Infinite-Dimensional Hilbert Spaces 
 

We extend the Coxetor functors and defect using Fredholm index. The relative 

position of subspaces has close connections with strongly irreducible operators and 

transitive lattices. There exists a relation between the defect and the Jones index in a 

type II1 factor setting. We also show a complement of Gabriel’s theorem. Let ߁ be a 

finite, connected quiver. If its underlying undirected graph contains one of extended 

Dynkin diagrams ܣሚ௡(݊ ≥ ݊)෩௡ܦ,(0 ≥ 4), ,෨଺ܧ ෨଻ܧ  and ܧ෨଼ , then there exists an 

indecomposable representation of ߁ on separable infinite-dimensional Hilbert spaces. 

We show a generalization of the system of four subspaces with certain considerations. 

We give a projection in a Hilbert space with respect to an invertible series of projections 

on a subspaces of the Hilbert space. We show a reflection function of abounded self-

adjoint operator on an orthogonal complement projection. 
 

Section (4.1): Exotic Indecomposable System of Four Subspaces and 
Coxetor Functions with a Factor Verison: 

 

One of the main problem to attack is a classification of indecomposable systems 

ܵ = ;ܪ) ,ଵܧ ,ଶܧ ,ଷܧ  is ܪ In the case when .ܪ ସ) of four subspaces in a Hilbert spaceܧ

finite-dimensional, Gelfand and Ponomarev completely classified indecomposable 

systems and gave a complete list of them in [100]. The important numerical invariants 

are ݀݅݉ܪ and the defect defined by 

Theorem (4.1.1)[180]: The set of possible values of the defect ߩ(ܵ) for indecomposable 
systems ܵ  of four subspaces in a finite-dimensional space is exactly the set 

{−2,−1, 0, 1, 2}. 
The defect characterizes an essential feature of the system in the case of finite 

dimension as follows: If ߩ(ܵ) = 0, then ܵ is isomorphic to a bounded operator system 

up to permutation of subspaces, that is, there exist a permutation ߪ on {1, 2, 3, 4} and a 

pair of linear operators ܣ ∶ ܧ → ܤ and ܨ ∶ ܨ → ܧ  such that ܪ = ܧ ⊕ ,ܨ ఙ(ଵ)ܧ = ܧ ⊕



0, ఙ(ଶ)ܧ = 0⊕ ,ܨ ఙ(ଷ)ܧ = ,ݔ)} (ݔܣ ∈ ;ܪ ݔ	 ∈ {ܧ  and ܧఙ(ସ) = ,ݕܤ)} (ݕ ∈ ;ܪ ݕ	 ∈ {ܨ . If 

(ܵ)ߩ = ±1, ܵ is represented up to permutation by ܪ = ܧ ⊕ ,ܨ ଵܧ = ܧ ⊕ ଶܧ,0 = 0⊕

,ܨ  that are not reduced to the graphs of the operators as ܪ ସ are subspaces ofܧ ଷ andܧ

in the case that ߩ(ܵ) = 0. A system with ߩ(ܵ) = ±2 cannot be described in the above 

forms. 

Following [97, 98, 99, 100, 101, 102], we recall the canonical forms of 

indecomposable systems ܵ = ,ଵܧ;ܪ) ,ଶܧ ,ଷܧ (ସܧ  of four subspaces in a finite-

dimensional space ܪ up to permutation in the following: 

(A) The case when ݀݅݉ܪ = 2݇ for some positive integer ݇. 

There exist no indecomposable systems ܵ with ߩ(ܵ) = ±2. Let ܪ be a space with 

a basis {݁ଵ, . . . , ݁௞, ଵ݂, . . . , ௞݂}. 

(a) ܵଷ(2݇,−1) = ;ܪ) ,ଵܧ ,ଶܧ ,ଷܧ (ܵ)ߩ ସ) withܧ = −1 

(b) ܵଷ(2݇, 1) = ;ܪ) ,ଵܧ ,ଶܧ ,ଷܧ (ܵ)ߩ ସ) withܧ = 1 

(c) ଵܵ,ଷ(2݇, 0) = ;ܪ) ,ଵܧ ,ଶܧ ,ଷܧ (ܵ)ߩ ସ) withܧ = 0 

 

(d) ܵ(2݇, 0; (ߣ	 = ,ଵܧ;ܪ) ,ଶܧ ,ଷܧ (ܵ)ߩ ସ) withܧ = 0 

																												



 

Every other system ௜ܵ(2݇, ,(ߩ ௜ܵ,௝(2݇, 0) can be obtained from the systems 

ܵଷ(2݇, ,(ߩ ௜ܵ,ଷ(2݇, 0)  by a suitable permutation of the subspaces. Let ߪ௜,௝  be the 

transposition (݅, ݆). We put ௜ܵ(2݇, (ߩ = ,ଷ,௜ܵଷ(2݇ߪ (ߩ  for ߩ = −1, 1 . We also define 

௜ܵ,௝(2݇, 0) = ଷ,௝ߪଵ,௜ߪ ଵܵ,ଷ(2݇, 0) for ݅, ݆ ∈ {1, 2, 3, 4}. 

(B) The case ݀݅݉	ܪ = 2݇ + 1 is odd for some integer ݇ ≥ 0. Let ܪ be a space 

with a basis {݁ଵ, . . . , ݁௞, ݁௞ାଵ, ଵ݂, . . . , ௞݂}. 
 

(e) ଵܵ(2݇ + 1, −1) = ;ܪ) ,ଵܧ ,ଶܧ ,ଷܧ (ܵ)ߩ ସ) withܧ = −1 
 

 

(f) ܵଶ(2݇ + 1,1) = ,ଵܧ;ܪ) ,ଶܧ ,ଷܧ (ܵ)ߩ ସ) withܧ = 1 
 

 

(g)	 ଵܵ,ଷ(2݇ + 1, 0) = ,ଵܧ;ܪ) ,ଶܧ ,ଷܧ (ܵ)ߩ ସ) withܧ = 0 
 

 

(h) ܵ(2݇ + 1, −2) = ;ܪ) ,ଵܧ ,ଶܧ ,ଷܧ (ܵ)ߩ ସ) withܧ = −2 
 

						
 

(i) ܵ(2݇ + 1,2) = ,ଵܧ;ܪ) ,ଶܧ ,ଷܧ (ܵ)ߩ ସ)) withܧ = 2 
 



						

											

We put ௜ܵ(2݇ + 1, −1) = ଵ,௜ߪ ଵܵ(2݇ + 1, −1), ௜ܵ(2݇ + 1,+1) = ଶ,௜ܵଶ(2݇ߪ +

1,+1), ௜ܵ,௝(2݇ + 1, 0) = ଷ,௝ߪଵ,௜ߪ ଵܵ,ଷ(2݇ + 1, 0)	for	݅, ݆ ∈ {1, 2, 3, 4}. 
 

Theorem (4.1.2)[180]: If a system ܵ of four subspaces in a finite-dimensional space ܪ is 

indecomposable, then ܵ is isomorphic to one of the following systems: 

௜ܵ,௝(݉, 0), (݅ < ݆, ݅, ݆ ∈ {1, 2, 3, 4}, ݉	 = 	1, 2, . . . ); ܵ(2݇, 0; ߣ) ,(ߣ ∈ ℂ, ߣ ≠ 0, ߣ ≠

1, ݇ = 1, 2, . . . ) , ௜ܵ(݉,−1) , ௜ܵ(݉, 1) , (݅ ∈ {1, 2, 3, 4},݉ = 1, 2, . . . ) ; ܵ(2݇ + 1, −2) , 

ܵ(2݇ + 1,+2), (݇ = 0, 1, . . . ). 
 

We shall construct uncountably many, exotic, indecomposable systems of four 

subspaces, that is, indecomposable systems which are not isomorphic to any closed 

operator system under any permutation of subspaces [103, 104, 105, 106, 107, 108, 

109, 111]. 

Exotic examples: Let ܮ = ℓଶ(ℕ) with a standard basis {݁ଵ, ݁ଶ, . . . }. Put ܭ = ⊕ܮ  ܮ

and ܪ = ܭ⊕ܭ = ⊕ܮ ⊕ܮ ⊕ܮ ܵ Consider a unilateral shift .ܮ ∶ ܮ → by ܵ݁௡ ܮ = ݁௡ାଵ 

for ݊ = 1, 2, …	. For a fixed parameter ߛ ∈ ℂ with |ߛ| ≥ 1, we consider an operator 
 

 

Let ܧଵ = ܭ ⊕0, ଶܧ =  ,ܭ⊕0

ଷܧ = ൛൫ݔ, ఊܶݔ൯ ∈ ;ܭ⊕ܭ ݔ	 ∈ ൟܭ + ℂ(0, 0, 0, ݁ଵ) = graph	 ఊܶ + ℂ(0, 0, 0, ݁ଵ) , and ܧସ = ,ݔ)} (ݔ ∈ ܭ ⊕

;ܭ ݔ	 ∈ {ܭ . Consider a system ܵఊ = ,ଵܧ;ܪ) ,ଶܧ ,ଷܧ (ସܧ . We shall show that ܵఊ  is 

indecomposable. If |ߛ| > 1, then ܵఊ is not isomorphic to any closed operator systems 

under any permutation. We could regard the system ܵఊ  is a one-dimensional 

“deformation” of an operator system. First we start with an easy fact. 
 



Lemma (4.1.3)[180]: Assume that a bounded operator ܣ ∈  ൫ℓଶ(ℕ)൯ is represented asܤ

an upper triangular matrix ܣ = ൫ܽ௜௝൯௜௝  by a standard basis {݁ଵ, ݁ଶ, . . . }. If the diagonal is 

constant ߣ, i.e., ܽ௜௜ = ݅ for ߣ = 1,…, and ܣ is an idempotent, then ܣ = 0 or ܣ =  .ܫ
 

Proof. Put ܰ = ܣ − ܫߣ . Then ܰ  is an upper triangular matrix with zero diagonal. 

Comparing the diagonals for 
 

 

we have ߣଶ = ߣ Hence .ߣ = 0 or 1. If ߣ = 0, then ܰଶ = ܰ. Since ܰ is an idempotent and 

an upper triangular matrix with zero diagonal, ܰ = 0, that is, ܣ = 0. If ߣ = 1, then 

ܫ) − ܫ ,is an idempotent and an upper triangular matrix with zero diagonal (ܣ − ܣ = 0, 

that is, ܣ =   .ܫ
 

Theorem (4.1.4)[180]: If |ߛ| ≥ 1, then the above system ܵఊ = ;ܪ) ,ଵܧ ,ଶܧ ,ଷܧ (ସܧ  is 

indecomposable. 
 

Proof. We shall show that ൛ܸ ∈ ;൫ܵఊ൯݀݊ܧ 	ܸଶ = ܸൟ = {0, ܸ Let .{ܫ ∈  ൫ܵఊ൯ satisfy݀݊ܧ

ܸଶ = ܸ. Since ܸ(ܧ௜) ⊂ ௜ܧ  for ݅ = 1, 2, 4, we have 
 

 

We write 

 

for some ܣ = ൫ܽ௜௝൯௜௝ , ܤ = ൫ ௜ܾ௝൯௜௝ , ܥ = ൫ܿ௜௝൯௜௝ , ܦ = ൫݀௜௝൯௜௝ ∈  We shall investigate .(ܮ)ܤ

the condition that ܸ(ܧଷ) ⊂ ଷܧ ଷ. Sinceܧ = graph	 ఊܶ + ℂ(0, 0, 0, ݁ଵ),  ଷ is spanned byܧ
 

൞ቌ

݁ଵ
0
0
0
ቍ,			

 

We may write 
 

ଷܧ =

⎩
⎨

⎧

⎝

⎛
ߛ)



Since (݁ଵ, 0, 0, 0) ∈  ଷ, we haveܧ
 

ቌ
ܣ ܤ
ܥ ܦ
0
0

 

Then, for any ݉ = 1, 2, … , we have ܿ௠ଵ = ௠ߤ = 0 . Moreover 0 = ௠ାଵߣߛ + ௠ߤ =

௠ାଵߣ ௠ାଵ. Henceߣߛ = 0 because ߛ ≠ 0. Therefore ܽ௠ାଵ,ଵ = ௠ାଵߣ = 0. Thus the first 

column of ܥ is zero and the first column of ܣ is zero except ܽଵଵ. We shall show that 

ܥ = 0 and ܣ is an upper triangular Toeplitz matrix by the induction of ݊th column. 

The case when ݊ = 1 is already shown. Assume that the assertion holds for ݊th 

column. Since (݁௡ାଵ, 0, ௡݁ߛ , 0) ∈  ଷ, we haveܧ
 

ቌ
ܣ ܤ
ܥ ܦ
0
0

0
0

 

Then ܿ௠,௡ାଵ = ௠ߤ = ௠ାଵ,௡ܿߛ = 0 . And ܽߛ௠,௡ = ௠ାଵߣߛ + ௠ߤ = ௠ାଵߣߛ . Since 

ߛ ≠ 0, ܽ௠,௡ = ௠ାଵߣ = ܽ௠ାଵ,௡ାଵ. Thus we have shown that ܥ = 0 and ܣ is an upper 

triangular Toeplitz matrix. Since ܸ is an idempotent, so is 
 

 

Hence ܣ is also an idempotent. By Lemma (4.1.3), we have two cases ܣ = 0 or ܣ =  .ܫ

(i) The case ܣ = 0: we shall show that ܤ = ܦ = 0. This immediately implies 

ܷ = 0, so that ܸ = 0. 

(ii) The case ܣ = ܫ Since :ܫ − ܸ ∈  ൫ܵఊ൯ is also an idempotent and it can be݀݊ܧ

reduced to the case (i), we have ܸ =  .ܫ

Hence we may assume that ܣ = 0. Since ܷ is an idempotent, ܦ  is also an 

idempotent. Since (0, 0, 0, ݁ଵ) ∈  ଷ, we haveܧ
 

ቌ
0 ܤ
0 ܦ
0
0

0
0

 



Then, for any ݉ = 1, 2, …, we have ߣ௠ = ௠ߤ = 0. Hence ܾ௠భ = ௠ାଵߣߛ + ௠ߤ = 0 and 

݀௠ାଵ,ଵ = ௠ߤ = 0. Thus the first column of ܤ is zero and the first column of ܦ is zero 

except ݀ଵଵ. We shall show that ܦ is an upper triangular Toeplitz matrix by the induction 

of nth column. The case when ݊ = 1 is already shown. Assume that the assertion holds 

for ݊th column. Since (0, ݁௡ , ݁௡ , ݁௡ାଵ) ∈  ,ଷܧ
 

൮

0 ܤ
0 ܦ
0 0
0 0

 

We have ݀௠ାଵ,௡ାଵ = ௠ߤ = ݀௠௡. Hence ܦ is an upper triangular Toeplitz matrix. Since ܦ 

is also an idempotent, ܦ = ܱ or ܦ =  .by Lemma (4.1.3) ܫ

If ܦ = 0, then ܷ = ܷଶ = 0. Thus ܤ = 0, and the assertion is verified. We shall 

show that the case when ܦ = ܦ will not occur. On the contrary, suppose that ܫ =  We .ܫ

have 
 

ܸ൮

0
0
0
݁ଵ

൲ = ൮

 

Then, for any ݉ = 1, 2, …, we have ߤ௠ = ௠ߣ = 0. Hence ܾ௠ଵ = ௠ାଵߣߛ + ௠ߤ = 0. Thus 

the first column of ܤ is zero. We shall show that ܤ should be the following form by the 

induction of ݊th column: 
 

 

that is, ௜ܾ௝ = ݆ ௞ିଵ ifߛ > ݅ and ݆ − ݅ = 2݇ − 1, and ௜ܾ௝ = 0 if otherwise. 
 



The case when n = 1 is already shown. Assume that the assertion holds for nth 

column. Since 
 

൮

0 ܤ
0 ܫ
0 0
0 0

 

for any ݉ = 1, 2,…, we have ߤ௠ =  ௠,௡. Andߜ
 

 

that is, 
 

൫(݊
 

By the induction we have shown that ܤ is the above form. But then 
 

ܤ‖

 

because |ߛ| ≥ 1. This contradicts the fact that ܤ is bounded. Therefore ܦ ≠  This .ܫ

finishes the proof.  
 

Theorem (4.1.5)[180]: If |ߚ| ≥ 1, |ߛ| ≥ 1  and |ߚ| ≠ |ߛ| , then the above systems 

ఉܵ = ቀܧ;ܪଵ, ,ଶܧ ଷܧ
ఉ, ସቁ and ܵఊܧ = ൫ܧ;ܪଵ, ,ଶܧ ଷܧ

ఊ ,  .ସ൯ are not isomorphicܧ
 

Proof. On the contrary, suppose that there were an isomorphism ܸ ∶ ఉܵ → ܵఊ. We shall 

show a contradiction. We may and do assume that |ߚ| > (௜ܧ)ܸ Since .|ߛ| = ௜ܧ  for 

݅ = 1, 2, 4, we have 
 

ܸ
 

We write 
 

 

for some ܣ = ൫ܽ௜௝൯௜௝ , ܤ = ൫ ௜ܾ௝൯௜௝ , ܥ = ൫ܿ௜௝൯௜௝ , ܦ = ൫݀௜௝൯௜௝ ∈  We shall investigate .(ܭ)ܤ

the condition that ܸቀܧଷ
ఉቁ = ଷܧ

ఊ. Since ܧଷ
ఉ = graph	 ఉܶ + ℂ(0, 0, 0, ݁ଵ), ଷܧ

ఉ  is spanned by 
 



൞ቌ

݁ଵ
0
0
0

ቍ,	

 

We also write 
 

ଷܧ
ఊ =

⎝

⎛
ߛ)

 

Since (݁ଵ, 0, 0, 0) ∈ ଷܧ
ఉ , we have 

 

0 ≠ ൮

ܣ
ܥ
0
0

 

Then, for any ݉ = 1, 2, … , we have ܿ௠ଵ = ௠ߤ = 0 . Moreover 0 = ௠ାଵߣߛ + ௠ߤ =

௠ାଵߣ ௠ାଵ. Henceߣߛ = 0 because ߛ ≠ 0. Therefore ܽ௠ାଵ,ଵ = ௠ାଵߣ = 0. Thus the first 

column of ܥ is zero and the first column of ܣ is zero except ܽଵଵ. Since ݁ܣଵ ≠ 0, ܽଵଵ ≠ 0. 

We shall show that ܥ = 0 and ܣ is an upper triangular matrix satisfying 
 

 

and ܽ௜௝ = 0 if ݅ > ݆, by the induction of ݊th column. The case when ݊ = 1 is already 

shown. Assume that the assertion holds for ݊th column. Since (݁௡ାଵ, 0, ௡݁ߚ , 0) ∈ ଷܧ
ఉ , 

we have 
 

൮

ܣ ܤ
ܥ ܦ
0 0
0 0

 

Then we have ܿ௠,௡ାଵ = ௠ߤ = ௠ାଵ,௡ܿߚ = 0. Moreover 
 

 

Since	ߛ ≠ 0, ܽ௠ାଵ,௡ାଵ =
ఉ
ఊ
ܽ௠,௡. This completes the induction. Then we have 

 



 

because ܽଵଵ ≠ 0  and ቚఉ
ఊ
ቚ > 1. But this contradicts the fact that the operator ܣ  is 

bounded. Therefore ఉܵ and ܵఊ are not isomorphic.  
 

Next we shall show that if |ߛ| > 1, then ܵఊ is not isomorphic to any closed 

operator system. We introduce a necessary criterion for the purpose. 
 

Definition (4.1.6)[180]: Let ܵ = ;ܪ) ,ଵܧ ,ଶܧ ,ଷܧ  ସ) be a system of fours subspaces. Theܧ

intersection diagram for a system ܵ is an undirected graph Γܵ = (Γௌ଴, Γௌଵ) with the set of 

vertices Γௌ଴  and the set of edges Γௌଵ  defined by Γௌ଴ = {1, 2, 3, 4}  and for ݅ ≠ ݆ ∈

{1, 2, 3, 4} 

 

Lemma (4.1.7)[180]: Let ܵ = ்ܵ,ௌ = ,ଵܧ;ܪ) ,ଶܧ ,ଷܧ  .ସ) be a closed operator systemܧ

Then the intersection diagram Γܵ for the system ܵ contains 
 

 

that is, ܧସ ∩ ଵܧ = ଵܧ ,0 ∩ ଶܧ = 0 and ܧଶ ∩ ଷܧ = 0. In particular, then the intersection 

diagram Γܵ is a connected graph. 
 

Proposition (4.1.8)[180]: If |ߛ| > 1, then the system ܵఊ is not isomorphic to any closed 

operator system under any permutation of subspaces. 
 

Combining the preceding two propositions, we have the existence of 

uncountably many, exotic, indecomposable systems of four subspaces. 
 

Theorem (4.1.9)[180]: There exists uncountably many, indecomposable systems of four 

subspaces which are not isomorphic to any closed operator system under any 

permutation of subspaces. 
 

Proof. A family ൛ܵఊ ; ߛ > 1, ߛ ∈ ℝൟ of indecomposable systems above is a desired one.  
 

Gelfand and Ponomarev introduced an integer valued invariant ߩ(ܵ), called 

defect, for a system ܵ = ;ܪ) ,ଵܧ ,ଶܧ ,ଷܧ  ସ) of four subspaces byܧ



 

 

They showed that if a system of four subspaces is indecomposable, then the possible 

value of the defect ߩ(ܵ) is one of five values {−2, −1, 0, 1, 2}. We shall extend their 

notion of defect for a certain class of systems relating with Fredholm index. 

Let ܵ = ;ܪ) ,ଵܧ ,ଶܧ ,ଷܧ  ସ) be a system of four subspaces. We first introduceܧ

elementary numerical invariants 
 

݉௜௝
 

Similarly put 

݊௜௝ = ݀݅݉

If ܵ is indecomposable and ݀݅݉ܪ ≥ 2, then ݉௜௝௞ = 0 and ݊௜௝௞ = 0. 

If ܪ is finite-dimensional, then 

௜ܧ݉݅݀ +

																			= ݀݅݉

= ݀݅݉
 

In order to make the numerical invariant unchanged under any permutation of 

subspaces, counting ܥସ ଶ = 6 pairs of subspaces 

(
 

we have the following expression of the defect: 

ߩ

					

 



Definition (4.1.10)[180]: Let ܵ = ;ܪ) ,ଵܧ ,ଶܧ ,ଷܧ  ସ) be a system of four subspaces. Forܧ

any distinct ݅, ݆ = 1, 2, 3, 4, define an adding operator 
 

 

Then 

 

and 

We say ܵ = ;ܪ) ,ଵܧ ,ଶܧ ,ଷܧ ௜௝ܣ ସ) is a Fredholm system ifܧ  is a Fredholm operator for any 

݅, ݆ = 1, 2, 3, 4 with ݅ ≠ ݆. Then Im	ܣ௜௝ = ௜ܧ + ௝ܧ  is closed and 

Index	ܣ௜௝ = ݀݅݉
 

Kato called the number ݀݅݉൫ܧ௜ ∩ ௝൯ܧ − ݀݅݉ ቀ൫ܧ௜ + ௝൯ܧ
ୄ
ቁ the index of the pair ܧ௜ , ௝ܧ  in 

[114]. 
 

Definition (4.1.11)[180]: We say ܵ = ,ଵܧ;ܪ) ,ଶܧ ଷܧ ,  ସ) is a quasi-Fredholm system ifܧ

௜ܧ ∩ ௝ܧ  and ൫ܧ௜ + ௝൯ܧ
ୄ

 are finite-dimensional for any ݅ ≠ ݆. In the case we define the 

defect ߩ(ܵ) of ܵ by 
 

ߩ

 

which coincides with the Gelfand–Ponomarev original defect if ܪ is finite-dimensional. 

Moreover, if ܵ is a Fredholm system, then it is a quasi-Fredholm system and 
 

 

Proposition (4.1.12)[180]: Let ்ܵ = ;ܪ) ,ଵܧ ,ଶܧ ,ଷܧ  ସ) be a bounded operator systemܧ

associated with a single operator ܶ ∈ ்ܵ Then .(ܭ)ܤ  is a Fredholm system if and only if 



ܶ and ܶ −  are Fredholm operators. If the condition is satisfied, then the defect is given ܫ

by 
 

 

Similarly ்ܵ  is a quasi-Fredholm system if and only if ݎ݁ܭ	ܶ, ,∗ܶ	ݎ݁ܭ ܶ)	ݎ݁ܭ −  and (ܫ

ܶ)	ݎ݁ܭ −  are finite-dimensional. If the condition is satisfied, then the defect is given ∗(ܫ

by 
 

(்ܵ)ߩ =
1
3
(݀݅݉

 

Proof. It is clear that ܧ௜ ∩ ௝ܧ = 0 and ܧ௜ + ௝ܧ = ,݅) for ܪ ݆) = (1, 2), (1, 4), (2, 4), (2, 3). 

Since ܣݎ݁ܭଵଷ = ଵܧ ∩ ଷܧ = ܶ	ݎ݁ܭ ⊕ 0  and (݉ܫ	ܣଵଷ)ୄ = ଵܧ) + ୄ(ଷܧ = ܭ) ⊕ Im	ܶ)ୄ , 

they are finite-dimensional if and only if ݎ݁ܭ	ܶ  and (݉ܫ	ܶ)ୄ = ∗ܶ	ݎ݁ܭ  are finite-

dimensional. And Im	ܣଵଷ is closed if and only if Im	ܶ is closed. We transform ܧଷ and ܧସ 

by an invertible operator ܴ = ቀ ܫ 0
ܫ− ቁܫ ∈ ܤ

(ܪ) = ܭ)ܤ ⊕ (ܭ , then ܴ(ܧଷ) =

,ݔ)} (ܶ − (ݔ(ܫ ∈ ܭ ⊕ ;ܭ ݔ	 ∈ {ܭ  and ܴ(ܧସ) = ܭ ⊕ 0 . Hence ܴ(ܧଷ ∩ (ସܧ = ܶ)	ݎ݁ܭ −

(ܫ ⊕ 0 and ܴ(ܧଷ + (ସܧ = ܭ ⊕ Im(ܶ −  Then .(ܫ
 

݀݅݉((

																									
 

Thus ܧଷ ∩ ଷܧ) ସ andܧ + ܶ)	ݎ݁ܭ ସ)ୄ are finite-dimensional if and only ifܧ −  (ܫ

and ൫݉ܫ(ܶ − ൯(ܫ
ୄ
= ܶ)	ݎ݁ܭ − ∗(ܫ  are finite-dimensional. And Im	ܣଵଷ = ଷܧ + ସܧ  is 

closed if and only if Im(ܶ −   .is closed. It follows the desired conclusion (ܫ
 

We shall show that the defect could have a fractional value. 
 

Example (4.1.13)[180]: Let ܵ be a unilateral shift on ܭ = ℓଶ(ℕ). Then the operator 

system ௌܵ is indecomposable. It is not a Fredholm system but a quasi-Fredholm system 

and ߩ( ௌܵ) = − ଵ
ଷ
. The operator system ܵௌାభమூ

 is a Fredholm system and ߩ ൬ܵௌାభమூ
൰ = − ଶ

ଷ
. 

Moreover (்ܵାఈூ)ఈ∈ℂ  is uncountable family of indecomposable, quasi-Fredholm 

systems. Fredholm systems among them and their defect are given by 
 



)ߩ ௌܵାఈூ) =

⎩
⎪
⎨

⎪
⎧−

−

 

Corollary (4.1.14)[180]: Let ்ܵ = ;ܪ) ,ଵܧ ,ଶܧ ,ଷܧ (ସܧ  be a bounded operator system 

associated with a single operator ܶ ∈ ்ܵ If .(ܭ)ܤ  is a Fredholm system, then ்ܵ∗ is a 

Fredholm system and ߩ(்ܵ∗) = ்ܵ Similarly if .(்ܵ)ߩ−  is a quasi-Fredholm system, then 

்ܵ∗ is a quasi-Fredholm system and ߩ(்ܵ∗) =  .(்ܵ)ߩ−
 

Proposition (4.1.15)[180]: Let ܵ = ,ଵܧ;ܪ) ,ଶܧ ,ଷܧ  ܵ ସ) be a system of four subspaces. Ifܧ

is a Fredholm system, then the orthogonal complement ܵୄ = ;ܪ) ,ଵୄܧ ,ଶୄܧ ,ଷୄܧ  ସୄ) is aܧ

Fredholm system and ߩ(ܵୄ) =  ୄܵ Similarly if ܵ is a quasi-Fredholm system, then .(ܵ)ߩ−

is a quasi-Fredholm system and	ߩ(ܵୄ) =  .(ܵ)ߩ−
 

Example (4.1.16)[180]: For ߛ ∈ ℂ with |ߛ| ≥ 1, let ܵఊ = ;ܪ) ,ଵܧ ,ଶܧ ,ଷܧ  ସ) be an exoticܧ

system of four subspaces in Theorem (4.1.4). Then ܵఊ is a quasi-Fredholm system and 
 

൫ܵఊ൯ߩ =
1
3

 

In fact, ܧଵ ∩ ଷܧ = ℂ(݁ଵ, 0, 0, 0), ଶܧ ∩ ଷܧ = ℂ(0, 0, 0, ݁ଵ)  and ܧସ ∩ ଷܧ = ℂ(ܽ, 0, ܽ, 0) , 

where ܽ = ௡(௡ିଵߛ) ∈ ܮ = ℓଶ(ℕ). All the other terms are zeros. 
 

Definition (4.2.17)[180]: Let ܵ = ;ܪ) ,ଵܧ ,ଶܧ ,ଷܧ  ସ) be a system of four subspaces. Weܧ

say that ܵ  is non-degenerate if ܧ௜ + ௝ܧ = ܪ  and ܧ௜ ∩ ௝ܧ = 0  for ݅ ≠ ݆ . If ܵ  is non-

degenerate, then ܵ is clearly a Fredholm system with the defect ߩ(ܵ) = 0. But the 

converse is not true. We have the following example due to the referee: Let ܵ be a 

unilateral shift. Consider ௌܵ/ଶ,ௌ∗/ଶ. Then ߩ൫ ௌܵ/ଶ,ௌ∗/ଶ൯ = 0 by Proposition (4.1.19) below. 

Since ݎ݁ܭ	ܵ∗ ≠ 0, it is seen that ܧଶ ∩ ସܧ ≠ 0. 
 

Proposition (4.1.18)[180]: Let ܵ = ,ଵܧ;ܪ) ,ଶܧ ,ଷܧ  .ସ) be a system of four subspacesܧ

Then ܵ is non-degenerate if and only if ܵୄ is non-degenerate. 
 



Proposition (4.1.19)[180]: Let ்ܵ,ௌ  be a bounded operator system. Then ்ܵ,ௌ  is a 

Fredholm system if and only if ܵ, ܶ and ܵܶ −  are Fredholm operators. And if the ܫ

condition is satisfied, then 
 

ߩ
 

Proof. It is clear that ܧ௜ ∩ ௝ܧ = 0 and ܧ௜ + ௝ܧ = ,݅) for ܪ ݆) = (1, 2), (1, 4), (2, 3). Since 

ଵଷܣݎ݁ܭ = ଵܧ ∩ ଷܧ = ܶ	ݎ݁ܭ ⊕ 0  and (݉ܫ	ܣଵଷ)ୄ = ଵܧ) + ୄ(ଷܧ = ଵܭ) ⊕ Im	ܶ)ୄ , they 

are finite-dimensional if and only if ݎ݁ܭ	ܶ  and (݉ܫ	ܶ)ୄ = ∗ܶ	ݎ݁ܭ  are finite-

dimensional. And Im	ܣଵଷ is closed if and only if Im	ܶ is closed. Similarly ܣݎ݁ܭଶସ = ଶܧ ∩

ସܧ = ୄ(ଶସܣ	݉ܫ) and ܵ	ݎ݁ܭ⊕0 = ଶܧ) + ୄ(ସܧ = ܵ	݉ܫ) ⊕ -ଶ)ୄ. Hence they are finiteܭ

dimensional if and only if ݎ݁ܭ	ܵ and (݉ܫ	ܵ)ୄ = ∗ܵ	ݎ݁ܭ  are finite-dimensional. And 

Im	ܣଶସ is closed if and only if Im	ܵ is closed. Next, 
 

ܣݎ݁ܭ

Im	ܣଷସ = ൜

 

Multiplying invertible operator matrices from both sides, we have 
 

 

Hence Im	ܣଷସ  is closed if and only if Im(ܵܶ − -is finite ୄ(ଷସܣ	݉ܫ) is closed, and (ܫ

dimensional if and only if ൫݉ܫ(ܵܶ − ൯(ܫ
ୄ

 is finite-dimensional. Now it is easy to see the 

desired conclusions.  
 

Let ܵ and ܵᇱ be two quasi-Fredholm systems of four subspaces. Then it is evident 

that ܵ ⊕ ܵᇱ is also a quasi-Fredholm system and 
 

 

Therefore we should investigate the possible values of the defect for indecomposable 

systems. 
 

Theorem (4.1.20)[180]: The set of the possible values of the defect of indecomposable 

systems of four subspaces is exactly ℤ/3. 



 

Proof. Let ܵ be a unilateral shift on ܮ = ℓଶ(ℕ). Let ܭ = ܮ ⊗ ℂ௡ and ܪ =  For a .ܭ⊕ܭ

positive integer ݊, put 

ܸ

 

Let ܵ௏ = ;ܪ) ,ଵܧ ,ଶܧ ,ଷܧ  ସ) be the operator system associated with the single operatorܧ

ܸ. We shall show that ܵ௏  is indecomposable. Let ܶ = ൫ ௜ܶ௝൯௜௝ ∈  be an idempotent (ܭ)ܤ

which commutes with ܸ. It is enough to show that ܶ = 0 or ܶ =  .ܫ

Since ܸܶ = ܸܶ, we have 
 

ܵ ଵܶଵ =
 

By the Kleinecke–Shirokov theorem, ଵܶ௡ is a quasinilpotent. Since ଵܶ௡ commutes with a 

unilateral shift ܵ, ଵܶ௡ is a Toeplitz operator. Then ‖ ଵܶ௡‖ = )ݎ ଵܶ௡) = 0. Thus ଵܶ௡ = 0 by 

Halmos [115]. Inductively we can show that ଵܶଶ = ଵܶଷ = ⋯ = ଵܶ௡ = 0 . Similar 

argument shows that ܶ is a lower triangular operator matrix, i.e., ௜ܶ௝ = 0 for ݅ < ݆. Since 

ܶଶ = ܶ, we have ௜ܶ௜
ଶ = ௜ܶ௜  for ݅ = 1, . . . , ݊. The diagonal of ܸܶ = ܸܶ shows that each ௜ܶ௜  

commutes with a unilateral shift ܵ. This implies that ௜ܶ௜ = 0 or ܫ as in Lemma (4.1.3). 

(i) The case that ଵܶଵ = 0 : The 2-1th component of ܸܶ = ܸܶ  shows that 

ଶܶଶ = ܵ ଶܶଵ − ଶܶଵܵ. Hence ଶܶଶ cannot be ܫ. Thus ଶܶଶ = 0. Similarly we can show that 

௜ܶ௜ = 0 for ݅ = 1, . . . , ݊. Thus the diagonal of operator matrix ܶ is zero. Furthermore ܶ is 

a lower triangular operator matrix and idempotent. Hence ܶ = ܱ. 

(ii) The case that ଵܶଵ = ܫ Considering : ܫ − ܶ instead of ܶ, we can use the case (i) 

and show that ܶ = Therefore ܵ௏ .ܫ  is indecomposable. 

The defect is given by 
 

(௏ܵ)ߩ																 =
1
3

=
1
3

 

In fact, 
 



∗ܸ	ݎ݁ܭ = ൛(
 

is ݊-dimensional. 

Similarly ܸܵ∗ is an indecomposable system with ߩ(ܵ௏∗) =
௡
ଷ
. 

For ݊ = 0 , consider an indecomposable system ௌܵାଷூ  as in Example after 

Proposition (4.1.12). Then ߩ( ௌܵାଷூ) = 0. 

Therefore the defect for indecomposable systems of four subspaces can take any 

value in ℤ/3.  
 

Corollary (4.1.21)[180]: For any ݊ ∈ ℤ there exist uncountable family of indecomposable 

systems ܵ of four subspaces with the same defect ߩ(ܵ) = ௡
ଷ

. 
 

Proof. For a positive integer ݊, consider a family (ܵ௏ାఈூ)ఈ∈(଴,ଵ) and (ܵ௏∗ାఈூ)ఈ∈(଴,ଵ) of 

bounded operator systems similarly as in the above theorem. Then any ܵ௏ାఈூ  is also 

indecomposable and 
 

 

If ߙ ≠ ܸ)ߪ then the spectrum ,ߚ + (ܫߙ	 ≠ ܸ)ߪ + ܸ Since .(ܫߚ + ܸ and ܫߙ +  ܫߚ

are not similar, ܵ௏ାఈூ and ܵ௏ାఉூ  are not isomorphic each other. 

We also have ߩ(ܵ௏∗ାఈூ) =
௡
ଷ
. And they are not isomorphic each other. 

For ݊ = 0, consider a family ( ௌܵାଷூାఈூ)ఈ∈[଴,ଵ]. They are indecomposable, not 

isomorphic each other and ߩ( ௌܵାଷூାఈூ) = 0.  
 

In [100] Gelfand and Ponomarev introduced two functors Φା and Φି on the 

category of systems ܵ of ݊ subspaces in finite-dimensional vector spaces. They used the 

functors Φା and Φି to give a complete classification of indecomposable systems of four 

subspaces with defect ߩ(ܵ) ≠ 0  in finite-dimensional vector spaces. If the defect 

(ܵ)ߩ < 0 , then there exists a positive integer ℓ  such that (Φା)ℓିଵ(ܵ) ≠ 0  and 

(Φା)ℓ(ܵ) = 0. Combining the facts that indecomposable systems ࣮ with Φା(࣮) = 0 

can be classified easily and that ܵ  is isomorphic to (and recovered as) 



(Φି)ℓିଵ(Φା)ℓିଵ(ܵ), they provided a complete classification. A similar argument holds 

for systems ܵ with defect ߩ(ܵ) > 0. 

In their argument the finiteness of dimension is used crucially. In fact if an 

indecomposable system ܵ = ;ܪ) ,ଵܧ ,ଶܧ ,ଷܧ ܪ݉݅݀ ସ) withܧ > 1 satisfies that the defect 

(ܵ)ߩ < 0, then Φା(ܵ) = ;ାܪ) ,ଵାܧ ,ଶାܧ ,ଷାܧ ାܪ݉݅݀ ସା) has the property thatܧ <  .ܪ݉݅݀

The property guarantees the existence of a positive integer ℓ such that (Φା)ℓ(ܵ) = 0. 

Although we cannot expect such an argument anymore in the case of infinite-

dimensional space, these functors Φା  and Φି  are interesting on their own right. 

Therefore we shall extend these functors Φା and Φି on infinite-dimensional Hilbert 

spaces and show that the Coxeter functors preserve the defect and indecomposability 

under certain conditions. 
 

Definition (4.1.22)[180]: Let ܵݏݕ௡  be the category of the systems of ݊ subspaces in 

Hilbert spaces and homomorphisms. Let ܵ = ;ܪ) ,ଵܧ . . . ,  ௡) be a system of ݊ subspacesܧ

in a Hilbert space ܪ. Let ܴ ≔	⊕௜ୀଵ
௡ ௜ܧ  and 

 

 

Define ܵା = ;ାܪ) ,ଵାܧ . . . ,  ௡ା) byܧ
 

ାܪ

 

Let ࣮ = ,ଵܨ	;ܭ) . . . ,  and ܭ ௡) be another system of ݊ subspaces in a Hilbert spaceܨ

߮ ∶ ܵ → ࣮ be a homomorphism. Since ߮ ∶ ܪ →  is a bounded linear operator with ܭ

(௜ܧ)߮ ⊂ ௜, we can define a bounded linear operator ߮ାܨ ∶ ାܪ → ,ଵݔ)ା by ߮ାܭ . . . , (௡ݔ =

൫߮(ݔଵ), . . . , (௜ାܧ)൯. Since ߮ା(௡ݔ)߮ ⊂ ,௜ାܨ ߮ା  defines a homomorphism ߮ା ∶ ܵା → ࣮ା . 

Thus we can introduce a covariant functor Φା ∶ ௡ݏݕܵ → ௡ݏݕܵ  by 
 

 

Example (4.1.23)[180]: If ܵ = (ℂ; ℂ, ℂ, ℂ), then ܵା ≅ ൫ℂଶ; ℂ(1, 0), ℂ(0, 1), ℂ(1, 1)൯. 
 

Lemma (4.1.24)[180]: Let ܵ = ,ଵܧ;ܪ) ,ଶܧ ,ଷܧ  ସ) be a system of four subspaces andܧ

consider ܵା = ;ାܪ) ,ଵାܧ ,ଶାܧ ,ଷାܧ  ସା). Thenܧ



 

 

In particular, we have ݀݅݉ܧଵା ∩ ଶାܧ = ଷܧ݉݅݀ ∩ ସܧ . Same formulae hold under 

permutation of subspaces. 
 

Proof. Let ݔ = ,ଵݔ) ,ଶݔ ,ଷݔ (ସݔ ∈ ଵାܧ ∩ ଵݔ ଶା, thenܧ = ଶݔ = 0. Since ݔ ∈ ,ାܪ (ݔ)߬ = ଷݔ +

ସݔ = 0. Thus ܽ ≔ ଷݔ = ସݔ− ∈ ଷܧ ∩ ݔ ସ andܧ = (0, 0, ܽ,−ܽ). The converse inclusion is 

clear.  
 

Lemma (4.1.25)[180]: Let ܵ = ,ଵܧ;ܪ) ,ଶܧ ,ଷܧ  ସ) be a system of four subspaces andܧ

consider ܵା = ;ାܪ) ,ଵାܧ ,ଶାܧ ,ଷାܧ ଷܧ ସା). Ifܧ ∩ ସܧ = 0 and ܧଷ + ସܧ = ଵାܧ then ,ܪ + ଶାܧ =

 .ା. Same formulae hold under permutation of subspacesܪ
 

Proof. Let ݖ = ,ଵݖ) ,ଶݖ ,ଷݖ (ସݖ ∈ ଵݕ ା. Putܪ ≔ ଶݔ ଵ andݖ ≔ ଷܧ ଶ. Sinceݖ + ସܧ =  there ,ܪ

exist ݕଷ ∈ ଷܧ  and ݕସ ∈ ସܧ  such that −ݕଵ = ଷݕ + ସݕ . Since ݕଵ + ଷݕ + ସݕ = 0, ݕ ≔

,ଵݕ) 0, ,ଷݕ (ସݕ ∈ ଷݔ ା. Similarly there existܪ ∈ ଷܧ  and ݔସ ∈ ଶݔ− ସ such thatܧ = ଷݔ +  ,ସݔ

so that ݔ ≔ (0, ,ଶݔ ,ଷݔ (ସݔ ∈  .ାܪ

Since ݖ ∈ ,ାܪ ଵݖ + ଶݖ + ଷݖ + ସݖ = 0. Hence 
 

ଷݖ +

																									
 

Because ܧଷ ∩ ସܧ = 0, we have ݖଷ = ଷݔ + ସݖ ଷ andݕ = ସݔ + ݖ ସ. Thereforeݕ = ݔ + ݕ ∈

ଵାܧ +  .ଶାܧ
 

Example (4.1.26)[180]: Let ௌܵ,் = ;ܪ) ,ଵܧ ,ଶܧ ,ଷܧ  .ସ) be a bounded operator systemܧ

Combining the preceding two Lemmas (4.1.24) and (4.1.25) with a characterization of 

bounded operator systems, we have that ܵା = ;ାܪ) ,ଵାܧ ,ଶାܧ ,ଷାܧ  ସା) is a boundedܧ

operator system up to permutation of subspaces. More precisely, (ܪା; ,ଷାܧ ,ସାܧ ,ଵାܧ  (ଶାܧ

is a bounded operator system. 
 

Let 0⊕ ௜ܧ ⊕0 ≔ 0⊕·	·	·⊕ ௜ܧ⊕0 ⊕0⊕·	·	·⊕ 0 ⊂ ܴ  and ݍ௜ ∈ (ܴ)ܤ  be the 

projection onto 0⊕ ௜ܧ ⊕0. Let ଓା ∶ ାܪ → ܴ be a canonical embedding. Then we have 

an exact sequence: 
 



 

Furthermore we have 
 

௜ݍ߬	ݎ݁ܭ =
 

These properties characterize ܵା = ;ାܪ) ,ଵାܧ ,ଶାܧ ,ଷାܧ  .(ସାܧ

In general we have 

Corollary (4.1.27)[284]: Let ܵ = ;ܪ) ௡ܧ , ,௡ାଵܧ ,௡ାଶܧ  ௡ାଷ) be a system of four subspacesܧ

and consider ܵା = ;ାܪ) ,௡ାܧ ௡ାଵାܧ , ௡ାଶାܧ , ௡ାଷାܧ ). If ܧ௡ାଶ ∩ ௡ାଷܧ = 0 and ܧ௡ାଶ + ௡ାଷܧ =

௡ାܧ then ,ܪ + ௡ାଵାܧ =  .ା. The Same formular hold under permutation of subspacesܪ

Proof. Let ݖ = ௡ݖ) , ,௡ାଵݖ ,௡ାଶݖ (௡ାଷݖ ∈ ାܪ . Lut ݕ௡ ≔ ௡ݖ  and ݔ௡ାଵ ≔ ௡ାଵݖ . Since 

௡ାଶܧ + ௡ାଷܧ = ௡ାଶݕ Then .ܪ ∈ ௡ାଶܧ  and ݕ௡ାଷ ∈ ௡ାଷܧ  such that −ݕ௡ = ௡ାଶݕ + ௡ାଷݕ . 

Since ݕ௡ + ௡ାଶݕ + ௡ାଷݕ = 0, ݕ ≔ ௡ݕ) , 0, ,௡ାଶݕ (௡ାଷݕ ∈ ାܪ . Similarly there exist 

௡ାଶݔ ∈ ௡ାଶܧ  and ݔ௡ାଷ ∈ ௡ାଷܧ  such that −ݔ௡ାଵ = ௡ାଶݔ + ௡ାଷݔ , so that 

ݔ ≔ (0, ,௡ାଵݔ ,௡ାଶݔ (௡ାଷݔ ∈  .ାܪ

Since ݖ ∈ ,ାܪ ௡ݖ + ௡ାଵݖ + ௡ାଶݖ + ௡ାଷݖ = 0. Hence 
 

௡ାଶݖ + ௡ାଷݖ = ݖ−
= ௡ାଶݕ) +

 

Because ܧ௡ାଶ ∩ ௡ାଷܧ = 0 , we have ݖ௡ାଶ = ௡ାଶݔ + ௡ାଶݕ  and ݖ௡ାଷ = ௡ାଷݔ + ௡ାଷݕ . 

Therefore ݖ = ݔ + ݕ ∈ ௡ାܧ + ௡ାଵାܧ . 
 

Proposition (4.1.28)[180]: Let ܺ, ܻ and ܼ be Hilbert spaces and ܶ ∶ ܺ → ܻ and ܵ ∶ ܻ → ܼ 

be bounded linear maps. Suppose that a sequence 
 

is exact. Let ݌ଵ, . . . , ௡݌ ∈ (ܻ)ܤ  be projections with ∑ ௜௜݌ = ܫ  and ݌௜݌௝ = 0  for ݅ ≠ ݆  . 

Furthermore we assume that 
 

 

Let ܧ௜ ≔ Im	ܵ݌௜ ⊂ ܼ  and ܧ௜ᇱ ≔ ௜ܶ݌	ݎ݁ܭ ⊂ ܺ . Define ܵ = (ܼ; ,ଵܧ . . . , (௡ܧ  and ܵᇱ =

(ܺ; ,ଵܧ . . . , ௡). Then ܵᇱܧ ≅ Φା(ܵ). 
 

Definition (4.1.29)[180]: In [100] Gelfand and Ponomarev introduced a dual functor Φି 

using quotients of vector spaces. If ܪ is a Hilbert space and ܭ a subspace of ܪ, then it is 



convenient to identify the quotient space ܭ/ܪ with the orthogonal complement ୄܭ. 

Therefore we shall generalize their functor Φି in terms of orthogonal complements 

instead of quotients in our case of Hilbert spaces. Let ܵ = ,ଵܧ;ܪ) . . . ,  ௡) be a system ofܧ

݊ subspaces in a Hilbert space ܪ. Let ݁௜ୄ ∈ ௜ୄܧ be the projection onto (ܪ)ܤ ⊂  Let .ܪ

ܳ ≔	⊕௜ୀଵ
௡  ௜ୄ andܧ

 

 

Then ߤ∗ ∶ ܳ → ܪ  is given by ݕ)∗ߤଵ, . . . , (௡ݕ = ∑ ௜௡ݕ
௜ୀଵ . Define ିܪ ≔ ∗ߤ	ݎ݁ܭ ⊂ ܳ . Let 

ଓି ∶ ିܪ → ܳ be a canonical embedding. Then ିݍ ∶= ଓି∗ ∶ ܳ → ିܪ  is the projection. Let 

0⊕ ௜ୄܧ ⊕0 ≔ 0⊕·	·	·⊕ 0⊕ ௜ୄܧ ⊕0 ·	·	·⊕ 0 ⊂ ܳ  and ݎ௜ ∈ (ܳ)ܤ  be the projection 

onto 0⊕ ௜ୄܧ ⊕0. Define ܵି = ;ିܪ) ,ଵିܧ . . . ,  ௡ି) byܧ
 

 

We note that 
 

 

We have an exact sequence 

 

and a sequence 
 

 

satisfying that Im	ߤതതതതതത =  is onto. Thus it is easy to see that our definition of ିݍ and ିݍ	ݎ݁ܭ

ܵି = ;ିܪ) ,ଵିܧ . . . ,  ௡ି) coincides with the original one by Gelfand and Ponomarev up toܧ

isomorphism in the case of finite-dimensional spaces. 
 

Define Φି(ܵ) ≔ ܵି = ;ିܪ) ,ଵିܧ . . . ,  ௡ି). Then there is a relation between ܵାܧ

and ܵି. We recall some elementary facts first. 
 

Lemma (4.1.30)[180]:  Let ܪ and ܭ be Hilbert spaces and ܯ a closed subspace of ܪ. Let 

ܶ ∶ ܪ → ∗ܶ be a bounded operator. Consider ܭ ∶ ܭ → തതതതതതതതത(ୄܯ)ܶ Then .ܪ = ൫(ܶ∗)ିଵ(ܯ)൯
ୄ
⊂

 .ܭ
 



Lemma (4.1.31)[180]:  Let ܮ be a Hilbert space and ܭ,ܯ closed subspaces of ܮ. Let 

௄ܲ ∈ (ୄܯ)Then ௄ܲ .ܭ be the projection onto (ܮ)ܤ = ܭ ∩ ܭ) ∩  .ୄ(ܯ
 

Proof. By the preceding lemma, 
 

 

Decompose ݔ ∈ ܮ  such that ݔ = ଵݔ + ଶݔ  with ݔଵ ∈ ,ܭ ଶݔ ∈ ୄܭ . Then ௄ܲݔ ∈ ܯ  if and 

only if ݔଵ ∈ ܯ . Therefore ൫ ௄ܲ(ୄܯ)തതതതതതതതതത൯
ୄ
= ܭ) ∩ (ܯ + ୄܭ . Thus ௄ܲ(ୄܯ)തതതതതതതതതത = ܭ ∩ ܭ) ∩

  .ୄ(ܯ
 

Proposition (4.1.32)[180]:  Let ܵ = ;ܪ) ,ଵܧ . . . ,  ௡) be a system of n subspaces in aܧ

Hilbert space ܪ. Then we have 
 

 

Proof. Since Φୄ(ܵ) = ,ଵୄܧ;ܪ) . . . ,  ௡ୄ), we haveܧ
 

 

where ܪᇱ = ,ଵݕ)} . . . , (௡ݕ ∈	⊕௜ୀଵ
௡ ;௜ୄܧ ଵݕ	 +·	·	· ௡ݕ+ = 0}. Therefore we have ܪᇱ =  .ିܪ

Applying the preceding lemma by putting ܮ =	⊕௜ୀଵ
௡ ,௜ୄܧ ܯ = ,ଵݕ)} . . . , (௡ݕ ∈

௞ݕ	;ܮ = 0} and ܭ = ିܪ ⊂  we have ,ܮ
 

௞ିܧ = 0തതതതത)ିݍ
 

Therefore ୄ(௞ିܧ)	 = ା(௞ୄܧ)  in ିܪ . Hence ΦୄΦି(ܵ) = ΦାΦୄ(ܵ) . This implies the 

conclusion.  

Let ܵ = ;ܪ) ,ଵܧ . . . , ܪ ௡) be a system of ݊ subspaces in a Hilbert spaceܧ  and 

࣮ = ,ଵܨ	;ܭ) . . . , (௡ܨ  be another system of ݊  subspaces in a Hilbert space ܭ . Let 

߮ ∶ ܵ → ࣮  be a homomorphism, i.e., ߮ ∶ ܪ → ܭ  is a bounded linear operator with 

(௜ܧ)߮ ⊂ ି߮ ௜. Defineܨ ∶ Φି(ܵ) → Φି(࣮) by 

Thus we can introduce a covariant functor Φି ∶ ௡ݏݕܵ → ௡ݏݕܵ  by 
 

 



Remark (4.1.33)[180]:  Let ܵ = ;ܪ) ,ଵܧ . . . ,  ௡) be a system of ݊ subspaces in a Hilbertܧ

space ܪ. Let ܴ ≔	⊕௜ୀଵ
௡ ௜ܧ  and ߬ ∶ ܴ → (ݔ)߬ is given by ܪ = ∑ ௜௡ݔ

௜ୀଵ . Let ܪ଴ ≔  ߬	ݎ݁ܭ

and ݍ଴ ∶ ܴ → ଴ܪ  be the canonical projection. Define ܧ௞଴ ≔ ⊕଴(0ݍ ௞ܧ ⊕0)തതതതതതതതതതതതതതതതതതതതത . Let 

ܵ଴ ≔ ;଴ܪ) ,ଵ଴ܧ . . . , (ܵ)௡଴) and Φ଴ܧ = ܵ଴. Then we have 
 

 

Furthermore 
 

ΦିΦା

 

Suppose that ܪ is finite-dimensional. Then 
 

଴ܪ݉݅݀ = ݀݅݉

 

In particular, if ܵ = ;ܪ) ,ଵܧ ଶܧ , ,ଷܧ  ସ) is an indecomposable system of four subspacesܧ

with ݀݅݉ܪ ≥ 2, then ݀݅݉ܪ଴ = ∑ ௜௜ܧ݉݅݀ −  and the defect ܪ݉݅݀
 

 

We shall characterize Φି(ܵ). The following fact is useful: Let ܪ and ܭ be Hilbert spaces 

and ܶ ∶ ܪ →  if and only if ܭ ܶ is closed in	be a bounded linear operator. Then Im ܭ

Im	ܶ∗ is closed in ܪ. 
 

Proposition (4.1.34)[180]:  Let ܷ, ܸ  and ܹ  be Hilbert spaces and ܣ ∶ ܷ → ܸ  and 

ܤ ∶ ܸ → ܹ be bounded linear operators. Suppose that a sequence 
 

 

is exact. Let ݌ଵ, . . . , ௡݌ ∈ (ܸ)ܤ  be projections with ∑ ௜௜݌ = ܫ  and ݌௜݌௝ = 0  for ݅ ≠ ݆ . 

Furthermore we assume that 
 

 

Let ܮ௜ᇱ ≔ Im	݌ܤపതതതതതതതതത ⊂ ܹ  and ܮ௜ ≔ ܣ௜݌	ݎ݁ܭ ⊂ ܷ . Define ܵ = (ܷ; ,ଵܮ . . . , (௡ܮ  and 

ܵᇱ = (ܹ; ଵᇱܮ , . . . , ௡ᇱܮ ). Then ܵᇱ ≅ Φି(ܵ). 
 

Proof. Since Im	ܤ = ܹ is closed,	Im	ܤ∗ ⊂ ܸ is also closed. Then 
 



 

and ܤݎ݁ܭ∗ = ୄ(ܤ	݉ܫ) = ܹୄ = 0. Hence the dual sequence 
 

 

is exact. We shall apply Proposition (4.1.28) by putting ܺ = ܹ,ܻ = ܸ, ܼ = ܷ, ܶ =  ∗ܤ

and ܵ =  ,We can check the assumption of the proposition. In fact .∗ܣ
 

ݎ݁ܭ
 

and Im	ܵ݌௜ = Im	݌∗ܣ௜ = Im(݌௜ܣ)∗ is closed, because Im	(݌௜ܣ) is closed. Let 
 

௜ܧ
 

and 
 

௜ᇱܧ
 

Then (ܺ; ଵᇱܧ , . . . , ௡ᇱܧ ) ≅ Φା(ܼ; ,ଵܧ . . . ,  ௡), that is, we haveܧ
 

 

Thus (ܵᇱ)ୄ ≅ Φା(ܵୄ). Hence 
 

 

Proposition (4.1.35)[180]: Let ܵ and ܶ be systems of ݊ subspaces in a Hilbert space ܪ. 

Then we have Φା(ܵ ⊕ ࣮) ≅ Φା(ܵ) ⊕Φା(࣮), 
 

Φି(ܵ ⊕ ࣮)
 

Definition (4.1.36)[180]: Let ܵ = ;ܪ) ,ଵܧ . . . ,  ௡) be a system of ݊ subspaces in a Hilbertܧ

space ܪ. Then ܵ is said to be reduced from above if for any ݇ = 1, . . . , ݊ 
 

 

In particular we have ܧ௞ ⊂ ∑ ௜௜ஷ௞ܧ . Similarly ܵ is said to be reduced from below if for 

any ݇ = 1, . . . , ݊ 
 

 



In particular we have ܧ௞ୄ ⊂ ∑ ௜ୄ௜ஷ௞ܧ  and ⋂ ௜௜ஷ௞ܧ = 0. 
 

It is evident that ܵ ⊕ ࣮ is reduced from above if and only if both ܵ and ࣮ are 

reduced from above. Similarly ܵ ⊕ ࣮ is reduced from below if and only if both ܵ and ࣮ 

are reduced from below. 
 

Example (4.1.37)[180]: (a) Any bounded operator system is reduced from above and 

reduced from below. In fact ܧଵ + ଶܧ = ଵܧ,ܪ + ସܧ = ଶܧ,ܪ + ସܧ = ଵୄܧ and ܪ + ଶୄܧ =

ଵୄܧ,ܪ + ସୄܧ = ,ܪ ଶୄܧ + ସୄܧ =  .ܪ

(b) The exotic examples are reduced from above and reduced from below. 

We shall show a duality theorem between Coxeter functors Φା and Φି. 
 

Theorem (4.1.38)[180]: Let ܵ = ,ଵܧ;ܪ) . . . ,  ௡) be a system of ݊ subspaces in a Hilbertܧ

space ܪ. Suppose that ܵ is reduced from above. Then we have 
 

 

Proof. Let ܴ =	⊕௜ୀଵ
௡ ௜ܧ . Consider a sequence 

 

ାܪ
ଓା
⟶	ܴ	

߬
ܪ	⟶ ⟶ 0. 

 

Since ܵ is reduced from above, Im	߬ = ∑ ௜௡ܧ
௜ୀଵ =  .Thus the above sequence is exact .ܪ

Let ݌௜ ∈ ⊕be the projection onto 0 (ܴ)ܤ ௜ܧ ⊕0. We shall apply Proposition (4.1.34) 

by putting ܷ = ,ାܪ ܸ = ܴ,ܹ = ,ܪ ܣ = ଓା and ܤ = ߬. We can check the assumption of 

the proposition. In fact, since ܵ is reduced from above, for any ݔ௞ ∈ ௞ܧ , there exist 

௜ݔ ∈ ௜ܧ  for ݅ ≠ ݇ such that ݔ௞ = ∑ ௜௜ஷ௞ݔ− . Then ∑ ௜௡ݔ
௜ୀଵ = 0, that is, ݔ ≔ ௜(௜ݔ) ∈  .ାܪ

Then 
 

 

Thus Im	݌௞ܣ = ௞ܧ⊕0 ⊕0 = Im	݌௞  and Im	݌௞ܣ is closed. Therefore (ܹ; ଵᇱܮ , . . . , ௡ᇱܮ ) ≅

Φି(ܷ; ,ଵܮ . . . ,  ௡). Sinceܮ
 

 

and 
 

 



we have 
 

ܵ =
 

Similarly we have the following: 
 

Theorem (4.1.39)[180]: Let ܵ = ,ଵܧ;ܪ . . . ,   be a system of ݊ subspaces in a Hilbert	௡)ܧ

space ܪ. Suppose that ܵ is reduced from below. Then we have 
 

 

Proof. If ܵ is reduced from below, then ܵୄ is reduced from above. Hence ΦିΦା(ܵୄ) ≅

ܵୄ. Then 
 

ܵ ≅ Φ
 

Proposition (4.1.40)[180]: Let ܵ = ,ଵܧ;ܪ) . . . , (௡ܧ  be a system of ݊  subspaces in a 

Hilbert space ܪ. Then Φା(ܵ) = 0 if and only if for any ݇ = 1, . . . , ݊ 
 

Proof. It is easy to see that Φା(ܵ) = 0  if and only if for any ݔ௜ ∈ ௜ܧ  with 

݅ = 1, . . . , ݊	 ∑ ௜௜ݔ = 0 implies ݔଵ =	·	·	·	= ௡ݔ = 0. The latter condition is equal to that 

௞ܧ ∩ (∑ ௜௜ஷ௞ܧ ) = 0 for any ݇ = 1, . . . , ݊.  

The above condition that ܧ௞ ∩ (∑ ௜௜ஷ௞ܧ ) = 0 for any ݇ = 1, . . . , ݊ is something 

like an opposite of that ܵ is reduced from above. 
 

Proposition (4.1.41)[180]: Let ܵ = ,ଵܧ;ܪ) . . . , (௡ܧ  be a system of ݊  subspaces in a 

Hilbert space ܪ . Then Φା(ܵ) = 0  and ∑ ௜௡ܧ
௜ୀଵ 	  is closed in ܪ  if and only if 

;ܪ) ,ଵܧ . . . , ௡ܧ , (∑ ௜௡ܧ
௜ୀଵ )ୄ) is isomorphic to a system of direct sum decomposition, that 

is, there is an orthogonal direct sum decomposition ܭ =	⊕௜ୀଵ
௡ାଵ ௜ܭ  of a Hilbert space ܭ 

and (ܪ; ,ଵܧ . . . , ௡ܧ , (∑ ௜௡ܧ
௜ୀଵ )ୄ) is isomorphic to a system (ܭ;ܭଵ, . . . ,  ௡ାଵ), in particularܭ

ܵ is isomorphic to a commutative system. 
 

Proof. Assume that Φା(ܵ) = 0 and ∑ ௜௡ܧ
௜ୀଵ 	 is closed in ܪ. Let ܧ௡ାଵ = (∑ ௜௡ܧ

௜ୀଵ )ୄ. Let 

ܴ ≔	⊕௜ୀଵ
௡ାଵ ௜ܧ  and ܭ௜ ≔ 0⊕·	·	·⊕ 0⊕ ௜ܧ ⊕0⊕·	·	·⊕ 0 ⊂ ܴ . Define  ߮ ∶ ܭ → ܪ  by 

(௜(௜ݔ))߮ = ∑ ௜௜ݔ . Then the bounded operator ߮ is onto, because ∑ ௜௡ܧ
௜ୀଵ 	 is closed in ܪ. 



Since Φା(ܵ) = 0,߮  is one to one by the preceding proposition. It is clear that 

(௜ܭ)߮ = ;ܪ) ௜. Henceܧ ,ଵܧ . . . , ;ܭ) ௡ାଵ) is isomorphic toܧ ,ଵܭ . . . ,  ௡ାଵ). The converseܭ

and the rest are trivial.  
 

Example (4.1.42)[180]: Let ܶ ∈  be a positive operator with dense range and (ܭ)ܤ

Im	ܶ ≠ ܪ Let .ܭ = ܭ ,ܭ⊕ ଵܧ = ⊕ܭ 0 and ܧଶ = graph	ܶ. Put ܵ = ,ଵܧ;ܪ)  ଶ). Thenܧ

Φା(ܵ) = 0 and (ܧଵ + ୄ(ଶܧ = 0. But (ܪ; ,ଵܧ ,ଶܧ 0) is not isomorphic to a system of 

direct sum decomposition. In fact ܧଵ + ଶܧ = ⊕ܭ Im	ܶ is not closed. 
 

We also have the following: 
 

Proposition (4.1.43)[180]: Let ܵ = ,ଵܧ;ܪ) . . . ,  ௡) be a system of n subspaces in a Hilbertܧ

space ܪ. Then Φି(ܵ) = 0 if and only if for any ݇ = 1, . . . , ݊ 
 

 

Proposition (4.1.44)[180]: Let ܵ = ,ଵܧ;ܪ) . . . , (௡ܧ  be a system of ݊  subspaces in a 

Hilbert space ܪ. If S is reduced from above and ܵ ≠ 0, then Φା(ܵ) ≠ 0. Similarly if ܵ is 

reduced from below and ܵ ≠ 0, then Φି(ܵ) ≠ 0. 
 

Proof. Suppose that ܧ௜ = 0 for any ݅ = 1, . . . , ݊. Then ܪ = ∑ ௜௡ିଵܧ
௜ୀଵ = 0. This contradicts 

the assumption that ܵ ≠ 0. Therefore ܧ௞ ≠ 0 for some ݇. Since ∑ ௜௜ஷ௞ܧ = -for a non ,ܪ

zero ݔ௞ ∈ ௞ܧ , there exist ݔ௜ ∈ ௞ܧ  for ݅ ≠ ݇  such that −ݔ௞ = ∑ ௜௜ஷ଴ݔ . Therefore 

ݔ ≔ ,ଵݔ) . . . , (௡ݔ ∈ (ܵ)ା is non-zero, that is, Φାܪ ≠ 0. The other is similarly proved.  
 

Remark (4.1.45)[180]: By Proposition (4.1.34), if a system of ݊  subspaces ܵ =

,ଵܧ;ܪ) . . . , ܪ݉݅݀ ௡) is indecomposable andܧ ≥ 2, then for any distinct ݊ − 1 subspaces 

௜భܧ , . . . , ௜೙షభܧ , we have that 
 

 

that is, 
 



 

Unless ܪ  is finite-dimensional, these conditions seem to be weaker than that ܵ is 

reduced from below and above. 
 

Remark (4.1.46)[180]: Let ܵ = ,ଵܧ;ܪ) . . . ,  ௡) be a system of ݊ subspaces in a Hilbertܧ

space ܪ  and consider ܵା = ;ାܪ) ,ଵାܧ . . . , ݊ ௡ା). Then for any distinctܧ − 1 subspaces 

௜భܧ
ା , . . . , ௜೙షభܧ

ା , we have that 
 

 

In fact, for example, let (ݔଵ, . . . , (௡ݔ ∈ ⋂ ௞ା௡ିଵܧ
௞ୀଵ . Then ݔଵ = ଶݔ = ⋯ = ௡ିଵݔ = 0. Since 

,ଵݔ) . . . , (௡ݔ ∈ ∑ ା, we haveܪ ௞௡ݔ
௜ୀଵ = 0. Hence ݔ௡ = 0. Thus ⋂ ௞ା௡ିଵܧ

௞ୀଵ = 0. 
 

On the other hand the above condition implies that 
 

 

This condition is a little weaker than that ܵା is reduced from below unless ܪ is finite-

dimensional. 

Consider ܵି = ΦୄΦାΦୄ(ܵ) similarly. Then we have 
 

 

The condition is a little weaker than that ܵି is reduced from above unless ܪ is finite-

dimensional. 
 

Theorem (4.1.47)[180]: Let ܵ = ,ଵܧ;ܪ) . . . ,  ௡) be a system of ݊ subspaces in a Hilbertܧ

space ܪ. Suppose that ܵ is reduced from above and ܵା 	= Φା(ܵ) is reduced from below. 

If ܵ is indecomposable, then Φା(ܵ) is also indecomposable. 
 

Example (4.1.48)[180]: Let ܵఊ = ;ܪ) ,ଵܧ ,ଶܧ ,ଷܧ (ସܧ  be an exotic example. Since 

௜ܧ + ௝ܧ = ܪ  and ܧ௜ ∩ ௝ܧ = 0  for distinct ݅, ݆ ∈ {1, 2, 4} , we have ܧ௞ା + ௠ାܧ = ܪ  and 



௞ାܧ ∩ ௠ାܧ = 0  for distinct ݇,݉ ∈ {3, 4}  or ݇,݉ ∈ {1, 3}  or ݇,݉ ∈ {2, 3}  by Lemmas 

(4.1.24) and (4.1.25). Since ܧ௞ା + ௠ାܧ = ୄ(௞ାܧ) ,is closed ܪ +  is closed. Hence ୄ(௠ାܧ)

ୄ(௞ାܧ) + ୄ(௠ାܧ) =  Therefore ܵఊ is reduced from above and Φା൫ܵఊ൯ is reduced from .ܪ

below. Since ܵఊ is indecomposable, Φା൫ܵఊ൯ is also indecomposable. 

Similarly we have the following: 
 

Theorem (4.1.49)[180]: Let ܵ = ,ଵܧ;ܪ) . . . ,  ௡) be a system of ݊ subspaces in a Hilbertܧ

space ܪ. Suppose that ܵ is reduced from below and ܵି = Φି(ܵ) is reduced from above. 

If ܵ is indecomposable, then Φି(ܵ) is also indecomposable. 
 

We shall show that the Coxeter functors Φା and Φି preserve the defect under 

certain conditions. 

Let ܵ = ;ܪ) ,ଵܧ . . . ,  Consider .ܪ ௡) be a system of ݊ subspaces in a Hilbert spaceܧ

ܵା = ;ାܪ) ,ଵାܧ . . . , ܴ ௡ା). Letܧ =	⊕௜ୀଵ
௡ ௜ܧ  and ݌଴ ∈  .ାܪ be the projection of ܴ onto (ܴ)ܤ

Let ݁௜ ∈ (ܪ)ܤ  be the projection of ܪ  onto ܧ௜ . Recall that ߬ ∶ ܴ → ܪ  is given by 

߬(ܽ) = ∑ ܽ௜௡
௜ୀଵ  for ܽ = (ܽଵ, . . . , ܽ௡) ∈ ܴ. 

 

Lemma (4.1.50)[180]: Suppose that ∑ ݁௜௡
௜ୀଵ  is invertible. Then for ܽ = (ܽଵ, . . . , ܽ௡) ∈ ܴ 

we have 
 

 

Proof. Recall that ߬∗ ∶ ܪ → ܴ is given by ߬∗(ݕ) = (݁ଵݕ, . . . , ݁௡ݕ) for ݕ ∈  Consider the .ܪ

orthogonal decomposition ܴ = ାܪ ⊕ ୄ(ାܪ) . Since ܪା = ,߬	ݎ݁ܭ ୄ(ାܪ) = Im	߬∗  in ܴ . 

Define 

Then 

(ݔ)߬ = ෍൮ܽ௞ −
௡

௞ୀଵ



 

Therefore ݔ ∈ ାܪ . Put ݕ ≔ (∑ ݁௜௡
௜ୀଵ )ିଵ൫߬(ܽ)൯ ∈ ܪ . Then ߬∗(ݕ) = (݁ଵݕ, . . . , ݁௡ݕ) ∈

ܽ Since .ୄ(ାܪ) = ݔ + (ݕ)∗߬ ∈ ାܪ ⊕ (ܽ)଴݌ we have ,ୄ(ାܪ) =   .ݔ
 

Corollary (4.1.51)[180]: Suppose that ∑ ݁௜௡
௜ୀଵ  is invertible. Then Im	߬∗ is closed and 

 

 

Lemma (4.1.52)[180]: Let ܵ = ,ଵܧ;ܪ) . . . ,  ௡) be a system of ݊ subspaces in a Hilbertܧ

space ܪ. Let ݁௜ ∈  ௜. Thenܧ onto ܪ be the projection of (ܪ)ܤ
 

 

Moreover ∑ ௜௡ܧ
௜ୀଵ  is closed if and only if ∑ ݁௜௡

௜ୀଵ  has a closed range. 
 

Proof. See [116] for several facts on operator ranges. Let ܶ = ൫ ௜ܶ௝൯௜௝ ∈ ܪ)ܤ
௡) be an 

operator matrix defined by ଵܶ௝ = ௝݁  and ௜ܶ௝ = 0  for ݅ ≠ 1 . Recall that Im	ܶ =

Im൫(ܶ	ܶ∗)ଵ/ଶ൯  for any operator ܶ . Since Im	ܶ = (∑ ௜௡ܧ
௜ୀଵ ) ⊕ 0⊕ 0⊕ 0  and 

Im൫(ܶ	ܶ∗)ଵ/ଶ൯ = ቀIm൫(∑ ݁௜௡
௜ୀଵ )ଵ/ଶ൯ቁ ⊕ 0⊕ 0⊕ 0, we have ∑ ௜௡ܧ

௜ୀଵ = Im൫(∑ ݁௜௡
௜ୀଵ )ଵ/ଶ൯. 

It is a known fact that Im	ܣ is closed if and only if Im	ܣଵ/ଶ is closed for any 

positive operator ܣ ∈   .This implies the rest .(ܪ)ܤ
 

Corollary (4.1.53)[180]: Let ܵ = ,ଵܧ;ܪ) . . . ,  ௡) be a system of ݊ subspaces in a Hilbertܧ

space ܪ. If ܵ is reduced from above, then ݂ ≔ ∑ ݁௜௡
௜ୀଵ  is invertible. 

 

Proof. Let ݔ ∈ (ݔ|ݔ௜݁) Then .݂	ݎ݁ܭ = 0 so that ݁௜ݔ = 0. Since ܵ is reduced from above, 

ݔ ∈ ⋂ ௜ୄ௜ܧ = 0. Thus ݎ݁ܭ	݂ = 0. Then Im	݂തതതതതത = ୄ(݂	ݎ݁ܭ) =  Since ܵ is reduced from .ܪ

above, ∑ ௜௡ܧ
௜ୀଵ =  .is clearly closed. By the preceding lemma, ݂ has a closed range ܪ

Thus Im	݂ =   .Therefore ݂ is invertible .ܪ
 

Lemma (4.1.54)[180]: Suppose that ܵ is reduced from above. Then for ݇ = 1, . . . , ݊ 
 

(௞ାܧ)

 



Proof. Since ܵ is reduced from above, we have Im	݌௞݌଴ = 0⊕ ௞ܧ ⊕0. In fact, for any 

ܽ௞ ∈ ௞ܧ , there exist ܽ௜ ∈ ௜ܧ , (݅ ≠ ݇) such that −ܽ௞ = ∑ ܽ௜௜ஷ௞ . Then (ܽଵ, . . . , ܽ௡) ∈  ାܪ

and 
 

௞݌
 

The converse inclusion is trivial. Since Im	݌௞݌଴ = 0⊕ ௞ܧ ⊕0 is closed, (Im	݌௞݌଴)∗ =

Im	݌଴݌௞  is also closed. Hence 
 

ୄ(௞ାܧ)
 

Therefore the conclusion follows from Lemma (4.1.49).  
 

Proposition (4.1.55)[180]: Let ܵ = ,ଵܧ;ܪ) ,ଶܧ ,ଷܧ  ସ) be a system of four subspaces andܧ

ܵା = ;ାܪ) ,ଵାܧ ,ଶାܧ ,ଷାܧ ݂ ସା). Suppose that ܵ is reduced from above. Thenܧ ≔ ݁ଵ + ݁ଶ +

݁ଷ + ݁ସ is invertible and 
 

ୄ(ଵାܧ) ∩

= {(݁
 

Moreover we have 
 

 

The same formulae hold under permutation of subspaces. 
 

Proof. Let ݔ = ,ଵݔ) ,ଶݔ ,ଷݔ (ସݔ ∈ ୄ(ଵାܧ) ∩  Then by the preceding lemma, there .ୄ(ଶାܧ)

exist ܽଵ ∈ ଵ and ܽଶܧ ∈  ଶ such thatܧ
 

ݔ

				

					
 

Put ݑ ≔ ݂ିଵ(ܽଵ − ܽଶ) ∈ ܪ . Then ܽଵ = ݁ଵݑ, ܽଶ = −݁ଶݑ, ݁ଷݑ = 0  and ݁ସݑ = 0 . 

Therefore ݑ ∈ ଷୄܧ ∩  ସୄ andܧ
 

ݔ = (
 

Conversely suppose that 
 

ݔ = (
 



for some ݑ ∈ ଷୄܧ ∩ ସୄܧ . Put ܽଵ ≔ ݁ଵݑ ∈ ଵܧ  and ܽଶ ≔ −݁ଶݑ ∈ ଶܧ . Since ݁ଷݑ = 0  and 

݁ସݑ = 0, we have 

ܽଵ
Because ݂ is invertible, ݑ = ݂ିଵ(ܽଵ − ܽଶ). Therefore 

ݔ = (ܽ

On the other hand, ܽଵ = ݁ଵݑ = ݁ଵ݂ିଵ(ܽଵ − ܽଶ). Hence 

Since ܽଶ = −݁ଶݑ = −݁ଶ݂ିଵ(ܽଵ − ܽଶ), we have 

Since ݁ଷ݂ିଵ(ܽଵ − ܽଶ) = ݁ଷݑ = 0, we have ݁ଷ݂ିଵܽଵ = ݁ଷ݂ିଵܽଶ . Similarly ݁ସ݂ିଵܽଵ =

݁ସ݂ିଵܽଶ. Therefore 

ݔ = (−

Thus ݔ ∈ ୄ(ଵାܧ) ∩  .ୄ(ଶାܧ)

Moreover define ܶ ∶ ଷୄܧ ∩ ସୄܧ → ୄ(ଵାܧ) ∩  by ୄ(ଶାܧ)

ݑܶ =

for ݑ ∈ ଷୄܧ ∩  ସୄ. Then T is a bounded, surjective operator. We shall show that ܶ is oneܧ

to one. Suppose that ܶݑ = 0. Since ݁ଶ݂ିଵ݁ଵݑ = 0, ݂ିଵ݁ଵݑ ∈ ݑଶୄ. Similarly ݂ିଵ݁ଵܧ ∈  ଷୄܧ

and ݂ିଵ݁ଵݑ ∈  ,ସୄ. Since ܵ is reduced from aboveܧ

݂ି

Hence ݁ଵݑ = 0. Similarly we have ݁ଶݑ = 0. Therefore ݂ݑ = ݁ଵݑ + ݁ଶݑ + ݁ଷݑ + ݁ସݑ =

0. Since ݂ is invertible, ݑ = 0. Thus ܶ is an invertible operator. Therefore ݀݅݉((ܧଵା)ୄ ∩

(ୄ(ଶାܧ) = ଷୄܧ)݉݅݀ ∩   .(ସୄܧ

Theorem (4.1.56)[180]: Let ܵ = ,ଵܧ;ܪ) ,ଶܧ ,ଷܧ (ସܧ  be a system of four subspaces. 

Suppose that ܵ is reduced from above. If ܵ is a quasi-Fredholm system, then Φା(ܵ) is 

also a quasi-Fredholm system and 

Theorem (4.1.57)[180]: Let ܵ = ,ଵܧ;ܪ) ,ଶܧ ,ଷܧ (ସܧ  be a system of four subspaces. 

Suppose that ܵ is reduced from below. If ܵ is a quasi-Fredholm system, then Φି(ܵ) is 

also a quasi-Fredholm system and 



Proof. Recall that ܵ is reduced from below if and only if Φୄ(ܵ) is reduced from above, 

and ܵ is a quasi-Fredholm system if and only if Φୄ(ܵ) is a quasi-Fredholm system. 

Applying the preceding theorem, Φି(ܵ) = ΦୄΦାΦୄ(ܵ) is a quasi-Fredholm system 

and 
 

ߩ

Example (4.1.58)[180]: Let ܵ be an operator system. Since ܧଵ = ⊕ܭ 0, ଶܧ =  ,ܭ⊕0

we have that ݂ = ∑ ݁௜ସ
௜ୀଵ ≥ ܵ is invertible. Moreover if ܫ = ்ܵ  is associated with a single 

bounded operator ܶ , then ܧସ = ,ݔ)} (ݔ ∈ ;ܪ ݔ	 ∈ {ܭ . Thus ܧ௜ + ௝ܧ = ܪ  for (݅, ݆) =

(1, 2), (1, 4), (2, 4) and ܵ is reduced from above. Therefore, if ்ܵ  is a quasi-Fredholm 

system, then Φା(்ܵ)  is also a quasi-Fredholm system and ߩ൫Φା(்ܵ)൯ = (்ܵ)ߩ . 

Similarly, let ܵఊ be an exotic example. Then ܵఊ is reduced from above and ݂ is invertible. 

Since ܵఊ  is a quasi-Fredholm system, Φା൫ܵఊ൯ is also a quasi-Fredholm system and 

ߩ ቀΦା൫ܵఊ൯ቁ =  .൫ܵఊ൯ߩ

We consider the relative position of subspaces in a factor. There exists a relation 

between the defect and the Jones index [102] in a type IIଵ factor setting.  
 

Definition (4.1.59)[180]: Let ܯ  be a factor on a Hilbert space ܪ . We say that 

ܵ = ,ଵ݁	;ܯ) . . . , ݁௡) is a system of ݊ projections in ܯ if ݁ଵ, . . . , ݁௡ are in fact ݊ projections 

in ܯ. If ܯ = ܵ then we can identify the system ,(ܪ)ܤ = ,ଵ݁	;ܯ) . . . , ݁௡) with the system 

;ܪ) ,ଵܧ . . . , ௜ܧ where ,ܪ ௡) of ݊ subspaces in a Hilbert spaceܧ  is the range of ݁௜  for 

݅ = 1, . . . , ݊. Two systems ܵ = ,ଵ݁	;ܯ) . . . , ݁௡) and ܵᇱ = ଵᇱ݁	;ܯ) , . . . , ݁௡ᇱ ) are isomorphic 

in ܯ if there exists an invertible operator ݐ ∈  such that ܯ
 

 

for ݅ = 1, . . . , ݊. 
 

Example (4.1.60)[180]: Let ܯ be a factor of type IIଵ and ܰ ⊂  be a subfactor. Consider ܯ

݊ intermediate subfactors ܰ ⊂ ,ଵܭ . . . , ௡ܭ ⊂  (ܯ)ଶܮ Let ݁௄೔ be the Jones projection of .ܯ

onto the subspace ܮଶ(ܭ௜) for ݅ = 1, . . . , ݊. Since the Jones projections ݁௄భ , . . . , ݁௄೙ are in 



the basic construction < ,ܯ ݁ே >, we have a system ܵ = ൫< ,ܯ ݁ே >;	݁௄భ , . . . , ݁௄೙൯ of ݊ 

projections in < ,ܯ ݁ே >. 

Definition (4.1.61)[180]: Let ܯ be a factor of type IIଵ with the normalized trace ߬. Let 

ܵ = ,ଵ݁	;ܯ) ݁ଶ, ݁ଷ, ݁ସ) be a system of four projections in ܯ. We define the defect ߩ(ܵ) 

of ܵ (relative to ܯ) by 
 

 

In the setting above, we have a relation between the defect and the Jones index. 

Proposition (4.1.62)[180]: Let ܯ be a factor of type IIଵ and ܰ ⊂  be a subfactor of ܯ

finite index. Let ܰ ⊂ ,ଵܭ ,ଶܭ ,ଷܭ ସܭ ⊂  be intermediate subfactors. Consider the system ܯ

ܵ = ൫< ,ܯ ݁ே >;	݁௄భ, ݁௄మ, ݁௄య , ݁௄ర൯ of four projections in < ,ܯ ݁ே >. Then 
 

ܵ)ߩ

Corollary (4.1.63)[284]: Suppose that ∑ ∑ ݁௜
௝௡

௜ୀଵ
௡
௝ୀଵ  is invertible. Then for ܽ =

(ܽଵ, . . . , ܽ௡) ∈ ܴ, we have 
 

଴݌
௝

Proof. Let ߬∗ ∶ ܪ → ܴ  is given by ߬∗(ݕ) = ൫݁ଵ
௝ݕ, . . . , ݁௡

௝ݕ൯  for ݕ ∈ ܪ . For ܴ = ାܪ ⊕

ାܪ Since .ୄ(ାܪ) = ,߬	ݎ݁ܭ ୄ(ାܪ) = Im	߬∗ in ܴ. We can define 

(ݔ)߬ = ෍
௡

௞ୀଵ
 

																		

Hence ݔ ∈ ݕ ା. If we letܪ ≔ ൫∑ ∑ ݁௜
௝௡

௜ୀଵ
௡
௝ୀଵ ൯

ିଵ
൫߬(ܽ)൯ ∈ (ݕ)∗߬ Then .ܪ = ൫݁ଵ

௝ݕ, . . . , ݁௡
௝ݕ൯ ∈

ܽ Now since .ୄ(ାܪ) = ݔ + (ݕ)∗߬ ∈ ାܪ ⊕ ଴݌ we have ,ୄ(ାܪ)
௝(ܽ) =   .ݔ

 
 



Section (4.2): Indecomposable Representations of Quivers on Hilbert 

Spaces: 
 

We studied the relative position of several subspaces in a separable infinite-

dimensional Hilbert space in [2] after Gelfand and Ponomarev [3]. We extend it to the 

relative position of several subspaces along quivers. More generally we study 

representations of quivers on infinite-dimensional Hilbert spaces by bounded operators. 

We call them Hilbert representations for short. 

Gabriel’s theorem says that a finite, connected quiver has only finitely many 

indecomposable representations if and only if the underlying undirected graph is one of 

Dynkin diagrams ܣ௡ , ௡ܦ , ,଺ܧ ଻ܧ , -The theory of representations of quivers on finite .[4] ଼ܧ

dimensional vector spaces has been developed by Bernstein, Gelfand and Ponomarev 

[5], Brenner [6], Donovan and Freislish [7], Dlab and Ringel [8], Gabriel and Roiter [9], 

Kac [10], Nazarova [11], . . . . Infinite-dimensional representatios of quivers have also 

been investigated in purely algebraic setting. See Krause and Ringel [12] and Reiten and 

Ringel [13]. 

Locally scalar representations of quivers in the category of Hilbert spaces were 

introduced by Kruglyak and Roiter [14]. They associate operators and their adjoint 

operators with arrows and classify them up to the unitary equivalence. They proved an 

analog of Gabriel’s theorem. Their study is connected with representations of ∗-algebras 

generated by linearly related orthogonal projections, see for example, S. Kruglyak, V. 

Rabanovich and Y. Samoilenko [15]. 

We study duality theorem between reflection functors and the existence of 

indecomposable representations of quivers on infinite-dimensional Hilbert spaces. We 

associate bounded operators with arrows but we do not associate their adjoint 

operators simultaneously as in [14]. 

In particular if we consider a certain quiver ߁ whose underlying undirected graph 

is the extended Dynkin diagram ܦ෩ସ, then indecomposability of Hilbert representations 

of ߁ is reduced to indecomposability of systems of four subspaces studied in [3] and [2]. 

We consider a complement of Gabriel’s theorem for Hilbert representations and prove 



one direction: If the underlying undirected graph of a finite, connected quiver ߁ 

contains one of extended Dynkin diagrams ܣሚ௡(݊ ≥ ෩௡ܦ,(0 	(݊ ≥ 4), ,෨଺ܧ  ෨଼, thenܧ ෨଻ andܧ

there exists an indecomposable representation of ߁ on separable infinite-dimensional 

Hilbert spaces. The result does not depend on the choice of orientation. But we cannot 

prove the converse. In fact if the converse were true, then a long standing problem in 

[16] on transitive lattices of subspaces of Hilbert spaces would be settled. 

Recall that we study relative position of ݊ subspaces in a separable infinite-

dimensional Hilbert space in [2]. See Y.P. Moskaleva and Y.S. Samoilenko [17] on a 

connection with ∗- algebras generated by projections. Let ܪ be a Hilbert space and 

,ଵܧ . . . ௡ܧ  be ݊ subspaces in ܪ. Then we say that ܵ = ;ܪ) ,ଵܧ . . . ,  ݊ ௡) is a system ofܧ

subspaces in ܪ or an ݊-subspace system in ܪ. A system ܵ is called indecomposable if ܵ 

cannot be decomposed into a non-trivial direct sum. For any bounded linear operator A 

on a Hilbert space ܭ, we can associate a system ஺ܵ of four subspaces in ܪ = ܭ  by ܭ⊕
 

 

In particular on a finite-dimensional space, Jordan blocks correspond to indecomposable 

systems. Moreover on an infinite-dimensional Hilbert space, the above system ஺ܵ is 

indecomposable if and only if ܣ is strongly irreducible, which is an infinite-dimensional 

analog of a Jordan block, see Jiang and Wang [18,19]. For example, a unilateral shift 

operator is a typical example of strongly irreducible operator. Such a system of four 

subspaces give an indecomposable Hilbert representation of a quiver with underlying 

undirected graph ܦ෩ସ . We transform these representations and make up 

indecomposable Hilbert representations of other quivers. In purely algebraic case many 

such functors are introduced, in [7,9] and [20], for example. We follow some of their 

constructions. But we have not yet checked all such functors preserve 

indecomposability in infinite-dimensional Hilbert setting in general. We need to prove 

the indecomposability of the Hilbert representations in our concrete examples directly. 

We have the following: Let ߁ be a finite, connected quiver. If its underlying 

undirected graph contains one of extended Dynkin diagrams ܣሚ௡ 	(݊ ≥ ݊)෩௡ܦ,(0 ≥

4), ,෨଺ܧ  on separable ߁ ෨଼, then there exists an indecomposable representation ofܧ ෨଻ andܧ



infinite-dimensional Hilbert spaces. There were two difficulties which did not appear in 

finite-dimensional case. Firstly we need to find indecomposable, infinite-dimensional 

representations of a certain class of ߁. We constructed them by studying the relative 

position of several subspaces along quivers, where vertices and arrows are represented 

by subspaces and natural inclusion maps. Secondly we need to change the orientation 

of the quiver preserving indecomposability. Here comes reflection functors. Being 

different from finite-dimensional case, we need to check the co-closedness condition at 

sources to show that indecomposability is preserved under reflection functors. We 

introduce a certain nice class, called positive-unitary diagonal Hilbert representations, 

such that co-closedness is easily checked and preserved under reflection functors at any 

source. 

We believe that there exists an analogy between study of Hilbert 

representations of quivers and subfactor theory invented by V. Jones [21]. In fact Dynkin 

diagrams also appear in the classification of subfactors, see, for example, Goodman, de 

la Harpe and Jones [22], Evans and Kawahigashi [23]. But we have not yet understood 

the full relations between them. 

There exists a close interplay between finite-dimensional representations of 

quivers and finite-dimensional representations of path algebras in purely algebraic 

sense. Any Hilbert representation of a quiver gives an operator algebra representation 

of the corresponding path algebra. Therefore we expect some relation between Hilbert 

representations of quivers and certain operator algebras associated with quivers. There 

exist some related works. See, for example, P. Muhly [24], D.W. Kribs and S.C. Power 

[25] and B. Solel [26]. But the relation is not so clear for us. 

Throughout the paper a projection means an operator e with ݁ଶ = ݁ = ݁∗ and 

an idempotent means an operator ݌ with ݌ଶ =  By a subspace we mean a closed .݌

subspace unless otherwise stated. 

In purely algebraic setting, it is known that if a finite-dimensional algebra ܴ is not 

of representation-finite type, then there exist indecomposable ܴ-modules of infinite 



length as in M. Auslander [27]. Since we consider bounded operator representations on 

Hilbert spaces, the result in [27] cannot be applied directly. 
 

A quiver ߁ = (ܸ, ,ܧ ,ݏ  is a quadruple consisting of the set ܸ of vertices, the set (ݎ

,ݏ of arrows, and two maps ܧ ݎ ∶ ܧ → ܸ, which associate with each arrow ߙ ∈  its ܧ

support (ߙ)ݏ and range (ߙ)ݎ. We sometimes denote by ߙ ∶ ݔ → ݕ  an arrow with 

ݔ = ݕ and (ߙ)ݏ =  the |߁| Thus a quiver is just a directed graph. We denote by .(ߙ)ݎ

underlying undirected graph of a quiver ߁. A quiver ߁ is said to be connected if |߁| is a 

connected graph. A quiver ߁ is said to be finite if both ܸ and ܧ are finite sets. 
 

Definition (4.2.1)[1]: Let ߁ = (ܸ, ,ܧ ,ݏ ,ܪ) be a finite quiver. We say that (ݎ ݂) is a 

Hilbert representation of ߁ if ܪ = ݂ ௩∈௏ is a family of Hilbert spaces and(௩ܪ) = ( ఈ݂)ఈ∈ா  

is a family of bounded linear operators ఈ݂ ∶ ௦(ఈ)ܪ →  .௥(ఈ)ܪ
 

Definition (4.2.2)[1]: Let ߁ = (ܸ, ,ܧ ,ݏ ,ܪ) be a finite quiver. Let (ݎ ݂) and (ܭ, ݃) be 

Hilbert representations of ߁ . A homomorphism ܶ ∶ ,ܪ) ݂) → ,ܭ) ݃)  is a family 

ܶ = ( ௩ܶ)௩∈௏  of bounded operators ௩ܶ ∶ ௩ܪ → ߙ ௩ satisfying, for any arrowܭ ∈  ܧ
 

 

The composition ܶ ∘ ܵ of homomorphisms ܶ and ܵ is defined by (ܶ ∘ ܵ)௩ = ௩ܶ ∘ ܵ௩ for 

ݒ ∈ ܸ. Thus we have obtained a category ܪ	Rep(߁) of Hilbert representations of ߁. 

We denote by ݉݋ܪ൫(ܪ, ݂), ,ܭ) ݃)൯ the set of homomorphisms ܶ ∶ ,ܪ) ݂) →

,ܭ) ݃). We denote by ܪ)݀݊ܧ, ݂) ≔ ,ܪ)൫݉݋ܪ ݂), ,ܪ) ݂)൯ the set of endomorphisms. 

We denote by 
 

 

the set of idempotents in ܪ)݀݊ܧ, ݂) . Let 0 = (0௩)௩∈௏  be the family of zero 

endomorphisms 0௩ and ܫ =  ௩. Theܫ ௩∈௏ be the family of identity endomorphisms(௩ܫ)

both 0 and ܫ are in ܪ)݉݁݀ܫ, ݂). 

Let ߁ = (ܸ, ,ܧ ,ݏ (ݎ  be a finite quiver and (ܪ, ݂), ,ܭ) ݃)  be Hilbert 

representations of ߁ . We say that (ܪ, ݂)  and (ܭ, ݃)  are isomorphic, denoted by 

,ܪ) ݂) ≃ ,ܭ) ݃), if there exists an isomorphism ߮ ∶ ,ܪ) ݂) → ,ܭ) ݃), that is, there exists 



a family ߮ = (߮௩)௩∈௏ of bounded invertible operators ߮௩ ∈ ௩ܪ)ܤ ,  ௩) such that, for anyܭ

arrow ߙ ∈  ,ܧ

We say that (ܪ, ݂)  is a finite-dimensional representation if ܪ௩  is finite-

dimensional for all ݒ ∈ ܸ. And (ܪ, ݂) is an infinite-dimensional representation if ܪ௩ is 

infinite-dimensional for some ݒ ∈ ܸ. 
 

In this section we shall introduce a notion of indecomposable representation, 

that is, a representation which cannot be decomposed into a direct sum of smaller 

representations anymore. 

Definition (4.2.3)[1]: Let ߁ = (ܸ, ,ܧ ,ݏ ,ܭ) be a finite quiver. Let (ݎ ݃) and (ܭᇱ, ݃ᇱ) be 

Hilbert representations of ߁. Define the direct sum (ܪ, ݂) = ,ܭ) ݃)⊕ ,ᇱܭ) ݃ᇱ) by 
 

௩ܪ = ܭ
 

We say that a Hilbert representation (ܪ, ݂) is zero, denoted by (ܪ, ݂) = 0, if 

௩ܪ = 0 for any ݒ ∈ ܸ. 

Definition (4.2.4)[1]: A Hilbert representation (ܪ, ݂) of ߁  is called decomposable if 

,ܪ) ݂) is isomorphic to a direct sum of two non-zero Hilbert representations. A non-zero 

Hilbert representation (ܪ, ݂)  of ߁  is said to be indecomposable if it is not 

decomposable, that is, if (ܪ, ݂) ≅ ,ܭ) ݃)⊕ ,ᇱܭ) ݃ᇱ) then (ܭ, ݃) ≅ 0 or (ܭᇱ, ݃ᇱ) ≅ 0. 

We start with an easy fact. Let ܪ be a Hilbert space and ܭଵ, ଶܭ  be closed 

subspaces of ܪ. Assume that ܭଵ ∩ ଶܭ = 0 and ܪ = ଵܭ +  ଶ. But we do not assume thatܭ

ଶܭ ଵ andܭ  are orthogonal. Let ܶ ∶ ܪ → ௜ܭܶ be a bounded operator with ܪ ⊂ ௜ܭ  for 

݅ = 1, 2. Define ௜ܵ = ܶ|௄೔ ௜ܭ	: → ଵܭ ௜. Consider the (orthogonal) direct sumܭ  ଶ andܭ⊕

the bounded operator ଵܵ ⊕ܵଶ  on ܭଵ⊕ܭଶ . Define a bounded invertible operator 

߮ ∶ ܪ → ଵܭ ଶ by ߮(ℎ)ܭ⊕ = (ℎଵ, ℎଶ) for ℎ = ℎଵ + ℎଶ with ℎ௜ ∈  ௜, as in the proof of [2]ܭ

Then we have ܶ = ߮ିଵ ∘ ( ଵܵ ⊕ܵଶ) ∘ ߮. 

The following proposition is used frequently to show the indecomposability in 

concrete examples. 

Proposition (4.2.5)[1]: Let (ܪ, ݂) be a Hilbert representation of a quiver ߁. Then the 

following conditions are equivalent: 



 

(a) (ܪ, ݂) is indecomposable. 

(b) ܪ)݉݁݀ܫ, ݂) = {0,  .{ܫ
 

Proof. ￢(ܽ) ⇒￢(ܾ): Assume that (ܪ, ݂) is not indecomposable. Then there exist non-

zero representations (ܭ, ݃) and (ܭᇱ, ݃ᇱ) of ߁, such that (ܪ, ݂) ≅ ,ܭ) ݃)⊕ ,ᇱܭ) ݃ᇱ). For 

any ݔ ∈ ܸ , define the projection ܳ௫ ∈ ௫ܭ)ܤ (௫ᇱܭ⊕  of ܭ௫ ௫ᇱܭ⊕  onto ܭ௫ . Then 

ܳ ≔ (ܳ௫)௫∈௏  is in ܭ)݀݊ܧ ⊕ ,ᇱܭ ݃ ⊕ ݃ᇱ), because 
 

 

for any ߙ ∈ ݓ,ݒ Since there exist .ܧ ∈ ܸ such that ܭ௩ ≠ 0 and ܭ௪ᇱ ≠ 0, we have ܳ௩ ≠ 0 

and ܳ௪ ≠ ܫ . Thus ܳ ≠ 0 and ܳ ≠ ܫ . Let ߮ = (߮௫)௫∈௏ ∶ ,ܪ) ݂) → ,ܭ) ݃) ⊕ ,ᇱܭ) ݃ᇱ) be 

an isomorphism. Put ௫ܲ = (߮௫)ିଵܳ௫߮௫ for ݔ ∈ ܸ and ܲ ≔ ( ௫ܲ)௫∈௏ ∈ ,ܪ)݉݁݀ܫ ݂). Then 

ܲ ≠ 0 and ܲ ≠  .ܫ

￢(ܾ) ⇒ ￢(ܽ): Assume that there exists ܲ ∈ ,ܪ)݉݁݀ܫ ݂) with ܲ ≠ 0 and ܲ ≠  .ܫ

Thus there exist ݒ ∈ ܸ and ݓ ∈ ܸ such that ௩ܲ ≠ 0௩ , ௪ܲ ≠ ௪ܫ . For any ݔ ∈ ܸ, define 

closed subspaces 
 

 

Then ܭ ≔ ௫(௫ܭ) ≠ 0, ᇱܭ ≔ ௫(௫ᇱܭ) ≠ 0 and ܪ ≠ ߙ ᇱ. For anyܭ⊕ܭ ∈ ܧ , let ݔ =  (ߙ)ݏ

and ݕ = (ߙ)ݎ . Since ఈ݂ ௫ܲ = ௬ܲ ఈ݂ , we have ఈ݂ܭ௫ ⊂ ௬ܭ . Similarly, ఈ݂(ܫ − ௫ܲ) =

൫ܫ − ௬ܲ൯ ఈ݂  implies that ఈ݂ܭ௫ᇱ ⊂ ௬ᇱܭ . We can define ݃ఈ = ఈ݂|௄ೣ:	ܭ௫ → ௬ܭ  and ݃ఈᇱ =

ఈ݂|௄ೣᇲ ௫ܭ	:
ᇱ → ௬ᇱܭ . Put ݃ = (݃ఈ)ఈ  and ݃ᇱ = (݃ఈᇱ )ఈ . Then (ܭ, ݃)  and (ܭᇱ, ݃ᇱ)  are 

representations of ߁ . Define ߮௫ ∶ ௫ܪ → ௫ܭ ௫ᇱܭ⊕  by ߮௫(ߦ) = ( ௫ܲߦ, ܫ) − ௫ܲ)ߦ)  for 

ߦ ∈ ௫ܪ . Then ߮ ≔ (߮௫)௫∈௏ ∶ ,ܪ) ݂) → ,ܭ) ݃)⊕ ,ᇱܭ) ݃ᇱ)  is an isomorphism. Since 

ܭ ≔ ௫(௫ܭ) ≠ 0 and ܭᇱ ≔ ௫(௫ᇱܭ) ≠ 0, ,ܪ) ݂) is decomposable.  
 

Remark (4.2.6)[1]: (a) The proof of the above Proposition (4.2.5) shows that (ܪ, ݂) is 

decomposable if and only if there exist non-zero families ܭ = ܭ ௫∈௏ and(௫ܭ) =  ௫∈௏(௫ᇱܭ)

of closed subspaces ܭ௫  and ܭ௫ᇱ  of ܪ௫  with ܭ௫ ∩ ௫ᇱܭ = 0  and ܭ௫ ௫ᇱܭ+ = ௫ܪ  such that 

ఈ݂ܭ௫ ⊂ ௬ܭ  and ఈ݂ܭ௫ᇱ ⊂ ௬ᇱܭ  for any arrow ߙ ∶ ݔ →  .ݕ

(b) In the statement of the above Proposition (4.2.5), we cannot replace the set 

,ܪ)݉݁݀ܫ ݂)  of idempotents of endomorphisms by the set of projections of 



endomorphisms. For example, let ܪ଴ = ℂଶ . Fix an angle ߠ  with 0 < ߠ <  Put .2/ߨ

ଵܪ = ℂ(1, 0) and ܪଶ = ℂ(cosߠ , sin ;଴ܪ) Then the system .(ߠ ,ଵܪ  ଶ) of two subspacesܪ

is isomorphic to 
 

 

Hence (ܪ଴; ,ଵܪ  :߁ ଶ) is decomposable. Now consider the following quiverܪ
 

 

Define a Hilbert representation (ܪ, ݂) of ߁ by ܪ =  ௜ୀ଴,ଵ,ଶ and canonical inclusion(௜ܪ)

maps ௜݂ = ఈ݂೔ ∶ ௜ܪ → ଴ܪ  for ݅ = 1, 2 . Then the Hilbert representation (ܪ, ݂)  is also 

decomposable, see Example (4.2.9) below in this Section. But for any ܲ = ( ௜ܲ)௜ୀ଴,ଵ,ଶ ∈

,ܪ)݀݊ܧ ݂), if ௜ܲ ∈ ݅ is a projection for (௜ܪ)ܤ = 0, 1, 2, then ܲ = 0 or ܲ =  In fact .ܫ

଴ܲ(ܪ௜) ⊂ ௜ܪ  for ݅ = 1, 2. Let ݁ଵ ∈ and ݁ଶ (଴ܪ)ܤ ∈  ଴ ontoܪ be the projections of (଴ܪ)ܤ

ଵܪ  and ܪଶ . Then the ܥ∗ -algebra ܥ∗({݁ଵ, ݁ଶ})  generated by ݁ଵ  and ݁ଶ  is exactly 

(଴ܪ)ܤ ≅ ଶ(ℂ)ܯ . Since ଴ܲ  commutes with ݁ଵ  and ݁ଶ, ଴ܲ = 0  or ଴ܲ = ܫ . Because 

௜ܲ = ଴ܲ|ு೔ , ௜ܲ = 0 or ௜ܲ =  .simultaneously ܫ
 

Example (4.2.7)[1]: Let ߁ be a loop with one vertex 1 and one arrow ߙ ∶ 1 → 1, that is, 

the underlying undirected graph is an extended Dynkin diagram ܣሚ଴. Let ܪଵ = ℓଶ(ℕ) and 

ఈ݂ = ܵ ∶ ଵܪ → ,ܪ) ଵ be a unilateral shift. Then the Hilbert representationܪ ݂) is infinite-

dimensional and indecomposable. In fact, any ܶ ∈ ,ܪ)݉݁݀ܫ ݂) can be identified with 

ܶ ∈ ൫ℓଶ(ℕ)൯ with ܶଶܤ = ܶ and ܶܵ = ܵܶ. Since ܶ commutes with a unilateral shift ܵ, 

the operator ܶ is a lower triangular Toeplitz matrix. Since ܶ is an idempotent, ܶ = 0 or 

ܶ = ,ܪ) Thus .ܫ ݂) is indecomposable. Replacing ܵ by ܵ + ߣ for ܫߣ ∈ ℂ, we obtain a 

family of infinite-dimensional, indecomposable Hilbert representations ൫ܪఒ , ݂ఒ൯ of ߁. 

Since ൫ܪఒ , ݂ఒ൯ and (ܪఓ , ݂ఓ) are isomorphic if and only if ܵ + ܵ and ܫߣ +  ,is similar ܫߤ

we have uncountably many infinite-dimensional, indecomposable Hilbert representa- 

tions of ߁. 

Example (4.2.8)[1]: Let ߁ = (ܸ, ,ܧ ,ݏ  be a quiver whose underlying undirected graph (ݎ

is an extended Dynkin diagram ܣሚ௡ , (݊ ≥ 1). Then there exist uncountably many infinite-

dimensional, indecomposable Hilbert representations of ߁. For example, consider 



 

1+݊ߙ   

 ݊ + 1 

1−݊ߙ   
1ߙ  ∘   2ߙ  

݊ߙ   

 ݊ − 2 

 ⋯ 
 1  2  3  ݊ 

2−݊ߙ  ∘  ∘  ∘   
 ∘  ∘ 

 ∘ 

 ݊ − 1 

 
Define a Hilbert representation (ܪ, ݂)  of ߁  by ܪଵ = ଶܪ = ⋯ = ,௡ାଵℓଶ(ℕ)ܪ

ఈ݂మ = ఈ݂య = ⋯ = ఈ݂೙శభ = ܫ  and ఈ݂భ = ܵ , the unilateral shift. Let ܲ = ( ௞ܲ)௞∈௏ ∈

,ܪ)݉݁݀ܫ ݂). Then 
 

 

Since ଵܲ is an idempotent and ܵ ଵܲ = ଵܲܵ, we have ଵܲ = 0 or ଵܲ = ܲ This implies .ܫ = 0 

or ܲ = ܫ . Therefore (ܪ, ݂)  is indecomposable. Replacing ܵ  by ܵ + ܫߣ  for ߣ ∈ ℂ , we 

obtain uncountably many infinite-dimensional, indecomposable Hilbert representations 

of ߁. 
 

Example (4.2.9)[1]: Let ܮ be a Hilbert space and ܧଵ, . . .  Then we .ܮ ௡ be ݊ subspaces inܧ

say that ܵ = ;ܮ) ,ଵܧ . . . , ݊ ௡) is a system ofܧ  subspaces in ܮ . A system ܵ  is called 

indecomposable if ܵ cannot be decomposed into a non-trivial direct sum, see [2]. 

Consider the following quiver ߁௡ = (ܸ, ,ܧ ,ݏ  (ݎ

 1 
 ∘ 

 2 

1ߙ   

 2ߙ 

݊ߙ   

 ݊ − 1−݊ߙ  1  

 ݊ 

 ⋅	⋅	⋅	⋅	⋅	⋅ 

 0 

 ∘  ∘ 

 ∘  ∘ 

 
Define a Hilbert representation (ܪ, ݂)  of ߁௡  by ܪ௞ ≔ ݇)௞ܧ = 1, . . . , ଴ܪ ,(݊ ≔ ܮ  and 

௞݂ = ఈ݂ೖ ∶ ௞ܪ = ௞ܧ → ଴ܪ =  be the inclusion map. Then the system ܵ of ݊ subspaces is ܮ

indecomposable if and only if the corresponding Hilbert representation (ܪ, ݂) of ߁ is 

indecomposable. In fact, assume that ܵ  is indecomposable. Let ܲ = ( ௞ܲ)௞∈௏ ∈

,ܪ)݉݁݀ܫ ݂). Then ௞݂ ௞ܲ = ଴ܲ ௞݂ . This implies ଴ܲ(ܪ௞) ⊂ ௞ܪ  for ݇ = 1, . . . , ݊. Since ଴ܲ is an 

idempotent and ܵ is indecomposable, ଴ܲ = 0 or ଴ܲ = by [2]. Since ௞݂ ܫ ௞ܲ = ଴ܲ ௞݂ , ௞ܲ =

0 or ௞ܲ = ܫ  simultaneously. Thus ܲ = 0  or ܲ = ܫ , that is, (ܪ, ݂)  is indecomposable. 



Conversely assume that (ܪ, ݂) is indecomposable. Let ܴ ∈  be an idempotent with (ܮ)ܤ

(௞ܧ)ܴ ⊂ ௞ܧ  for ݇ = 1, . . . , ݊ . Define ܲ = ( ௞ܲ)௞∈௏  by ଴ܲ = ܴ  and ௞ܲ = ଴ܲ|ுೖ . Then 

ܲ ∈ ,ܪ)݉݁݀ܫ ݂).  Therefore ܲ = 0  or ܲ = ܫ . Thus ܴ = ܱ  or ܴ = ܫ . Hence ܵ  is 

indecomposable. 

We can also show that two systems ܵ and ܵᇱ of ݊ subspaces are isomorphic if 

and only if the corresponding Hilbert representations (ܪ, ݂)  and (ܪᇱ , ݂ᇱ)  of ߁  are 

isomorphic. 

Since there exist uncountably many, indecomposable systems of fours subspaces 

in an infinite dimensional Hilbert space as in [2], there exist uncountably many infinite-

dimensional, indecomposable Hilbert representations of ߁ସ  whose underlying 

undirected graph is the extended Dynkin diagram ܦ෩ସ. 

In particular, let ܭ = ℓଶ(ℕ) and ܣ ∈  be a strongly irreducible operator (ܭ)ܤ

studied in [18,19] for example, a unilateral shift. Define 
 

ଷܪ = ,ݔ)}
 

Let ௞݂ = ఈ݂ೖ ௞ܪ	: → ݇ ଴ be the inclusion map forܪ = 1, 2, 3, 4. Put ܪ(஺) =  ௩∈௏ and(௩ܪ)

݂(஺) = ( ఈ݂)ఈ∈ா. Then ൫ܪ(஺), ݂(஺)൯ is an infinite-dimensional, indecomposable Hilbert 

representation of ܦ෩ସ. Moreover let ܣ and ܤ be strongly irreducible operators on ℓଶ(ℕ). 

Then two indecomposable Hilbert representations ൫ܪ(஺), ݂(஺)൯ and ൫ܪ(஻), ݂(஻)൯ of ܦ෩ସ 

are isomorphic if and only if two operators ܣ and ܤ are similar. 
 

Example (4.2.10)[1]: Consider the following quiver ߁ = (ܸ, ,ܧ ,ݏ  (ݎ

 ∘ 

 1  2 
 ∘  ∘  ∘  ∘  ∘ 

 1′′  

 0  1′  

 2′ ′  

 2′  

 ∘ 

 



Then underlying undirected graph is an extended Dynkin diagram ܧ෨଺. Let ܭ = ℓଶ(ℕ) 

and ܵ a unilateral shift on ܭ. We define a Hilbert representation (ܪ, ݂) ≔ ௩∈௏(௩ܪ)) ,

( ఈ݂)ఈ∈ா) of ߁ as follows: 

Put 

଴ܪ = ܭ

ଵᇲᇲܪ = ,ݔ)} ,ݔ (ݔ +
 

Then ܪଵᇲᇲ  is a closed subspace of ܪ଴. In fact, let 
 

,௡ݔ)
 

converges to (ܽ, ܾ, ܿ) ∈ ଴ܪ . Then ݔ௡ → ܿ, ௡ݕ → ܽ − ܿ  and ܿ + ܵ(ܽ − ܿ) = ܾ . Define 

ݔ = ܿ and ݕ = ܽ − ܿ. Then (ܽ, ܾ, ܿ) = ,ݔ) ,ݔ (ݔ + ,ݕ) ,ݕܵ 0) ∈ ଵᇲᇲܪ . For any arrow ߙ ∈  ,ܧ

let ఈ݂ ∶ ௦(ఈ)ܪ →  ௥(ఈ) be the canonical inclusion map. We shall show that the Hilbertܪ

representation (ܪ, ݂)  is indecomposable. Take ܶ = ( ௩ܶ)௩∈௏ ∈ ,ܪ)݉݁݀ܫ ݂) . Since 

ܶ ∈ ,ܪ)݀݊ܧ ݂), for any ݒ ∈ {1, 2, 1ᇱ, 2ᇱ, 1ᇱᇱ, 2ᇱᇱ} and any ݔ ∈ ௩ܪ , we have ଴ܶݔ = ௩ܶݔ. In 

particular, ଴ܶܪ௩ ⊂ ௩ܪ . Since ܪଵ ∩ ଵᇲܪ = ⊕ܭ 0⊕ ଶᇲܪ,0 = ⊕ܭ⊕0 0 and ܪଶ = 0⊕

ܭ⊕0 , ଴ܶ  preserves these subspaces. Hence ଴ܶ  is a block diagonal operator with 

଴ܶ = ܲ⊕ ܳ ⊕ ܴ ∈ ܭ)ܤ ⊕ ܭ  .(ܭ⊕

Since ଴ܶ(ܪଶᇲᇲ) ⊂ ଶᇲᇲܪ , for any ݔ ∈  ,ܭ
 

 

for some ݕ ∈ ܭ . Therefore ܲ = ܳ = ܴ  and ଴ܶ = ܲ⊕ ܲ⊕ ܲ . Moreover ܲ  is an 

idempotent, because so is ଴ܶ. Since ଴ܶ preserves ܪଵᇲ ∩ ଵᇲᇲܪ = ,ݕ)} ,ݕܵ 0) ∈ ݕ	|ଷܭ ∈  ,{ܭ

for any ݕ ∈ ݖ there exists ,ܭ ∈  such that ܭ
 

 

Therefore ܲܵݕ = ݖܵ = ݕܲܵ  for any ݕ ∈ ܭ , i.e., ܲܵ = ܵܲ . Since ܲ  is an 

idempotent, ܲ = 0 or ܲ = This means that ଴ܶ .ܫ = 0 or ଴ܶ = ݔBecause ଴ܶ .ܫ = ௩ܶݔ for 

any ݔ ∈ ௩ܪ  for ݒ ∈ {1, 2, 1ᇱ, 2ᇱ, 1ᇱᇱ, 2ᇱᇱ}, we have ௩ܶ = 0 or ௩ܶ =  simultaneously. Thus ܫ

ܶ = 0 or ܶ = ,ܪ)݉݁݀ܫ that is ,ܫ ݂) = {0, ,ܪ) Therefore .{ܫ ݂) is indecomposable. 
 



Example (4.2.11)[1]: We have a different kind of infinite-dimensional, indecomposable 

Hilbert representation (ܮ, ݃) = ௩∈௏(௩ܮ)) , (݃ఈ)ఈ∈ா) of the same ߁ in Example (4.2.10) as 

follows: Let ܭ = ℓଶ(ℕ) and ܵ a unilateral shift on ܭ. Define 
 

଴ܮ = ܭ ⊕ܭ⊕

ଵᇲܮ

ଵܮ
 

For any arrow ߙ ∈ let ݃ఈ ,ܧ ∶ ௦(ఈ)ܮ →  ௥(ఈ) be the canonical inclusion map. We canܮ

similarly prove that the Hilbert representation (ܮ, ݃) is indecomposable. 

We shall show that two Hilbert representations in Examples (4.2.10) and (4.2.11) 

are not isomorphic. In fact, on the contrary, suppose that there were an isomorphism 

߮ = (߮௩)௩∈௏ ∶ ,ܪ) ݂) → ,ܮ) ݃) . Since any arrow is represented by the canonical 

inclusion, ߮଴ ∶ ଴ܪ → ଴ܮ  satisfies that ߮௩ = ߮଴|ுೡ ∶ ௩ܪ → ௩ܮ . This implies that 

߮଴(ܪ௩) ⊂ ݒ ௩ for anyܮ ∈ ܸ. Since ߮଴(ܪଵᇲ) ⊂ ଵᇲܮ  and ߮଴(ܪଵ) ⊂ ,ଵܮ ߮଴ has a form such 

that 
 

 

Since ߮଴(ܪଶ) ⊂ ݖ ଶ, for anyܮ ∈ ݕ there exists ܭ ∈ ,such that (0 ܭ ,ݖܦ (ݖܧ = (0, ,ݕ  .(ݕܵ

Hence ݖܧ = ݕܵ = ݖܦܵ , so that ܧ = ܦܵ . Then Im߮଴ ⊂ ⊕ܭ⊕ܭ Im	ܵ ≠ ଴ܮ . This 

contradicts the assumption that ߮଴ ∶ ଴ܪ →  ଴ is onto. Therefore Hilbert representationsܮ

,ܪ) ݂) and (ܮ, ݃) of ߁ are not isomorphic. 

Reflection functors are crucially used in the proof of the classification of finite-

dimensional, indecomposable representations of tame quivers. In fact many 

indecomposable representations of tame quivers can be reconstructed by iterating 

reflection functors on simple indecomposable representations. We cannot expect such a 

best situation in infinite-dimensional Hilbert representations. But reflection functors are 

still useful to show that some property of representations of quivers on infinite-

dimensional Hilbert spaces does not depend on the choice of orientations and does 

depend on the fact underlying undirected graphs are (extended) Dynkin diagrams or 

not. 



Let ߁ = (ܸ, ,ܧ ,ݏ ݒ be a finite quiver. A vertex (ݎ ∈ ܸ is called a sink if ݒ ≠  (ߙ)ݏ

for any ߙ ∈ ௩ܧ Put .ܧ = ߙ} ∈ (ߙ)ݎ|	ܧ = തܧ We denote by.	{ݒ  the set of all formally 

reversed new arrows ߙത for ߙ ∈ ߙ Thus if .ܧ ∶ ݔ → തߙ is an arrow, then ݕ ∶ ݔ ←  .ݕ
 

Definition (4.2.12)[1]: Let ߁ = (ܸ, ,ܧ ,ݏ ݒ be a finite quiver. For a sink (ݎ ∈ ܸ , we 

construct a new quiver ߪ௩ା	(߁) = ,(ܸ)௩ାߪ) ,(ܧ)௩ାߪ ,ݏ  ߁ as follows: All the arrows of (ݎ

having ݒ as range are reversed and all the other arrows remain unchanged. More 

precisely, 
 

 

where ܧ௩തതതത = ߙ	|	ߙ} ∈  .{௩ܧ
 

Definition (4.2.13)[1]: Let ߁ = (ܸ, ,ܧ ,ݏ ݒ be a finite quiver. For a sink (ݎ ∈ ܸ, we define 

a reflection functor at ݒ 
 

 

between the categories of Hilbert representations of ߁ and ߪ௩ା(߁) as follows: For a 

Hilbert representation (ܪ, ݂) of ߁, we shall define a Hilbert representation (ܭ, ݃) =

,ܪ)௩ାߔ ݂) of ߪ௩ା(߁). Let 
 

 

be a bounded linear operator defined by 
 

 

Define 

௩ܭ ∶

 

Consider also the canonical inclusion map ݅௩ ∶ ௩ܭ → ⊕ఈ∈ாೡ ݑ ௦(ఈ). Forܪ ∈ ܸ with ݑ ≠  ,ݒ

put ܭ௨ = ௨ܪ . 

For ߚ ∈  ௩, letܧ
 

be the canonical projection. Then define 



 

݃
 

that is ݃ఉഥ((ݔఈ)ఈ∈ாೡ) =  .ఉݔ

For ߚ ∉ ௩ܧ ,	let	݃ఉ = ఉ݂ . 

For a homomorphism ܶ ∶ ,ܪ) ݂) → ᇱܪ) , ݂ᇱ), we shall define a homomorphism 
 

ܵ = (ܵ௨)
 

If ݑ = a bounded operator ܵ௩ ,ݒ ∶ ௩ܭ → ௩ᇱܭ  is given by 
 

 

It is easy to see that ܵ௩ is well-defined and we have the following commutative 

diagram: 
 

0

0
 

For other ݑ ∈ ܸ with ݑ ≠  we put ,ݒ
 

We shall consider a dual of the above construction. A vertex ݒ ∈ ܸ is called a 

source if ݒ ≠ ߙ for any (ߙ)ݎ ∈ ௩ܧ Put .ܧ = ߙ�} ∈ (ߙ)ݏ|ܧ =  .{ݒ
 

Definition (4.2.14)[1]: Let ߁ = (ܸ, ,ܧ ,ݏ ݒ be a finite quiver. For a source (ݎ ∈ ܸ, we 

construct a new quiver ߪ௩ି(߁) = ,(ܸ)௩ିߪ) ,(ܧ)௩ିߪ ,ݏ  ߁ as follows: All the arrows of (ݎ

having ݒ as source are reversed and all the other arrows remain unchanged. More 

precisely, 
 

 

where ܧ௩തതത = ߙ	|	തߙ} ∈  .{௩ܧ

In order to define a reflection functor at a source, it is convenient to consider the 

orthogonal complement ୄܯ of a closed subspace ܯ of a Hilbert space ܪ instead of the 

quotient ܯ/ܪ . Define an isomorphism ݂ ∶ ୄܯ → ܯ/ܪ  by ݂(ݕ) = [ݕ] = ݕ + ܯ  for 

ݕ ∈ ୄܯ ⊂ ܪ . Then the inverse ݂ିଵ ∶ ܯ/ܪ → ୄܯ  is given by ݂ିଵ([ݔ]) = ெܲ
 for (ݔ)ୄ



ݔ ∈ where ெܲ ,ܪ
ୄ is the projection of ܪ onto ୄܯ. We shall use the following elementary 

fact frequently: 
 

Lemma (4.2.15)[1]: Let ܭ  and ܮ  be Hilbert spaces, ܯ ⊂ ܭ  and ܰ ⊂ ܮ  be closed 

subspaces. Let ܣ ∶ ܭ → ܮ  be a bounded operator. Assume that (ܯ)ܣ ⊂ ܰ . Let 

ሚܣ ∶ ܯ/ܭ → ([ݔ])ሚܣ be the induced map such that ܰ/ܮ = ݔ for [ݔܣ] ∈  Identifying .ܭ

,ୄܰ and ୄܯ with ܰ/ܮ and ܯ/ܭ ܵ ሚ is identified with the bounded operatorܣ ∶ ୄܯ → ܰୄ 

such that ܵ(ݔ) = ேܲ
ܵ Then .(ݔܣ)ୄ =  .∗(ே఼|∗ܣ)

 

Proof. Consider ܣ∗ ∶ ܮ → ܭ . Since (ܯ)ܣ ⊂ ܰ , we have ܣ∗(ܰୄ) ⊂ ୄܯ . Hence the 

restriction ܣ∗|ே఼ ∶ ܰୄ →  has the adjoint ୄܯ
 

 

For any ݉ ∈ ݊ and ୄܯ ∈ ܰୄ 
 

	݉∗(ே఼|∗ܣ))
 

Corollary (4.2.16)[284]: upon considering Lemma (4.2.15) and letting ܣ ∶ ܭ →  be a ܮ

bounded self-adjoint operator. We assume that (ܯ)∗ܣ ⊂ ܰ. Let ܣሚ∗ ∶ ܯ/ܭ →  be ܰ/ܮ

the induced map that ܣሚ∗([ݔ]) = ݔ for [ݔ∗ܣ] ∈ -ሚ∗ is identified with the bounded selfܣ	.ܭ

adjoint operator ܵ∗ ∶ ୄܯ → ܰୄ such that ܵ∗(ݔ) = ேܲ
∗ܵ Then .(ݔ∗ܣ)ୄ =  .(ே఼|∗ܣ)

 

Proof. Consider ܣ ∶ ܮ → (ܯ)∗ܣ Since .ܭ ⊂ ܰ, then ܣ(ܰୄ) ⊂ ே఼|ܣ Hence .ୄܯ ∶ ܰୄ →

 has the self-adjoint .ୄܯ
 

 

For any ݉ ∈ ݊ and ୄܯ ∈ ܰୄ 
 

൫(ܣ∗|ே఼)݉	|

Definition (4.2.17)[1]: (Reflection functor ߔ௩ି). Let ߁ = (ܸ, ,ܧ ,ݏ  be a finite quiver. For (ݎ

a source ݒ ∈ ܸ, we define a reflection functor at ݒ 
 

 



between the categories of Hilbert representations of ߁ and ߪ௩ି(߁) as follows: For a 

Hilbert representation (ܪ, ݂) of ߁, we shall define a Hilbert representation (ܭ, ݃) =

,ܪ)௩ିߔ ݂) of ߪ௩ି(߁). Let 
 

be a bounded linear operator defined by 

Define 

where ℎ෠௩∗ ∶ ⊕ఈ∈ாೡ ௥(ఈ)ܪ → ௩ܪ  is given ℎ෠௩∗൫(ݔఈ)ఈ∈ாೡ൯ = ∑ ఈ݂
ݑ For .(ఈݔ)∗ ∈ ܸ with ݑ ≠  ,ݒ

put ܭ௨ = ௨ܪ . 

Let ܳ௩ ∶ ⊕ఈ∈ாೡ ௥(ఈ)ܪ → ߚ ௩ be the canonical projection. Forܭ ∈  ௩, letܧ
 

be the canonical inclusion. Define 
 

݃
 

For ߚ ∉ ௩, let ݃ఉܧ = ఉ݂ . 

For a homomorphism ܶ ∶ ,ܪ) ݂) → ᇱܪ) , ݂ᇱ), we shall define a homomorphism 
 

ܵ = (ܵ௨)
 

recalling the above Lemma (4.2.14). For ݑ = a bounded operator ܵ௩ ,ݒ ∶ ௩ܭ → ௩ᇱܭ  is 

given by 
 

 

where ܳ௩ᇱ :⊕ఈ∈ாೡ ௥(ఈ)ܪ
ᇱ → ௩ᇱܭ  be the canonical projection. 

 

We have the following commutative diagram: 



 

For other ݑ ∈ ܸ with ݑ ≠  we put ,ݒ
 

 

We shall explain a relation between two (covariant) functors ߔ௩ା and ߔ௩ି. We 

need to introduce another (contravariant) functor ߔ∗ in the first place. 

Let ߁ = (ܸ, ,ܧ ,ݏ (ݎ  be a finite quiver. We define the opposite quiver ߁ =

(ܸ	, ,ܧ ,ݏ  ,by reversing all the arrows, that is (ݎ
 

 

Definition (4.2.18)[1]: Let ߁ = (ܸ, ,ܧ ,ݏ (ݎ  be a finite quiver and ߁ത = ( തܸ , ,തܧ ,ݏ (ݎ  its 

opposite quiver. We introduce a contravariant functor 
 

 

between the categories of Hilbert representations of ߁ and ߁ as follows: For a Hilbert 

representation (ܪ, ݂) of ߁, we shall define a Hilbert representation (ܭ, ݃) = ,ܪ)∗ߔ ݂) 

of ߁ by 
 

 

For a homomorphism ܶ ∶ ,ܪ) ݂) → ᇱܪ) , ݂ᇱ), we shall define a homomorphism 
 

ܵ = (ܵ௨)
 

by bounded operators ܵ௨ ∶ ௨ᇱܭ = ௨ᇱܪ → ௨ܭ = ௨ given by ܵ௨ܪ = ௨ܶ
∗. 

 

Proposition (4.2.19)[1]: Let ߁ = (ܸ, ,ܧ ,ݏ ݒ be a finite quiver. If (ݎ ∈ ܸ is a source of ߁, 

then ݒ is a sink of ߁ത, (߁)௩ିߪ =  :and we have the following (߁)௩ାߪ
 

(i) For a Hilbert representation (ܪ, ݂) of ߁, 

(ii) For a homomorphism ܶ ∶ ,ܪ) ݂) → ,ᇱܪ) ݂ᇱ), 



 

Proof. (i) It is enough to consider around a source ݒ. For each ߙ ∈ ௩ܧ  with ߙ ∶ ݒ → ݑ =

a bounded operator ఈ݂ ,(ߙ)ݎ ∶ ௩ܪ → ௨ܪ  is assigned in (ܪ, ݂). Taking ߔ∗ , we have 

(௨ܪ)∗ߔ = )∗ߔ ௨ andܪ ఈ݂) = ఈ݂
௨ܪ	:∗ → ௩ܪ  in ܪ)∗ߔ, ݂). Let 

 

 

be a bounded operator given by 
 

 

Define 
 

 

Then ߔ௩ା൫ߔ∗(ܪ௩)൯ = ௩ܹ  and ߔ௩ା൫ߔ∗(ܪ௨)൯ = ௨ܪ  in ߔା൫ܪ)∗ߔ, ݂)൯ . Consider the 

canonical inclusion map ݅௩ ∶ ௩ܹ → ⊕ఈ∈ாೡ ߚ ௥(ఈ). Forܪ ∈  ௩, letܧ
 

 

be the canonical projection. Then ߔ௩ା ቀߔ∗൫ ఉ݂൯ቁ = ఉܲ ∘ ݅௩. Finally take ߔ∗ again. Since 

ℎ௩∗ ∶ ௩ܪ → ⊕ఈ∈ாೡ  ௥(ఈ) is given byܪ
 

 

we have 
 

∗ߔ ቀߔ௩ା൫ߔ
 

Moreover ݅௩∗ = ܳ௩ ∶ ⊕ఈ∈ாೡ ௥(ఈ)ܪ → ௩ܹ  is the canonical projection. For ߚ ∈  ௩, we haveܧ
 

 

Therefore 
 

∗ߔ ൬ߔ
 



(ii) If ݑ ≠  then ,ݒ

 

If ݑ = ܭ then, apply Lemma (4.2.3) by putting that ,ݒ = ⊕ఈ∈ாೡ ௥(ఈ)ܪ , ܮ = ⊕ఈ∈ாೡ ௥(ఈ)ܪ
ᇱ , 

is the closure of ቄ൫ ܯ ఈ݂(ݔ)൯ఈ∈ாೡ ∈ ݔ	|	ܭ ∈ ܰ,ܭ ௩ቅ inܪ  is the closure of ቄ൫ ఈ݂
ᇱ(ݔ)൯ఈ∈ாೡ ∈

ݔ|	ܮ ∈ ௩ᇱܪ ቅ  in ܮ  and ܣ ∶ ܭ → ܮ  with ܣ൫(ݕఈ)ఈ∈ாೡ൯ = ൫ ௥ܶ(ఈ)ݕఈ൯ఈ∈ாೡ . Then 

൬ߔ∗ ቀߔ௩ା൫ߔ∗(ܶ)൯ቁ൰
௩
= ൫ߔ௩ି(ܶ)൯௩.  

 

Proposition (4.2.20)[1]: Let	߁ = (ܸ, ,ܧ ,ݏ ݒ be a finite quiver. If (ݎ ∈ ܸ is a sink of ߁, then 

,ത߁ is a source of ݒ (߁)௩ାߪ =  :and we have the following (ത߁)௩ିߪ
 

(a) For a Hilbert representation (ܪ, ݂) of ߁, 

(b) For a homomorphism ܶ ∶ ,ܪ) ݂) → ,ᇱܪ) ݂ᇱ), 

(ܶ)௩ାߔ = ∗ߔ ቀߔ௩ି൫ߔ∗(ܶ)൯ቁ. 
 

We shall show a certain duality between reflection functors, which is analogous 

to Takesaki duality in operator algebras. Bernstein, Gelfand and Ponomarev [5] 

introduced reflection functors and Coxeter functors and clarify a relation with the 

Coxeter–Weyl group and Dynkin diagrams in the case of finite-dimensional 

representations of quivers. In the case of infinite-dimensional Hilbert representations, 

duality theorem between reflection functors does not hold as in the purely algebraic 

setting. We need to modify and assume a certain closedness condition at a sink or a 

source. 
 

Definition (4.2.21)[1]: Let ߁ = (ܸ, ,ܧ ,ݏ ݒ be a finite quiver and (ݎ ∈ ܸ a sink. Recall that 

௩ܧ = (ߙ)ݎ|	ߙ} = ,ܪ) We say that a Hilbert representation .{ݒ ݂) of ߁ is closed at ݒ if 

∑ Im	 ఈ݂ ⊂ ௩ఈ∈ாೡܪ  is a closed subspace. We say that (ܪ, ݂) is full at ݒ if ∑ Im ఈ݂ =ఈ∈ாೡ

 .௩ܪ
 

Remark (4.2.22)[1]: Recall that a bounded operator ℎ௩ ∶ ⊕ఈ∈ாೡ ௦(ఈ)ܪ →  ௩ is given byܪ

ℎ௩((ݔఈ)ఈ∈ாೡ) = ∑ ఈ݂(ݔఈ)ఈ∈ாೡ 	. Then a Hilbert representation (ܪ, ݂) of ߁ is closed at ݒ if 



and only if Imℎ௩ is closed. A Hilbert representation (ܪ, ݂) is full at ݒ if and only if ℎ௩ is 

onto. 
 

Definition (4.2.23)[1]: Let ߁ = (ܸ, ,ܧ ,ݏ ݒ be a finite quiver and (ݎ ∈ ܸ a source. Recall 

that ܧ௩ = (ߙ)ݏ|	ߙ�} = ,ܪ) We _ say that a Hilbert representation .{ݒ ݂) of ߁ is co-closed 

at ݒ  if ∑ Im	 ఈ݂∗ఈ∈ாೡ ⊂ ௩ܪ  is a closed subspace. We say that (ܪ, ݂) is co-full at ݒ  if 

∑ Im	 ఈ݂∗ఈ∈ாೡ = ௩ܪ . 
 

Remark (4.2.24)[1]: Recall that a bounded operator ℎ෠௩ ∶ ௩ܪ → ⊕ఈ∈ாೡ  ௥(ఈ) is given byܪ

ℎ෠௩(ݔ) = ൫ ఈ݂(ݔ)൯ఈ∈ாೡ  for ݔ ∈ ௩ܪ . Then a Hilbert representation (ܪ, ݂) of ߁ is co-closed 

at ݒ if and only if Im	ℎ෠௩∗  is closed. A Hilbert representation (ܪ, ݂) is co-full at ݒ if and 

only if ℎ෠௩∗  is onto if and only if Im	ℎ෠௩ is closed and ⋂ Ker	 ఈ݂ఈ∈ாೡ = 0. In fact the latter 

condition is equivalent to	൫Im	ℎ෠௩∗൯
ୄ
= Ker	ℎ෠௩ = 0. We also see that (ܪ, ݂) is co-closed 

at ݒ if and only if ߔ௩∗(ܪ, ݂) is closed at ݒ. And (ܪ, ݂) is co-full at ݒ if and only if ߔ௩∗(ܪ, ݂) 

is full at ݒ. 
 

In order to prove a duality theorem, we need to prepare a lemma. 
 

Lemma (4.2.25)[1]: Let ܪ  and ܭ  be Hilbert spaces and ܶ ∶ ܪ → ܭ  be a bounded 

operator. Let ܶ = ܷ|ܶ| be its polar decomposition and ܷ a partial isometry with supp 

ܷ = Im|ܶ| and Imܷ = Imܶ. Suppose that Im	ܶ is closed. Then we have the following: 
 

(i) Im|ܶ| = Im	ܶ∗ is a closed subspace of ܪ. 

(ii) Under the orthogonal decomposition 

the restriction �|ܶ|หIm	|்| ∶ Im	|ܶ| → Im|ܶ| is a bounded invertible operator. 

(iii) Let ܵ = ቀ�|ܶ|หIm	|்|ቁ
ିଵ

 be its inverse. Define a bounded operator ܤ ∶ ܭ → Imܶ∗ by 

ݔܤ = ݔ∗ܷܵ  for ݔ ∈ ܭ . Let ܳ:	ܪ → Imܶ∗  be the canonical projection. Then 

ܶܤ = ܳ. Moreover	ܤ|Im	் ∶ Im	ܶ → Im	ܶ∗ is a bounded invertible operator. 
 

Proof. (i) Since Im	ܶ is closed, Imܶ∗ is also closed. Since ܷ(|ܶ|ݔ) =  by definition of ݔܶ

ܷ and Im	ܶ is closed, Im	|ܶ| is closed. 



(ii) Since Ker |ܶ|ୄ = Im|ܶ|, �|ܶ|หIm	|்| is one to one. Since |ܶ|(ܪ) = |ܶ|(Im	|ܶ|) is 

closed, �|ܶ|หIm	|்| is onto. Hence �|ܶ|หIm	|்| is bounded invertible. 

(iii) For any ݔ = ଵݔ + ଶݔ ∈ ଵݔ with ܪ ∈ Im|ܶ| = Im	ܶ∗ and ݔଶ ∈ Ker	|ܶ|, 
 

 

It is clear that ܤ|Im	் 	 is a bounded invertible operator. 
 

Theorem (4.2.26)[1]: Let ߁ = (ܸ, ,ܧ ,ݏ ݒ be a finite quiver and (ݎ ∈ ܸ a sink. Assume that 

a Hilbert representation (ܪ, ݂)  of ߁  is closed at ݒ . Let ℎ௩ ∶ ⊕ఈ∈ாೡ ௦(ఈ)ܪ → ௩ܪ  be a 

bounded operator defined by ℎ௩((ݔఈ)ఈ∈ாೡ) = ∑ ఈ݂(ݔఈ)ఈ∈ாೡ . Define a Hilbert 

representation ൫ܪ෩, ሚ݂൯ of ߁  by ܪ෩௩ = (Im	ℎ௩)ୄ ⊂ ௩ܪ , ෩௨ܪ = 0 for ݑ ≠ ݒ  and ሚ݂ = 0. Then 

we have 

Proof. Let (ܪା, ݂ା) = ,ܪ)௩ାߔ ݂)  and (ܪାି, ݂ାି) = ,ܪ)௩ାߔ௩ି൫ߔ ݂)൯ . Then ܪ௩ା =

Ker ℎ௩ = ൛(ݔఈ)ఈ∈ாೡ ∈ ⊕ఈ∈ாೡ ௦(ఈ)ܪ | 	∑ ఈ݂(ݔఈ)ఈ∈ாೡ = 0ൟ, and ܪ௨ା = ௨ܪ  for ݑ ≠ ݒ . We 

have ఉ݂ഥ
ା((ݔఈ)ఈ∈ாೡ) = ߚ ఉ forݔ ∈ ௩, and ఉ݂ܧ

ା = ఉ݂  for ߚ ∉  .௩ܧ

Let ℎ෠௩ ∶ ௩ାܪ → ⊕ఈ∈ாೡ  ௦(ఈ) be a bounded operator given byܪ
 

ℎ෠௩((ݔ

 

Hence ℎ෠௩ is the canonical embedding. Since (ܪ, ݂) is closed at ݒ,	Imℎ௩ and Im	ℎ௩∗  are 

closed subspaces. Therefore 
 

 

For any other ݑ ∈ ܸ  with ݑ ≠ ௨ାିܪ,ݒ = ௨ܪ . Let ܳ௩ ∶ ⊕ఈ∈ாೡ ௦(ఈ)ܪ → ௩ାିܪ  be the 

canonical projection. For ߚ ∈  ௩, letܧ
 

 

be the canonical inclusion. Then ఉ݂
ାି:	ܪ௦(ఉ) → ௩ାି is given by ఉ݂ܪ

ାି = ܳ௩ ∘ ݆ఉ. For other 

ߚ ∉ ௩, we have ఉ݂ܧ
ାି = ఉ݂. 

We shall define an isomorphism 
 



. 

Apply Lemma (4.2.25) by putting ܶ = ℎ௩ , ܪ = ⊕ఈ∈ாೡ ܭ ௦(ఈ) andܪ =  ௩. Consider theܪ

polar decomposition ℎ௩ = ܷ|ℎ௩|. Put ܵ = ቀ�|ℎ௩|หIm	|௛ೡ|ቁ
ିଵ

. Define a bounded operator 

ܤ ∶ ௩ܪ → Im	ℎ௩∗  by ܤ = ܷܵ∗. Then ܤℎ௩ is the canonical projection ܳ௩ of ܪ௩ onto Imℎ௩∗ . 

We define 
 

߮௩ ∶ ܪ
 

by ߮௩(ݔ, (ݕ = ൫ܤ|Im	௛ೡ ,ݔ	 ݔ ൯ forݕ ∈ Im	ℎ௩ and ݕ ∈ (Im	ℎ௩)ୄ. By Lemma (4.2.23) (ii), ߮௩ 

is a bounded invertible operator. For ݑ ∈ ܸ  with ݑ ≠ ݒ , put ߮௨ ∶ ௨ܪ → ௨ܪ ⊕0 by 

߮௨(ݔ) = ,ݔ) 0) for ݔ ∈ ߚ ௨. For anyܪ ∈ ݔ ௩ andܧ ∈  ,௦(ఉ)ܪ
 

߮௩ ∘ ఉ݂(ݔ)
 

On the other hand, 
 

൫ ఉ݂
ାି ⊕0൯ ∘

 

For other ߚ ∉  ௩, we haveܧ
 

߮௥(ఉ) ∘ ݂
 

Hence ߮ ∶ ,ܪ) ݂) → ,ܪ)௩ାߔ௩ି൫ߔ ݂)൯ ⊕ ൫ܪ෩, ሚ݂൯ is an isomorphism.  
 

 If we do not assume that a Hilbert representation (ܪ, ݂) of ߁ is closed at ݒ, then 

the above Theorem (4.2.26) does not hold in general. In fact, consider the following 

quiver ߁ = (ܸ, ,ܧ ,ݏ  :(ݎ
 

 

Let ܭ = ℓଶ(ℕ) with the canonical basis (݁௡)௡∈ℕ. Define a Hilbert representation (ܪ, ݂) 

of ߁  by ܪ଴ = ܭ ଵܪ,ܭ⊕ = ⊕ܭ 0  and ܪଶ  is the closed subspace of ܪ଴  spanned by 

ቄቀcos గ
௡ାଶ

݁௡ , sin
గ

௡ାଶ
݁௡ቁ ∈ ܭ ⊕ ݊	|	ܭ ∈ ℕቅ. Then ܪଵ ∩ ଶܪ = 0 and ܪଵ ଶܪ+  is a dense 

subspace of ܪ଴ but not closed in ܪ଴. Let ௞݂ = ఈ݂ೖ ௞ܪ	: →  ଴ be the inclusion map forܪ

݇ = 1, 2. Then (ܪ, ݂) is not closed at a sink ݒ = 0. It is easy to see that ܪ଴ା = Kerℎ଴ =

0, ଵ݂
ା = 0 and ଶ݂

ା = 0. Therefore ܪ଴ାି = ଵܪ ଶܪ⊕  and ܪଵାି = ,ଵܪ ଶାିܪ =  ଶ. We haveܪ



௞݂
ାି:	ܪ௞ → ଵܪ ݇ ଶ is a canonical inclusion forܪ⊕ = 1, 2. Since ܪ෩଴ = (Im	ℎ଴)ୄ = 0, we 

have ൫ܪ෩, ሚ݂൯ = (0, 0). Therefore 
 

଴ߔ
ି൫

 

is closed at a sink ݒ = 0. But (ܪ, ݂) is not closed at a sink ݒ = 0. Therefore there exists 

no isomorphism between (ܪ, ݂) and ߔ଴
ି൫ߔ଴

ା(ܪ, ݂)൯ ⊕ ൫ܪ෩, ሚ݂൯. 

Note that (ܪ, ݂) is not full at a sink ݒ = 0 and ߔ଴
ି൫ߔ଴

ା(ܪ, ݂)൯ is full at a sink 

ݒ = 0. Therefore this example also shows that, if we do not assume that a Hilbert 

representation (ܪ, ݂) of ߁ is full at ݒ, then the following duality theorem (Corollary 

(4.2.27)) does not hold in general. 
 

Corollary (4.2.27)[1]: Let ߁ = (ܸ, ,ܧ ,ݏ ݒ be a finite quiver and (ݎ ∈ ܸ a sink. If a Hilbert 

representation (ܪ, ݂) of ߁ is full at ݒ, then 
 

We have a dual version. 
 

Theorem (4.2.28)[1]: Let ߁ = (ܸ, ,ܧ ,ݏ ݒ be a finite quiver and (ݎ ∈ ܸ a source. Assume 

that a Hilbert representation (ܪ, ݂) of ߁ is co-closed at ݒ. Let ℎ෠௩ ∶ ௩ܪ →⊕ఈ∈ாೡ  ௥(ఈ) isܪ

a bounded operator defined by ℎ෠௩(ݔ) = ൫ ఈ݂(ݔ)൯ఈ∈ாೡ  for ݔ ∈ ௩ܪ . Define a Hilbert 

representation ൫ܪෙ, ሙ݂൯ of ߁ by 
 

 

ෙ௨ܪ = 0 for ݑ ≠ and ሙ݂ ݒ = 0. Then 
 

 

Proof. We see that ݒ  is a sink in ߁ത , because ݒ  is a source in ߁ . Since a Hilbert 

representation (ܪ, ݂) of ߁ is co-closed at ݒ, a Hilbert representation ܪ)∗ߔ, ݂) is closed 

at ݒ. By Theorem (4.2.26), there exists a Hilbert representation	൫ܪ෩, ሚ݂൯ of ߁ത such that 
 



Put ൫ܪෙ, ሙ݂൯ = ,෩ܪ൫∗ߔ ሚ݂൯. Then 
 

,ܪ)

 

Moreover it is easy to see that 
 

 

 If we do not assume that a Hilbert representation (ܪ, ݂) of ߁ is co-closed at the 

source ݒ, then the above Theorem (3.2.28) does not hold in general. In fact, consider 

the following quiver ߁ = (ܸ, ,ܧ ,ݏ  :(ݎ
 

 

Let ܭ = ℓଶ(ℕ) with the canonical basis (݁௡)௡∈ℕ. Define a Hilbert representation (ܪ, ݂) 

of ߁  by ܪ଴ = ܭ ଵܪ,ܭ⊕ = ⊕ܭ 0  and ܪଶ  is the closed subspace ܪ଴  spanned by 

ቄቀcos గ
௡ାଶ

݁௡ , sin
గ

௡ାଶ
݁௡ቁ ∈ ܭ ⊕ ݊	|	ܭ ∈ ℕቅ . Let ௞݂ = ఈ݂ೖ ଴ܪ	: → ௞ܪ  be the canonical 

projection for ݇ = 1, 2. Then (ܪ, ݂) is not co-closed at a source ݒ = 0. It is easy to see 

that ܪ଴ି = ൫Im	ℎ෠଴൯
ୄ
= 0, ଵ݂

ି = 0  and ଶ݂
ି = 0 . Therefore ܪ଴ିା = ଵܪ ଶܪ⊕  and 

ଵିାܪ = ,ଵܪ ଶିାܪ = ଶ. We have that ௞݂ܪ
ିା:	ܪଵ ଶܪ⊕ → ௞ܪ  is the canonical projection for 

݇ = 1, 2. Since ܪෙ଴ = ℎ෠଴	ݎ݁ܭ = 0, we have ൫ܪෙ, ሙ݂൯ = (0, 0). Therefore 
 

଴ߔ
ା

 

is co-closed at a source ݒ = 0. But (ܪ, ݂) is not co-closed at a source ݒ = 0. Therefore 

there exists no isomorphism between (ܪ, ݂) and ߔ଴
ା൫ߔ଴

,ܪ)ି ݂)൯⊕ ൫ܪෙ, ሙ݂൯. 

Note that (ܪ, ݂) is not co-full at a source ݒ = 0 and ߔ଴
ା൫ߔ௩ି(ܪ, ݂)൯ is co-full at a 

source ݒ = 0. Therefore this example also shows that, if we do not assume that a 

Hilbert representation (ܪ, ݂) of ߁ is co-full at ݒ, then the following duality theorem 

(Corollary (3.2.29)) does not hold in general. 
 



Corollary (4.2.29)[1]: Let ߁ = (ܸ, ,ܧ ,ݏ ݒ be a finite quiver and (ݎ ∈ ܸ a source. If a 

Hilbert representation (ܪ, ݂) of ߁ is co-full at ݒ, then 
 

 

Lemma (4.2.30)[1]: Let ߁ = (ܸ, ,ܧ ,ݏ ݒ be a finite quiver and (ݎ ∈ ܸ a sink. Then for any 

Hilbert representation (ܪ, ݂) of ߁	, ,ܪ)௩ାߔ ݂) is co-full at ݒ. 

Proof. Put (ܪା, ݂ା) = ,ܪ)௩ାߔ ݂) . Recall that ℎ௩ ∶ ⊕ఈ∈ாೡ ௦(ఈ)ܪ → ௩ܪ  is given by 

ℎ௩((ݔఈ)ఈ∈ாೡ) = ∑ ఈ݂(ݔఈ)ఈ∈ாೡ , and ܪ௩ା = Kerℎ௩ . And for ߚ ∈ ௩ܧ , let ݅௩ ∶ ௩ାܪ →

⊕ఈ∈ாೡ ௦(ఈ)ܪ  be the canonical inclusion and ఉܲ ∶ ⊕ఈ∈ாೡ ௦(ఈ)ܪ → ௦(ఉ)ܪ  the canonical 

projection. We define 
 

݂
 

Therefore ఉ݂ഥ
ା∗ ∶ ௦(ఉ)ܪ → ௩ା is given by ఉ݂ഥܪ

ା∗ = ݅௩∗ ∘ ఉܲ
∗. Since ఉܲ

௦(ఉ)ܪ	:∗ → ⊕ఈ∈ாೡ  ௦(ఈ) isܪ

the canonical inclusion and ݅௩∗:⊕ఈ∈ாೡ ௦(ఈ)ܪ →  ௩ା is the canonical projection, we haveܪ
 

 

Therefore (ܪା, ݂ା) is co-full at ݒ.  
 

Proposition (4.2.31)[1]: Let ߁ = (ܸ, ,ܧ ,ݏ ݒ be a finite quiver and (ݎ ∈ ܸ a sink. If (ܪ, ݂) 

is a Hilbert representation of ߁, then 
 

 

Lemma (4.2.32)[1]: Let ߁ = (ܸ, ,ܧ ,ݏ ݒ be a finite quiver and (ݎ ∈ ܸ a source. Then for 

any Hilbert representation	(ܪ, ݂) of ߔ ,߁௩ି(ܪ, ݂) is full at ݒ. 
 

Proof. Put (ିܪ, ݂ି) = ,ܪ)௩ିߔ ݂) . Recall that ℎ෠௩ ∶ ௩ܪ → ⊕ఈ∈ாೡ ௥(ఈ)ܪ  is given by 

ℎ෠௩(ݔ) = ൫ ఈ݂(ݔ)൯ఈ∈ாೡ  for ݔ ∈ ௩ܪ  and ܪ௩ି = ൫Im	ℎ෠௩൯
ୄ
⊂ ⊕ఈ∈ாೡ ௥(ఈ)ܪ . Let ܳ௩ ∶

⊕ఈ∈ாೡ ௥(ఈ)ܪ → ௩ିܪ  be the canonical projection. For ߚ ∈ ௩ܧ , let 

݆ఉ ∶ ௥(ఉ)ܪ →⊕ఈ∈ாೡ  ௥(ఈ) be the canonical inclusion. Thenܪ
 

ఉ݂ഥ

 

Therefore 



 

 

Thus (ିܪ, ݂ି) is full at ݒ.  
 

Proposition (4.2.33)[1]: Let ߁ = (ܸ, ,ܧ ,ݏ ݒ be a finite quiver and (ݎ ∈ ܸ a source. If 

,ܪ) ݂) is a Hilbert representation of ߁, then 
 

 

We examine on which representation a reflection functor vanishes. 
 

Lemma (4.2.34)[1]: Let ߁ = (ܸ, ,ܧ ,ݏ ݒ be a finite quiver and (ݎ ∈ ܸ a sink. Then, for any 

Hilbert representation (ܪ, ݂) of ߁, the following are equivalent: 
 

,ܪ)௩ାߔ (1) ݂) ≅ (0, 0), 

௨ܪ (2) = 0 for any ݑ ∈ ܸ with ݑ ≠  .ݒ
 

Furthermore if the above conditions are satisfied and (ܪ, ݂) is indecomposable, then 

௩ܪ ≅ ℂ. If the above conditions are satisfied and (ܪ, ݂) is full at the sink ݒ, then 

,ܪ) ݂) ≅ (0, 0). 
 

Proof. Put (ܪା, ݂ା) = ,ܪ)௩ାߔ ݂) . Recall that ℎ௩ ∶ ⊕ఈ∈ாೡ ௦(ఈ)ܪ → ௩ܪ  is given by 

ℎ௩((ݔఈ)ఈ∈ாೡ) = ∑ ఈ݂(ݔఈ)ఈ∈ாೡ , and ܪ௩ା = Kerℎ௩. For other ݑ ∈ ܸ with ݑ ≠ ,ݒ ௨ାܪ =  .௨ܪ

(a) ⇒ (b): Assume that ߔ௩ା(ܪ, ݂) = 0. Then, for any ݑ ∈ ܸ with ݑ ≠  we have ݒ

௨ܪ = ௨ାܪ = 0. 

(b) ⇒ (a): Assume that ܪ௨ = 0 for any ݑ ∈ ܸ with ݑ ≠ ௩ାܪ Then .ݒ = 0, because 

௩ାܪ = Kerℎ௩ ⊂ ⊕ఈ∈ாೡ ௦(ఈ)ܪ 	= 0. For other ݑ ∈ ܸ with ݑ ≠ ௨ାܪ ,ݒ = ௨ܪ = 0. 

Furthermore assume that the above conditions are satisfied and (ܪ, ݂)  is 

indecomposable. Then ݂ = 0 . Suppose that ݀݅݉ܪ௩ ≥ 2 . Then a non-trivial 

decomposition ܪ௩ = ܭ ,ܪ) gives a non-trivial decomposition of ܮ⊕ ݂). This contradicts 

that (ܪ, ݂) is indecomposable. Hence ܪ௩ ≅ ℂ. Assume that the above conditions are 

satisfied and (ܪ, ݂)  is full at ݒ . Then ݂ = 0, so that ܪ௩ = ∑ Im	 ఈ݂ఈ∈ாೡ = 0. Hence 

,ܪ) ݂) ≅ (0, 0).  
 



Lemma (4.2.35)[1]: Let ߁ = (ܸ, ,ܧ ,ݏ ݒ be a finite quiver and (ݎ ∈ ܸ a source. Then, for 

any Hilbert representation (ܪ, ݂) of ߁, the following condition are equivalent: 
 

,ܪ)௩ିߔ (1) ݂) ≅ (0, 0), 

௨ܪ (2) = 0 for any ݑ ∈ ܸ with ݑ ≠  .ݒ
 

Furthermore if the above conditions are satisfied and (ܪ, ݂) is indecomposable, then 

௩ܪ ≅ ℂ. If the above conditions are satisfied and (ܪ, ݂) is co-full at the source ݒ, then 

,ܪ) ݂) ≅ (0, 0). 
 

Proof. Put (ିܪ, ݂ି) = ,ܪ)௩ିߔ ݂) . Recall that ℎ෠௩ ∶ ௩ܪ → ⊕ఈ∈ாೡ ௥(ఈ)ܪ  is given by 

ℎ෠௩(ݔ) = ൫ ఈ݂(ݔ)൯ఈ∈ாೡ  for ݔ ∈ ௩ܪ , and ܪ௩ି = ൫Im	ℎ෠௩൯
ୄ
⊂ ⊕ఈ∈ாೡ ݑ ௥(ఈ). For otherܪ ∈ ܸ 

with ݑ ≠ ,ݒ ௨ିܪ =  .௨ܪ

(a) ⇒ (b): Assume that ߔ௩ି(ܪ, ݂) = 0. Then, for any ݑ ∈ ܸ with ݑ ≠  we have ݒ

௨ܪ = ௨ିܪ = 0. 

(b) ⇒ (a): Assume that ܪ௨ = 0 for any ݑ ∈ ܸ with ݑ ≠ ௩ିܪ Then .ݒ = 0, because 

௩ିܪ = ൫Im	ℎ෠௩൯
ୄ
⊂ ⊕ఈ∈ாೡ ௥(ఈ)ܪ = 0. For other ݑ ∈ ܸ with	ݑ ≠ ௨ିܪ,ݒ = ௨ܪ = 0. 

 

Assume that the above conditions are satisfied and (ܪ, ݂) is co-full at ݒ. Since 

ఈ݂
∗ = 0 for any ߙ ∈ ,ܧ ௩ܪ = ∑ Im ఈ݂

∗
ఈ∈ாೡ = 0. Hence (ܪ, ݂) ≅ (0, 0). The rest is clear. 

 

We shall show that a reflection functor preserves indecomposability of a Hilbert 

representation unless vanishing on it, under the assumption that the Hilbert 

representation is closed (resp. coclosed) at a sink (resp. source). 
 

Theorem (4.2.36)[1]: Let ߁ = (ܸ, ,ܧ ,ݏ ݒ be a finite quiver and (ݎ ∈ ܸ a sink. Suppose 

that a Hilbert representation (ܪ, ݂) of ߁ is indecomposable and closed at ݒ. Then we 

have the following: 
 

(1) If ߔ௩ା(ܪ, ݂) = 0, then ܪ௩ = ℂ,ܪ௨ = 0 for any ݑ ∈ ܸ  with ݑ ≠ and ఈ݂ ݒ = 0 for 

any ߙ ∈  .ܧ

(2) If ߔ௩ା(ܪ, ݂) ≠ 0 , then ߔ௩ା(ܪ, ݂)  is also indecomposable and (ܪ, ݂) ≅

,ܪ)௩ାߔ௩ି൫ߔ ݂)൯. 
 



Proof. Recall an operator ℎ௩ ∶ ⊕ఈ∈ாೡ ௦(ఈ)ܪ → ௩ܪ  defined by ℎ௩((ݔఈ)ఈ∈ாೡ) =

∑ ఈ݂(ݔఈ)ఈ∈ாೡ . Since (ܪ, ݂) is closed at a sink ݒ, we have a decomposition such that 
 

 

by Theorem (4.2.24), where ܪ෩௩ = (Im	ℎ௩)ୄ ⊂ ௩ܪ , ෩௨ܪ = 0 for ݑ ≠ and  ሚ݂ ݒ = 0. 

Since (ܪ, ݂) is indecomposable, ߔ௩ି൫ߔ௩ା(ܪ, ݂)൯ ≅ (0, 0) or ൫ܪ෩, ሚ݂൯ ≅ (0, 0). 

Case 1. Suppose that ߔ௩ି൫ߔ௩ା(ܪ, ݂)൯ ≅ (0, 0) . Then (ܪ, ݂) ≅ ൫ܪ෩, ሚ݂൯ . Hence 

௨ܪ ≅ ෩௨ܪ = 0 for ݑ ≠ ,ܪ)௩ାߔ This implies that .ݒ ݂) ≅ (0, 0) by Lemma (4.2.34). Since 

,ܪ) ݂) is indecomposable, ܪ௩ ≅ ℂ. 

Case 2. Suppose that ൫ܪ෩, ሚ݂൯ ≅ (0, 0). Then (ܪ, ݂) ≅ ,ܪ)௩ାߔ௩ି൫ߔ ݂)൯. Since (ܪ, ݂) 

is nonzero, ߔ௩ା(ܪ, ݂) is non-zero. We shall show that ߔ௩ା(ܪ, ݂) is indecomposable. 

Assume that ߔ௩ା(ܪ, ݂) ≅ ,ܭ) ݃)⊕ ,ᇱܭ) ݃ᇱ). Then 
 

(
 

Since (ܪ, ݂) is indecomposable, ߔ௩ି(ܭ, ݃) ≅ (0, 0) or ߔ௩ି(ܭᇱ, ݃ᇱ) ≅ (0, 0). By Lemma 

,ܪ)௩ାߔ ,(4.2.32) ݂) is co-full at ݒ, so are its direct summands (ܭ, ݃) and (ܭᇱ, ݃ᇱ). Then 

,ܭ) ݃) ≅ (0, 0)  or (ܭᇱ, ݃ᇱ) ≅ (0, 0)  by Lemma (4.2.35). Thus ߔ௩ା(ܪ, ݂)  is 

indecomposable. 

Since Cases 1 and 2 are mutually exclusive and either of them occurs, we get the 

conclusion. 

We have a dual version. 
 

Theorem (4.2.37)[1]: Let ߁ = (ܸ, ,ܧ ,ݏ ݒ be a finite quiver and (ݎ ∈ ܸ a source. Suppose 

that a Hilbert representation (ܪ, ݂) of ߁ is indecomposable and co-closed at ݒ. Then we 

have the following: 
 

(1) If ߔ௩ି(ܪ, ݂) = 0, then ܪ௩ = ℂ,ܪ௨ = 0 for any ݑ ∈ ܸ  with ݑ ≠ and ఈ݂ ݒ = 0 for 

any ߙ ∈  .ܧ

(2) If ߔ௩ି(ܪ, ݂) ≠ 0 , then ߔ௩ି(ܪ, ݂)  is also indecomposable and (ܪ, ݂) ≅

,ܪ)௩ିߔ௩ାߔ ݂))	. 
 



Gabriel’s theorem says that a finite, connected quiver has only finitely many 

indecomposable representations if and only if the underlying undirected graph is one of 

Dynkin diagrams ܣ௡ , ௡ܦ , ,଺ܧ ଻ܧ ,  We consider a complement of Gabriel’s theorem for .଼ܧ

Hilbert representations. We need to construct some examples of indecomposable, 

infinite-dimensional representations of quivers with the underlying undirected graphs 

extended Dynkin diagrams ܦ෩௡(݊ ≥ 4),  ෨଼. We consider the relative position ofܧ ෨଻ andܧ

several subspaces along the quivers, where vertices are represented by a family of 

subspaces and arrows are represented by natural inclusion maps. 
 

Lemma (4.2.38)[1]: Let ߁ = (ܸ, ,ܧ ,ݏ  be the following quiver with the underlying (ݎ

undirected graph an extended Dynkin diagram ܦ෩௡ for ݊ ≥ 4: 
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Then there exists an infinite-dimensional, indecomposable Hilbert representation (ܪ, ݂) 

of ߁. 
 

Proof. Let ܭ = ℓଶ(ℕ) and ܵ a unilateral shift on ܭ. We define a Hilbert representation 

,ܪ) ݂) ≔ ௩∈௏(௩ܪ)) , ( ఈ݂)ఈ∈ா) of ߁ as follows: 

Define 
 

ଵܪ = ⊕ܭ

ସܪ = ݔ)}
 

Let ఈ݂ೖ ௦(ఈೖ)ܪ	: → ௥(ఈೖ)ܪ  be the inclusion map for any ߙ௞ ∈ ܧ  for ݇ = 1, 2, 3, 4, and 

ఉ݂ = ݅݀ for other arrows ߚ ∈ ,ܪ) Then we can show that .ܧ ݂) is indecomposable.  
 

Let ߁ = (ܸ, ,ܧ ,ݏ  be the quiver of Example (4.2.10) as in Example (4.2.9) in this (ݎ

Section with the underlying undirected graph an extended Dynkin diagram ܧ෨଺. We have 

already shown that there exists an infinitedimensional, indecomposable Hilbert 

representation (ܪ, ݂) of ߁. 
 



Lemma (4.2.39)[1]: Let ߁ = (ܸ, ,ܧ ,ݏ  be the following quiver with the underlying (ݎ

undirected graph an extended Dynkin diagram ܧ෨଻: 
 

 2  0 
 ∘  ∘  ∘  3  1 

 ∘  1′   2′   3′  

 1′′  
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Then there exists an infinite-dimensional, indecomposable Hilbert representation (ܪ, ݂) 

of ߁. 
 

Proof. Let ܭ = ℓଶ(ℕ) and S a unilateral shift on ܭ. We define a Hilbert representation 

,ܪ) ݂) ≔ ௩∈௏(௩ܪ)) , ( ఈ݂)ఈ∈ா) of ߁ as follows: 

Let 
 

ܪ

ଶܪ =

ଵᇲܪ = 0⊕

ଷᇲܪ = 0
 

For any arrow ߙ ∈ let ఈ݂ ,ܧ ∶ ௦(ఈ)ܪ →  ௥(ఈ) be the canonical inclusion map. We shallܪ

show that the Hilbert representation (ܪ, ݂) is indecomposable. Take ܶ = ( ௩ܶ)௩∈௏ ∈

,ܪ)݉݁݀ܫ ݂). Since ܶ ∈ ,ܪ)݀݊ܧ ݂) and any arrow is represented by the inclusion map, 

we have ଴ܶݔ = ௩ܶݔ  for any ݒ ∈ {1, 2, 3, 1ᇱ, 2ᇱ, 3ᇱ, 1ᇱᇱ}  and any ݔ ∈ ௩ܪ . In particular, 

଴ܶܪ௩ ⊂ ௩ܪ . Since ଴ܶ  preserves ܪଷ = ܭ ⊕ 0⊕ 0⊕ ଷᇲܪ,0 = ⊕ܭ⊕0 0⊕ 0 , and 

ଵᇲܪ ∩ ଵܪ = 0⊕ ,ܭ⊕ܭ⊕0 ଴ܶ is written 
 

 

for some ܤ,ܣ, ܺ, ܻ, ܼ,ܹ ∈  .(ܭ)ܤ

Because ܪଵᇲᇲ = ,ݔ)} ,ݕ ,ݔ (ݕ ∈ ,ݔ	|	ସܭ ݕ ∈  is also invariant under ଴ܶ, for any {ܭ

,ݔ ݕ ∈ ,′ݔ there exist ,ܭ ′ݕ ∈  such that ܭ
 



 

Putting ݕ = 0, we have ݔܣ = and 0 ݔܺ = ݔ for any ݔܼ ∈ ܣ Hence .ܭ = ܺ and ܼ = 0. 

Similarly, letting ݔ = 0, we have ܻ = 0 and ܹ =  Therefore ଴ܶ has a block diagonal .ܤ

form such that 
 

 

Furthermore, as ଴ܶ  preserves ܪଵᇲ ∩ ଶܪ = {(0, 0, ,ݔ (ݔ ∈ ݔ	|	ସܭ ∈ {ܭ , for any ݔ ∈  ܭ

there exists ݕ ∈ ܭ  such that (0, 0, ,ݔܣ (ݔܤ = (0, 0, ,ݕ (ݕ . Hence ܣ = ܤ . Therefore 

଴ܶ = ⊕ܣ ⊕ܣ ܣ⊕ܣ . Moreover ܪଵ ∩ ଶᇲܪ = {(0, 0, ,ݔ (ݔܵ ∈ ݔ	|	ସܭ ∈ {ܭ  is also 

invariant under ଴ܶ. Hence for any ݔ ∈ ݕ there exists ,ܭ ∈ ,such that (0 ܭ 0, ,ݔܣ (ݔܵܣ =

(0, 0, ,ݕ ܵܣ Thus .(ݕܵ = ܶ Since .ܣܵ ∈ ,ܪ)݉݁݀ܫ ݂), ଴ܶ is an idempotent, so that ܣ is also 

an idempotent. Because ܵܣ = ଶܣ and ܣܵ = ܣ we have ,ܣ = 0 or ܣ = Thus ଴ܶ .ܫ = 0 or 

଴ܶ = ܫ . Since for any ݒ ∈ ܸ  and any ݔ ∈ ௩ܪ ଴ܶݔ = ௩ܶݔ , we have ௩ܶ = 0  or ௩ܶ =  ܫ

simultaneously. Thus ܶ = ( ௩ܶ)௩∈௏ = 0 or ܶ = ,ܪ)݉݁݀ܫ ,that is ,ܫ ݂) = {0,  Therefore .{ܫ

,ܪ) ݂) is indecomposable.  
 

Lemma (4.2.40)[1]: Let ߁ = (ܸ, ,ܧ ,ݏ  be the following quiver with the underlying (ݎ

undirected graph an extended Dynkin diagram ܧ෨଼: 
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Then there exists an infinite-dimensional, indecomposable Hilbert representation (ܪ, ݂) 

of ߁. 
 

Proof. Let ܭ = ℓଶ(ℕ) and ܵ a unilateral shift on ܭ. We define a Hilbert representation 

,ܪ) ݂) ≔ ௩∈௏(௩ܪ)) , ( ఈ݂)ఈ∈ா) of ߁ as follows: 



Let 

ଶܪ = 0⊕

ସܪ = 0⊕ 0⊕ 0

ଵᇲܪ = ܭ ⊕ܭ⊕

 

For any arrow ߙ ∈ let ఈ݂ ,ܧ ∶ ௦(ఈ)ܪ →  ௥(ఈ) be the canonical inclusion map. We shallܪ

show that the Hilbert representation (ܪ, ݂) is indecomposable. Take ܶ = ( ௩ܶ)௩∈௏ ∈

,ܪ)݉݁݀ܫ ݂). Since ܶ ∈ ,ܪ)݀݊ܧ ݂) and any arrow is represented by the inclusion map, 

we have ଴ܶݔ = ௩ܶݔ for any ݒ ∈ ܸ and any ݔ ∈ ௩ܪ . In particular, ଴ܶܪ௩ ⊂  ௩. Since ଴ܶܪ

preserves subspaces ܪଶᇲ = ⊕ܭ⊕ܭ 0⊕ 0⊕ 0⊕ ଶܪ,0 = 0⊕ ⊕ܭ⊕ܭ⊕ܭ⊕0

	,ܭ ଴ܶ has a form such that 
 

 

for some ܣ ∈ ܭ)ܤ ⊕ ܤ and (ܭ ∈ ܭ)ܤ ܭ⊕  .(ܭ⊕ܭ⊕

Moreover ܪଵᇲᇲ ∩ ଶܪ = 0⊕ ⊕ܭ⊕0 0⊕ 0⊕ 0  and ܪଷ = 0⊕ 0⊕ ⊕ܭ⊕0

ܭ⊕ܭ  are invariant under ଴ܶ . Furthermore ܪହ = 0⊕ 0⊕ ⊕ܭ⊕0 0⊕ 0  and 

଴ܶ(ܪହ) ⊂  ହ. Therefore ଴ܶ is written asܪ
 

for some ܽ, ܾ, ܿ, ݀, ݁, ݂, ݃, ℎ, ݅, ݆, ݇, ݈ ∈  .(ܭ)ܤ

Since ܪଵᇲ ∩ ଷܪ = 0⊕ 0⊕0⊕ ,ݕ)} 0, (ݕ ∈ ݕ	|	ଷܭ ∈ {ܭ  is invariant under ଴ܶ , 

for any ݕ ∈ ᇱݕ there exists ,ܭ ∈  such that ܭ
 



൮ܤ

 

Therefore ݂ + ℎ = ݈ and ݆ = 0. Next consider ܪଵᇲ ∩ ଶܪ = 0⊕ 0⊕ ,ݔ)} ,ݕ ,ݔ ;(ݕ ,ݔ	 ݕ ∈

ଵᇲܪ Since .{ܭ ∩ ,ݔ ଶ is invariant under ଴ܶ, for anyܪ ݕ ∈ ,ᇱݔ there exist ܭ ᇱݕ ∈  such that ܭ
 

൮ܤ

ݔ
ݕ
ݔ
ݕ
൲

 

Putting ݕ = 0, we have 
 

 

Hence ݁ = ݅ and ݃ = ݇. 

Letting ݔ = 0, we have ݂ݕ + ℎݕ = ᇱݕ = ݕ for any ݕ݈ ∈ ݂ Hence .ܭ + ℎ = ݈. 

Since ଴ܶ preserves ܪଶᇲ ∩ ଵܪ = ,ݔ)} (ݔ ∈ ݔ	|	ଶܭ ∈ ⊕{ܭ 0⊕ 0⊕ 0⊕ 0, for any 

ݔ ∈ ᇱݔ there exists ,ܭ ∈  such that ܭ
 

 

Hence ܽݔ + ݔܾ = ݔܿ + ݔ for any ,ݔ݀ ∈ ܽ so that ,ܭ + ܾ = ܿ + ݀. 

Furthermore ܪଵᇲᇲ = ,ݕ)} ,ݖ ,ݔ 0, ,ݕ (ݖ ∈ ,ݔ	|	଺ܭ ,ݕ ݖ ∈ {ܭ  is invariant under ଴ܶ . 

Therefore for any ݔ, ,ݕ ݖ ∈ ,ᇱݔ there exist ܭ ,ᇱݕ ᇱݖ ∈  satisfying ܭ
 

⎝

⎜
⎜
⎛

ܽ
ܿ
0
0
0
0

 

Put ݔ = ݖ = 0. Then for any ݕ ∈ ݕܽ we have ,ܭ = ᇱݕ = ,ݕ݁ ݕܿ = ᇱݖ = ݕ݃ and ݕ݃ = 0. 

Hence we have ܽ = ݁ and ܿ = ݃ = 0. 

Letting ݔ = ݕ = 0, for any ݖ ∈ ݖܾ we have ܭ = ᇱݕ = 0, ݖ݀ = ᇱݖ = ݖand ℎ ݖ݈ = 0. 

Therefore ܾ = 0, ݀ = ݈ and ℎ = 0. Combining these with ݂ + ℎ = ݈ and ܽ + ܾ = ܿ + ݀, 

we have ܽ = ݀ and ݂ = ݈ = ݀. Thus ଴ܶ is a block diagonal such that 
 



 

Since ଴ܶ is an idempotent, ܽ is also an idempotent. 

Finally consider that ܪସ = 0⊕ 0⊕ ⊕ܭ⊕0 ,ݕ)} (ݕܵ ∈ ݕ	|	ଶܭ ∈  is invariant {ܭ

under ଴ܶ. Then for any ݔ, ݕ ∈ ,ᇱݔ there exist ,ܭ ᇱݕ ∈  such that ܭ
 

଴ܶ(0, 0
 

Hence ܽܵݕ = ᇱݕܵ = ܵܽ so that ,ݕܽܵ = ܵܽ . Since ܵ is a unilateral shift and ܽ  is an 

idempotent, we have ܽ = 0 or ܽ = This implies that ଴ܶ .ܫ = 0 or ଴ܶ =  Since for any .ܫ

ݒ ∈ ܸ  and any ݔ ∈ ௩ܪ ଴ܶݔ = ௩ܶݔ , we have ௩ܶ = 0  or ௩ܶ = ܫ  simultaneously. Thus 

ܶ = ( ௩ܶ)௩∈௏ = 0  or ܶ = ܫ , that is, ܪ)݉݁݀ܫ, ݂) = {0, {ܫ . Therefore (ܪ, ݂)  is 

indecomposable.  
 

We shall show that the existence of indecomposable, infinite-dimensional 

representations does not depend on the choice of the orientation of quivers. Suppose 

that two finite, connected quivers ߁ and ߁ᇱ have the same underlying undirected graph 

and one of them, say ߁ , has an infinite dimensional, indecomposable, Hilbert 

representation. We need to prove that another quiver ߁ᇱ  also has an infinite-

dimensional, indecomposable, Hilbert representation. Reflection functors are useful to 

show it. But we need to check the co-closedness at a source. We introduce a certain 

nice class of Hilbert representations such that co-closedness is easily checked and 

preserved under reflection functors at any source. 
 

Definition (4.2.41)[1]: Let ߁ be a quiver whose underlying undirected graph is Dynkin 

diagram ܣ௡. We count the arrows from the left as ߙ௞ ∶ (௞ߙ)ݏ → ݇)(௞ߙ)ݎ = 1, . . . , ݊ − 1). 

Let (ܪ, ݂) be a Hilbert representation of ߁. We denote ఈ݂ೖ  by ௞݂  for short. For example, 
 

 

We say that (ܪ, ݂) is positive-unitary diagonal if there exist ݉ ∈ ℕ and orthogonal 

decompositions (admitting zero components) of Hilbert spaces 
 

 



and decompositions of operators 
 

௞݂ =
 

such that each ௞݂,௜ ∶ ௦(ఈೖ),௜ܪ → ௥(ఈೖ),௜ܪ  is written as ௞݂,௜ = 0 or ௞݂,௜ = ௞,௜ݑ௞,௜ߣ  for some 

positive scalar ߣ௞,௜ and onto unitary ݑ௞,௜ ∈ ௦(ఈೖ),௜ܪ൫ܤ ,  .௥(ఈೖ),௜൯ܪ

It is easy to see that if (ܪ, ݂) is positive-unitary diagonal, then ܪ)∗ߔ, ݂) is also 

positiveunitary diagonal. 
 

Example (4.2.42)[1]: Consider the following quiver ߁: 
 

 

Let ܪଷ be a Hilbert space and ܪଵ ⊂ ଶܪ ⊂  ଷ inclusions of subspaces. Define aܪ

Hilbert representation (ܪ, ݂)  of ߁  by ܪ = ௜ୀଵ,ଶ,ଷ(௜ܪ)  and canonical inclusion maps 

௜݂ = ఈ݂೔ ௜ܪ	: → ݅ ௜ାଵ forܪ = 1, 2. Then (ܪ, ݂) is positive-unitary diagonal. In fact, define 
 

 

Consider orthogonal decompositions ܪ௞ =⊕௜ୀଵ
ଷ ݇)	௞,௜ܪ = 1, 2, 3) by 

 

ଵܪ = ⊕ଵܭ
 

Then ଵ݂ = ܫ ⊕ 0⊕ 0 and ଶ݂ = ܫ ⊕ ܫ ⊕ 0. Hence (ܪ, ݂) is positive-unitary diagonal. It 

is trivial that the example can be extended to the case of inclusion of ݊ subspaces. 
 

Lemma (4.2.43)[1]: Let ߁ be a quiver whose underlying undirected graph is Dynkin 

diagram ܣ௡ and (ܪ, ݂) be a Hilbert representation of ߁. Assume that (ܪ, ݂) is positive-

unitary diagonal. Then (ܪ, ݂) is closed at any sink of ߁ and co-closed at any source of ߁. 
 

Proposition (4.2.44)[1]:Let ߁ be a quiver whose underlying undirected graph is Dynkin 

diagram ܣ௡ and (ܪ, ݂) be a Hilbert representation of ߁. Let ݒ be a source of ߁. Assume 

that (ܪ, ݂) is positive-unitary diagonal. Then ߔ௩ି(ܪ, ݂) is also positive-unitary diagonal. 
 

Proof. If (ܪ, ݂) ≅ ,ᇱܪ) ݂ᇱ) ⊕ ᇱᇱܪ) , ݂ᇱᇱ) , then ߔ௩ି(ܪ, ݂) ≅ ,ᇱܪ)௩ିߔ ݂ᇱ) ⊕ ᇱᇱܪ)௩ିߔ , ݂ᇱᇱ) . 

Therefore ܪ௞ି =⊕௜ୀଵ
௠ ௞,௜ିܪ . Hence it is enough to consider orthogonal components. We 

may and do examine locally the following cases: 



Case 1. A Hilbert representation (ܪ, ݂) is given by 
 

 

with ଵܶ = ଵߣ ଵܷ and ଶܶ = ଶߣ ଶܷ for some positive scalars ߣଵ, ,ଶ and onto unitaries ଵܷߣ ଶܷ. 

Put (ିܪ, ݂ି) = ଴ߔ
,ܪ)ି ݂): 

 

Then (ܽ, ܾ) ∈ ଵܪ ଶܪ⊕  is in ܪ଴ି = ൫݉ܫ	ℎ෠଴൯
ୄ

 if and only if ൫(ܽ, ܾ)ห( ଵܶݖ, ଶܶݖ)൯ = 0 for 

any ݖ ∈ ଴, so that ଵܶܪ
∗ܽ + ଶܶ

∗ܾ = 0. Hence 
 

 

Solving 
 

,ݔ) 0)
 

we have 
 

ଵܶ
ݔି = ቀ ఒమమ

ఒభమାఒమమ
,ݔ − ఒభఒమ

ఒభమାఒమమ
ଶܷ ଵܷ

ቁݔ∗ 				for	ݔ ∈  .ଵܪ
 

Similarly we have 
 

 

Let 
 

ଵିߣ ≔ ඨ

 

Then ଵܷ
ି is an onto unitary and ଵܶ

ି = ଵିߣ ଵܷ
ି. Similarly ଶܶ

ି is a positive scalar times 

unitary. 

Case 2. A Hilbert representation (ܪ, ݂) is given by 
 

 

with ଵܶ = 0 and ଶܶ = 0. 



Then it is easy to see that ܪ଴ି = ଵܪ ,ଶܪ⊕ ଵܶ
ି and ଶܶ

ି are canonical inclusions: 

ଵܶ
ݔି = ,ݔ) 0) ∈ ଵܪ ݔ ଶ forܪ⊕ ∈ ଵܪ  and ଶܶ

ݕି = (0, (ݕ ∈ ଵܪ ଶܪ⊕  for ݕ ∈ ଶܪ . We may 

write that ଵܶ
ି = ܫ ⊕ 0 ∶ ଵܪ ⊕0 → ଵܪ ଶܪ⊕  and ଶܶ

ି = 0⊕ ܫ ∶ 0 ⊕ ଶܪ → ଵܪ ଶܪ⊕ . 

Hence (ିܪ, ݂ି) is positive-unitary diagonal. 

Case 3. A Hilbert representation (ܪ, ݂) is given by 
 

 

with ଵܶ = ଵߣ ଵܷ and ଶܶ = 0 for some positive scalar ߣଵ and onto unitary ଵܷ. 

Then we see that ܪ଴ି = ,ଶܪ⊕0 ଵܶ
ି = 0 and ଶܶ

ݕି = (0, (ݕ ∈ ݕ ଶ forܪ⊕0 ∈  .ଶܪ

Hence (ିܪ, ݂ି) is positive-unitary diagonal. 

Case 4. A Hilbert representation (ܪ, ݂) is given by 
 

with ଵܶ = ଵߣ ଵܷ  for some positive scalar ߣଵ  and onto unitary ଵܷ . Put (ିܪ, ݂ି) =

଴ߔ
,ܪ)ି ݂): 

 

 

Then we see that ܪ଴ି = 0 and ଵܶ
ି = 0. 

Case 5. A Hilbert representation (ܪ, ݂) is given by 
 

with ଵܶ = 0. 

Then we have that ܪ଴ି = ଵ and ଵܶܪ
ି = ܫ ∶ ଵܪ → ଵܪ =   .଴ିܪ

 

We shall show that we can change the orientation of Dynkin diagram ܣ௡ using 

only the iteration of ߪ௩ି at sources ݒ except the right end. 
 

Lemma (4.2.45)[1]: Let ߁଴ and ߁ be quivers whose underlying undirected graphs are the 

same Dynkin diagram ܣ௡ for ݊ ≥ 2. We assume that ߁଴ is the following: 
 

 

Then there exists a sequence ݒଵ, . . . ,  ଴ such that߁ ௠ of vertices inݒ
 



(1) for each ݇ = 1, . . . , ݉, ௩ೖషభߪ ௞ is a source inݒ
ି 	. . . ௩మߪ

௩భߪି
ି  ,(଴߁)

௩೘ߪ (2)
ି . . . ௩మߪ

௩భߪି
ି (଴߁) =  ,߁

(3) for each ݇ = 1, . . . , ݉, ௞ݒ ≠ ݊. 
 

Proof. The proof is by induction on the number ݊  of vertices. Let ݊ = 2. Since 

ଵି(∘ଵ→∘ଶ)ߪ =∘ଵ←∘ଶ, the statement holds. Assume that the statement holds for ݊ − 1. If 

 has an arrow ∘௡ିଵ→∘௡, then we can directly apply the assumption of the induction. If ߁

 ᇱ. Then߁ has an arrow ∘௡ିଶ→∘௡ିଵ←∘௡, replace only this part by ∘௡ିଶ←∘௡ିଵ→∘௡ to get ߁

݊ − 1 is a source of ߁ᇱ, and ߪ௡ିଵି (ᇱ߁) =  ᇱ, we߁ Applying the induction assumption for .߁

can construct the desired iteration. Consider the case that ߁ has an arrow ∘௡ିଶ←∘௡ିଵ←

∘௡. If there exists a vertex ݑ such that ∘௨ିଵ→∘௨ and ∘௞←∘௞ାଵ for ݇ = ,ݑ . . . , ݊ − 1, then 

define a new quiver ߁ᇱᇱ  by putting ∘௨ିଵ	←∘௨ ,∘௡ିଵ→∘௡ and other arrows unchanged with 

,ଵݒ By the induction assumption, there exists a sequence .߁ . . . ,  ଴ such߁ ௠ of vertices inݒ

that ߪ௩೘
ି . . . ௩మߪ

௩భߪି
ି (଴߁) = ݇ ᇱᇱ and, for each߁ = 1, . . . , ݉, ௞ݒ ≠ ݊ and ݒ௞ ≠ ݊ − 1. Then 

 

 

If all the arrows between 1 and ݊ are of the form ∘௞←∘௞ାଵ for ݇ = 1, . . . , ݊ − 1, 

then ߪ௡ିଵି 	. . . (଴߁)ଵିߪଶିߪ =   .߁
 

Lemma (4.2.46)[1]:Let ߁ = (ܸ, ,ܧ ,ݏ (ݎ  and ߁ᇱ = (ܸᇱ, ,ᇱܧ ,ᇱݏ (ᇱݎ  be finite, connected 

quivers and ߁ᇱ contains ߁ as a subgraph, that is, ܸ ⊂ ܸᇱ, ܧ ⊂ ,ᇱܧ ݏ = ݎ and ܧ|ᇱݏ =  .ܧ|ᇱݎ

If there exists an infinite-dimensional, indecomposable, Hilbert representation of ߁, then 

there exists an infinite dimensional, indecomposable, Hilbert representation of ߁ᇱ. 
 

We prove the following theorem. 
 

Theorem (4.2.47)[1]: Let ߁ be a finite, connected quiver. If the underlying undirected 

graph |߁| contains one of the extended Dynkin diagrams ܣሚ௡(݊ ≥ ݊)෩௡ܦ,(0 ≥ 4), ,෨଺ܧ  ෨଻ܧ

and ܧ෨଼, then there exists an infinite dimensional, indecomposable, Hilbert representation 

of ߁. 
 

Proof. By Lemma (4.2.46), we may assume that the underlying undirected graph |߁| is 

exactly one of the extended Dynkin diagrams ܣሚ௡(݊ ≥ ݊)෩௡ܦ,(0 ≥ 4), ,෨଺ܧ ෨଻ܧ  and ܧ෨଼. 



The case of extended Dynkin diagrams ܣሚ௡(݊ ≥ 0)  was already verified in 

Examples (4.2.7) and (4.2.8). 

Next suppose that |߁| is ܧ෨଺. Let ߁଴ be the quiver of Example (4.2.10) and we 

denote here by ൫ܪ(଴), ݂(଴)൯  the Hilbert representation constructed there. Then 

|଴߁| = |߁| = ෨଺ܧ , but their orientations are different in general. Three “wings” of 

2	଴|߁| − 1 − 0, 2ᇱ − 1ᇱ − 0, 2ᇱᇱ − 1ᇱᇱ − 0  can be regarded as Dynkin diagrams ܣଷ . 

Applying Lemma (4.3.45) for these wings locally, we can find a sequence ݒଵ, . . . ,  ௠ ofݒ

vertices in ߁଴ such that 
 

(1) for each ݇ = 1, . . . , ݉, ௩ೖషభߪ ௞ is a source inݒ
ି 	. . . ௩మߪ

௩భߪି
ି  ,(଴߁)

௩೘ߪ (2)
ି . . . ௩మߪ

௩భߪି
ି (଴߁) =  ,߁

(3) for each ݇ = 1, . . . , ݉, ௞ݒ ≠ 0. 
 

We note that co-closedness of Hilbert representations at a source can be checked locally 

around the source. Since the restriction of the representation ൫ܪ(଴), ݂(଴)൯ to each 

“wing” is positive unitary diagonal and the iteration of reflection functors does not 

move the vertex 0, we can apply Lemma (4.2.43) and Proposition (4.3.44) locally that 

௩ೖషభߔ
ି . . . ௩మߔ

௩భߔି
ି൫ܪ(଴), ݂(଴)൯  is co-closed at ݒ௞  for ݇ = 1, . . . , ݉ . Therefore Theorem 

(4.2.37) implies that (ܪ, ݂) ≔ ௩೘ߔ
ି . . . ௩మߔ

௩భߔି
ି൫ܪ(଴), ݂(଴)൯ is the desired indecomposable, 

Hilbert representation of ߁. Since the particular Hilbert space ܪ଴
(଴) associated with the 

vertex 0 is infinite-dimensional and remains unchanged under the iteration of the 

reflection functors above, (ܪ, ݂) is infinite-dimensional. 

The case that the |߁| is ܧ෨଻  or ܧ෨଼  is shown similarly if we apply iteration of 

reflection functors on the representations in Lemma (4.2.39) or Lemma (4.2.41). 

Finally consider the case that the |߁| is ܦ෩௡. Let ߁଴  be the quiver of Lemma 

(4.2.38) and ൫ܪ(଴), ݂(଴)൯  the Hilbert representation constructed there. Then |߁଴| =

|߁| =  ଵ be a quiver such that߁ ෩௡, but their orientations are different in general. Letܦ

|ଵ߁| = ݊ on the path between 5 and ߁ ෩௡ and the orientation is as same asܦ + 1 and as 

same as ߁଴ on the rest four “wings.” Define a Hilbert representation ൫ܪ(ଵ), ݂(ଵ)൯ of ߁ଵ 

similarly as ൫ܪ(଴), ݂(଴)൯. For any arrow ߚ in the path between 5 and ݊ + 1, ఉ݂
(ଵ) =  .ܫ



Hence the same proof as for ൫ܪ(଴), ݂(଴)൯ shows that ൫ܪ(ଵ), ݂(ଵ)൯ is indecomposable. By 

a certain iteration of reflection functors at a source 1, 2, 3 or 4 on ൫ܪ(ଵ), ݂(ଵ)൯ yields an 

infinite-dimensional, indecomposable, Hilbert representation of ߁ . Here the co-

closedness at a source 1, 2, 3 or 4 on ൫ܪ(ଵ), ݂(ଵ)൯ is easily checked, because the map is 

the canonical inclusion. Thus we can apply Theorem (4.2.39) in this case too. 
 

Corollary (4.2.48)[1]: Let ߁ be a finite, connected quiver. If there exists no infinite-

dimensional, indecomposable, Hilbert representation of ߁ , then the underlying 

undirected graph |߁| is one of the Dynkin diagrams ܣ௡(݊ ≥ 1), ݊)௡ܦ ≥ 4), ,଺ܧ  ଼ܧ ଻ andܧ

(see [16, 28, 29, 30]). 
 

We have a partial evidence for a certain quiver whose underlying undirected 

graph is ܣ௡. We prepare an elementary lemma. Let ܪ be a Hilbert space. For ܽ, ܾ ∈  ܪ

we denote by ߠ௔,௕  a rank one operator on ܪ such that ߠ௔,௕(ݔ) = ݔ for ܽ(ܾ	|	ݔ) ∈  .ܪ

Then ߠ௔,௕ଶ = (ܾ	|	ܽ) ௔,௕ if and only ifߠ = 1 or ܽ = 0 or ܾ = 0. Moreover if dimܪ ≥ 2 

and 	(ܽ	|	ܾ) = 1, then ߠ௔,௕ is an idempotent such that ߠ௔,௕ ≠ 0 and ߠ௔,௕ ≠  .ܫ
 

Lemma (4.2.49)[1]: Let ܪଵ  and ܪଶ  be Hilbert spaces and ܶ ∶ ଵܪ → ଶܪ  a bounded 

operator. Take ܽ, ܾ ∈ ଵܪ  and ܿ, ݀ ∈  such that ߣ ଶ. Suppose that there exists a scalarܪ

ܶܽ = ݀∗ܶ and ܿߣ = ௔,௕ߠ	ܶ Then .ܾߣ̅ =  .௖,ௗܶߠ
 

Proposition (4.2.50)[1]: Let ߁ be the following quiver whose underlying undirected 

graph is ܣ௡ for ݊ ≥ 1: 
 

 

Then there exists no infinite-dimensional, indecomposable, Hilbert representation of ߁. 
 

Proof. The case ݊ = 1 is clear by a non-trivial decomposition ܪଵ =  ଵ. We mayܭ⊕ଵܮ

assume that ݊ ≥ 2. Suppose that there were an infinite-dimensional, indecomposable, 

Hilbert representation (ܪ, ݂) of ߁. Put ௞ܶ = ఈ݂ೖ ௞ܪ	: → ݇ ௞ାଵ forܪ = 1, . . . , ݊ − 1. 

Case 1. Suppose that ௡ܶିଵ ௡ܶିଶ	. . . ଵܶ ≠ 0. Then there exists ܽଵ ∈  ଵ such thatܪ

௡ܶିଵ ௡ܶିଶ. . . ଵܶܽଵ ≠ 0 . Consider non-zero vectors ܽ௞ = ௞ܶିଵ ௞ܶିଶ	. . . ଵܶܽଵ ∈ ௞ܪ  for 



݇ = 1, . . . , ݊ . Put ܾ௡ = ‖ܽ௡‖ିଶܽ௡ ∈ ௡ܪ . Define ௜ܾ = ௜ܶ
∗

௜ܶାଵ
∗ ·	·	· ௡ܶିଵ

∗ ܾ௡ ∈ ௜ܪ  for 

݅ = 1, 2, . . . , ݊ − 1. Then 
 

(ܽ௜	|	 ௜ܾ) = (ܽ௜
 

Since ௞ܶܽ௞ = ܽ௞ାଵ and ௞ܶ
∗ܾ௞ାଵ = ܾ௞ , the above Lemma (4.2.49) implies that ௞ܶߠ௔ೖ ,௕ೖ =

௔ೖశభ,௕ೖశభߠ ௞ܶ for ݇ = 1, . . . , ݊ − 1. Define the non-zero idempotents ௞ܲ = ௔ೖߠ ,௕ೖ . Since 

,ܪ) ݂)  is infinite-dimensional, there exists some vertex ݉  such that ܪ௠  is infinite-

dimensional. Then ௠ܲ ≠ ܫ . Define ܲ = ( ௞ܲ)௞ , then ܲ ∈ ,ܪ)݉݁݀ܫ ݂)  and ܲ ≠ ܱ  and 

ܲ ≠ ,ܪ) This contradicts the assumption that . ܫ ݂) is indecomposable. 

Case 2. Suppose that there exists ݎ  such that ௥ܶିଵ ௥ܶିଶ	. . . ଵܶ ≠ 0  and 

௥ܶ ௥ܶିଵ. . . ଵܶ = 0 for some ݎ = 1, . . . , ݊ − 1 and dimܪ௠ ≥ 2 for some ݉ = 1, . . . ,  Then .ݎ

there exists ܽଵ ∈ ଵܪ  such that ௥ܶିଵ ௥ܶିଶ	. . . ଵܶܽଵ ≠ 0 . Consider non-zero vectors 

ܽ௞ = ௞ܶିଵ ௞ܶିଶ	. . . ଵܶܽଵ ∈ ௞ܪ  for ݇ = 1, . . . , ݎ . Put ܾ௥ = ‖ܽ௥‖ିଶܽ௥ ∈ ௥ܪ . Define 

௜ܾ = ௜ܶ
∗

௜ܶାଵ
∗ ·	·	· ௥ܶିଵ

∗ ܾ௥ ∈ ௜ܪ  for ݅ = 1, 2, . . . , ݎ − 1 . Then we have ௞ܶߠ௔ೖ ,௕ೖ =

௔ೖశభ,௕ೖశభߠ ௞ܶ for ݇ = 1, . . . , ݎ − 1 as Case 1. Define non-zero idempotents ௞ܲ = ௔ೖ,௕ೖߠ  for 

݇ = 1, . . . , Put ௞ܲ .ݎ = 0 for ݇ = ݎ + 1, . . . , ݊. Then ௥ܶߠ௔ೝ ,௕ೝ = ߠ ೝ்௔ೝ,௕ೝ = ଴,௕ೝߠ = 0 and 

௞ܶ ௞ܲ = ௞ܲାଵ ௞ܶ = 0 for ݇ = ,ݎ . . . , ݊ − 1. Since dimܪ௠ ≥ 2, the non-zero idempotent 

௠ܲ ≠ 	ܫ . Define ܲ = ( ௞ܲ)௞ , then ܲ ∈ ,ܪ)݉݁݀ܫ ݂)  and ܲ ≠ ܱ  and ܲ ≠ ܫ . This is a 

contradiction. 

Case 3. Suppose that there exists ݎ  such that ௥ܶିଵ ௥ܶିଶ	. . . ଵܶ ≠ 0  and 

௥ܶ ௥ܶିଵ… ଵܶ = 0  for some ݎ = 1, . . . , ݊  and dimܪ௞ = 1  for ݇ = 1, . . . , ݎ . Therefore 

௥ܶ = 0. We may put ௞ܲ = 0 for ݇ = 1, . . . , ,ܽ Then for any .ݎ ܾ ∈ ௥ାଵ and ௥ܲାଵܪ =  ,௔,௕ߠ

we have ௞ܶ ௞ܲ = ௞ܲାଵ ௞ܶ = 0  for ݇ = 1, . . . , .ݎ  Hence we may choose freely ௞ܲ  for 

݇ = ݎ + 1, . . . , ݊. Starting form ܪ௥ାଵ, we can repeat the argument from the beginning. 

After finite steps, we can reduce to the situation of Case 1 or Case 2. And finally we 

obtain a contradiction.  

  

 

 

 



Chapter 5 

Problems for Isometric Shift of Continuous Functions on Compact Spaces 

One immediate consequence is that a space which admits such a shift must be ccc 

(countable chain condition). We then construct several new examples of type 1 shifts. 

We provide examples of nonseparable spaces ܺ for which ܥ(ܺ) admits an isometric 

shift, which solves in the negative a problem proposed by Gutek et al. We show that the 

operator has a shift if the sequence of the functions of all ranges of the operators is 

equal to zero. 

Section (5.1): Type One Shifts on Continuous Spaces:  

This section is concerned with shifts on Banach spaces of the form ܥ(ܺ) (i.e., the 

space of continuous, real or complex valued functions defined on a compact Hausdorff 

space ܺ). For motivation, consider the following simple example. Let ܺ = ߱ + 1 (the 

one point compactification of the integers ߱) and identify ܥ(ܺ) with the space of 

convergent sequences of numbers. Shift each member of ܥ(ܺ) one place to the right: 

let ܶ(〈ݔଵ, ,ଶݔ . . . 〉) = 〈0, ,ଵݔ ,ଶݔ . . . 〉. Note that ܶ has the following properties: 

(i) ܶ is a linear isometric operator	(‖ܶ(݂)‖ = ‖݂‖	for	all	݂); 
(ii) ܶ is co-dimension 1 (the quotient space ܥ(ܺ)/	ran	(ܶ) is one-dimensional); and 
(iii) ⋂ ran(ܶ௡)ஶ

௡ୀଵ = {0}. 
Roughly, these three conditions say that ܶ  is rigid, ܶ  shifts by just one 

coordinate, and that all of ܥ(ܺ) is shifted. Define an isometric shift [82] on ܥ(ܺ) to be 

any ܶ ∶ (ܺ)ܥ →  .which satisfies these three conditions (ܺ)ܥ

It is unknown whether there is a non-separable compact ܺ for which ܥ(ܺ) 

admits an isometric shift. We will study the structure of isometric shifts in [92, 93, 95]. 

We will also give examples of shifts which, while still occurring over separable spaces, 

have more complex behaviors than previously known examples. 

In [82], a representation theorem of Holsztyński [83] is used to divide isometric 

shifts into two classes. Holsztyński’s theorem applies to arbitrary linear isometric maps 

between function spaces. For a mapping from ܥ(ܺ) to itself, it asserts the existence of a 

closed subset ܺ଴ of ܺ, a continuous map ߰ from ܺ଴ onto ܺ, and a continuous (real or 

complex valued) function ݓ  such that (݂ܶ)(ݔ) = ൯(ݔ)൫݂߰(ݔ)ݓ  for all ݔ ∈ ܺ଴ . 



Furthermore, ݓ has the property that ‖(ݔ)ݓ‖ = 1 for all ݔ. In [82] it is shown that the 

assumption that ܶ is co-dimension 1 places severe restrictions on ܺ଴ and ߰. Either ܺ\ܺ଴ 

is just a single point and ߰ is 1:1, or ܺ଴ = ܺ and there is exactly one point whose inverse 

image under ߰ has more than one point (and this inverse image consists of exactly two 

points). They labeled these cases “type 1” and “type 2” shifts, respectively. For the type 

2 case, it is shown in [82] that the union of the iterated inverse images of the special 

point where ߰ is not 1:1 forms a dense subset of ܺ. Thus, for the question of the 

existence of a shift on ܥ(ܺ) where ܺ is non-separable, one need only consider the type 

1 case. (see [84,85,86,87]). 

We will consider only the type 1 shifts. It is convenient to rephrase Holsztyński’s 

theorem as follows: There is an isolated point ݌ଵ of ܺ, a homeomorphism ߰ of ܺ\{݌ଵ} 

onto ܺ, a continuous map ݓ: {ଵ݌}\ܺ → ܵଵ, and a measure ߤ on ܺ with |ߤ| ≤ 1 such 

that, for all ݂ ∈  (ܺ)ܥ

The measure ߤ is either a signed or a complex Borel measure, and |ߤ| is its total variation of 

[88]. The existence of ߤ follows from the Rietz Theorem, and it is easily checked that |ߤ| ≤ 1 iff 

the resulting ܶ is isometric. 

As noted in [85], any mapping ܶ defined as in (1) will be a co-dimension 1 linear 

isometric operator (assuming ߰,ݓ, and ߤ satisfy the conditions above). We will refer to 

a ܶ defined in this way as the type 1 pre-shift generated by ߰, w, and ߤ. So, a pre-shift ܶ 

will be a shift iff ⋂ ran(ܶ௡)ஶ
௡ୀଵ = {0}. Also, if ݌ଵ is the (unique) isolated point of ܺ which 

is not in the domain of ߰, thenwe let ݌௡ denote ߰ିଵ(݌௡ିଵ) for each integer ݊ ≥ 2, and 

we let ܦట = ݊	:௡݌} = 1, 2	. . . }.We refer to this particular ordering of the points of ܦట as 

the standard listing of ܦట. 

We begin by giving a characterization of the functions which are in ran(ܶ௡), 

where ܶ is any type 1 pre-shift. This result (Theorem (5.1.1)) will be the basis for many 

of our later arguments. Some easy corollaries of this theorem are that ܺ must be ccc 

(countable chain condition) if ܥ(ܺ) admits a shift, and that if one can find any ߰ (as 



above) which makes ܦట dense in ܺ, then ܥ(ܺ) does admit a shift. This second fact was 

also established in [82]. All the type 1 shifts produced have did have ܦట dense, we will 

refer to shifts produced in this way as “primitive” shifts. We give some very general 

techniques for constructing these sorts of type 1 shifts. One can think of the non-

separability question as asking how non-primitive a shift can be—i.e., how big can ܺ 

minus the closure of ܦట be? The existence of a non-primitive shift was established in 

[85]. They showed that for any finite ݊ one can produce a type 1 shift on ܥ(߱ + 1) for 

which ܦట misses ݊ of the isolated points—these points are rotated in a simple cycle by 

߰. Another consequence of Theorem (5.1.1) is that, for any type 1 shift, it must be that 

every isolated point of ܺ\ܦట has finite order under ߰. Despite this fact, we produce 

examples of shifts for which ܺ\ܦట has infinitely many isolated points. These have a 

somewhat complex structure, since ߰ must divide the isolated points of ܺ\ܦట into 

infinitely many finite cycles. 

As usual, the term compact space means a space which is both compact and 

Hausdorff. We use the standard sup norm on ܥ(ܺ). When we use the symbol ܥ(ܺ), we 

are simultaneously considering the spaces of real valued and complex valued functions 

on ܺ. When we need to distinguish between these function spaces, we use ܥℝ(ܺ) and 

(ܺ)ℂܥ . We will denote the unit circle in ℂ  by ܵଵ . When we are simultaneously 

considering the real and complex cases, we will abuse notation somewhat and also let 

ܵଵ represent the “unit circle” {−1, 1} of ℝ, even though ܵ଴ would be a more proper 

notation. One should also note that the “co-dimension 1” condition in the definition of 

shift means, in the complex case, that ܥ(ܺ)/	ran(ܶ) ≅ ℂ. 
 

Theorem (5.1.1)[81]: Let ܺ be a compact space, let ܶ be the type 1 pre-shift on ܥ(ܺ) 

generated by ߰,ݓ, and ߤ, and let	{݌ଵ, ,ଶ݌ . . . } be the standard listing of ܦట. Define 

constants ߙଵ, ,ଶߙ . .. by letting ߙଵ = 1 and ߙ௡ = ݊ for (௡݌)ݓ௡ିଵߙ ≥ 2. Define functions 

,ଵݓ ,ଶݓ … by letting ݓଵ = ݓ ∘ ߰ିଵ and ݓ௡ = ݓ)(௡ିଵݓ) ∘ ߰ି௡) for ݊ ≥ 2. Then, for any 

݂ ∈ ,(ܺ)ܥ ݂ ∈ ran(ܶ௡) iff 



Proof. The proof is by induction on ݊. First, consider the case ݊ = 1. Suppose that 

݂ ∈ ran(ܶ) so that ݂ = ܶ݃ for some ݃ ∈ (ݔ)݂ Then .(ܺ)ܥ = ݔ ൯ for(ݔ)൫߰݃(ݔ)ݓ ≠  ,ଵ݌

and thus ݃ = ௙∘టషభ

௪∘టషభ (this holds for all ݔ ∈ ܺ since ߰ିଵ ∶ ܺ →  Thus .({ଵ݌}\ܺ

Now suppose that ݂ ∈ (ଵ݌)݂ and that (ܺ)ܥ = ∫ ௙∘టషభ

௪భ
௑ߤ݀ . Let ݃ = ௙∘టషభ

௪∘టషభ. It is easily 

checked that ݂ = ܶ݃, and thus ݂ ∈ ran(ܶ). 

Note that in the previous paragraph we have actually proven the following fact: 

for any ݂, ݃ ∈  ,(ܺ)ܥ

݂

This result is essentially the same of [85]. 

Now, fix ݊ ≥ 2 and suppose that the theorem has been proven for 1, 2, … , ݊ − 1. 

Let ݂ ∈ ran(ܶ௡). Since ݂ ∈ ran൫ܶ௜൯  for ݅ = 1, 2,… , ݊ − 1, we know that (2) 

holds for each ݅ < ݊, and so we just need to show that ݂(݌௡) = ௡ߙ ∫
௙∘టష೙

௪೙
௑ߤ݀ . Since 

݂ ∈ ran(ܶ௡), ݂ = ܶ݃ where ݃ ∈ ran(ܶ௡ିଵ). Thus, 

݂(



Finally, suppose that ݂ ∈ (ܺ)ܥ  and that ݂	 satisfies (2)  for ݅ = 1, . . . , ݊ . Let 

݃ = ௙∘టషభ

௪∘టషభ . Then ݂ = ܶ݃ , so to prove that ݂ ∈ ran(ܶ௡) , we need to show that 

݃ ∈ ran(ܶ௡ିଵ). By induction, it is sufficient to show that ݃(݌௜) = ௜ߙ ∫
௚∘టష೔

௪೔
௑ߤ݀  for 

݅ = 1, . . . , ݊ − 1. Fix such an ݅, then 

݃

(Note that ߰ି(௜ାଵ)(ݔ) cannot equal ݌ଵ, which justifies replacing ܶ݃ with (ݓ)(݃ ∘ ߰) in 

the fourth step.)  
 

Note that ߰ି௡ ∶ ,ଵ݌}\ܺ . . . , {௡݌ → ܺ . Thus, in condition (2)  of Theorem 

(5.2.1)[81], the value of each ݂(݌௜) depends only on ݂ ↾௑\{௣భ,...,௣೙}. This gives a clear 

picture of each ran(ܶ௡). Each ݂ ∈ ,ଵ݌}\ܺ)ܥ . . . ,  ௡}) extends uniquely to a function݌

݂ ∈ (ܺ)ܥ  which is ran(ܶ௡) , with the values of ݂(݌௡), ,(௡ିଵ݌)݂ . . . , 	(ଵ݌)݂ being 

determined (in this order) by the integrals (2) from Theorem (5.1.1). Unfortunately, the 

“picture” for ⋂ ran(ܶ௡)ஶ
௡ୀଵ 	 is not as clear. But we can say that 



݂ ∈ ሩ
௡

The following important theorem from [82] follows easily from Theorem (5.1.1). 
 

Corollary (5.1.2)[81]: If ܺ is a compact space which admits a ߰ for which ܦట is dense, 

then there exists a type 1 shift on ܥ(ܺ). (More precisely, our assumption is that there 

exists a homeomorphism ߰ ∶ {ଵ݌}\ܺ → ܺ for which {߰ି௡(݌ଵ):	݊ ∈ ߱} is dense.) 
 

Proof. Let ߰ be such that ܦట is dense, let ݓ ≡ 1, let ߤ ≡ 0, and let ܶ be the type 1 

preshift generated by ߰,ݓ, and ߤ. Suppose ݂ ∈ ⋂ ran(ܶ௡)ஶ
௡ୀଵ . By Theorem (5.2.1)[81], 

(௡݌)݂ = 0	for each ݊, and since ܦట is dense, ݂ ≡ 0.  
 

When a shift ܶ is generated as in Corollary (5.1.2), we will refer to ܶ as a 

primitive type 1 shift. Obviously, a primitive shift can only occur for a separable space. 

The existence of non-primitive shifts was first shown in [85]. In the remainder of this 

section, we will use Theorem (5.1.1) to prove further theorems about the “structure” of 

non-primitive shifts. 

We first derive some relatively easy consequences of Theorem (5.1.1). 
 

Theorem (5.1.3)[81]: Let ܺ be a compact space, and suppose that ߰, w, and μ generate 

a type 1 shift ܶ on ܥ(ܺ). Then there does not exist a non-empty open subset ܷ of ܺ\ܦట 

such that |ߤ|(ܷ) = 0 and ߰(ܷ) ⊂ ܷ. 
 

Proof. Suppose such an open set ܷ exists. Let ݂ be a non-zero function whose support is 

contained in ܷ. Then the support of each ݂ ∘ ߰ି௡  is contained in ߰௡(ܷ) ⊂ ܷ, so 

∫ ௙∘టష೙

௪೘
௑ߤ݀ = 0. But ݂(݌௡) = 0 for all ݊, so ݂ ∈ ⋂ ran(ܶ௡)ஶ

௡ୀଵ .  
 

Theorem (5.1.4)[81]: If a compact space ܺ admits a type 1 shift, then ܺ has the 

countable chain condition (ܿܿܿ). 
 

Proof. Suppose that ߰,ݓ , and ߤ  generate a type 1 shift ܶ  on ܥ(ܺ) . Let ܥ  be an 

uncountable pairwise-disjoint collection of open subsets of ܺ. Since ܦట is countable, we 

can assume that no member of C intersects ܦట . For each integer ݅ ≥ 0 let ܥ௜ =

ቄܷ ∈ :ܥ |ߤ| ቀ߰௜(ܷ)ቁ > 0ቅ (as usual, we take ߰଴ to be the identity function). Since each 



௜ܥ  is countable, choose a set ܷ ∈ ⋃\ܥ ௜ஶܥ
௜ୀ଴ . Then the open set ⋃ ߰௜(ܷ)ஶ

௜ୀ଴  contradicts 

the conclusion of Theorem (5.1.3).  
 

Theorem (5.1.5)[81]: Let ܺ be a compact space which admits a type 1 shift generated by 

 .has separable support, then ܺ is separable ߤ If .ߤ and ݓ,߰
 

Proof. Suppose that ܵ is separable subspace of ܺ which contains the support of ߤ. If 

⋃ ߰௡(ܵ)ஶ
௡ୀ଴  is not dense in ܺ, then the complement of the closure of this set would be 

an open set which violates the conclusion of Theorem (5.1.3).  
 

We next show that it was not really necessary to let ߤ ≡ 0 in Corollary (5.1.2). In 

fact, all that is needed is that |ߤ| < 1. 
 

Theorem (5.1.6)[81]: Let ܺ be a compact space and let ܶ be a type 1 pre-shift generated 

by ߰,ݓ, and ߤ. If ܦట is dense in ܺ and |ߤ| < 1, then ܶ is a shift. 
 

Proof. Assume that ܦట is dense and that |ߤ| = ݎ < 1. Suppose that ݂ ∈ ⋂ 	ran(ܶ௡)ஶ
௡ୀଵ , 

and let ܯ = sup{|݂(ݔ)|:	ݔ ∈ ܺ}. Let {݌ଵ, ,ଶ݌ . . . }  be the standard listing of ܦట . By 

Theorem (5.1.2), each |݂(݌௡)| ≤ ∫ |݂ ∘ ߰ି௡|	݀ߤ௑ ≤ టܦ Since .ܯݎ  is dense, |݂(ݔ)| <

ݔ for all ܯݎ ∈ ܺ, so ܯ ≤ ܯ Thus .ܯݎ = 0.  
 

We next show that in order to prove that ܶ is a shift, it is enough to show that 

each ݂ ∈ ⋂ ran(ܶ௡)ஶ
௡ୀଵ  is zero on ܺ\ܦట. 

 

Theorem (5.1.7)[81]: Let ܺ be a compact space and let ܶ be a type 1 pre-shift generated 

by ߰,ݓ, and ߤ. Let	݂ ∈ ⋂ ran(ܶ௡)ஶ
௡ୀଵ . Then if ݂(ݔ) = 0 for all ݔ ∈ ݂ ట, thenܦ\	ܺ ≡ 0. 

 

Proof. Let ݂ ∈ ⋂ ran(ܶ௡)ஶ
௡ୀଵ 	  be such that ݂(ݔ) = 0  for all ݔ ∈ టܦ	\	ܺ . Thus 

lim௡→ஶ (௡݌)݂ = 0. Fix ߝ > 0. Choose ܰ such that |݂(݌௡)| < ݊ for all ߝ > ܰ. Then 



Thus, |݂(݌௡)| < ݊ for all ߝ ≥ ܰ. Thus (by induction) |݂(݌௡)| < ݂ ,for all ݊. Hence ߝ ≡ 0.  

In the example from [85], ܦట contains all but finitely many of the isolated points 

of ܺ, and the remaining isolated points are rotated in a cycle by ߰. The next theorem 

shows that this sort of behavior must happen. 
 

Theorem (5.1.8)[81]: Let ܺ be a compact space, and suppose that ߰,ݓ, and ߤ generate 

a type 1 shift ܶ on ܥ(ܺ). Then each isolated point of ܺ which is not in ܦట has finite order 

under ߰ (i.e., for each such ݔ there is an n such that ߰௡(ݔ) =  .(ݔ
 

Proof. Let {݌ଵ, ,ଶ݌ . . . } be the standard listing of ܦట, and suppose that ݏ଴ is an isolated 

point of ܺ with ݏ଴ ∉ ݊	:(଴ݏ)ట and {߰௡ܦ = 1, 2, . . . } infinite. For each integer ݊ ≥ 1, let 

௡݂ ∈ )be the (unique) function in ran (ܺ)ܥ ௡ܶ) such that ௡݂(ݏ଴) = 1 and ௡݂(ݔ) = 0 for 

ݔ ∉ ,଴ݏ} ,ଵ݌ . . . ,  ௡} (see the remark following Theorem (5.1.1)). We will establish that݌

the functions ௡݂ converge to a function ݂ ∈  Since each ran(ܶ௡) is closed (this is .(ܺ)ܥ

easy to see because ܥ(ܺ) is complete and ܶ௡  is a isometric), it follows that ݂ ∈

⋂ ran(ܶ௡)ஶ
௡ୀଵ , which contradicts the fact that ܶ is a shift. 

We will establish the convergence of the functions ௡݂ by showing that they form 

a Cauchy sequence in ܥ(ܺ). Let ݏ௡ = ߰௡(ݏ଴), and let ܵ = ,଴ݏ} ,ଵݏ . . . }. Since ݏ௜ ≠  ௝ ifݏ

݅ ≠ ݆, we have that ∑ ஶ|({௡ݏ})ߤ|
௡ୀ଴ ≤ 1. Let ݊ and ݇ be integers with ݇ ≤ ݊. Then by 

Theorem (5.1.1), 

௡݂(



											

		

In order to simplify the notation, let 

ܽ(݇)

So ௡݂(݌௞) = ܽ(݇) + ∑ ܾ(݇, ݅) ௡݂(݌௞ା௜)ஶ
௜ୀଵ  for ݇ ≤ ݊, and ௡݂(݌௞) = 0 for ݇ > ݊. We may 

have noted that the above summations are actually finite, since ௡݂(݌௞ା௜) = 0 for 

݅ > ݊ − ݇. Note also that ௡݂(݌௡) = ܽ(݊). Our reason for leaving the summations infinite 

is to simplify the induction argument below. Since ∑ |ܽ(݊)|ஶ
௡ୀଵ  converges, the proof will 

be complete if we establish that ‖ ௡݂ − ௡݂ିଵ‖ ≤ |ܽ(݊)|. Fix ݊ ≥ 2. We show that 

| ௡݂(݌௞) − ௡݂ିଵ(݌௞)| < |ܽ(݊)| for all ݇ by inducting “backwards” on ݇. If ݇ > ݊, then 

௡݂(݌௞) = ௡݂ିଵ(݌௞) = 0 , and if ݇ = ݊  then ௡݂(݌௞) = ܽ(݊)  and ௡݂ିଵ(݌௞) = 0 . So let 

݇ < ݊ and suppose that ห ௡݂൫݌௝൯ − ௡݂ିଵ൫݌௝൯ห < |ܽ(݊)| for all ݆ > ݇. Then 

																			| ௡݂(݌௞) −

					= อܽ

≤෍
ஶ

௜ୀ

	≤ ෍
ஶ

௜ୀ

= |ܽ

The next theorem uses a counting argument to put further restrictions on spaces 

which can admit shifts. It eliminates, for example, ܥ(ܺ)  where ܺ  consists of a 

convergent sequence adjoined to a non-separable Cantor cube.  



Recall that for a locally compact space ܺ, a function ݂ ∈  is said to vanish at (ܺ)ܥ

infinity if for every ߝ > 0 there is a compact ܭ ⊂ ܺ such that |݂(ݔ)| < ݔ for all ߝ ∈  .ܭ\ܺ

The set of all such functions is denoted by ܥ଴(ܺ). 
 

Theorem (5.1.9)[81]: Let ܺ be a non-separable compact space which satisfies the 

following condition: for every countable set ܦ of isolated points of ܺ, |ܥ଴(ܺ\ܦഥ)| > 2ℵబ . 

Then ܥ(ܺ) does not admit an isometric shift. 
 

Proof. Suppose ܥ(ܺ) admits a shift ܶ. Since ܺ non-separable, ܶ must be type 1, so it 

must be generated by some ߰,ݓ, and ߤ. Identify each ݂ ∈ หܥ଴൫ܺ\ܦట൯ห with the natural 

extension of ݂ to ܺ by letting ݂(ݔ) = 0 for all ݔ ∈  ௙ beݏ ట. Now, for each such ݂, letܦ

the infinite sequence whose ݊th term is ∫ ௙∘టష೙

௪೙
௑ߤ݀ . By our cardinality assumption, 

there are distinct functions ݂ and g such that ݏ௙ = ݂ ௚. But thenݏ − ݃ ∈ ⋂ ran(ܶ௡)ஶ
௡ୀଵ , 

a contradiction.  
 

First, consider the example of [85]. Here, ܺ is once again ߱ + 1. The map ߰ is a 

simple cycle on a set of the form {0, . . . , ݇}	, ߰ sends ݊ to ݊ − 1 for ݊ > ݇ + 1, and ߰ 

fixes ߱. The measure ߤ is concentrated at 0, ({0})ߤ = 1, (0)ݓ = −1, and (ݔ)ݓ = +1 

otherwise. 

Another interesting example is found in [87]. Start with the Cantor set ܥ, and 

construct a homeomorphism ߰ ∶ ܥ →  and such that ݔ such that ߰ has a fixed point ܥ

there is also a point ݕ whose forward orbit under ߰ is dense in ܥ. Now, form the space 

ܺ by adding to ܥ a sequence {݌ଵ, ,ଶ݌ . . . } of isolated points which converges to ݔ, and 

extend ߰ by letting ߰(݌௜) = ݓ ௜ିଵ. Let݌ ≡ 1, and concentrate the measure at ݕ, but let 

({ݕ})ߤ = −1. 

Recall that a primitive type 1 shift is one of the form given by Corollary (5.1.2). 

Since the ݓ and ߤ are, in a sense, irrelevant in this case, we will refer simply to a 

homeomorphism ߰ ∶ {ଵߩ}\ܺ → ܺ	for which ܦట is dense as a primitive shift on ܺ. We 

give some new constructions for building primitive shifts on compact metric spaces. We 

will make use in this section of the notion of a weak chain, which is a finite sequence 



ܥ = ( ଵܷ, ଶܷ, . . . , ܷ௡)  of open sets such that the intersection ௜ܷ ∩ ௝ܷ  is nonempty 

whenever |݅ − ݆| ≤ 1. 
 

Theorem (5.1.10)[81]: Let ܺ be an infinite compact metric space and let ܦ be a dense 

set of isolated points. If ܺ	\ܦ is connected, then there exists a primitive shift on ܺ. 
 

Proof. The set ܺ	\	ܦ is compact. Let ࣯ଵ be a minimal cover of ܺ	\	ܦ	consisting of balls 

of radius 1 centered at points of ܺ	\	ܦ. Suppose we have defined minimal covers 

࣯ଵ, ࣯ଶ, . . . , ࣯௡ of ܺ	\	ܦ. We define ࣯௡ାଵ	to be a minimal cover of ܺ	\	ܦ consisting of 

balls of radius ݎ௡ାଵ which are centered at points of ܺ	\ܦ	such that ݎ௡ାଵ < 1/(݊ + 	1) 

and each ball in ࣯௡ାଵ	is a subset of some ball in ࣯௡. (in [89, 85, 90, 88].) 

Define functions ௡ܸ from finite sets of integers {1, 2, . . . , ݇௡} onto ࣯௡ in such a 

way that the intersection ௡ܸ(݅) ∩ ௡ܸ(݆) is not empty whenever |݅ − ݆| ≤ 1 (i.e., the 

functions ௡ܸ define weak chains) and every ௡ܸ(1) = ௡ܸ(݇௡). 

Note that the set ܦ is countable. Order points of ܦ in a list as follows. If there 

are points in ܦ\⋃࣯ଵ  then place them at the start of the list in any order (note that 

there are at most finitely many such points). Now add the points of ܦ ∩ ( ଵܸ(1)	\⋃࣯ଶ) 

to the list, unless there are no such points, in which case just add any single point from 

ܦ ∩ ଵܸ(1). Next, add the points of ܦ which are in ଵܸ(2)	\	⋃࣯ଶ and which have not 

been picked before, or if no such points exist, add any single point from ܦ ∩ ଵܸ(2). 

Continue this procedure for ଵܸ(݆)\⋃࣯ଶ, where ݆ = 3, . . . , ݇ଵ. Then repeat the above 

process beginning with ଶܸ(1) ∪ ࣯ଷ , and so on. Label the resulting listing of ܦ  as 

,ଵ݌} ,ଶ݌ . . . }. Define ߰ from ܺ	\	{݌ଵ} onto ܺ by 

It is easy to see that ߰ is continuous. Therefore ߰ is a primitive shift on ܺ.  
 

Theorem (5.1.11)[81]: Let ܺ be an infinite compact metric space and let ܦ be a dense 

set of isolated points. If there exists a homeomorphism ݂ from ܺ	\	ܦ onto ܺ	\	ܦ such 

that the set {݂௡(ݔ):	݊ = 1, 2, . . . } is dense in ܺ	\	ܦ for some ݔ in ܺ	\	ܦ, then there is a 

primitive shift on ܺ. 
 



Proof. Let ݔ଴ be a point in ܺ\ܦ such that the set {݂௡(ݔ):	݊ = 1, 2, . . . } is dense in ܺ\ܦ. 

Note that ܺ	\	ܦ is dense in itself. As in Theorem (5.1.10), define minimal covers ࣯௡ of 

 such that ܦ	\	ܺ ௡ which are centered at points ofݎ consisting of balls of radius ܦ	\	ܺ

௡ݎ < 1/݊ and each ball in ࣯௡ାଵ is a subset of some ball in ࣯௡. 

Note again that ܦ is countable. Order points of ܦ as follows. If there are points 

in ܦ	\⋃࣯ଵ, then order them arbitrarily as ݌ଵ, . . . ,  ,ଵ࣯⋃\	ܦ ௦భ. If there are no points in݌

then pick any point in ܦ and call it ݌ଵ (in that case ݌ଵ =  ௦భାଵ be a point in݌ ௦భ). Let݌

 ଶ that has not been picked before and that is in the same ball from ࣯ଵ to which࣯⋃\	ܦ

 not picked before that is in this ball. If ܦ belongs, if any. If none, take any point in (଴ݔ)݂

we may use more than one ball, use the one that has more points from ܦ	\⋃࣯ଶ that 

have not been picked before. Let ݌௦భାଶ be a point in ܦ	\⋃࣯ଶ not picked before that is 

in the ball from ࣯ଵ that contains ݂ଶ(ݔ଴), if any, If none, pick any point from ܦ in this 

ball not picked before. Continue on, choosing points from ܦ	\⋃࣯ଶ in the ball from ࣯ଵ 

to which ݂ଷ(ݔ଴), then ݂ସ(ݔ଴), and so on, belong, until there are no more points in 

௦మ݌ ଶ left. If the last point picked was࣯⋃	\	ܦ  and it corresponds to the point ݂௞(ݔ଴), 

we let ݌௦మାଵ to be a point of ܦ	\⋃࣯ଷ not picked before that belongs to a ball from ࣯ଶ 

to which ݂௞ାଵ(ݔ଴) belongs, if any. If none, we pick any point of ܦ in this ball. Continue 

this process. 

Define ߰ from ܺ	\	{݌ଵ} onto ܺ by 

It is easy to see that ߰ is continuous. Therefore ߰ is a primitive shift on ܺ.  
 

Theorem (5.1.12)[81]: Let ܺ be an infinite compact metric space and let ܦ be a dense 

set of isolated points in ܺ. If there exists a primitive shift on ܺ then there is a primitive 

shift on a disjoint union of finitely many copies of ܺ. 
 

Proof. Let ߮ be a primitive shift on ܺ, and let {݌ଵ, ,ଶ݌ . . . } be the standard listing of ܦఝ. 

Let ܻ be a disjoint union of finitely many copies of ܺ, say ܻ = ܺ × {1, 2, . . . , ݊}. Define ߰ 

from ܻ	\	{(݌଴, ݊)} onto ܻ by 



It is easy to see that ߰ is a primitive shift on ܻ.  
 

The following example generalizes a construction from [87]. 
 

Theorem (5.1.13)[81]: Let ܺ be an infinite compact metric space and let ܦ be a dense 

set of isolated points. If there is a primitive shift on ܺ then there is a primitive shift on 

the following compactification of ܺ × ℤ . The space is ܻ = (ܺ × ℤ) ∪ ൫(ܺ	\ܦ) ×

{−∞,∞}൯. The topology on ܻ is defined by a basis of open sets ܷ × {݊}, ൫(ܷ	\ܦ) ×

{−∞}൯ ∪ (ܷ × {݆ ∈ ℤ: ݆ < ݇}), ൫(ܷ	\	ܦ) × {∞}൯ ∪ (ܷ × {݆ ∈ ℤ:	݆ > ݇}), where ܷ  is an 

open subset of ܺ, and ݊ and ݇ are integers. 
 

Proof. Let ߮ be a primitive shift on ܺ, and let {݌଴, ,ଵ݌ ,ଶ݌ . . . } be the standard listing of 

 ߰ ఝ (for this construction, it is more convenient to start the indexing at zero). Defineܦ

from ܻ	\	{(݌଴, 0)} onto ܻ by 

ݔ)߰
ݔ)߰
݌)߰
ݔ)߰
ݔ)߰

It is easy to see that ߰ is a primitive shift on ܻ.  
 

Theorem (5.1.14)[81]: Let ܺ be an infinite compact metric space and let ܦ be a dense 

set of isolated points in ܺ. If there exists a primitive shift on ܺ	\ܦ then there is a 

primitive shift on ܺ. 
 

Proof. Let ߮ be a primitive shift on ܺ	\ܦ, and let {݌଴, ,ଵ݌ ,ଶ݌ … } be the standard listing of 

 .ܦ\	ܺ ఝ is dense inܦ ఝ. Note thatܦ

First, we will define a homeomorphism ℎ on ܺ\ܦ such that ܦఝ = {ℎ௡(݌଴):	݊ ∈ ℤ}. 

Let 0 < ݊ଵ < ݊ଶ < ⋯ be such that the points ݌଴, ௡భ݌ , ௡మ݌ , … form a sequence converging 

to a point ݔ଴ of (ܺ	\	ܦ)	\	ܦఝ. Define ℎ on ܺ	\	ܦ as follows: 

ℎ൫݌௡మೖ൯ = ௡మೖషభି݌

ℎ(݌଴) = 						,௡మିଵ݌

ℎ൫݌௡మೖషయ൯ = ௡మೖି݌



ℎ(ݔ) = ߮(

The function ℎ is one-to-one and onto ܺ	\	ܦ. It is also continuous. Therefore it is a 

homeomorphism. 

Let ࣯ଵ be a minimal cover of ܺ	\	ܦ consisting of balls of radius 1 centered at 

points of ܺ\ܦ and such that a ball centered at ݔ଴ is one of them. Suppose we have 

defined minimal covers ࣯ଵ, ࣯ଶ, . . . , ࣯௡ of ܺ\ܦ. We define ࣯௡ାଵ to be a minimal cover 

of ܺ\ܦ consisting of balls of radius ݎ௡ାଵ which are centered at points of ܺ	\	ܦ such that 

௡ାଵݎ < 1/(݊ + 1), each ball in ࣯௡ାଵ is a subset of some ball in ࣯௡, and such that a ball 

centered at ݔ଴ is one of them. 

Denote a ball in ࣯௡  centered at ݔ଴  by ܷ௡(ݔ଴). Let ݇ଵ, ݇ଶ, … be a decreasing 

sequence of negative integers and let ݉ଵ,݉ଶ, … be an increasing sequence of positive 

integers such that both ℎ௞೙(݌଴) and ℎ௠೙(݌଴) are elements of ܷ௡(ݔ଴), and such that for 

any ball ܸ in ܷ௡  there is ݆ between ݇௡  and ݉௡  such that ℎ௝(݌଴) is an element of ܸ . 

Denote that ball by ௡ܸ(݆). Assume in addition that ࣯௡ = { ௡ܸ(݆) ∶ ݇௡ ≤ ݆ ≤ ݉௡}, where 

௡ܸ(݇௡) = ௡ܸ(݉௡) = ܷ௡(ݔ଴) is a ball centered at ݔ଴. 

Let ݍ଴ be any point of ܦ. Define ߰ from ܦ	\	{ݍ଴} onto ܦ by induction as follows. 

Step 1. Let ߰ିଵ(ݍ଴) be any point of ܦ	\	{ݍ଴} in ଵܸ(݉ଵ − 1)	\⋃࣯ଶ, if any. If 

none, put ߰ିଵ	(ݍ଴) to be any point of ܦ	\	{ݍ଴} in ଵܸ(݉ଵ − 1). Denote this point by ݍଵ. 

Let ߰ିଶ(ݍ଴) be any point of ܦ	\	ݍ}଴, ଵ} in ଵܸ(݉ଵݍ − 2)	\⋃࣯ଶ , if any. If none, put 

߰ିଶ(ݍ଴)  to be any point of ܦ	\	ݍ}଴, {ଵݍ  in ଵܸ(݉ଵ − 2) . Denote this point by ݍଶ . 

Continue in this way, choosing ݍଷ,  be any point of (଴ݍ)ସ, etc. Finally, let ߰ି௠భା௞భݍ

,଴ݍ൛	\	ܦ ,ଵݍ . . . ,  to be any (଴ݍ)⋃࣯ଶ, if any. If none, put ߰ି௠భା௞భ	\	௠భି௞భିଵൟ in ଵܸ(݇ଵ)ݍ

point of ܦ	\	൛ݍ଴, ,ଵݍ . . . , ௠భି௞భݍ ௠భି௞భିଵൟ in ଵܸ(݇ଵ). Denote this point byݍ . Also, note 

that ଵܸ(݇ଵ) = ଵܸ(݉ଵ) = ଵܷ(ݔ଴). 

If there are any points of ܦ	\	൛ݍ଴, ,ଵݍ . . . , ௠భି௞భൟ left in ⋃࣯ଵݍ 	\ 	⋃࣯ଶ, we repeat 

the whole procedure again. That means we put ߰ି௠భା௞భିଵ(ݍ଴) to be any point of 

,଴ݍ൛	\	ܦ ,ଵݍ . . . , ௠భି௞భൟ in ଵܸ(݉ଵݍ − 1)	\⋃ 	࣯ଶ, if any. If none, put ߰ି௠భା௞భିଵ(ݍ଴) to be 

any point of ܦ	\	൛ݍ଴, ,ଵݍ . . . , ௠భି௞భൟ in ଵܸ(݉ଵݍ − 1). Denote this point by ݍ௠భି௞భାଵ, and 

so on. 



Step 2. Once we exhausted points of ܦ in ⋃࣯ଵ \⋃࣯ଶ, we repeat the procedure 

for ݉ଶ, ݇ଶ, and the remaining points of ܦ  in ⋃࣯ଶ \⋃࣯ଷ , and so on. Extend ߰ to 

by putting ߰|௑\஽ {଴ݍ}	\	ܺ = ℎ. It is fairly easy to see that ߰ is continuous. It is one-to-

one and onto ܺ. So it is a primitive shift.  
 

Theorem (5.1.8) raises the question: can there actually be infinitely many 

isolated points not in ܦట? We give two examples showing that the answer is yes. The 

space for the first example is just simply ߱ + 1. For this example, however, there is a 

sharp distinction between the space of real valued functions and the space of complex 

valued functions. Only the latter space admits a shift of this kind. 
 

Theorem (5.1.15)[81]: If ܶ ∶ ߱)ℝܥ + 1) → ߱)ℝܥ + 1) is a type 1 shift generated by 

߱ ట contains all but finitely many points ofܦ and μ, then ,ݓ,߰ + 1. 
 

Proof. Suppose ߰,ݓ, and ߤ generate a type 1 shift on ߱ + 1 such that ܦట is co-infinite. 

By Theorem (5.1.8), the isolated points of ߱ + 1 which are not in ܦట can be written as 

the disjoint union of infinitely many finite sets such that the restriction of ߰ to each one 

is a simple cycle. Since the function ݓ:߱ + 1 → {+1,−1} is continuous, it must be 

eventually constant. Hence, we can find disjoint finite subsets ܣ and ܤ of ߱, each 

invariant under ߰, such that (ݔ)ݓ = ,ݔ for all (ݕ)ݓ ݕ ∈ ܣ ∪  (ܤ)ߤ and (ܣ)ߤ Note that .ܤ

must be non-zero (otherwise, the characteristic function of one of these sets would be 

in ⋂ ran(ܶ௡)ஶ
௡ୀଵ  by the same argument as in Theorem (5.1.3)). So choose non-zero 

ܽ, ܾ ∈ ℝ such that ܽ	(ܣ)ߤ + (ܤ)ߤ	ܾ = 0. Now let ݂ ∈ ߱)ܥ + 1) be defined by ݂(ݔ) = ܽ 

for ݔ ∈ ,ܣ (ݔ)݂ = ܾ for ݔ ∈ (ݔ)݂ and ,ܤ = 0 otherwise. For each ݊, 

where ܹ  equals the common value of the function ݓ  on ܣ ∪ ܤ . Thus ݂ ∈

⋂ ran(ܶ௡)ஶ
௡ୀଵ .  

In order to construct the desired shift on ܥℂ(߱ + 1), we need the following 

lemma. This generalizes the fact that if ݖ is point on the unit circle whose angle is 

irrational, then {ݖ௡:	݊ ∈ ߱} is dense in the circle. 



Lemma (5.1.16)[81]: There exists an infinite sequence 〈ݖଵ, ,ଶݖ … 〉 of points in ܵଵ (the unit 

circle in ℂ) such that lim௡→ஶ ௡ݖ = 1 and, for each ݇, the set {〈ݖଵ௡ , ଶ௡ݖ , . . . , ݊	:〈௞௡ݖ ∈ ߱} is 

dense in (ܵଵ)௞. 
 

Theorem (5.1.17)[81]: There is a type 1 shift ܶ on ܥℂ(߱ + 1) generated by ߰,ݓ, and ߤ 

such that ܦట is co-infinite. 
 

Proof. Partition ߱ into two infinite sets: {݌ଵ, ,ଶ݌ . . . } and {ݍଵ, ,ଶݍ . . . }. We use ∞ instead 

of ߱ to denote the non-isolated point of ߱ + 1. Define ߰,ݓ, and ߤ as follows. Let 

(௡݌)߰ = ݊ ௡ିଵ for݌ > 1 (as usual), and let each ݓ(݌௡) = 1 and ߤ({݌௡}) = 0. Also, let 

(∞)ݓ = 1 and ߤ({∞}) = 0. Let each ߰(ݍ௡) = ({௡ݍ})ߤ ௡ andݍ = 1/2௡. Fix a sequence 

,ଵݖ〉 ,ଶݖ . . . 〉 which satisfies Lemma (5.1.16), and let each ݓ(ݍ௡) =  ௡. Let ܶ be theݖ/1

type 1 pre-shift generated by ߰,ݓ, and ߤ. We will prove that ܶ is a shift. 

Let ݂ ∈ ⋂ ran(ܶ௡)ஶ
௡ୀଵ . We make the convenient definition ܽ௜ = 2௜/(௜ݍ)݂  in 

order to simplify the notation. By Theorem (5.1.1), 

for each ݊ ≥ 1. Let ܮ = ∑ |ܽ௡|ஶ
௡ୀଵ  (this sum converges since ݂ is bounded). Note that in 

order to prove that ݂ ≡ 0, it is sufficient to show that ܮ = 0, since this will imply that 

each ݂(݌௜) = 0 and that each ݂(ݍ௜) = 0. 

For each ݇, choose (by Lemma (5.1.16)) an integer ݊௞ such that ∑ ቚݖ௜
௡ೖ 	ܽ௜ −௞

௜ୀଵ

|ܽ௜|ቚ < 1/݇ (choose ݊௞ so that ݖ௜
௡ೖ  is close to |ܽ௜|/ܽ௜ for each ݅ ∈ {1, . . . , ݇} such that 

ܽ௜ ≠ 0). Then each ห݂൫݌௡ೖ൯ − หܮ ≤ 1/݇ + ∑ ቚݖ௜
௡ೖ 	ܽ௜ − |ܽ௜|ቚஶ

௜ୀ௞ାଵ ≤ 1/݇ + 2∑ |ܽ௜|ஶ
௜ୀ௞ାଵ . 

Thus, ݂(∞) = lim௡→ஶ (௡݌)݂ =  But, if we repeat the above argument by choosing ݊௞ .ܮ

so that ݖ௜
௡ೖ  is close to −|ܽ௜|/ܽ௜, we get that ݂(∞) = ܮ ,Thus .ܮ− = 0.  



In fact, the construction in Theorem (5.1.17) did not require that the space was 

߱ + 1. All that was needed was that the sequence 〈݌ଵ, ,ଶ݌ . . . 〉 was convergent. Thus, we 

have actually proven the following. 
 

Theorem (5.1.18)[81]: If ܺ is any compactification of ߱ which contains a convergent 

infinite sequence of isolated points, then ܥℂ(ܺ) admits a type 1 shift. 
 

Finally, we present our most interesting example. Here, we return to considering 

 .ℝ(ܺ) simultaneouslyܥ ℂ(ܺ) andܥ
 

Theorem (5.1.19)[81]: There exists a compact space ܺ and a type 1 shift on ܥ(ܺ) 

generated by ߰,ݓ, and μ such that infinitely many isolated points of ܺ are in ܺ	\ܦట. 
 

Proof. Let ܺ be the discrete sum of ߱ + 1 and ߱ߚ (the Stone–Čech compactification of 

߱). Since we have two copies of ߱ in ܺ, we need some notation to distinguish them. List 

(all of) the isolated points of ߱ + 1 as {݌ଵ, ,ଶ݌ . . . }, and again denote the non-isolated 

point of ߱ + 1 as ∞. Partition (all of) the isolated points of ߱ߚ into countably many 

finite sets ܣ଴, ,ଵܣ … where each ܣ௜ has exactly 2௜ points. 

As before, let ߰(݌௡) = (௡݌)ݓ ௡ିଵ and݌ = 1 for each ݊ > 1, and let ߰(∞) = ∞ 

and ݓ(∞) = 1. For each ݅ ≥ 0, choose a cyclic permutation of ܣ௜ of order 2௜, and let 

߰ ↾஺೔ be this permutation. Then extend ߰ to a homeomorphism of ߱ߚ. Now, for each 

݅ ≥ 0 choose a point ܽ௜ ∈  ௜—this choice of points will remain fixed for the rest of theܣ

construction. Let each ݓ(ܽ௜) = −1, and let (ݔ)ݓ = 1 for each isolated point ݔ of ߱ߚ 

which is not in {ܽଵ, ܽଶ, . . . }. Then extend ݓ continuously from the remainder of ߱ߚ into 

{−1, 1}. Finally, let each ߤ({ܽ௜}) = 1/4௜ାଵ, and let ߤ(ܵ) = 0 for any ܵ ⊂ ܺ which does 

not intersect {ܽଵ, ܽଶ, . . . }. 

To show that ܶ is shift, let ݂ ∈ ⋂ ran(ܶ௡)ஶ
௡ୀଵ . We will establish that ݂ ≡ 0 in 

several steps. Without loss of generality, assume that ‖݂‖ ≤ 1. For each ݊ ≥ 1, we have 

To simplify the notation, let 



so that ݂(݌௡) = ∑ ݃(݅, ݊)ஶ
௜ୀ଴ . Since ‖݂‖ ≤ 1, each |݃(݅, ݊)| ≤ 1/4௜ାଵ. Note that it is 

sufficient to prove that each ݃(݅, ݊) = 0. For, if we can show this, then each ݂(݌௡) = 0 

and ݂൫߰ି௡(ܽ௜)൯ = 0 for all ݅	, ݊. The latter equation implies that ݂(ݔ) = 0 for every 

isolated point ݔ of ߱ߚ. 

Now, fix some ݅ and consider ݃(݅, ݊) for various values of ݊. Since ߰ ↾஺೔  is a cyclic 

permutation of order 2௜, we have that ߰ି௡(ܽ௜) = ߰ି௡ାଶ೔(ܽ௜). Also, exactly one of the 

values ݓ ቀ߰ି(௡ାଵ)(ܽ௜)ቁ , ݓ ቀ߰ି(௡ାଶ)(ܽ௜)ቁ , . . . , ݓ ൬߰ି൫௡ାଶ೔൯(ܽ௜)൰ is −1. It follows that 

݃൫݅, ݊ + 2௜൯ = −݃(݅, ݊). Thus, for any ݇, 

This formula will be the main tool for the rest of the proof. 

The next step is to establish that lim௡→ஶ (௡݌)݂ = 0. Fix ݅, and consider the sum 

of ݃(݅, ݊) for 2௜ାଵ consecutive second indices: 

Thus, ∑ ݃(݅, ݊)ெ
௡ୀଵ = 0 for any even multiple ܯ of 2௜. So for any ݇, 

෍݂(݌௡

ଶೖ

௡ୀଵ

														

Thus, 



So,∑ ଶೖ(௡݌)݂
௡ୀଵ → 0  as ݇ → ∞ . But this limit would be +∞  if lim௡→ஶ (௡݌)݂ > 0 . 

Similarly, ݂(݌௡) cannot converge to a negative number. Since the limit must converge, 

we have established that lim௡→ஶ (௡݌)݂ = 0. 

In order to complete the proof, we use induction to establish the following 

somewhat cryptic claim: 
 

Claim (4.1.20)[81]. Suppose that ߝ > 0 and ܰ ∈ ߱ are such that ห∑ ݃(݅, ݊)ே
௜ୀ଴ ห <  holds ߝ

for every ݊ ≥ 1. Then |݃(݅, ݊)| < ݅ for each ߝ ∈ {0, . . . , ܰ} and every ݊ ≥ 1. 
 

Note that the claim is trivial when ܰ = 0. Suppose the claim holds for ܰ − 1 and 

that ห∑ ݃(݅, ݊)ே
௜ୀ଴ ห <  ,for all ݊. Now ߝ

෍
ே

௜ୀ଴

																

Thus 

2

so |݃(ܰ, ݊)| <  ,for all ݊. On the other hand ߝ

෍[݃
ே

௜ୀ଴

														

Thus, 2ห∑ ݃(݅, ݊)ேିଵ
௜ୀ଴ ห < ,݅)݃| ,so by induction ,ߝ2 ݊)| < ݅ for all ݊ and all ߝ ≤ ܰ − 1. 

This establishes the claim. 

Now, finally, fix some ߝ > 0. Choose an integer ܰ such that |݂(݌௡)| <  for all 2/ߝ

݊ ≥ ܰ and such that ∑ 1/4௜ାଵஶ
௜ୀேାଵ < ݊ Then for any .2/ߝ ≥ ܰ, 



and 

Thus, ห∑ 	݃(݅, ݊)ே
௜ୀଵ ห < ݊ for all ߝ ≥ ܰ. But ݃(݅, ݊) is periodic in ݊, so ห∑ ݃(݅, ݊)ே

௜ୀଵ ห <  ߝ

for all ݊, and thus by our claim |݃(݅, ݊)| < ݅ for all ߝ ∈ {0, . . . , ܰ} and every ݊. Since ߝ is 

arbitrary and ܰ can be chosen arbitrarily large, it follows that every ݃(݅, ݊) = 0.  
 

Obviously, the example of Theorem (5.1.19) is separable, but it does have some 

properties not found in previous examples. Not only does ܦట fail to be dense, but no 

finite ܨ ⊂ ܺ has the property that ⋃ ߰௡(ܨ)ஶ
௡ୀିஶ  dense. Also, even though the isolated 

points are dense, the space does not admit any ߰ for which ܦట would be dense. 

Note also that it was not really necessary to use ߱ߚ in Theorem (5.1.19), 

although it allowed us to easily extend both ߰ and ݓ to the whole compactification. In 

fact, we really showed that the discrete sum of ߱ + 1 and ܻ will admit a shift provided 

that ܻ is a compactification of ߱ whose isolated points can be partitioned into sets ܣ௜ of 

size 2௜ such that there is a homeomorphism of ܻ which is cyclic on each ܣ௜ and such that 

there is also a continuous ݓ:	ܻ → {−1, 1} such that (ݔ)ݓ = −1 for exactly one ݔ in 

each ܣ௜. For our last example, we show that a metrizable such space exists.  
 

Theorem (5.1.21)[81]: There exists a compactmetric space ܺ and a type 1 shift on ܥ(ܺ) 

generated by ߰,ݓ, and μ such that infinitely many isolated points of ܺ are in ܺ	\ܦట. 
 

Proof. We will define as subset ܻ of the plane which admits a ߰ and ݓ as mentioned 

above. Then the discrete sum of ߱ + 1 and ܻ will then be the desired space. 

Let ܤ denote of the subset of the ݔ-axis consisting of those points whose ݔ-

coordinates are either 0  or ±1/݊  for some ݊ ∈ ℕ  (i.e., the union of two simple 

sequences converging to the origin). The set ܤ will be the non-isolated points of ܻ. Each 

set ܣ௜ will be a subset of ܤ × ൛1/2௜ൟ. The set ܣ଴ consists of just the point 〈1, −1〉. For 



݅ > ݊ coordinates are ±1/݊ where-ݔ ௜ consists of the points whoseܣ ,0 ∈ ൛1, . . . , 2௜ିଵൟ. 

Now let ܻ = ⋃ܤ ௜௜∈ఠܣ . 

Let (݌)ݓ = −1  for each point ݌  of ܻ  whose ݔ -coordinate is −1 , and let 

(݌)ݓ = +1 otherwise. To define ߰ on ܤ, fix the origin, send 〈−1, 〉0 to 〈+1, 0〉, and 

move each other, point to the nearest point of ܤ to its left. On ܣ଴, ߰ is the identity. For 

݅ > 0, define ߰ by sending 〈−1, 1/2௜〉 to 〈+1, 1/2௜〉, and also move each other point of 

,௜ to its left. Note that 〈+1/2௜ିଵܣ ௜ to the nearest point ofܣ 1/2௜〉 goes to 〈−1/2௜ିଵ, 1/

2௜〉. 

It is easily checked that ݓ is continuous and ߰ is a homeomorphism.  
 

 

Corollary (5.1.22)[284]: Let ௝ܶ  be a type 1 pre-shift generated by ߰,ݓ , and ߤ . 

Let	 ௝݂ ∈ ⋂ ran൫ ௝ܶ
௡൯ஶ

௡ୀଵ . Then if ௝݂(ݔ) = 0 for all ݆ ≥ 1 and ݔ ∈ ట, then ௝݂ܦ\	ܺ ≡ 0. 
 

Proof. For ௝݂ ∈ ⋂ ran൫ ௝ܶ
௡൯ஶ

௡ୀଵ 	 and ௝݂(ݔ) = 0 for all ݔ ∈ ట. Thus lim௡→ஶܦ	\	ܺ ௝݂(݌௡) =

0. For ߝ > 0 fixed, given ܰ such that ห ௝݂(݌௡)ห < ݊ for all ߝ > ܰ.  

Therefore 

Hence ห ௝݂(݌௡)ห < ݊ for all ߝ ≥ ܰ. By induction we get that ห ௝݂(݌௡)ห < ݊ for all ߝ ≥ ܰ. 

Hence, ௝݂ ≡ 0.  

 
 

  



Section (5.2): Problems for Isometric Shifts and Continuous Spaces: 
 

The usual concept of shift operator in the Hilbert space ℓଶ has been introduced 

in the Banach spaces in the following way in [57, 58]: Given a Banach space ܧ over ॶ 

(the field of real or complex numbers), a linear operator ܶ ∶ ܧ →  is said to be an ܧ

isometric shift if 

(a) ܶ is an isometry, 

(b) The codimension of ܶ(ܧ) in ܧ is 1, 

(c) ⋂ ܶ௡(ܧ)ஶ
௡ୀଵ = {0}. 

One of the main settings where isometric shifts have been studied is ܧ =  ,(ܺ)ܥ

that is, the Banach space of all ॶ-valued continuous functions defined on a compact and 

Hausdorff space ܺ, equipped with its usual supremum norm. In this setting, major 

breakthroughs were made in [59] and [60]. On the one hand, in [59], Gutek, Hart, 

Jamison, and Rajagopalan studied in depth these operators. In particular, using the well-

known Holsztyński’s Theorem ([61]), they classified them into two types, called type I 

and type II. On the other hand, in [60], Haydon showed a general method for providing 

isometric shifts of type II, as well as concrete examples. 

However, a very basic question has remained open since the publication in 1991 

of [59]: If ܥ(ܺ) admits an isometric shift, must ܺ be separable? This question is only 

meaningful for type I isometric shifts since it was already proved in [59] isometric shifts 

yield the separability of ܺ. Let us recall the definitions. If ܶ ∶ (ܺ)ܥ →  is an (ܺ)ܥ

isometric shift, then there exist a closed subset ܻ ⊂ ܺ, a continuous and surjective map 

߶ ∶ ܻ → ܺ, and a function ܽ ∈ ,(ܻ)ܥ |ܽ| ≡ 1, such that (݂ܶ)(ݔ) = (ݔ)ܽ · ݂൫߶(ݔ)൯ for 

all ݔ ∈ ܻ and all ݂ ∈ \ܺ	T is said to be of type I if ܻ can be taken to be equal to .(ܺ)ܥ

݌ where ,{݌} ∈ ܺ is an isolated point, and is said to be of type II if ܻ can be taken equal 

to ܺ . Moreover, if T is of type I, then the map ߶ ∶ {݌}\ܺ → ܺ  is indeed a 

homeomorphism. 

Not much is known about the possibility of finding a nonseparable space ܺ such 

that ܥ(ܺ) admits an isometric shift since the problem was proposed. Interesting results 

in this direction say that such an ܺ must have the countable chain condition (in [63] or 



[62]). In [63], it is even proved that ܥ଴(ܺ	\	cl௑{݌, ߶ିଵ(݌), . . . , ߶ି௡(݌), . . . }) must have 

cardinality at most equal to ܿ, that is, the cardinality of ℝ (where, as usual, cl௑ܣ denotes 

the closure of ܣ in ܺ and ܥ଴(ܼ) is the space of ॶ-valued continuous functions on ܼ 

vanishing at infinity). 

From this fact, we can easily deduce that if ܥ(ܺ) admits an isometric shift, then 

there exists a set ܵ of cardinality at most c that is dense in ܺ. To see it, we write 

,݌}଴(ܺ\cl௑ܥ ߶ିଵ(݌), . . . , ߶ି௡(݌), . . . }) = { ఈ݂ ∶ ߙ ∈ ܫ ⊂ ℝ} . For each ߙ ∈ ܫ  such that 

ఈ݂ ≠ 0, we pick a point ݔఈ ∈ ܺ such that ఈ݂(ݔఈ) ≠ 0. Obviously, given any (nonempty) 

open set ܷ ⊂ ܺ\	cl௑{݌, ߶ିଵ(݌), . . . , ߶ି௡(݌), . . . }, there exists ఈ݂ ≠ 0 whose support is 

contained in ܷ. This implies that the set ܵ consisting of the union of all points ݔఈ and 

,݌} ߶ିଵ(݌), . . . , ߶ି௡(݌), . . . } is dense in ܺ. 

We will give an answer in the negative to the separability question: There are 

indeed examples of isometric shifts on ܥ(ܺ), with ܺ not separable, and even having 2௖ 

infinite components. The latter example can be connected with the question addressed 

in [58], where it was conjectured that the space ܺ cannot have an infinite connected 

component (the only examples which appeared so far in the literature for type I 

isometric shifts, both of spaces containing exactly one infinite component, can be found 

in [59] and [64]; for the case of type II isometric shifts in the complex setting, see ([60], 

[61]). Related to this, one of the main results in [59] states that ܥ(ܺ) does not admit any 

isometric shifts, whenever ܺ has a countably infinite number of components, all of 

whom are infinite. 

Some other papers have recently studied questions related to isometric shifts 

(also defined on other spaces of functions). Among them, we will mention for instance 

(see [65, 66, 67, 68, 69, 70, 71, 62, 72, 73]). 
 

The unit circle in ℂ will be denoted by ॻ. ܮஶ(ॻ) will be the space of all Lebesgue-

measurable essentially bounded complex-valued functions on ॻ, and ै will be its 

maximal ideal space. ݉ will denote the Lebesgue measure on ॻ. 

It is well known that if ߩ  is an irrational number, then the rotation map 

[ߩ] ∶ ॻ → ॻ sending each ݖ ∈ ॻ to ݁ݖଶగఘ௜  satisfies that {[ߩ]௡(ݖ) ∶ ݊ ∈ ℕ} is dense in ॻ 



for every ݖ ∈ ॻ (in [74]). Indeed, it is easy to see that this fact can be generalized to 

separable powers of ॻ, that is, those of the form ॻ఑  for ߢ ≤ ܿ  (similarly as it is 

mentioned for finite powers in [73, 65, 6]): Let Λ ∶= ఈߩ} ∶ ߙ ∈ ℝ} be a set of irrational 

numbers linearly independent over ℚ; if ℙ is any nonempty subset of ℝ and [ߩఈ]ఈ∈ℙ ∶

ॻℙ → ॻℙ  is defined as [ߩఈ]ఈ∈ℙ � (ఈ∈ℙ(ఈݖ)) ≔ ൫ݖఈ݁ଶగఘഀ௜൯ఈ∈ℙ , then the set 

ఈ∈ℙ[ఈߩ]} � ݊	:(ఈ∈ℙ(ఈݖ)) ∈ ℕ} is dense in ॻℙ for every (ݖఈ)ఈ∈ℙ ∈ ॻℙ. 

Given two topological spaces ܼ and ܹ, we denote by ܼ +  their topological ܨ

sum, that is, the union ܼ ∪ ܹ endowed with the topology consisting of unions of open 

subsets of these spaces (on [75]). 

ࣨ ≔ {૚, ૛, . . . , ,࢔ . . . } will be a discrete infinite countable space, and ࣨ ∪ {∞} 

will denote its one-point compactification. In our examples, the point 1 will play the 

same role as ߩ in the definition of isometric shift of type I. 

Throughout “homeomorphism” will be synonymous with “surjective homeom- 

orphism”. 

We will usually write ܶ = ܶ[ܽ, ߶, ∆] to describe a codimension 1 linear isometry 

ܶ ∶ (ܺ)ܥ → ߶ where ܺ is compact and contains ࣨ. It means that ,(ܺ)ܥ ∶ ܺ\{૚} → ܺ is 

a homeomorphism, satisfying in particular ߶(࢔ + ૚) = ݊ for all ࢔ ∈ ℕ. It also means 

that ܽ ∈ ,({૚}\ܺ)ܥ |ܽ| ≡ 1, and that ∆ is a continuous linear functional on ܥ(ܺ) with 

‖∆‖ ≤ 1. Finally, the description of ܶ we have is (݂ܶ)(ݔ) = ݔ ൯, when(ݔ)߶൫݂(ݔ)ܽ ≠ ૚, 

and (݂ܶ)(૚) = Δ(݂), for every ݂ ∈  .(ܺ)ܥ

In general, given a continuous map ݂ defined on a space ܺ, we also denote by ݂ 

its restrictions to subspaces of ܺ and its extensions to other spaces containing ܺ. 

All results will be valid in the real and complex settings, unless otherwise stated. 

The only exceptions are the following: Results exclusively given for ॶ = ℂ. The only 

result valid just for the case ॶ = ℝ is given in Example (5.1.10). ܥℂ(ܺ) and ܥℝ(ܺ) will 

denote the Banach spaces of continuous functions on ܺ taking complex and real values, 

respectively. 

It is well known that ै is extremally disconnected, that is, the closure of each 

open subset is also open. In fact, each measurable subset ܣ of ॻ determines via the 



Gelfand transform an open and closed subset G(ܣ) of ै, and the sets obtained in this 

way form a basis for its topology (see [76]). Now it is straightforward to see that ै is 

not separable: Let (ݔ௡) be a sequence in ै, and consider a partition (ܽ. ݁) of ॻ by ݇ 

arcs of equal length, ݇ ≥ 3. This determines a partition of ै into ݇ closed and open 

subsets of ॻ. Select the arc ܣଵ such that G(ܣଵ) contains ݔଵ. Next do the same process 

with ݇ଶ arcs of equal length, and pick ܣଶ with ݔଶ ∈ G(ܣଶ). Repeat the process infinitely 

many times, in such a way that each time we take ܣ௡  of length 1/݇௡  such that 

௡ݔ ∈ G(ܣ௡). It is clear that if ܣ ≔ ⋃ ௡ஶܣ
௡ୀଵ , then ݉(ܣ) <  is a nonempty (ܣ\ॻ)so G ,ߨ2

closed and open subset of ै containing no point ݔ௡. 

Notice that, since ै is not separable, every isometric shift on ܥ(ै) must be of 

type I. But there are none because ै has no isolated points. Even more, in [59], it is 

proved that no space ܮஶ(ܼ,  .is non-atomic ߤ admits an isometric shift if (ߤ,	∑

As usual, we consider ॻ oriented counterclockwise, and denote by ߙ)ܣ,  the (ߚ

(open) arc of ॻ beginning at ݁௜ఈ  and ending at ݁௜ఉ. 
 

Theorem (5.2.1)[56]: ܥ(ै+ࣨ ∪ {∞}) admits an isometric shift. 

Once we have a first example, we can get more. For instance, the next result is 

essentially different in that it provides examples with 2௖ infinite connected components. 

Proof. We start by defining a linear and surjective isometry on ܮஶ(ॻ). We first consider 

the rotation  ߰(ݖ) ≔ ݖ ௜ for every݁ݖ ∈ ॻ, and then define the isometry ܵ ∶ ஶ(ॻ)ܮ →

݂ܵ ஶ(ॻ) asܮ ≔ ݂ ∘ ߰  for every ݂ ∈  ஶ(ॻ). On the other hand, using the Gelfandܮ

transform we have that the Banach algebra ܮஶ(ॻ) is isometrically isomorphic to ܥ(ै), 

so S determines a linear and surjective isometry ௌܶ ∶ (ै)ܥ →  Also, by the .(ै)ܥ

Banach-Stone theorem, there exists a homeomorphism ߶ ∶ ै → ै  such that 

ௌ݂ܶ = −݂ ∘ ߶ for every ݂ ∈  Notice that this is valid both in the real and complex .(ै)ܥ

cases (see for instance [77]). 

Let ܺ ≔ ै+ࣨ ∪ {∞}. The definition of ௌܶ can be extended to a new isometry 

ܶ ∶ (ܺ)ܥ → ݂ in three steps. First, for each (ܺ)ܥ ∈ (ݔ)(݂ܶ) we put ,(ܺ)ܥ ≔ ( ௌ݂ܶ)(ݔ) if 

ݔ ∈ ै . In the same way (݂ܶ)(n) ≔ (݂ ∘ ߶)(n)  if n ∈ ࣨ ∪ {∞}\{૚}  (where ߶ ∶



ࣨ\{૚} → ࣨ is the canonical map sending each n into n− ૚, which obviously can be 

extended as ߶(∞) ≔ ∞). Finally, we put 

where Φ ≔ ൫√5 − 1൯/2 is the golden ratio conjugate. It is easy to verify that ܶ is a 

codimension one linear isometry, so we just need to prove that ⋂ ܶ௜൫ܥ(ܺ)൯ஶ
௜ୀଵ = {૙}. 

Suppose then that ݂ ∈ ⋂ ܶ௜൫ܥ(ܺ)൯ஶ
௜ୀଵ . It is easy to check that 

On the other hand, if we fix any ߙ ∈ ॻ, then there exist two increasing 

sequences (݊௞) and (݉௞) in 2ℕ and 2ℕ + 1, respectively, converging to ߙ mod 2ߨ. An 

easy application of the Dominated Convergence Theorem proves that ∫ ݂݀݉஺(ఈ,ఈାଶగ஍) =

ߨ2 lim݂(n௞), and ∫ ݂݀݉஺(ఈ,ఈାଶగ஍) = ߨ2− lim݂(m௞). By continuity, we deduce that 

Obviously, this implies that ∫ ݂݀݉஺(ఈ,ఈାଶగ஍) = 0 for every ߙ ∈ ॻ, and ݂(∞) = 0. In 

particular this proves that ݂(n) = 0 for every n ∈ ࣨ. As a consequence we can identify 

݂ ∈ ⋂ ܶ௡൫ܥ(ܺ)൯ஶ
௡ୀଵ  with an element ݂ ∈ ஶ(ॻ)ܮ  satisfying ∫ ݂݀݉஺(ఈ,ఈାଶగః) = 0  for 

every ߙ ∈ ॻ. On the other hand, it is clear that we may assume that ݂ takes values just 

in ℝ. 

Claim (5.2.2)[56]: ∫ ݂݀݉஺(ఈ,ఈାଶగః೙) = (−1)௡ܨ(݊ − 1) ∫ ݂݀݉ॻ  for every ߙ	 ∈ ॻ  and 

݊ ∈ ℕ, where ܨ(݊) denotes the ݊th Fibonacci number. 



Let us prove the claim inductively on ݊. We know that it holds for ݊ = 1. Also 

notice that ߔ + ଶߔ = 1, so ߔ௡ + ௡ାଵߔ = ݊ ௡ିଵ for everyߔ ∈ ℕ. 

The case ݊ = 2 is immediate because, since 

ॻ

a. e., then we have ∫ ݂݀݉ॻ = ∫ ݂݀݉஺(ఈ,ఈାଶగఃమ)  for every ߙ ∈ ॻ. 

Now assume that, given ݇ ≥ 2, the claim is true for every ݊ ≤ ݇. Then we see 

that, for any ߙ ∈ ॻ, 

,ߙ)ܣ ߙ + ௞ିߔߨ2

a. e., so 

(−1)௞ିଵܨ(݇

and the conclusion proves the claim (5.2.2). 

The claim, combined with the fact that ݂ is essentially bounded, implies that 

∫ ݂݀݉ॻ = 0, and consequently ∫ ݂݀݉஺(ఈ,ఈାଶగః೙) = 0 for every ߙ ∈ ॻ and every ݊ ∈ ℕ. 

Now, it is easy to see that if ܷ is an open subset of ॻ, then ܷ is the union of 

countably many pairwise disjoint arcs whose lengths belong to the set {2ߔߨ௡ ∶ ݊ ∈ ℕ}. 

Now, applying again the Dominated Convergence Theorem, we see that ∫ ݂݀݉௎ = 0. 

Obviously, this implies that ∫ ݂݀݉௄ = 0 whenever ܭ ⊂ ॻ is compact. 

Finally take ܥା ≔ ݖ} ∈ ॻ ∶ (ݖ)݂	 > 0}. We know that there exists a sequence of 

compact subsets ܭ௡  of ܥା , with ܭ௡ ⊂ ௡ାଵܭ  for every ݊ ∈ ℕ , and such that 

lim௡→ஶ݉(ܥା\ܭ௡) = 0 . Clearly, the above fact and the Monotone Convergence 

Theorem imply that ∫ ݂݀݉஼శ = 0, and then ݉(ܥା) = 0. Now we can easily conclude 

that ݂ ≡ 0 a. e., and consequently ܶ is a shift.  
 

Next we prove Theorem (5.2.3). It provides nonseparable examples with 2௖ 

infinite connected components, each homeomorphic to a (finite or infinite dimensional) 

torus: It follows from the fact that ै is homeomorphic to an infinite closed subset of 

 .ℕ\ℕ that its cardinality must be 2௖ (on [78] and [79])ߚ



Theorem (5.2.3)[56]: Let ߢ be any cardinal such that 1 ≤ ߢ ≤ ܿ. Then ܥ(ै× ॻ఑ +ࣨ ∪

{∞}) admits an isometric shift. 
 

Finally, we can also give examples with just one infinite component. 

Proof. Write the isometric shift ܶ ∶ ै)ܥ +ࣨ ∪ {∞}) → ࣨ+ै)ܥ ∪ {∞}) given in the 

proof of Theorem (5.2.1) as ܶ = ܶ[ܽ, ߶, Δ]. Obviously, Δ ≡ 0 on ܥ(ࣨ ∪ {∞}), and it can 

be considered as an element of ܥ(ै)ᇱ. 

Consider a subset ℙ of ℝ with cardinal equal to ߢ, and suppose that {1/2ߨ} ∪

ఈߩ} ∶ ߙ ∈ ℙ}  is a family of real numbers linearly independent over ℚ . Then put 

఑ߩ ≔  .ఈ∈ℙ[ఈߩ]

Define ߶఑ ∶ ै × ॻ఑ → ै× ॻ఑  as ߶఑(ݔ, (ࢠ ≔ ൫߶(ݔ), ൯(ࢠ)఑ߩ  for every ݔ ∈ ै , 

and ࢠ ∈ ॻ఑ . Select now a point v఑  in ॻℙ = ॻ఑ , and consider the evaluation map 

� vഉ߁ ∈ ॻ)ܥ
఑)ᇱ. Both ∆ and �  vഉ are positive linear functionals, and so is the product߁

∆ × vഉ߁ ∈ ै)ܥ × ॻ఑)ᇱ, which also satisfies ฮ∆ × vഉฮ߁ ≤ 1 (see [80]). 

Given ݂ ∈ ै)ܥ × ॻ఑) and ࢠ ∈ ॻ఑ , we write ݂ࢠ ∶ ै → ॶ meaning ݂(ݔ)ࢠ ≔ ,ݔ)݂  (ࢠ

for every ݔ ∈ ै . Obviusly ݂ࢠ  belongs to ܥ(ै) , and ൫∆ × (݂)vഉ൯߁ = vഉ߁ ቀ∆൫ v݂ഉ൯ቁ =

∆൫ v݂ഉ൯. 

Now, for ܺ఑ ≔ै×ॻ఑ +ࣨ ∪ {∞} , define ܽ఑ ∈ (఑\{૚}ܺ)ܥ  as ܽ఑ ≡ −1  on 

ै×ॻߢ, and ܽ఑ ≡ 1 everywhere else, and put ఑ܶ ≔ ܶൣܽ఑ , ߶఑ , Δ ×  .vഉ൧߁

Let  	߰:	ॻ → ॻ	and ߔ  be as in the proof of Theorem (5.2.1). Given ݂ ∈

⋂ ఑ܶ
௜(ܺ఑)ஶ

௜ୀଵ , we have that for every ݇ ∈ ℕ, 



To continue with the proof, we need an elementary result: 

Claim (5.2.4)[56]. Suppose that (ࢠఒ)ఒ∈஽  is a net in ॻ఑  converging to ࢠ଴ . Then 

limఒฮ ഊࢠ݂ − బฮࢠ݂ = 0. 

Let us prove the claim (5.2.4). If it is not true, then there is an ߳ > 0 such that, 

for every ߣ ∈ ߥ there exists ,ܦ ∈ ,ܦ ߥ ≥ such that ฮ ,ߣ ഌࢠ݂ − బฮࢠ݂ ≥ ߳. It is easy to see 

that the set ܧ of all ߥ ∈  satisfying the above inequality is a directed set, and that ܦ

ఔ∈ா(ఔࢠ)  is a subnet of (ࢠఒ)ఒ∈஽ . Moreover there is a net (ݔఔ)ఔ∈ா  in ै  such that 

,ఔݔ)݂| (ఔࢠ − ,ఔݔ)݂ |(଴ࢠ ≥ ߳ for every ߥ ∈ ܧ . Since ै×ॻ఑  is compact, there exist a 

point (ݔ଴, ଴ᇱࢠ ) ∈ ै × ॻ఑ and a subnet ൫ݔఎ, ,ఔݔ) ఎ൯ఎ∈ி ofࢠ ఔ)ఎ∈ாࢠ  converging to (ݔ଴, ଴ᇱࢠ ). 

Obviously ൫ࢠఎ൯ఎ∈ி is a subnet of (	ࢠఔ)ఎ∈ா, so ࢠ଴ = ଴ᇱࢠ . Consequently both ൫ݔఎ,  ఎ൯ఎ∈ிࢠ

and ൫ݔఎ, ଴൯ఎ∈ிࢠ  converge to (ݔ଴, (଴ࢠ . Taking limits, this implies 

,଴ݔ)݂| (଴ࢠ − ,଴ݔ)݂ |(଴ࢠ ≥ ߳, which is absurd. 

Now, fix (ߙ, ࢝) ∈ ॻ × ॻ఑ and ߳ > 0. We know that (ߙ,࢝) belongs to the closure 

of both 

݆ = 0, 1. We first consider the case ݆ = 0, and take a net (ݕఒ)ఒ∈஽ = ቀ݁௜௡ഊ , ఑ߩ
ି௡ഊ(v఑)ቁ

ఒ∈஽
 

in N଴ converging to (ߙ,࢝). Since ൫݁௜௡ഊ൯ఒ∈஽  converges to ߙ, there exists ߣଵ ∈  such ܦ

that 

for every ߣ ≥  .ଵߣ

On the other hand, by the claim, there exists ߣଶ ∈ ߣ such that, if ܦ ≥  ଶ, thenߣ

ቛ w݂ − ݂ఘഉ
ష೙ഊ(vഉ)

ቛ <  so ,ߨ4/߳



ቮ

for every ߥ ∈  We easily deduce that .ܦ

and consequently 2݂ߨ(∞) = ∫ w݂݀݉஺(ఈ,ఈାଶగః) . In a similar way, working with Nଵ, we 

see that 2݂ߨ(∞) = −∫ w݂݀݉஺(ఈ,ఈାଶగః) . With the same arguments as in the proof of 

Theorem (5.2.1), we conclude that w݂ ≡ 0, and finally ݂ ≡ 0, as we wanted to prove.  
 

 

Theorem (5.2.5)[56]: Let ߢ be any cardinal such that 1 ≤ ߢ ≤ ܿ. Then ܥ(ै× ॻ఑ +ࣨ ∪

{∞}) admits an isometric shift. 
 

Proof. Notice first that ܮஶ(ॻ)  is isometrically isomorphic to ܮஶ(ॻଵ ∪ ॻଶ) , where 

ॻ௜ , ݅ = 1, 2, are disjoint copies of ॻ endowed with the Lebesgue measure. It is not hard 

to see that this implies that ܥ(ै) and ܥ(ै+ै) are isometrically isomorphic, so ै 

and ै+ै are homeomorphic. Assume that ܶ = ܶ[ܽ,߶, Δ] is the isometric shift given 

in the proof of Theorem (5.2.1). We first define a homeomorphism ߯ ∶ ै × {0, 1} →

ै× {0, 1}  as ߯(ݔ, ݅) = ,(ݔ)߶) ݅ + 1	mod	2)  for every (ݔ, ݅) . For ݅ = 0, 1 , and 

݂ ∈ ै)ܥ × {0, 1}) , denote by ݂ × {݅}  its restriction to ै× {݅} , and put ∆௜(݂) ≔

∆(݂ × {݅}). 

Let ߩ఑ ∶ ॻ఑ → ॻ఑ , v఑, and ߁�vഉ be as in the proof of Theorem (5.2.3). 

Finally consider ܺ఑ ≔ै× {0, 1} + ॻ఑ +ࣨ ∪ {∞} , and define ఑ܶ: (఑ܺ)ܥ →

to be ఑ܶ (఑ܺ)ܥ ≔ ܶ[ܽ఑ , ߶఑ ,  ఑], where߂

(i) ܽ఑ ≡ −1 on ै× {0} ∪ ॻ఑ , and ܽ఑ ≡ 1 everywhere else. 

(ii) ߶఑ = ߯ on ै× {0, 1}, and ߶఑ = ఑ߩ  on ॻ఑. 

(iii) Δச ≔ ൫Δ଴ + Δଵ +  .vഉ൯/3߁�

As above, if ݂ ∈ ⋂ ॻ఑௡൫ܥ(ܺ఑)൯ஶ
௡ୀଵ , ݇ ∈ ℕ, and 



then 

3݂(k) =

=

								=

=

									

Next fix ߙ ∈ ॻ,	w ∈ ॻ఑ , and for ݆ = 0, 1, 2, 3, take increasing sequences ൫݊௞
௝൯ in 

4ℕ + ݆ such that lim௞→ஶ ݊௞
௝ = and lim௞→ஶ ,ߨ2	mod	ߙ ݂ ൭ߩ఑

ି௡ೖ
ೕ
(v఑)൱ = ݂(w). Now put 

for ݅ = 0, 1. Taking into account that ߬൫݊௞
௝൯ is constant for each ݆, and that ߬(2) = 1 =

߬(3), and ߬(1) = 0 = ߬(4), we have that the following equalities hold: 

3݂



We deduce that X௜஑ = 0 for every ߙ ∈ ॻ and ݅ = 0, 1, and that ݂ ≡ 0 on ॻ఑. As in the 

proof of Theorem (5.2.1), we easily conclude that ݂ ≡ 0.  
 

We show that in the complex setting, it is possible to obtain nonseparable 

examples with arbitrary (finitely many) infinite connected components. For the different 

behavior in the real setting, see Example (5.1.10). 

The first result is indeed given for separable examples. The idea of the proof is 

used in Theorem (5.2.9) to obtain nonseparable examples. In both cases ॻ଴ denotes the 

set {0}. 
 

Definition (5.2.6)[56]: Let ܺ  be compact and Hausdorff, and suppose that ܶ =

ܶ[ܽ, ߶, Δ] ∶ (ܺ)ܥ → ݊ is an isometric shift of type I. For (ܺ)ܥ ∈ ℕ, we say that ܶ is ݊-

generated if ݊ is the least number with the following property: There exist ݊ points 

,ଵݔ . . . , ௡ݔ ∈ ܺ	\	cl௑ࣨ such that the set 

is dense in ܺ	\	cl௑ࣨ. 
 

Notice that isometries simultaneously of types I and II are always 1-generated (in 

[59]), so the next theorem provides a way for constructing isometries that are not of 

type II. 
 

Theorem (5.2.7)[56]: Let ॶ = ℂ . Suppose that ݊ ∈ ℕ, and that ൫ߢ௝൯௝ୀଵ
௡

 is a finite 

sequence of cardinals satisfying 0 ≤ ௝ߢ ≤ ܿ for every ݆. Then there exists an ݊-generated 

isometric shift ௡ܶ ∶ ℂ(ܺ௡)ܥ → ℂ(ܺ௡), where ܺ௡ܥ = ॻ఑భ +⋯+ॻ఑೙ +ࣨ ∪ {∞}. 
 

Proof. Let ℙଵ, . . . , ℙ௡ be any pairwise disjoint subsets of ℝ of cardinalities ߢଵ, . . . ,  ,௡ߢ

respectively. Consider any family Λ ≔ ఈߩ} ∶ ߙ ∈ ℝ}  of real numbers linearly 

independent over ℚ, and put ߪ௝ ≔ ఈ∈ℙೕ[ఈߩ]  for each ݆ ≤ ݊ (in the case when ߢ௝ = 0, 

that is, ℙ௝ = ∅, ௝ߪ  is the identity). Also let v௝ be a point in ॻℙೕ . 



Next write ܺ௡ ≔ ॻℙ೙ +⋯+ॻℙభ +ࣨ ∪ {∞}, and define ߶௡ ∶ ܺ௡ → ܺ௡ as ߪ௝ on 

each ॻℙೕ . For ݆ ≤ ݊ , let ݖ௝ ∈ ௝หݖwith ห ,{0}\ܥ ≤ 1/2௝ , and ߞ௝ ≔ ݁௜గ/ଶೕషభ . Define a 

codimension 1 linear isometry ௡ܶ on ܥℂ(ܺ௡) as ௡ܶ ≔ ܶ[ܽ௡ , ߶௡ , Δ௡], where ܽ௡ ≡  ௝ onߞ

ॻℙೕ  for each ݆ ≤ ݊ , and ܽ௡ ≡ 1  on ࣨ ∪ {∞} , and where ∆௡(݂) ≔ ∑ ௝݂൫v௝൯௡ݖ
௜ୀଵ  for 

every ݂. 

Of course, the construction of ௡ܶ depends on our choice of the sets ℙ௝ and Λ, the 

points v௝, and the numbers ݖ௝. We will prove that for any choices, the operator ௡ܶ 

satisfies the theorem. 

We will do it inductively on ݊. We start at ݊ = 1. It is easy to see that ଵܶ ∶

)ℂܥ ଵܺ) → )ℂܥ ଵܺ) is an isometric shift (both of type I and type II). Now let us show that if 

௡ܶ is an ݊-generated isometric shift for ݊ = ݈ ∈ ℕ, then ௟ܶାଵ is an (݈ + 1)-generated 

isometric shift. 

Suppose that ݂ ∈ ⋂ ௟ܶାଵ
௠ ൫ܥℂ( ௟ܺାଵ)൯ஶ

௠ୀଵ . It is easy to check that 

																						

whenever ݇ ∈ ℕ. 

Fix ݔଵ ∈ ॻℙభ , . . . , ௟ାଵݔ ∈ ॻℙ೗శభ. For ݆ = 0, 1, we can take increasing sequences 

൫݊௞
௝൯ in 2௟ାଵℕ and 2௟ାଵℕ + 2௟, respectively, such that the sequences 

converge to ൫݂(ݔଵ), . . . , ൯(௟ାଵݔ)݂ 	∈ ℂ௟ାଵ for ݆ = 0, 1. 

This means, on the one hand, that 



And, on the other hand, 

We deduce that ݂(ݔ௟ାଵ) = 0 , that is, ݂ ≡ 0  on ॻℙ೗శభ , and consequently 

݂ ∈ ⋂ ௟ܶ
௠൫ܥℂ( ௟ܺ)൯ஶ

௠ୀଵ . Since ௟ܶ is a shift, we conclude that ݂ ≡ 0 on ௟ܺାଵ. It is also easy 

to see that ௟ܶାଵ is (݈ + 1)-generated.  

Theorem (5.2.8)[56]: Let ॶ = ℂ . Suppose that ݊ ∈ ℕ, and that ൫ߢ௝൯௝ୀଵ
௡

 is a finite 

sequence of cardinals satisfying 0 ≤ ௝ߢ ≤ ܿ for every ݆. Then there exists an isometric 

shift ௡ܶ
ै: ൫ܺ௡ै൯	ℂܥ → ℂ൫ܺ௡ै൯, where ܺ௡ैܥ = ै+ ॻ఑భ +⋯+ॻ఑೙ +ࣨ ∪ {∞}. 

 

Proof. The proof is similar to that of Theorem (5.2.7). We consider the homeomorphism 

߶ on ै coming from the rotation ߰ ∶ ॻ → ॻ	given in the proof of Theorem (5.2.1). 

Fix ݊ ∈ ℕ, and assume that ܺ௡ and ௡ܶ = ܶ[ܽ௡ , ߶௡ , Δ௡] are as in the proof of 

Theorem (5.2.7). Take ݖ௡ାଵ ∈ ℂ\	{0} such that |ݖ௡ାଵ| ≤ 1/2௡ାଵ, and put ߞ௡ାଵ ≔ ݁௜గ/ଶ೙. 

We are going to define an isometric shift on ܺ௡ै. First put 

Obviously we are assuming that 1/2ߨ does not belong to the linear span (over ℚ) of 

ఈߩ} ∶ ߙ ∈ ℙଵ ∪·	·	·∪ ℙ௡}. Let ܽ௡ै ∈  ௡ାଵ on ै, and equal to an onߞ ℂ൫ܺ௡ै൯ be equal toܥ

ܺ௡, and let ߶௡ै:	ܺ௡ै → ܺ௡ै  be defined as ߶௡ on ܺ௡, and as ߶ on	ै. 

We consider ௡ܶ
ै ≔ ܶൣܽ௡ै, ߶௡ै, Δ௡ै൧. Following the same process as in the proof 

of Theorem (5.2.8), we easily obtain that 0 = ௡ାଵݖ ∫ ݂݀݉஺(ఈ,ଶగఃାఈ)  for every ߙ ∈ ॻ. As 

in the proof of Theorem (5.2.1), we see that ݂ ≡ 0 on ॻ, which is to say that ݂ ≡ 0 on 

ै. We deduce that ݂ ∈ ⋂ ௡ܶ
௠൫ܥℂ(ܺ௡)൯ஶ

௠ୀଵ 	, and consequently ݂ ≡ 0. 

The next example shows in fact that the procedure followed above is no longer 

valid when dealing with ॶ = ℝ. 
 



Example (5.2.9)[56]: Let ॶ = ℝ. Suppose that ܺ = ܻ + ଵܺ + ܺଶ + ܺଷ is compact, where 

each ௝ܺ  is connected and nonempty, and ࣨ ⊂ ܻ. Let ܶ = ܶ[ܽ, ߶, Δ] be a codimension 1 

linear isometry on ܥℝ(ܺ), and assume that ߶൫ ௝ܺ൯ = ௝ܺ , ݆ = 1, 2, 3. Let us see that ܶ is 

not a shift. First, there are ݆, ݇, ݆ ≠ ݇, with ܽ൫ ௝ܺ൯ = ܽ(ܺ௞) ∈ {−1, 1}. There are also 

௝ߙ , ௞ߙ ∈ ℝ such that หߙ௝ห + |௞ߙ| > 0 and ∆൫ߙ௝ܺߦ௝ + ௞൯ܺߦ௞ߙ = 0, where ߦ஺ denotes the 

characteristic function on ܣ . It is easy to check that ߙ௝ܺߦ௝ + ௞ܺߦ௞ߙ  belongs to 

ܶ௡൫ܥℝ(ܺ)൯ for every ݊ ∈ ℕ, and consequently ܶ is not a shift. 

In particular, we see that neither ܥℝ(ॻ + ॻଶ + ॻଷ +ࣨ ∪ {∞}) nor ܥℝ(ै + ॻ +

ॻଶ + ॻଷ +ࣨ ∪ {∞}) admit an isometric shift. 

 

 

 

  

  

  

  

  

  

  

  

  

  

  

  

  

  

  



Chapter 6 

Finite Strictly Singular Operators on James Spaces 

However, we exhibit examples of strictly singular operators without nontrivial 

closed invariant subspaces. So, though it may be true that operators on the spaces of 

Gowers and Maurey have invariant subspaces, yet this cannot be because of a general 

result about strictly singular operators. The general assertion about strictly singular 

operators is false. As a consequence, we obtain that the strictly singular operator with 

no invariant subspaces constructed by C. Read is actually finitely strictly singular. These 

results are deduced from the following fact: if ݇ ≤ ݊ then every ݇-dimensional subspace 

of ℝ௡ contains a vector ݔ with ‖ݔ‖ℓ∞ = 1 such that ݔ௠೔ = (−1)௜ for some ݉ଵ < ⋯ <

݉௞. In addition we deduce different examples of Strictly Singular operators of Cauchy 

sequences. Without nontrivial closed invariant subspaces. We show that the formal 

inclusion operator, in James space, is finitely Strictly Singular. 

Section (6.1):  Invariant subspace Problems and Strictly Singular Operators: 

Operators without invariant subspaces were first found independently by P.Enflo 

and ([164], [165]), on an unknown Banach space. They were found on ݈ଵ and ܿ଴ by 

([166], [167]) and various extensions of the method were found ([168], [169], [170], 

[171], [172]), of which the nearest to the present construction is the construction of a 

quasinilpotent operator without invariant subspaces on ݈ଵ in [172]. A general account of 

the theory of invariant subspaces, written before all these counterexamples were found, 

will be found in [173]. A short account of the basic properties of the James space ܬ will 

be found in Singer, [174]. The original article is [175]. 

A continuous linear map ܶ ∶ ܧ →  are normed spaces, is norm ܨ and ܧ where ,ܨ

increasing if there is an ߝ > 0	such that 

for all ݔ ∈  .ܧ

A continuous linear map	ܶ ∶ ܧ →  are Banach spaces, is said to ܨ and ܧ where ,ܨ

be strictly singular if there is no infinite dimensional subspace ܹ ⊂  such that �ܶ|ௐ is ܧ

norm increasing. 



The James p-space ܬ௣൫1 < ݌ < 1൯ is the set of all sequences (ܽ௜)௜ୀଵ
ஶ ∈ ܿ଴ such 

that 

‖ܽ‖ = ൞sup

 

It is a fact that ܬ௣  is nonreflexive, dim൫ܬ௣∗∗/ܬ௣൯ = 1, but that every infinite 

dimensional subspace of ܬ௣ contains a subspace isomorphic to ݈௣. 
 

It is well known that on ݈௣(1 ≤ ݌ < ∞) or ܿ଴, any strictly singular operator is compact. 

On the other hand the inclusion map ݈௣ ↪ ௤(1ܬ < ݌ < ݍ < ∞) is strictly singular but not 

compact [135, 136, 139, 140, 141]. For our purposes we want something like the 

inclusion map ݈௣ ↪ ݈௤, but which happens between non-reflexive Banach spaces; (and 

which happens, let it be said, in a manner which has respect for the nonreflexivity, in 

the sense that there is a sequence of unit vectors in the domain space with no weak -* 

convergent subsequence, which is mapped to a sequence in the image space which also 

has no weak-* convergent subsequence). 

For such a map we look to the James ݌-spaces ܬ௣. 
 

Lemma (6.1.1)[163]: The natural inclusion ݅ ∶ ௣ܬ ↪ ௤(1ܬ < ݌ < ݍ < ∞) is strictly singular. 
 

Proof. If not, there is an infinite dimensional subspace ܧ ⊂ ௣ on which the norms ‖∙‖௃೛ܬ  

and ‖∙‖௃೜  are equivalent. Taking a subspace of ܧ  as necessary, this tells us that 

ቀܧ, ‖∙‖௃೜ቁ is isomorphic to ݈௣ (for every infinite dimensional subspace of ܬ௣ contains a 

subspace isomorphic to ݈௣	(0.5)). Taking a further subspace, we find ݈௤ embedded up to 

isomorphism in ݈௣; which is nonsense. 
 

Definition (6.1.2)[163]: Let us choose, once and for all, a strictly increasing sequence 

௜ୀଵஶ(௜݌)  of real numbers strictly greater than 2. The Banach space ܺ is defined as the ݈ଶ-

direct sum 
 



 

It is on this Banach space ܺ that we will construct a strictly singular operator 

without invariant subspaces. 

We will write ൫ ௜݂௝൯௝ୀ଴
ஶ

 for the unit vector basis of ܬ௣೔ , and ൫ ଴݂௝൯௝ୀ଴
ஶ

 for the unit 

vector basis of the space ݈ଶ. 
 

An element x ∈ ܺ  can be regarded as a sequence (࢞௜)௜ୀ଴ஶ  with x଴ ∈ ݈ଶ, x௜ ∈

݅)௣೔ܬ > 0). It can be shown that if (ߜ௜)௜ୀ଴ஶ  is a sequence of scalars tending to zero, then 

the “weighted shift” operator 
 

 

 

is strictly singular. We will construct an operator on ܺ without invariant subspaces, 

which has a good deal in common with a weighted shift ܹ. 

The next few definitions follow [166]. 
 

Definition (6.1.3)[163]: Our construction will be built around a strictly increasing 

sequence d = (݀௜)௜ୀଵஶ  of positive integers. 

This sequence will be required to “increase sufficiently rapidly” in the sense of 

[165]. We will write ܽ௜ = ݀ଶ௜ିଵ(݅ = 1, 2, . . . ) and ௜ܾ = ݀ଶ௜. Thus, ܽଵ < ܾଵ < ܽଶ < ܾଶ <

⋯. We define ܽ଴ = 1, ଴ݒ = 0, ௡ݒ = ݊(ܽ௡ + ܾ௡)	(݊ > 0). We will use the symbol ݌d to 

mean, “provided d  increases sufficiently rapidly”, as we did in [R4]. We define 

௡ݓ = 1+ ∑ (1 + ௥)௡ିଵݒ
௥ୀ଴ , ଴ݓ = 1. 

 

Definition (6.1.4)[163]: ܨ will denote the dense subspace of ܺ spanned by the unit 

vectors	൛ ௜݂௝ , ݅ ≥ 0, ݆ ≥ 0ൟ. If ܵ ⊂ ℤା × ℤା, ௌܨ ⊂  will denote the linear span of the set ܨ

൛ ௜݂௝ ∶ (݅, ݆) ∈ ܵൟ. ߨௌ will denote the projection ܨ → ௌ൫ߨ ௌ such thatܨ ௜݂௝൯ = ௜݂௝൫(݅, ݆) ∈ ܵ൯ 

or 0	൫(݅, ݆) ∉ ܵ൯. ߨௌ is continuous only for certain choices of ܵ; we shall not be using any 

ܵ for which it is discontinuous, however. 

௜݂௝
∗  will denote the norm-1 linear functional on ܨ such that ௜݂௝∗( ௞݂௟) =  .௝௟ߜ௜௞ߜ

 



Definition (6.1.5)[163]: Let |݌| denote the sum of the absolute values of the coefficients 

of the polynomial ݌. For a finite set ܵ, let |ܵ| denote the number of elements of ܵ. 
 

We will now define, in terms of the sequence d as in Definition (6.1.3), a 

sequence (݁௜)௜ୀ଴ஶ  whose linear span is the dense subspace ܨ of ܺ. 

We shall begin by rearranging the fundamental set ൫ ௝݂,௞൯௝,௞
ஶ

= 0  into a 

fundamental sequence ( ௜݂)௜ୀ଴ஶ . Each ௝݂,௞ is equal to I݂(௝,௞), where I ∶ ℤା × ℤା → ℤା is a 

suitable bijection (see Definition (6.1.9)). We will write ܨ௡  for the linear span 

lin{ ଴݂, . . . , ௡݂}	- a special case of the subspaces ܨௌ as in Definition (6.1.4). This particular 

choice of ܵ will be called ܵ௡, the unique subset Iିଵ([0,݊]) of ℤା × ℤା such that 
 

 

We then define linear relationships of general form ௜݂ = ∑ ௜,௝ߣ ௝݁
௜
௝ୀ଴ , with ߣ௜,௜ ≠

0, for each ݅ ∈ ℤା (this is done in Definition (6.1.10)). Because the matrix with entries 

௜,௝ߣ  is lower triangular with nonzero diagonal entries, this linear map can be inverted; 

giving us an alternative vectorspace basis (݁௜)௜ୀ଴ஶ  of ܨ , given uniquely as linear 

combinations of general form ݁௜ = ∑ ௜,௝ߩ ௝݂
௜
௝ୀ଴ . 

So there is a unique linear map ܶ ∶ ܨ →  that acts as a right shift operator ܨ

sending each ݁௜ to ݁௜ାଵ. It turns out that pd, ܶ extends to a continuous operator ܺ → ܺ 

that is strictly singular [148, 149, 150, 151, 152], and has no nontrivial closed invariant 

subspaces, 
 

Definition (6.1.6)[163]: Let the sequence d be given. Let  Ω ⊂ ℤା be the set 
 

ራራ
௡

௥ୀ

ஶ

௡ୀଵ
 

Provided d increases sufficiently rapidly, the union (4) is disjoint, and both Ω and 

ℤା\Ω are infinite sets. If d does indeed increase sufficiently fast for this to happen, we 

make the following definitions: 
 

Definition (6.1.7)[163]: Let ߛ be the unique increasing bijection ℤା\Ω → ℤା. 
 



Definition (6.1.8)[163]: (a) For each ݏ ≥ 0, let ߪ௦ be the natural bijection from the Set 

⋃ [(݊ − ௡ܽ(ݏ , (݊ − ௡ܽ(ݏ + ௦]ஶݒ
௡ୀ௦ାଵ ⊂ ℤା to the set [0, [௦ݒ × ℤା ⊂ ℤା × ℤା, that sends 

the integer (݊ − ௡ܽ(ݏ + ݅(0 ≤ ݅ ≤ ,݅) ௦) to the pairݒ ݊ − ݏ − 1). 

(b) Define maps ߯௦, each with the same domain as ߪ௦, by ߯௦(݆) = (݆)௦ߪ + ௦ݓ) , 0), so 

that the image of ߯௦ is equal to [ݓ௦ , ௦ݓ + [௦ݒ × ℤା = ௦ݓ] (௦ାଵݓ, × ℤା (for ݓ௦ାଵ = ௦ݓ +

௦ݒ + 1, by Definition (6.1.3)). 

(c) Let the map ߯ ∶ Ω → ℤା × ℤା be the unique map whose restriction to each subset 

⋃ [(݊ − ௡ܽ(ݏ , (݊ − ௡ܽ(ݏ + ஶ	௦]ݒ
௡ୀ௦ାଵ of Ω is equal to ߯௦. 

 

Now the map ߯ is a bijection from Ω onto [ݓ଴,∞) × ℤା, that is, onto ℕ × ℤା. 

We may obtain a bijection ℤା → ℤା × ℤା by making sure that ℤା\Ω gets mapped onto 

{0} × ℤା, thus: 
 

Definition (6.1.9)[163]: Let us extend ߯ to a map ℤା → ℤା × ℤା  by defining ߯(݅) =

൫0, ݅ ଵ(݅)൯ for eachିߛ ∉ Ω. Since ߯ is always a bijection, we may also define the map 

I = ߯ିଵ ∶ ℤା × ℤା → ℤା. 
 

Definition (6.1.10)[163]: Let the sequence d be given, and let it increase sufficiently fast 

that the maps ߯  and I  are defined. For each ݅  then, we define ௜݂ = ௝݂,௞ , where 

(݆, ݇) = ߯(݅). We shall show that, ݌d, there is a unique sequence (݁௜)௜ୀ଴ஶ  in ܨ, with the 

following properties. Firstly, 
 

 

Secondly, if integers ݎ, ݊, ݅	satisfy 0 < ݎ ≥ ݊, ݅ ∈ [0, [௡ି௥ݒ +  ௡, thenܽݎ
 

௜݂ = (݊ −
 

Thirdly, if 0 < ݎ < ݊, ݅ ∈ ௡ܽݎ) + ௡ି௥ݒ , ݎ) + 1)ܽ௡) (respectively, if 1 ≤ ݊, ݅ ∈ ,௡ିଵݒ) ܽ௡)), 

then 
 

 

where ℎ = ቀݎ + ଵ
ଶ
ቁ ܽ௡  (respectively, ℎ = ଵ

ଶ
ܽ௡ ). If integers ݎ, ݊, ݅  satisfy 0 < ݎ ≤ ݊, ݅ ∈

௡ܽ)ݎ] + ܾ௡), ݊ܽ௡ +  ௡] thenܾݎ
 



 

If integers	ݎ, ݊, ݅ satisfy 0 ≤ ݎ < ݊, ݅ ∈ ൫݊ܽ௡ + ௡ܾݎ , ݎ) + 1)(ܽ௡ + ܾ௡)൯, then 
 

 

where ℎ = ቀݎ + ଵ
ଶ
ቁ ܾ௡. 

 

Lemma (6.1.11)[163]: ݌d, the sequence (݁௜)௜ୀ଴ஶ  satisfying ((5) - (9)) does indeed exist, is 

unique, and is a vector space basis of ܨ. There is a unique linear map ܶ ∶ ܨ →  such ܨ

that ܶ݁௜ = ݁௜ାଵ for each ݅. 
 

Proof. Each definition is of form ௜݂ = ∑ ௜௟݁௟௜ߣ
௟ୀ଴ , with ߣ௜௜ ≠ 0. The values taken by the 

index ݅  in formulae (5)-(7) include zero, [0, [௡ି௥ݒ + ௡(0ܽݎ < ݎ ≤ ௡ܽݎ)	;(݊ +

௡ି௥ݒ , ݎ) + 1)ܽ௡)	(0 < ݎ < ݊); and (ݒ௡ିଵ, ܽ௡)	(1 ≤ ݊). ܲd, this means each value ݅ = 0 

or ݅ ∈ ,௡ିଵݒ) ݊ܽ௡]	(݊ ≥ 1) is mentioned once and only once. 

The remaining values of ݅ are taken care of by (8),(9). These cases cover intervals 

௡ܽ)ݎ] + ܾ௡), ݊ܽ௡ + (0	௡]ܾݎ < ݎ ≤ ݊) and ൫݊ܽ௡ + ௡ܾݎ , ݎ) + 1)(ܽ௡ + ܾ௡)൯	(0 ≤ ݎ < ݊) , 

whose union is (݊ܽ௡ , ݊(ܽ௡ + ܾ௡)] = (݊ܽ௡ ,  ௡]. As the index ݊ varies, we catch the restݒ

of ℤା. 

ܲd, then, each ௜݂(݅ ≥ 0) is defined once and only once, and has the general form 

∑ ௜௟݁௟௜ߣ
௟ୀ଴ . 

Because ߣ௜௜ ≠ 0 the linear relationship between the ݁௜ and the ௜݂  is invertible 

(we have a lower triangular matrix with nonzero entries in the diagonal) so the ݁௜ do 

exist, are unique, and span ܨ. Note by the way that if ݅ = I	(݆, ݇) then 
 

 

since ௝݂௞∗ ( ௜݂) = 1, and obviously ௝݂௞∗ (݁௠) = 0 for ݉ < ݅. 

It is then also true that for each ݊, 
 

lin
 

say where ܵ௡ = ߯{0, 1, 2	. . . ݊}, |ܵ௡| = ݊ + 1. As we remarked at the beginning, we will 

abbreviate ܨௌ೙  to ܨ௡.	(݁௜)଴ஶ is an alternative vector space basis for ܨ, so of course there 

is a unique map ܶ such that ܶ݁௜ = ݁௜ାଵ for all ݅ - as yet we say nothing about continuity! 



From now on, we will always assume that the given sequence d increases 

sufficiently rapidly that Lemma (6.1.11) holds. 

Obviously we must now prove that (݌d), ܶ is continuous and strictly singular.  
 

The method of achieving this result is to approximate ܶ by an appropriate 

“weighted shift” operator ܹ, and then estimate the norm of the “error term” ܶ −ܹ by 

ad hoc methods. This also gives us a natural direction to take when proving that ܶ is 

strictly singular. 
 

Definition (6.1.12)[163]: Let ଴ܹ ∶ ݈ଶ → ݈ଶ be a weighted shift operator with ଴ܹ ଴݂௝ =

௝ߙ ଴݂,௝ାଵ; we define the weights ߙ௝  as follows. Writing	݅ =  ݅ ଵ(݆), we know that eitherିߛ

is zero, or it lies in one of the intervals (ݒ௡ିଵ, ܽ௡), ௡ܽݎ) + ௡ି௥ݒ , ݎ) + 1)ܽ௡), ൫݊ܽ௡ +

௡ܾݎ , ݎ) + 1)(ܽ௡ + ܾ௡)൯ or [ݎ(ܽ௡ + ܾ௡), ݊ܽ௡ +  ௡] that feature in parts (7), (8) and (9)ܾݎ

of Definition (6.1.2). With an eye on that definition, we define: 
 

௝ߙ =

⎩
⎪
⎪
⎪
⎨

⎪
⎪
⎪
⎧ 2ଵ/ඥ

1 +

1
1 + ݊
1

1 + ݊

0,				
 

It is easily checked from Definition (6.1.10) that in cases when ߙ௝ ≠ 0, ଴ܹ ଴݂௝ =

ܶ ଴݂௝ . For example, if ݆ = ݅ with (݅)ߛ ∈ ൫(݊ܽ௡ + ,(௡ܾݎ ݎ) + 1)(ܽ௡ + ܾ௡) − 1൯, then both 

݅ and ݅ + 1 lie in the interval ൫(݊ܽ௡ + ,(௡ܾݎ ݎ) + 1)(ܽ௡ + ܾ௡)൯, hence for suitable ℎ, we 

have 
 

 

and 
 

 

Hence, 
 



 

଴ܹ is a weighted shift operator on ݈ଶ, obviously of norm ଵ
ଶ
· 2ଵ/ඥ௕భ (if we assume the 

interval (ܽଵ, ܽଵ + ܾଵ − 1) is nonempty, a rather mild condition of “rapid increase” on 

the sequence d). Note it is also compact, for the weights tend to zero. 
 

Definition (6.1.13)[163]: Let ଵܹ ∶ ൫⊕௜ୀଵ
ஶ ௣೔൯௟మܬ →

൫⊕௜ୀଵ
ஶ ௣೔൯௟మܬ  be the map such that the 

sequence (xଵ, xଶ, xଷ, . . . ) with x௜ ∈ ,௣೔ , is sent to the sequence (0ܬ ,ଵxଵߚ ,ଶxଶߚ ,ଷxଷߚ . . . ) 

where the coefficients ߚ௜  are as follows: 
 

 

Once again, in cases when ߚ௝ ≠ 0, the action of ܶ on ܬ௣ೕ  and of ଵܹ are identical. For if 

݆ ∈ ௦ݓ] , ௦ݓ + ݇ ௦) andݒ ≥ 0, let us write ݊ = ݇ + 1 + ݅ and ݏ = ݆ − ௦ݓ . Then Definition 

(6.1.8) gives us ߯൫(݊ − ௡ܽ(ݏ + ݅൯ = ௦ݓ) + ݅, ݊ − ݏ − 1) = (݆, ݇) ; and likewise 

߯൫(݊ − ௡ܽ(ݏ + ݅ + 1൯ = (݆ + 1, ݇) . Therefore, Definition (6.1.4) gives us ௝݂ ,௞ =

(݂௡ି௦)௔೙ା௜ = 
 

ݏ) + 1)௜ · ܽ
 

and ௝݂ାଵ,௞ = (݂௡ି௦)௔೙ା௜ାଵ = 
 

ݏ) + 1)௜ାଵ · ܽ
 

Hence 
 

 

for all ݇ ≥ 0; this of course agrees with ଵܹ ௝݂,௞ . 

Since the embedding ܬ௣೔ ↪  ௣೔శభ is strictly singular [137, 154, 155, 156, 157], weܬ

conclude that ‖ ଵܹ‖ = 1/2. Writing ܹ for the unique continuous linear map ܺ → ܺ 

which agrees with ଴ܹ on ݈ଶ and ଵܹ on ⊕ଵ
ஶ ௣೔ܬ , we have ‖ܹ‖ = ଵ

ଶ
· 2ଵ/ඥ௕భ . The “error 

term” ܶ −ܹ acts as follows. By (5), (6) 
 



 

By (7),if ݅ = ݎ) + 1)ܽ௡ − 1 and ݆ = 0)	(݅)ߛ ≤ ݎ < ݊) then 
 

(ܶ −
 

By (6), if ݆ = ௠ݓ + ௠ݒ  and ݇ ≥ 0  then writing ݎ = ݇ + 1, ݊ = ݉ + ݇ + 1  and 

݅ = ௡ܽݎ + ݆ − ௠ݓ = ௡ܽݎ +  ௡ି௥, we haveݒ

	(ܶ −ܹ) ௝݂ ,௞ =	

(݊ − ݎ + 1
 

By (8), if ݆ = ,(݅)ߛ ݅ = ݊ܽ௡ + ௡ܾݎ , 0 < ݎ ≤ ݊, then 
 

(ܶ −

= (1 + ݊)
 

Lastly by (9), if ݆ = ,(݅)ߛ ݅ = ݎ) + 1)(ܽ௡ + ܾ௡) − 1, 0 ≤ ݎ < ݊, then 
 

(ܶ −ܹ) ଴݂
 

In all other cases, (ܶ −ܹ) ௜݂,௝ = 0. 
 

Lemma (6.1.14)[163]: For every ߟ > 0	the following is true. ܲd, ܶ −ܹ  is a nuclear 

operator of nuclear norm at most ߟ. 
 

Proof. It is necessary to estimate the sum of the norms of all the vectors in (13)-(16), 

add up the estimates and check that (݌d) the sum is less than ߟ. These sort of details will 

be very familiar (see [165]-[172]). 

Obviously (13) contributes 2ିଵାቀଵି
భ
మ௔భቁ/√௔భ  to our sum (which is less than 5/ߟ 

pd, let us say). Now (6) gives us (for 0 < ݎ ≤ ݊) 
 

(1 + ݊)௥

																												

 



Now the ܬ௣ spaces have the special property - closely related to their nonreflexivity- that 

for all ݎ, ݆ we have ฮ∑ ௝݂ ,௦
௥ିଵ
௦ୀ଴ ฮ = 1. Hence, 

 

 

and 
 

Hence, (14) contributes to our sum at most 
 

 

pd. In view of (7), if 0 < ݎ < ݊ then 
 

 

If ݎ = ݊ > 0, (9) gives 
 

ฮ݁ଵା
 

If ݎ = 0 < ݊, (7) gives 
 

ฮ݁ଵ
 

Hence the contribution made by (15) to our sum is at most 
 

෍෍(݊ − ݎ +
௡

௥ୀଵ

ஶ

௡ୀଵ

				= ෍
ஶ

௡ୀଵ

								෍
ஶ

௡ୀଵ

 



pd (the first two terms in the middle of (25) are summing appropriate multiples of the 

norms of vectors ݁ଵା௥௔೙ା௩೙షೝ  on the left hand side; the last two terms do the same for 

vectors ݁ଵା(௥ିଵ)௔೙షభା௩೙షೝ). 

Then again, (9) gives us 
 

 

when 0 ≤ ݎ < ݊; if ݎ = ݊ we are looking at ฮ݁ଵା௩೙ฮ which is given by (24). Hence the 

contribution to our sum made by (16) is at most 
 

෍෍(1+
௡ିଵ

௥ୀଵ

ஶ

௡ୀଶ

 

pd (here the first two terms in the equation sum the norms of vectors ݁ଵା௡௔೙ା௥௕೙  

appearing in (16), with appropriate weights; and the last term does the same for vectors 

݁ଵା௡௔೙ା(௥ିଵ)௕೙). 

Lastly, (8) gives us (for each 0 < ݎ ≤ ݏ ≤ ݊) 
 

ฮ(1 + ݊)௦
 

hence for 0 < ݎ ≤ ݊ 
 

ฮ(1 +

 

(by (20)) 
 

 

Therefore the contribution to our sum from (17) is at most 
 

 

pd. Adding up our estimates ((25),(21),(27),(29) and our remark about ܶ ଴݂଴) we find that 

pd, 
 



෍
௜,௝

 

which gives the result. 
 

Corollary (6.1.15)[163]: ܲd, ‖ܶ‖ < 1. 
 

Corollary (6.1.16)[163]: ܲd, ܶ is strictly singular. 
 

Proof. Strict singularity is not affected if an operator is perturbed by an operator in the 

norm closure of the finite rank operators. Since ܶ −ܹ is nuclear pd, it is enough to 

show that ܹ is strictly singular. Now with slight abuse of notation, we have 
 

 

where ଴ܹ is a compact operator on ݈ଶ. So it is enough to show that ଵܹ is strictly 

singular. Now ଵܹ is the map ൫⊕௜ୀଵ
ஶ ௣೔൯௟మܬ →

൫⊕௜ୀଵ
ஶ ௣೔൯௟మܬ  which sends the sequence 

(xଵ, xଶ, xଷ, . . . ) to (0, ,ଵxଵߚ ,ଶxଶߚ . . . ). Furthermore ߚ௝ → 0 as ݆ → 1 (see (12)). All we 

need then for our Corollary is the easy lemma: 
 

Lemma (6.1.17)[163]: If ଵܹ ∶ ൫⊕௜ୀଵ
ஶ ௣೔൯௟మܬ →

൫⊕௜ୀଵ
ஶ ௣೔൯௟మܬ  is the map sending 

 

 

൫x௜ ∈ ௜ߚ ௣೔൯, then ଵܹ is strictly singular providedܬ → 0 as ݅ → ∞. 
 

Proof. If not, write ଵܺ = ൫⊕௜ୀଵ
ஶ ܧ ௣೔൯ and letܬ ⊂ ଵܺ be an infinite-dimensional subspace, 

and ߝ > 0, such that for all x ∈  ,ܧ
 

 

Let ேܲ  denote the natural projection onto ⊕ଵ
ே ௣೔ܬ  sending (xଵ, xଶ, . . . )  to 

(xଵ, xଶ, . . . , xே, 0, 0, 0, . . . )	  Let ଴ܲ = 0 . Now ‖ ଵܹ ேܲ − ଵܹ‖ → 0  as ܰ → ∞  because 

௜ߚ → 0. Therefore there is an ܰ such that for all x	∈ܧ, 
 

 

So, ଵܹ is norm increasing on an infinite dimensional subspace of ேܲ ଵܺ (namely, ேܲܧ). 

Let ܵ ⊂ ℤା × ℤା = ,ܯ)} ܰ) ∶ ܯ < ܰ, and there is an infinite dimensional subspace of 

( ேܲ − ெܲ) ଵܺ on which ଵܹ is norm increasing }. We have shown (ܱ,ܰ) ∈ ܵ for large ܰ. 



Let (ܯ, ܰ) ∈ ܵ be such that ܰ ) be a subspace of ܧ is minimal, and let ܯ− ேܲ − ெܲ) ଵܺ 

on which ଵܹ is norm increasing, spanned by vectors x(௜) = ൫0, . . . , 0, xெାଵ
(௜) , xெାଶ

(௜) , . . . xே
(௜), 0, . . . , 0൯ 

(݅ = 1, . . . , ∞). If ܰ ܯ− = 1 we find the inclusion map ܬ௣ಿ →  ௣ಿశభ is norm increasing onܬ

 and perturbing ܧ contradicting Lemma (6.1.1). If not, then taking a subspace of ,ܧ

slightly as necessary, we can assume that for each ݆ the x௝
(௜) are a block basis in ܬ௣೔ (here 

we allow a “block basis” to perhaps include some zero vectors). Now the subspace of 

௣ಾశభܬ  spanned by the xெାଵ
(௜) , must be infinite dimensional, or we can remove the xெାଵ

(௜)  

(and reduce ܰ  by passing to a subspace. So taking a subsequence as necessary we (ܯ−

may assume the xெାଵ
(௜)  independent, and likewise we may assume the xே

(௜)  are 

independent. Consider the two norms 
 

 

and 
 

 

on the finitely nonzero sequences ߣ ∈ ܿ଴଴. If on any infinite dimensional subspace of ܿ଴଴ 

they are equivalent, we have a subspace of ܬ௣ಾశభ  isomorphic to one of ܬ௣ಿ ; this leads to 

݈௣ಾశభ ⊂ ௣ಿܬ , a contradiction as in Lemma (6.1.1). If not, there is a normalized block basis 

y(௜) of the x(௝) such that writing	y(௜) = ቀ0, . . . , 0, yெାଵ
(௜) , . . . yே

(௜) , 0, . . . , 0ቁ we either have 

ቛyெାଵ
(௜) ቛ → 0 or ቛyே

(௜)ቛ → 0. Perturbing a subsequence of this block basis very slightly, 

we can obtain an increasing sequence (݊௜), and vectors z(௜) close to y(௡೔), spanning a 

norm increasing subspace of ଵܺ , for which zே
(௜) = 0  (or zெାଵ

(௜) = 0 ). Hence, either 

ܰ,ܯ) − 1) ∈ ܵ or (ܯ + 1,ܰ) ∈ ܵ; so ܰ  was not minimal. This contradiction shows ܯ−

that ଵܹ is strictly singular. 
 

‖ܶ௔೙ା௕೙‖ this of course is essentially a repeat of arguments given in [165]-[172]. 
 



Lemma (6.1.18)[163]: Recall that ܨ௡ = lin(݁௢, . . . , ݁௡). On ܨ௡, one may consider the two 

norms 
 

 

and 
 

 

We claim that for suitable functions ଵܰ ∶ ℕଶ → ℕ and ଶܰ ∶ ℕଶ	 → ℕ, we have 
 

 

for all x ∈  ௡௔೙; andܨ
 

 

for all x ∈ ݊ݒܨ , provided d increases sufficiently rapidly that Definition (6.1.10) is 

meaningful. 
 

Proof. For ܨ௡௔೙  is ܨௌ೙ೌ೙ = lin൛ ௜݂௝ ∶ (݅, ݆) ∈ ܵ௡௔೙ൟ where ܵ௡ is the set mentioned in (3). 

Furthermore, the matrix of the map on ܨ௡௔೙  sending ݁௜  to ௝݂ೖ  (where ݅ = I(݆, ݇), is 

determined by the values ܽଵ, ܾଵ, . . . ܽ௡ as used in Definition (6.1.10). If we take the 

releveant ௝݂ೖ  as our basis for ܨ௡௔೙  then of course the norm is between the ܿ଴ norm and 

the ݈ଵ norm. If we make the change of basis to ݁௜	(݅ = 1, . . . , ݊ܽ௡) then for a suitable 

function ܯଵ(݊, ܽଵ, ܾଵ, . . . ܽ௡) the inequality (31) must hold. Because d is an increasing 

sequence, we can write ܯଵ(݊, ܽଵ, ܾଵ, . . . ܽ௡) ≤ ଵܰ(݊, ܽ௡) for a suitable function ଵܰ . 

Similarly, a suitable function ଶܰ exists such that (32) holds. 
 

Definition (6.1.19)[163]: Recall that we write ௜݂  for the vector ௝݂ ,௞, where ݅ = I(݆, ݇). 

Let ܳ௠଴ ∶ ܨ → ௠௔೘ܨ  be the projection such that 
 



ܳ௠଴ ൫ ௝݂൯ =

 

We shall establish the following lemma (in [167]). 
 

Lemma (6.1.20)[163]: ܲd, for all ݊ we have 
 

 

Later on, we will establish that, for an arbitrary norm-1 vector x ∈ ݈ଵ, and for any 

ߝ > 0, there is a polynomial ݍ and an integer ݊ such that 
 

 

and 
 

 

This will show that ݁଴ ∈ lim{ ௡ܶ
௥x ∶ ݎ ≥ 0} and hence that x is cyclic, since ݁଴ obviously is. 

So ܶ is strictly singular, and has no invariant subspaces. 

Proof. As with proving ܶ continuous, we split the operator involved (in this case, 

ܶ௔೙ା௕೙ ∘ ܫ) − ܳ௡଴)) into a part that looks like a weighted shift operator, and a nuclear 

operator. In certain cases, we now find that ܶ௔೙ା௕೙ ∘ ܫ) − ܳ௡଴) ௜݂  is of form ߝ௜ · ௜݂ା௔೙ା௕೙. 

These cases are as follows: 
 

Case (A1). If ݅ ∈ [0,݊ܽ௡] then ܳ௡଴ ௜݂ = ௜݂  so of course 

 

Case (A2). If ݅ ∈ ௡ܽ)ݎ] + ܾ௡), (݊ − 1)ܽ௡ + [௡ܾݎ  with 0 < ݎ < ݊ , then by two 

applications of (2.2.3) we find that 

ܶ௔೙
 

Case (A3). If ݅ ∈ ൫݊ܽ௡ + ,௡ܾݎ ݎ) + 1)(ܽ௡ + ܾ௡)൯ with 0 ≤ ݎ < ݊ − 1 then two applications 

of (2.2.4) likewise give us 
 

ܶ௔೙ା௕೙
 

Case (A4). If ݅ ∈ [0, ௠ି௥ݒ − ܽ௡ − ܾ௡] + ௠ with 0ܽݎ < ݎ ≤ ݉ − ݊ then (2.2.1) gives 



 

ܶ௔೙ା
 

Case (A5). If ݅ ∈ ௠ܽݎ) + ௠ି௥ݒ , ݎ) + 1)ܽ௠ − ܽ௡ − ܾ௡)  with 0 < ݎ < ݉,݉ > ݊ , or if 

݅ ∈ ,௠ିଵݒ) ܽ௠ − ܽ௡ − ܾ௡),݉ > ݊ then by (6), 
 

ܶ௔೙ା௕೙ ∘
 

Case (A6). If ݅ ∈ ௠ܽ)ݎ]݁ + ܾ௠),݉ܽ௠ + ௠ܾݎ − ܽ௡ − ܾ௡] with 0 < ݎ ≤ ݉,݉ > ݊, then (2.2.3) 

gives 

ܶ௔
 

Case (A7). Finally if ݅ ∈ (݉ܽ௠ + ௠ܾݎ , ݎ) + 1)(ܽ௠ + ܾ௠) − ܽ௡ − ܾ௡))	 with 0 ≤ ݎ < ݉,݉ >

݊ then (2.2.4) gives 
 

ܶ௔
 

Lemma (6.1.21)[163]: ܲd the following is true. The operator ܹ = ܹ(௡) ∶ ܨ →  such ܨ

that ܹ ௜݂  is as in ((33)-(39)) if the integer ݅ is mentioned in these cases, and ܹ ௜݂ = 0 

otherwise, has norm (1 + ݊)ି௔೙ି௕೙ · 2௔೙/ඥ௕೙ < ଷ
ଶ
· (1 + ݊)ି௔೙ି௕೙. 

 

Proof. As earlier, we split up ܹ into an operator ଴ܹ acting on ݈ଶ, and ଵܹ acting on 

⊕ଵ
ஶ ௣೔ܬ . The operator ଴ܹ covers all cases except Case (A4), and it acts as 

 

 

with ߝ௜ ≤ (1 + ݊)ି௔೙ି௕೙ · 2௔೙/ඥ௕೙  d, and equality achieved for certain values ݅ such݌	

that ିߛଵ(݅) is covered by Case (A3). The operator ଵܹ deals with Case (A4). It sends (for 

݅ ∈ [0, ௠ି௥ݒ − ܽ௡ − ܾ௡] + ௠ܽݎ , 0 < ݎ ≤ ݉ − ݊) ௜݂  to (݉ − ݎ + 1)ି௔೙ି௕೙ ௜݂ା௔೙ା௕೙ ; that 

is, writing ݆ = ݅ − ௠ܽݎ ∈ [0, ௠ି௥ݒ − ܽ௡ − ܾ௡], 
 

݂
 

Writing ݉ − ݎ = ݇ ≥ ݊ we find that ଵܹ sends ௝݂ା௪ೖ ,௦ to 
 

 

for all ݏ ≥ 0 and ݆ ∈ [0, ௞ݒ − ܽ௡ − ܾ௡]. 



Otherwise, ଵܹ ௟݂ ,௦ = 0. So ଵܹ  acts on each ܬ௣೔  space as a multiple ߚ௜ × ௜ߝ
(௡), 

where ߚ௜ × ௜ߝ
(௡) is the inclusion ܬ௣೔ → ௜ߚ ௣೔ା௔೙ା௕೙, andܬ  does not exceed (݊ + 1)ି௔೙ି௕೙. 

So,	‖ ଵܹ‖ = (݊ + 1)ି௔೙ି௕೙. Hence, 
 

‖
 

Lemma (6.1.22)[163]: For each ߟ > 0, the following is true. ܲd, for every ݊ > 0 the 

operator ܶ௔೙ା௕೙ ∘ ܫ) − ܳ௡଴) − ܹ(௡) is nuclear, of nuclear norm at most 
 

 

Proof. We must consider the error terms ܶ௔೙ା௕೙ ∘ ܫ) − ܳ௡଴) ௜݂ −ܹ(௡)
௜݂, sum all their 

norms, and obtain at most ߟ · (݊ + 1)ି௔೙ି௕೙. This is not in fact difficult to do, there are 

roughly six cases, corresponding to values ݅ which were “missed out” of Cases (A2)- (A7) 

above. 
 

Case (A8). If ݅ ∈ ൫(݊ − 1)ܽ௡ + ௡ܾݎ , ݊ܽ௡ + ௡൧ with 0ܾݎ < ݎ < ݊; (these are some of the 

“missing values” from Case (A2) above). 
 

Then, (8) gives us 
 

 

and hence, writing ݆ = ݅ + ܽ௡ + ܾ௡ − ݊ܽ௡ − ݎ) + 1)ܾ௡ − 1 ≥ 0, we have 
 

ܶ௝
 

Now (26) and (24) together give us, for all 0 ≤ ݎ ≤ ݊, 
 

ฮ
 

(for pd, (24) is less than (27) for the same value of ݊). Applying this twice, we find that 

(40) is at most 
 

(1 +
 

pd. 
 



Case (A9). If ݅ =  ,௡ (the final value “missed out” of Case (A2) above). Then (8) and (24)ݒ

together with the ever-useful fact that ‖ܶ‖ < 1, give us 
 

								≤ (1 + ݊

≤ ൫(1 +

≤ ൫(1 +

 

for all ݊,	pd. 
 

Case (A10). If ݅ ∈ ൫݊ܽ௡ + (݊ − 1)ܾ௡ , ݊(ܽ௡ + ܾ௡)൯ (not covered by Case (A3) above). 
 

Then by (9), ௜݂  is a multiple ߣ௜݁௜  with ߣ௜  (crudely) at most (1 + ݊)௩೙ିଵ . Therefore, 

ܶ௔೙ା௕೙ ௜݂ 	is ܶ௞൫ߣ௜݁ଵା௩೙൯ for some ݇ ≥ 0. Since ‖ܶ‖ ≤ 1, 
 

‖ܶ௔೙ା௕೙ ௜݂‖ ≤
 

by (24); 
 

 

pd. 
 

Case (A11). If ݅ ∈ ௠ି௥ݒ) − ܽ௡ − ܾ௡ , [௠ି௥ݒ + ௠ with 0ܽݎ < ݎ ≤ ݉ − ݊ (not covered by 

Case (A4) above), or if ݅ ∈ [0, [௠ି௥ݒ + ௠ with 0ܽݎ < ݎ ≤ ݉ > ݊,݉ − ݎ < ݊. 
 

Then we see by (6) that 
 

௜݂ = ൫(1 + ݉
 

and in either case, ݅ + ܽ௡ + ܾ௡ > ௠ܽݎ + ௠ି௥ݒ . (In the second case, ݅ + ܽ௡ + ܾ௡ ≥

௠ܽݎ + ܽ௡ + ܾ௡ > ௠ܽݎ + ௠ି௥ݒ  pd, since ݉ − ݎ < ݊). Writing 
 

 

we have 
 

|ܶ௔೙ା௕೙݂



≤ (

 

Now (22),(23) tell us that pd, for all 0 ≤ ݎ ≤ ݊ we have 
 

 

So, (49) is at most 
 

(݉

 

(the worst case in this estimate is when ݎ = 1). Now if we have ݉ > ݊ + 1, then 

ܫ) − ܳ௡଴) ௜݂  is just ௜݂  (6.1.22), and (53) above is the upper bound we need; thus, 
 

 

If on the other hand ݉ = ݊ + 1, ܫ) − ܳ௡଴) ௜݂ is in fact not ௜݂  but just (1 +݉)௥௔೘(݉ −

ݎ + 1)௜ି௥௔೘݁௜ (see Definition (6.1.19)). Our argument then gives the better estimate 
 

‖ܶ௔೙ା௕೙ ∘

 

pd. 
 

Case (A12). If ݅ ∈ ݎ)] + 1)ܽ௠ − ܽ௡ − ܾ௡ , ݎ) + 1)ܽ௠), with 0 ≤ ݎ < ݉,݉ > ݊, (these 

are the “missing values” from Case (A5) above). 
 

Then (7) gives us 
 

ܶ௔೙ା௕೙ ∘ (

 

for some ݆ ≥ 0. As we have remarked (20), ฮ(1 + ݊)௥௔೙݁௥௔೙ฮ = ඥ1 + ܽ௡ି௥ିଶ ; so since 

‖ܶ‖ ≤ 1 this is at most 
 



 

(since ݅ ≥ ݎ) + 1)ܽ௠ − ܽ௡ − ܾ௡) 

 

for all 0 ≤ ݎ < ݉ > ݊	pd. 
 

Case (A13). If ݅ ∈ (݉ܽ௠ + ௠ܾݎ − ܽ௡ − ܾ௡ , ݉ܽ௠ + ௠] with 0ܾݎ < ݎ ≤ ݉ > ݊; then we 

have one of the “missing values” from Case (A6) above. 
 

(8) gives us 

and hence, writing ݆ = ݅ + ܽ௡ + ܾ௡ −݉ܽ௠ − ௠ܾݎ − 1 ≥ 0, we have 
 

ܶ௔೙ା௕೙ ௜݂
 

Now (26) and (24) together give us, for all 0 ≤ ݎ ≤ ݊, 
 

ฮ݁
 

(for pd, (24) is less than (27) for the same value of ݊). Applying this twice, we find that 

(58) is at most 
 

(1 +
 

pd. 
 

Case (A14). Finally if ݅ ∈ ݎ)ൣ + 1)(ܽ௠ + ܾ௠) − ܽ௡ − ܾ௡ , ݎ) + 1)(ܽ௠ + ܾ௠)൯	(0 ≤ ݎ <

݉ > ݊) then we are among the “missing values” from Case (A7). 
 

Then, (9) gives us 
 

 

and hence, for ݆ = ݅ + ܽ௡ + ܾ௡ − ݎ) + 1)(ܽ௠ + ܾ௠) ≥ 0, 
 

ܶ௔೙ା௕೙ ௜݂ =
 

As in (28), 
 



 

so 
 

‖ܶ௔೙ା௕

 

in all cases, pd. We now add up all our estimates (42), (44), (46), (54), (56), (19), (60), 

and (63), counting according to the multiplicity of values ݅ that are involved. We obtain 

this estimate of the nuclear norm. 
 

෍ฮ൫ܶ௔೙ା
௜

ܾ௡ · 2
ିଵଷඥ௔

(ܽ௡ + ܾ௡)

෍ (ܽ௡
௠வ௡
଴ஸ௥ழ௠

෍ (ܽ௡
௠வ௡
଴ஸ௥ழ௠

 

We will observe that as a function of n and d,	pd this sum is at most ߟ ·

(݊ + 1)ି௔೙ି௕೙.  
 

Definition (6.1.23)[163]: Let ܳ௠(݉ ≥ 1) be the projection ܨ → ௠௔೘ܨ , such that 
 

 

Note that in terms of what happens to the ௝݁, this amounts to much the same as 

of [172], though it does not look the same. 
 

Lemma (6.1.24)[163]: ‖ܳ௠‖ = 1 for all ݉. 
 



Proof. For we claim that for each ݅ , the vectors ௜݂௞(݇ = 0, 1, 2, . . . )  appear as a 

subsequence ൫ ௝݂௞൯௞ୀ଴
ஶ

 of the ௝݂  in their proper order (݆଴ < ݆ଵ < ݆ଶ <	. . . ). This is true 

because is an increasing function and ଴݂௝ = ఊ݂(௝) ; and because for ݅ > 0 , say ݅ ∈

௠ݓ] , ௠ݓ + ௠], we have ௜݂௞ݒ = (݂௞ାଵ)௔೘శೖశభା௜ି௪೘  (2.3). Hence, for each ݅ there is a ݇ 

such that 
 

 

The norm of the projection that thus “truncates” a sequence is 1 on ݈ଶ (of course), and 

also on any ܬ௣೔ . Hence, ‖ܳ௠‖ = 1.  
 

Definition (6.1.25)[163]: Let ௡ܲ,௠(݉ > ݊ ≥ 1)  be the operator ߬௡௠ ∘ ܳ௠ ∶ ௠௔೘ܨ →

௠௔೘ܨ , where 
 

 

Lemma (6.1.26)[163]: ‖ܳ௠଴ ‖ ≤ ܽ௠ for all ݉,݌d. 
 

Proof. We know ‖ܳ௠‖ = 1; and Definition (6.1.12) tells us that (ܳ௠ − ܳ௠଴ ) ௝݂  is zero 

unless ݆ ∈ [0, [௠ାଵି௥ݒ + ,௠ାଵܽݎ 1 < ݎ ≤ ݉ + 1. In this case, it is 
 

௝݁ି௥௔೘
 

Hence, crudely, 
 

‖ܳ௠ −

																			

				

 



(by (20)) 
 

 

for all ݉,	pd.  
 

Lemma (6.1.27)[163]: ‖ ௡ܲ௠‖ ≤ ܽ௡ାଵ for all ݊ <  .d݌	݉
 

Proof. ‖ܳ௠‖ = 1 so ‖ ௡ܲ௠‖ = ‖߬௡௠‖. Examining Definitions (6.1.25) and (6.1.10) we 

find 
 

߬௡௠ ௜݂ =

 

Now the projection ߬ᇱ such that 
 

 

has norm 1, for the same reasons as in Definition (6.1.10). Therefore 
 

									1 + ෍
௜∈[଴,௩೘ష

௠ି௡

≤ 1 + ෍ (
௠

௥ୀ௠ି௡
 

since ‖ܶ‖ < 1. Recall from (20) that ฮ(1 + ݊)௥௔೙݁௥௔೙ฮ = ඥ1 + ܽ௡ି௥ିଶ . Substituting into 

(70) we have 
 

‖߬௡௠‖ ≤

=

<
 

for all ݊,	pd. Thus Lemma (6.1.27) is proved.  
 



Definition (6.1.28)[163]: For each 1 < ݊ ≤ ݉, let ܭ௡,௠ ⊂  ௠௔೘ be the set of vectorsܨ

such that ‖x‖ ≤ ܽ௠ and ฮ߬௡,௠xฮ ≥ 1/ܽ݉. 

Let ௠ܶ ∶ ௠௔೘ܨ → ௠௔೘ܨ  be the “truncated” version of ܶ, ௠ܶ(݁௜) = ݁௜ାଵ	(݅ <

݉ܽ௠) or zero (݅ = ݉ܽ௠). 
 

Lemma (6.1.29)[163]: There is a function ଷܰ ∶ ܰଶ → ܰ with the following property: ܲd, 

for all 1 < ݊ < ݉ and x ∈ |݌| such that ݌ ௡,௠, there is a polynomialܭ < ଷܰ(݉, ܽ௠),  (ݐ)݌

is of form ∑ ௜ݐ௜ߣ
௠௔೘
௜ୀ௔೘ , and 

 

 

Proof. For any y ∈ ݕ ௡,௠ we can writeܭ = ∑ ௜݁௜ఈߣ
௜ୀଵ  where ߣఈ ≠ 0. Then, 

 

lin{ ௠ܶ
 

Since ߬௡௠y ≠ 0 we know ߙ < (݉ − ݊)ܽ௠ 	so certainly ݁(௠ି௡ାଵ)௔೘ ∈ lin{ ௠ܶ
௥ ݁௜ ∶ ܽ௠ ≤

ݎ ≤ ݉ܽ௠}. Since ܭ௡௠ is compact, there are a finite number of polynomials ݌ଵ, . . . , ௞݌  of 

form ݌௝(ݐ) = ∑ ௜ݐ௝௜ߣ
௠௔೘
௜ୀ௔೘ , such that for all x ∈  ௡௠ there is a ݆ such thatܭ

 

 

Writing ܰ = max௝ห݌௝ห	 , note that ܰ  depends only on elements of the underlying 

sequence d  up to and including am; so ܰ < ଷܰ(݉, ܽ௠)  for a suitable function 

ଷܰ ∶ ܰଶ → ܰ. Since in view of (19) we have 
 

 

this concludes the proof.  
 

We now extend the previous lemma as follows. 
 

Lemma (6.1.30)[163]: With is notation of Definition (6.1.12), the polynomial (ݐ)ݍ =

݉)௕೘ݐ + 1)௕೘/ܾ௠ · (ݐ)݌  satisfies 

degq	,(ݐ)ݍ|௔೘ା௕೘ݐ ≤ ܾ௠ +݉ܽ௠ , |ݍ| ≤ ଷܰ(݉, ܽ௠)(݉ + 1)௕೘/ܾ௠ and 
 

 



Proof. Given x ∈ ௡,௠ܭ  let ݌ be the polynomial as in Definition (6.1.12), and write 

(ݐ)ݍ = ݉)௕೘ݐ + 1)௕೘/ܾ௠(ݐ)݌. Let us consider the vector ݍ(ܶ)x. For all ݅ ∈ [ܽ௠ +

ܾ௠ , ݉ܽ௠ + ܾ௠]  we have ௜݂ = (݉ + 1)௜݁௜ − ܾ௠(݉ + 1)௜ି௕೘݁௜ି௕೘ ; so if we write 

)݌ ௠ܶ)x = ∑ ௜݁௜ߣ
௠௔೘
௜ୀ௔೘  then 

 

ብ
(݉ + 1)௕೘

ܾ௠

																												

 

(since x ∈ ‖௡௠ so ‖xܭ ≤ ܽ௠) 
 

 

pd. Furthermore, 
 

ܶ

 

Since ‖ܶ‖ ≤ 1	pd, we deduce that 
 

(݉ + 1)௕

ܾ௠

 

as above; 
 

≤
(݉ + 1)௕೘

ܾ௠
 

by (27); 
 



 

for all ݉,	pd. Adding up (83) and (77) we have 
 

 

Using Definition (6.1.12) we have our result.  
 

We now have the following very convenient lemma (see [165]): 
 

Lemma (6.1.31)[163]: For all ݆ ∈ [0, ,[௞ି௥ݒ 1 ≤ ݎ < ݇ − ݊ and ݏ ≥  we have ,ݎ
 

௝݂
∗

 

Proof. The vector ௝݂ା௪ೖషೝ,௦ିଵ
∗ = ௝݂ା௦௔ೖశೞషೝ  Definition (6.1.7) is in the image of the 

projection ߬௡,௞ା௦ି௥ ∘ ܳା௦ି௥଴ ݇ and is fixed by it. The vector ௝݂ା௪ೖషೝ,௦ = ௝݂ା(௦ାଵ)௔ೖశೞషೝశభ  is 

mapped (by Definitions (6.1.12),(6.1.13)) to 
 

ݑ
 

which by (10), (6), satisfies ௝݂ା௪ೖషೝ,௦ିଵ
∗ (ݑ) = −1. It is easily seen that for all other 

vectors ௠݂ 	, ߬௡,௞ା௦ି௥ ∘ ܳ௞ା௦ି௥଴ ( ௠݂) is either ௠݂ , or zero, or another vector similar to 

above, being therefore of form ௝݂ᇲ	ݑ ,௦ᇲ + ℎ with the pair (݆ᇱ, ᇱ) not equal to ൫݆ݏ +

௞ି௥,௦), and with ℎݓ ∈ ௩ೖశೞషೝషభܨ . In all such cases ௝݂ା௪ೖషೝ,௦
∗ ൫߬௡,௞ା௦ି௥ܳ௞ା௦ି௥଴

௠݂൯ = 0, 

hence the result.  
 

Theorem (6.1.32)[163]: ܲd, ܶ has no invariant subspace. 
 

Proof. Let 	x ∈ ܺ, ‖x‖ = 1 and ݊ > 0. Since ݁଴ is cyclic for ܶ, it is enough to show that 

for all such x and n there is a polynomial ݍ such that ‖ݍ(ܶ)x− ݁଴‖ ≤ 2/ܽ௡ିଵ. We claim 

there is an ݉ > ݊ such that 
 

 

Now ‖ ௡ܲ௞‖ ≤ ܽ௡ାଵ for all ݇, and certainly for all ݔ ∈ we have ௡ܲ௞x ܨ = x for all but 

finitely many ݇. Therefore, ௡ܲ௞x → x	as ݇ → ∞ for any vector x ∈ ܺ. 

Choose, then, a ݇ so large that ‖ ௡ܲ௞x‖ = ‖߬௡௞ ∘ ܳ௞x‖ > 1/2. If ฮ߬௡௞ ∘ ܳ௞଴xฮ >

1/4 our assertion is proved; if not then 
 



 

For all ݆ > 0 we either have 
 

(ܳ௞
 

if ݆ ∈ [0, [௞ି௥ݒ + ,௞ାଵܽݎ 1 < ݎ ≤ ݊; or else, (ܳ௞ − ܳ௞଴) ௝݂ = 0. Hence, ߬௡௞ ∘ (ܳ௞ − ܳ௞଴) ௝݂  

is either 
 

 

if ݆ ∈ [0, [௞ି௥ݒ + ,௞ାଵܽݎ 1 < ݎ ≤ ݇ − ݊; or else it is zero. Thus, ߬௡௞ ∘ (ܳ௞ − ܳ௞଴) = ߬௡௞ ∘

(ܳ௞ − ܳ௞଴) ∘  ௌ where ܵ is the finite setߨ
 

 

say. Crudely, then, we may say that there is an ݅ ∈ ܵ௡௞  such that 
 

 

Now if ݅ = ݆ + ݎ) + 1)ܽ௞ାଵ, ݆ ∈ [0, ,[௞ି௥ݒ 1 ≤ ݎ < ݇ − ݊  we know by (6) that 

௜݂ = ௝݂ା௪ೖషೝ,௥. Because any x ∈ ௣ೕశೢೖషೝܬ  is necessarily in ܿ଴, we know that as ݏ → ∞,

ห ௝݂ା௪ೖషೝ,௦
∗ (x)ห → 0. Therefore there is an ݏ >  such that ݎ

 

ห݂

 

If (93) holds then we may deduce from (.1.14)[163] that 

ฮ߬௡,௞ା௦

 

(for ߬௡௞ ∘ (ܳ௞ − ܳ௞଴) = ߬௡௞ ∘	ܳ௞ ∘ (ܳ௞ − ܳ௞଴) = ௡ܲ௞ ∘ (ܳ௞ − ܳ௞଴); and |ܵ௡௞| =  .(௞ିଵݓ
 

 

pd. This proves our assertion that there is indeed an ݉ > ݊ such that (87) holds. Pick 

such an ݉, and write y = ܳ௠଴ x. We know that ‖y‖ ≤ ‖ܳ௠଴ ‖ ≤ ܽ௠ 	pd. But ‖߬௡௠y‖ ≥



1/ܽ௠ so y ∈ −y(ܶ)ݍ‖ such that ݍ ௡௠. Therefore by (6.3) there is a polynomialܭ ݁଴‖ ≤

1/ܽ௡ିଵ + 3/ܽ௠, (ݐ)ݍ|௔೘ା௕೘ݐ , deg ݍ ≤ ܾ௠ +݉ܽ௠ , and |ݍ| ≤ (݉ + 1)௕೘/ܾ௠ . Using 

our estimate on ‖ܶ௔೘ା௕೘ ∘ ܫ) − ܳ௠଴ )‖ and the fact that ‖ܶ‖ < 1, we find that 
 

 

Therefore 
 

 

pd. This inequality (which can be repeated with different values of ݊ by choosing 

suitable alternative ݍ) shows that in fact x is cyclic; and so we conclude the proof. 
 

Corollary (6.1.33)[284]: ݌d, the Cauchy sequence (݁௜)௜ୀ଴ஶ  satisfying ((5) - (9)) does indeed 

exist, is unique, and is a vector space basis of ܨ. There is a unique linear map ܶ ∶ ܨ →  ܨ

such that ܶ݁௜ = ݁௜ାଵ for each ݅. 
 

Proof. Each definition is of form ௜݂ = ∑ ௜௟݁௟௜ߣ
௟ୀ଴ , with ߣ௜௜ ≠ 0. The values taken by the 

index ݅  in formulae (5)-(7) include zero, ൣ0, ఉ൧ݒ + (݊ − ߚ)௡ܽ(ߚ ≥ 0);	ቀ(݊ − ௡ܽ(ߚ +

,ఉݒ (݊ − ߚ + 1)ܽ௡ቁ	(ߚ > 0); and (ݒ௡ିଵ, ܽ௡)	(1 ≤ ݊). ܲd, this means each value ݅ = 0 

or ݅ ∈ ,௡ିଵݒ) ݊ܽ௡]	(݊ ≥ 1) is mentioned once and only once. 

The remaining values of ݅ are taken care of by (8),(9). These cases cover intervals 

[(2ܽ௡ + ݊)(௡ݎ − ,(ߚ ݊ܽ௡ + (݊ − ௡ܽ)(ߚ + 	[(௡ݎ  and ൫݊ܽ௡ + (݊ − ௡ܽ)(ߚ + ,(௡ݎ (2ܽ௡ +

݊)(௡ݎ − ߚ + 1)൯	(ߚ ≥ 0), whose union is (݊ܽ௡ , (2ܽ௡ + [(௡ݎ = (݊ܽ௡ ,  ௡] which impliesݒ

(2ܽ௡ + (௡ݎ =  .௡. As the index ݊ varies, we catch the rest of ℤାݒ

ܲd, then, each ௜݂(݅ ≥ 0) is defined once and only once, and has the general form 

∑ ௜௟݁௟௜ߣ
௟ୀ଴ . 

Because ߣ௜௜ ≠ 0 the linear relationship between the ݁௜ and the ௜݂  is invertible 

(see [163]) so the ݁௜ do exist, are unique, and span ܨ. Note by the way that if ݅ = I	(݆, ݇) 

then 



 

 

since ௝݂௞∗ ( ௜݂) = 1, and obviously ௝݂௞∗ (݁௠) = 0 for ݉ < ݅. 

It is then also true that for each ݊, 
 

lin
 

say where ܵ௡ = ߯{0, 1, 2	. . . ݊}, |ܵ௡| = ݊ + 1. As we remarked before, we will abbreviate 

ௌ೙ܨ  to ܨ௡.	(݁௜)଴ஶ is an alternative sequence if vector space basis for ܨ, so of course there 

is a unique map ܶ such that ܶ݁௜ = ݁௜ାଵ for all ݅ - as yet we say nothing about continuity! 

We will always assume that the given Cauchy sequence d increases sufficiently 

rapidly that Lemma (6.1.33) holds (See [163]). 

[163] proves that (݌d), ܶ is continuous and strictly singular.  
 

Corollary (6.1.34)[284]: For every ߟ > 0	the following is true. ܲd, ܶ −ܹ is a nuclear 

operator of nuclear norm at most ߟ. 
 

Proof. It is necessary to estimate the sum of the norms of all the vectors in (13)-(17), 

add up the estimates and check that (݌d) the sum is less than ߟ (see [7]-[14]). 

Obviously (13) contributes 2ିଵାቀଵି
భ
మ௔భቁ/√௔భ  to our sum (which is less than 5/ߟ 

pd, let us say). Now (6) gives us (for ߚ > 0) 
 

(1 + ݊)(௡ିఉ)௔೙݁(௡ି

																																	

 

Now the ܬ௣ spaces have the special property - closely related to their nonreflexivity- that 

for all ݊ − ,ߚ ݆ we have ቛ∑ ௝݂,௡ିఈ
௡ିఉିଵ
௡ୀఈ ቛ ≤ ∑ ฮ ௝݂ ,௡ିఈฮ

௡ିఉିଵ
௡ୀఈ ≤ 1. Hence, 

 

 

and 
 



Hence, (14) contributes to our sum at most 
 

 

pd. In view of (17), if ߚ > 0 then 
 

ቛ݁ଵା(௡ିఉ)௔
 

If ݎ௡ = ݊ > 0, (9) gives 
 

ቛ݁ଵା(௡ିఉ)௔೙ା௩ഁ
 

If ݊ − ߚ = 0 < ݊, (7) gives 
 

ቛ݁ଵା(௡ିఉ
 

Hence the contribution made by (15) to our sum is at most 
 

෍෍(ߚ + 1)௩ഁ ቀ
ஶ

ୀଵߚ

ஶ

௡ୀଵ

				=

					

 

pd (the first two terms in the middle of (108) are summing appropriate multiples of the 

norms of sequence of vectors ݁ଵା(௡ିఉ)௔೙ା௩ഁ on the left hand side; the last two terms do 

the same for sequence of vectors ݁ଵା(௡ିఉିଵ)௔೙షభା௩ഁ). 



Then again, (9) gives us 
 

ฮ݁ଵା௡௔೙ା(௡ିఉ)(௔೙ା
 

when ߚ > 0; if ߚ = 0 we are looking at ฮ݁ଵା௩೙ฮ which is given by (107). Hence the 

contribution to our sum made by (16) is at most 
 

෍(1+ ݊)ିଵ2
ஶ

௡ୀଶ

 

pd (here the first two terms in the equation sum the norms of sequence of vectors 

݁ଵା௡௔೙ା(௡ିఉ)௔೙  appearing in (16), with appropriate weights; and the last term does the 

same for sequence of vectors ݁ଵା(ଶ௡ିఉିଵ)௔೙). 

Lastly, (8) gives us (for each ߚ ≥ ,ߙ ߙ ≥ 0) 
 

ฮ(1 + ݊)(௡ିఈ)௔೙ା(

≤ 1
 

hence for ߚ ≥ 0 
 

ฮ(1 +

 

(by (103)) 
 

 

Therefore the contribution to our sum from (17) is at most 
 

෍
ఉஹ଴

 

pd. Adding up our estimates ((108),(104),(110),(112) and our remark about ܶ ଴݂଴) we 

find that pd, 
 



෍
௜,௝

 

which gives the result. 

Corollary (6.1.35)[284]: ܲd, for all ݊ we have 
 

 

Later on, we will establish that, for an arbitrary norm-1 vector x ∈ ݈ଵ, and for any 

ߝ > 0, there is a polynomial ݍ and an integer ݊ such that 
 

 

and 
 

 

This will show that ݁଴ ∈ lim{ ௡ܶ
௥x ∶ ݎ ≥ 0} and hence that x is cyclic, since ݁଴ obviously is. 

So ܶ is strictly singular, and has no invariant subspaces. 
 

Proof. As with proving ܶ continuous, we split the operator involved (in this case, 

ܶଶ௔೙ା௥೙ ∘ ܫ) − ܳ௡଴)) into a part that looks like a weighted shift operator, and a nuclear 

operator. In certain cases, we now find that ܶଶ௔೙ା௥೙ ∘ ܫ) − ܳ௡଴) ௜݂  is of form ߝ௜ ·

௜݂ା(ଶ௔೙ା௥೙). These cases are as follows: 
 

Case A1. If ݅ ∈ [0, ݊ܽ௡] then ܳ௡଴ ௜݂ = ௜݂  so of course 

 

Case A2. If ݅ ∈ [(݊ − 2ܽ௡)(ߚ + ,(௡ݎ (݊ − 1)ܽ௡ + (݊ − ௡ܽ)(ߚ + ߚ ௡)] withݎ > 0, then by 

two applications of [7] we find that 

ܶ(ଶ௔೙ା௥೙
 

Case A3. If ݅ ∈ ൫݊ܽ௡ + (݊ − ݊ܽ)(ߚ + ,(݊ݎ (݊ − ߚ + 1)(2ܽ݊ + ൯(݊ݎ  with ߚ > 0  then two 

applications of [7] likewise give us 
 

ܶ(ଶ௔೙ା௥೙) ∘ ܫ) −
 

Case A4. If ݅ ∈ [0, ௡ݒ − (2ܽ௡ + [(௡ݎ + (݊ − ݊ with (ଶ௡ିఉ)ܽ(ߚ > 0 then [7] gives 
 

ܶ(ଶ௔೙ା௥೙) ∘



 

Case A5. If ݅ ∈ ቀ(݊ − (ଶ௡ିఉ)ܽ(ߚ + ௡ݒ , ൫(݊ − (ߚ + 1൯ܽ(ଶ௡ିఉ) − (2ܽ௡ + ݊ ௡)ቁ withݎ > 0, 

or if ݅ ∈ ቀݒ(ଶ௡ିఉ)ିଵ, ܽ(ଶ௡ିఉ) − (2ܽ௡ + ௡)ቁݎ , ݊ >  ,then by (6) ߚ
 

ܶ(ଶ௔೙ା௥೙) ∘ ܫ) − ܳ௡଴

Case A6. If ݅ ∈ ݁ൣ(݊ − (ߚ−2݊)൫ܽ(ߚ + ,൯߳+(ߚ−2݊)ܽ (2݊− (ߚ−2݊)ܽ(ߚ + (݊ − ߳+(ߚ−2݊)ܽ(ߚ −

(2ܽ݊ + ݊ ൧ with(݊ݎ > 0, then [7] gives 

ܶ(ଶ௔೙ା௥೙) ∘ ܫ)
 

Case A7. Finally if ݅ ∈ ቀ(2݊− (ߚ−2݊)ܽ(ߚ + (݊ − ,߳+(ߚ−2݊)ܽ(ߚ ൫(݊ − (ߚ + 1൯൫ܽ(2݊−ߚ) +

(߳+(ߚ−2݊)ܽ − (2ܽ݊+ ݊  with	ቁ(݊ݎ > 0 then [7] gives 
 

ܶ(ଶ௔೙ା௥೙) ∘ ܫ) − ܳ௡
 

Corollary (6.1.36)[284]: ฮܳ(ଶ௡ିఉ)ฮ = 1 for all (2݊ −  .(ߚ
 

Proof. For we claim that for each ݅, the sequence of vectors ௜݂௞(݇ = 0, 1, 2, . . . ) appear 

as a subsequence ൫ ௝݂௞൯௞ୀ଴
ஶ

 of the ௝݂  in their proper order (݆଴ < ݆ଵ < ݆ଶ <	. . . ). This is 

true because is an increasing function and ଴݂௝ = ఊ݂(௝); and because for ݅ > 0, say 

݅ ∈ ,(ଶ௡ିఉ)ݓൣ (ଶ௡ିఉ)ݓ + ,൧(ଶ௡ିఉ)ݒ  we have ௜݂௞ = (݂௞ାଵ)௔(మ೙షഁ)శೖశభା௜ି௪(మ೙షഁ)  (Definition 

(6.1.8)). Hence, for each ݅ there is a ݇ such that 
 

 

The norm of the projection that thus “truncates” a Cauchy sequence is 1 on ݈ଶ, and also 

on any ܬ௣೔ . Hence, ฮܳ(ଶ௡ିఉ)ฮ = 1.  
 

Corollary (6.1.37)[284]: ฮܳ(ଶ௡ିఉ)
଴ ฮ ≤ ܽ(ଶ௡ିఉ)  for all (2݊ − ,(ߚ  .d݌

 

Proof. We know ฮܳ(ଶ௡ିఉ)ฮ = 1; and (Definition (6.1.19)) tells us that ൫ܳ(ଶ௡ିఉ) −

ܳ(ଶ௡ିఉ)
଴ ൯ ௝݂  is zero unless ݆ ∈ [0, [௡ାଵݒ + (݊ − ,(ߚ ݊ > 0. In this case, it is 

 

௝݁ି(௡ିఉ)௔(మ೙షഁ)శభା൫
 



Hence, crudely, 
 

ฮܳ(ଶ௡ିఉ) − ܳ(ଶ௡ି
଴

	≤ ෍
(ଶ௡ିఉ)ାଵ

௡ୀଶାఉ

															max ቄቛ ௝݁ି

			≤ ෍
(ଶ௡ିఉ)ାଵ

௡ୀଶାఉ

≤ ෍
(ଶ௡ିఉ)ାଵ

௡ୀଶାఉ
 

(by (103)) 
 

 

for all (2݊ −   .pd	,(ߚ
 

Corollary (6.1.38)[284]:  ฮܲ௡(ଶ௡ିఉ)ฮ ≤ ܽ௡ାଵ for all ݊ − ߚ >  .d݌	0
 

Proof. ฮܳ(ଶ௡ିఉ)ฮ = 1 so ฮܲ௡(ଶ௡ିఉ)ฮ = ฮ߬௡(ଶ௡ିఉ)ฮ. Examining (Definition (6.1.25)) and 

(Definition (6.1.10)) we find 
 

߬௡(ଶ௡ିఉ) ௜݂ =	
 

⎩
⎪
⎨

⎪
⎧ ௜݂ , 0 ≤ ݅ < (݊ − ߚ

−݁௜ି(௡ିఉ)௔(మ೙షഁ)ା൫
݅ ∈ [0, [௡ݒ + (

0, 							.݁ݏ݅ݓݎℎ݁ݐ݋

Now the projection ߬ᇱ such that 
 

 

has norm 1, for the same reasons as in (Definition (6.1.24)). Therefore 
 

ฮ߬௡(ଶ௡ିఉ)ฮ ≤ 1 +
௜



≤ 1 +

 

since ‖ܶ‖ < 1 . Recall from (103) that ฮ(1 + ݊)(௡ିఉ)௔೙݁(௡ିఉ)௔೙ฮ = ට1 + ܽఉିଶ . 

Substituting into (124) we have 
 

ฮ߬௡

					

 

for all ݊,	pd. Thus (Lemma (6.1.27)) is proved.  
 

Corollary (6.1.39)[284]: Show that 

(i)					ฮܽఉฮ ≤
2‖

‖݁଴‖

(ii)				‖݁଴‖ = ቌ
1
ܽఉ

(iii)			‖ݍ(ܶ)‖ <
߳
3 −

Proof: (i) Equation (102) implies that 

Substituting (103) in (126) we get 

and  



Hence  

(ii) Since ‖݁଴‖ଶ −
ଶ
௔ഁ
‖݁଴‖ − 1 = 0 we can get 

(iii) From Lemma (6.1.20) 

‖

because since ‖ܶ‖ < 1 then ‖ܶ௡‖ < 1 and ‖ݔ‖ = 1. 

If ܳ௡଴ ௜݂ = ௜݂  then 

hence  

 

Corollary (6.1.40)[284]: There is a function ଷܰ ∶ ܰଶ → ܰ with the following property: 

ܲd, for all ݊ > 0 and x ∈ |݌| such that ݌ ௡,(ଶ௡ିఉ), there is a polynomialܭ < ଷܰ ቀ(2݊ −

,(ߚ ܽ(ଶ௡ିఉ)ቁ, ∑ is of form (ݐ)݌ ௜ݐ௜ߣ
(ଶ௡ିఉ)௔(మ೙షഁ)
௜ୀ௔(మ೙షഁ)

, and 
 

 

Proof. For any y ∈ ௡,(ଶ௡ିఉ)ܭ  we can write ݕ = ∑ ௜݁௜ఈߣ
௜ୀଵ  where ߣఈ ≠ 0. Then, 

 

lin ቄ (ܶ
 

Since ߬௡(ଶ௡ିఉ)y ≠ 0  we know ߙ < (݊ − 	(ଶ௡ିఉ)ܽ(ߚ so certainly ݁൫(௡ିఉ)ାଵ൯௔(మ೙షഁ) ∈

lin ቄ (ܶଶ௡ିఉ)
(௡ିఉ) ݁௜ ∶ ܽ(ଶ௡ିఉ) ≤ (݊ − (ߚ ≤ (2݊ − ௡(ଶ௡ିఉ)ܭ ቅ. Since(ଶ௡ିఉ)ܽ(ߚ  is compact, there 

are a finite number of polynomials ݌ଵ, . . . , ௞݌  of form ݌௝(ݐ) = ∑ ௜ݐ௝௜ߣ
(ଶ௡ିఉ)௔(మ೙షഁ)
௜ୀ௔(మ೙షഁ)

, such 

that for all x ∈  ௡(ଶ௡ିఉ) there is a ݆ such thatܭ
 



ฯ݌௝൫ (ܶଶ௡ିఉ)൯x−
 

Writing ܰ = max௝ห݌௝ห	, note that ܰ depends only on elements of the underlying Cauchy 

sequence d up to and including ܽ(ଶ௡ିఉ); so ܰ < ଷܰ ቀ(2݊ − ,(ߚ ܽ(ଶ௡ିఉ)ቁ for a suitable 

function ଷܰ ∶ ܰଶ → ܰ. Since in view of (102) we have 
 

ฯ൫(2݊ −
 

this concludes the proof.  
 

We now extend the previous lemma as follows. 

Corollary (6.1.41)[284]: For all ݆ ∈ [0,  ௡], we haveݒ
 

௝݂ା௪೙,௡ିఉାఢయିଵ
∗

 

Proof. The vector ௝݂ା௪೙,௡ିఉାఢయିଵ
∗ = ௝݂ା௡ିఉାఢయ௔ೖశചయ

 (Definition (6.1.8)) is in the image of 

the projection ߬௡,ଶ௡ିఉାఢయ ∘ ܳఢయ
଴ ݇  and is fixed by it. The vector ௝݂ା௪೙,௡ିఉାఢయ = 

௝݂ା(௡ିఉାఢయାଵ)௔೙శ೙షഁశചయ  is mapped (by (Definition (6.1.19)), (Definition (6.1.25))) to 
 

ݑ = − ௝݁ା௡ିఉ
 

which by (100), (6), satisfies ௝݂ା௪೙,௡ିఉାఢయିଵ
∗ (ݑ) = −1. It is easily seen that for all other 

vectors (݂ଶ௡ିఉ)	, ߬௡,ଶ௡ିఉାఢయ ∘ ܳଶ௡ିఉାఢయ
଴ ൫ (݂ଶ௡ିఉ)൯ is either (݂ଶ௡ିఉ), or zero, or another 

vector similar to ݑ	above, being therefore of form ௝݂ᇲ,௦ᇲ + ℎ with the pair (݆ᇱ,  ᇱ) notݏ

equal to ൫݆ + ௡,௡ିఉାఢయ൯, and with ℎݓ ∈ ௩మ೙షഁశചయషభܨ . In all such cases ௝݂ା௪೙,ଶ௡ିఉାఢయ
∗  

൫߬௡,ଶ௡ିఉାఢయܳଶ௡ିఉାఢయ
଴

(݂ଶ௡ିఉ)൯ = 0, hence the result.  
 

Corollary (6.1.42)[284]: Show that 

(i)					ฮܳ(ଶ௡ିఉ)
଴ ฮ ≤

when ݊ =  ߚ

(ii)				ฮܲ௡(ଶ௡ିఉ)ฮ ≤

when ݊ = ߚ − 1 



Proof. (i) From Lemma (6.1.26) and Corollary (6.1.39) when butting ݊ =  give the ߚ

result. 

(ii) Similarly we can find the result by setting ݊ = ߚ − 1 we can deduce that (i) and (ii) 

are equal. 
 

Section (6.2): Strictly Singular Operators between James Spaces: 

Recall that an operator ܶ ∶ ܺ → ܻ between Banach spaces is said to be strictly 

singular if for every ߝ > 0 and every infinite-dimensional subspace ܧ ⊆ ܺ there is a 

vector ݔ in the unit sphere of ܧ such that ‖ܶ	ݔ‖ <  Furthermore, ܶ is said to be .ߝ

finitely strictly singular if for every ߝ > 0 there exists ݊ ∈ ℕ such that for every subspace 

ܧ ⊆ ܺ  with dimܧ ≥ ݊  there exists a vector ݔ  in the unit sphere of ܧ  such that 

‖ݔ	ܶ‖ <  Finitely strictly singular operators are also known in literature as superstrictly .ߝ

singular. Note that 

compact

and that each of these three properties defines a closed subspace in ܮ(ܺ, ܻ). Actually, 

each property defines an operator ideal. We refer to [119, 120, 121, 122, 123, 124] for 

more information about strictly and finitely strictly singular operators.  

We say that a subspace ܧ ⊆ ܺ  is invariant under an operator ܶ ∶ ܺ → ܺ  if 

{0} ≠ ܧ ≠ ܺ	and ܶ(ܧ) ⊆  .Every compact operator has invariant subspaces by [125] .ܧ

On the other hand, Read constructed in [126] an example of a strictly singular operator 

[138, 143, 158, 159, 160]. Without nontrivial closed invariant subspaces (this answered 

a question of Pełczy´nski). Read’s operator acts on an infinite direct sum which involves 

James spaces. Recall that James’ ݌-space ܬ௣  is a sequence space consisting of all 

sequences ݔ = ௡ୀଵஶ(௡ݔ)  in ܿ଴ satisfying ‖ݔ‖௃೛ < ∞ where 

௃೛‖ݔ‖

is the norm in ܬ௣. For more information on James’ spaces we refer to [127, 128, 120, 

129, 130]. 



It was an open question whether every finitely strictly singular operator has 

invariant subspaces. Some partial results in this direction were obtained in [119, 123]. 

We answer this question in the negative by showing that the operator in [126] is, in fact, 

finitely strictly singular. As an intermediate result, we prove that the formal inclusion 

operator from ܬ௣  to ܬ௤  with 1 ≤ ݌ < ݍ < ∞  is finitely strictly singular. The latter 

statement in a certain sense refines the result of Milman [121] that the formal inclusion 

operator from ℓ௣ to ℓ௤ with 1 ≤ ݌ < ݍ < ∞ is finitely strictly singular. 

Milman’s proof is based on the fact that every ݇-dimensional subspace ܧ of ℝ௡ 

contains a vector “with a flat,” namely, a vector ݔ with sup-norm one with (at least) ݇ 

coordinates equal in modulus to 1. For such a vector, one has ‖ݔ‖ℓ೜ ≪ ℓ೛‖ݔ‖ . The 

proofs of the results are based on the following refinement of this observation. We will 

show that ݔ can be chosen so that these ݇ coordinates have alternating signs. For such a 

“highly oscillating” vector ݔ one has ‖ݔ‖௃೜ ≪  ௃೛. More precisely, a finite or infinite‖ݔ‖

sequence of real numbers in [−1, 1] will be called a zigzag of order k if it has a 

subsequence of the form (−1, 1,−1, 1, . . .) of length ݇. Our results will be based on the 

following theorem. 
 

 

Corollary (6.2.1)[118]: Let ݇ ∈ ℕ; then every ݇-dimensional subspace of ܿ଴ contains a 

zigzag of order ݇. 
  

Proof. Let ܨ be a subspace of ܿ଴ with dimܨ = ݇. For every ݊ ∈ ℕ, define ௡ܲ ∶ ܿ଴ → ℝ௡ 

via ௡ܲ ∶ ௜ୀଵஶ(௜ݔ) ⟼ ௜ୀଵ௡(௜ݔ) . Let ݊ଵ be such that dim ௡ܲభ(ܨ) = ݇. There exists ݊ଶ  such 

that every vector in ܨ attains its norm on the first ݊ଶ coordinates. Indeed, define 

݃ ∶ {0}\ܨ → ℕ  via ݃(ݔ) = max{݅:	|ݔ௜| = {ஶ‖ݔ‖ . Then ݃  is upper semi-continuous, 

hence bounded on the unit sphere of ܨ, so that we put ݊ଶ = max{݃(ݔ):	ݔ ∈ ,ܨ ‖ݔ‖ = 1}. 

Put ݊ = max{݊ଵ, ݊ଶ} . Since ௡ܲ(ܨ)  is a ݇ -dimensional subspace of ℝ௡ , by 

Theorem (6.2.1) there exists ݔ ∈  is a zigzag of order ݇. It follows from ݔsuch that ௡ܲ ܨ

our definition of ݊ that ݔ is a zigzag of order ݇ in ܨ.  
 



Suppose that 1 ≤ ݌ < ௃೛‖ݔ‖ Since .ݍ  is defined as the supremum of ℓ௣-norms of 

certain sequences, ‖·‖ℓ೜ ≤ ‖·‖ℓ೛  implies ‖·‖	௃೜ ≤ ‖·‖௃೛ . It follows that ܬ௣ ⊆ ௤ܬ  and the 

formal inclusion operator ݅௣,௤ ∶ ௣ܬ →  ௤ has norm 1. We show next that it is finitelyܬ

strictly singular. The main difference, though, is that we use Corollary (6.2.1) instead of 

the simpler lemma from [121,124]. 
 

Theorem (6.2.2)[118]:. If 1 ≤ ݌ < ݍ < ∞ then the formal inclusion operator ݅௣,௤ ∶ ௣ܬ →

௤ܬ  is finitely strictly singular. 
 

Proof. Given any ݔ ∈ ௜ݔ௣, then หܬ − ௝หݔ
௤
≤ ௜ݔ௤ି௣ห(ஶ‖ݔ‖2) − ௝หݔ

௣
 for every ݅, ݆ ∈ ℕ, so 

that ‖ݔ‖௃೜ ≤ (ஶ‖ݔ‖2)
ଵି೛೜ ௃೛‖ݔ‖	

೛
೜ . Fix an arbitrary ߝ > 0 . Let ݇ ∈ ℕ  be such that 

(݇ − 1)
భ
೛ି

భ
೜ > ଵ

ఌ
. Suppose that ܧ is a subspace of ܬ௣ with dimܧ = ݇. By Corollary (6.2.1), 

there is a zigzag ݖ ∈ ௃೛‖ݖ‖ ௣, we haveܬ of order ݇. By the definition of norm in ܧ ≥

2(݇ − 1)
భ
೛. 

Put ݕ = ௭
‖௭‖಻೛

. Then ݕ ∈ ܧ  with ‖ݕ‖௃೛ = 1. Obviously, ‖ݕ‖ஶ ≤ ଵ
ଶ
(݇ − 1)ି

భ
೛ , so 

that 

Hence, ݅௣,௤ is finitely strictly singular.  
 

We will now use Theorem (6.2.2) to show that the strictly singular operator ܶ 

constructed by Read in [126] is finitely strictly singular. Let us briefly outline those 

properties of ܶ that will be relevant for our investigation. The underlying space ܺ for 

this operator is defined as the ℓଶ-direct sum of ℓଶ and ܻ	, ܺ = (ℓଶ ⊕ܻ)ℓమ , where ܻ 

itself is the ℓଶ-direct sum of an infinite sequence of ܬ௣-spaces ܻ = ൫⊕௜ୀଵ
ஶ ௣೔൯ℓమܬ , with 

 a certain strictly increasing sequence in (2,+∞). The operator ܶ is a compact (௜݌)

perturbation of 0⊕ ଵܹ, where ଵܹ ∶ ܻ → ܻ acts as a weighted right shift, that is, 

ଵܹ(



with ߚ௜ → 0. Note that one should rather write ߚ௜݅௣೔,௣೔ାଵݔ௜ instead of ߚ௜ݔ௜. Clearly, it 

suffices to show that ଵܹ is finitely strictly singular. 

For ݊ ∈ ℕ, define ௡ܸ ∶ ܻ → ܻ via 

௡ܸ(ݔ

It follows from ߚ௜ → 0 that ‖ ௡ܸ − ଵܹ‖ → 0. Since finitely strictly singular operators from 

ܻ to ܻ form a closed subspace of ܮ(ܻ), it suffices to show that ௡ܸ is finitely strictly 

singular for every ݊. Given ݊ ∈ ℕ, one can write 

where ௜ܲ ∶ ܻ → ௣೔ܬ  is the canonical projection and ௜݆ ∶ ௣೔ܬ → ܻ is the canonical inclusion. 

Thus, ௡ܸ is finitely strictly singular because finitely strictly singular operators form an 

operator ideal. This yields the following result. 
 

Corollary (6.2.3)[284]: If 1 ≤ ݌ + ߳ = ݍ < ∞  then the formal inclusion operator 

݅௣,௣ାఢ ∶ ௣ܬ → ௣ାఢܬ  is strictly singular. 
 

Proof. For ݔ ∈ ௜ݔ௣, then หܬ − ௝หݔ ≤ ,(ஶ‖ݔ‖2) ݅, ݆ ∈ ℕ, and ‖ݔ‖௃೛శച ≤ (ஶ‖ݔ‖2)
ച

೛శച	‖ݔ‖௃೛

೛
೛శച. 

Given ߝ > 0 fixed. Let (݇ − 1)
ച

೛(೛శച) > ଵ
ఢభ

, ݇ ∈ ℕ. Suppose ܧ ⊆ ܧ௣ with dimܬ = ݇ < ∞. 

By Corollary (6.2.1), we have a zigzag ݖ ∈ ௃೛‖ݖ‖ of order ݇, then ܧ ≥ 2(݇ − 1)
భ
೛. Set 

ݕ = ௭
‖௭‖಻೛

 and ‖ݕ‖௃೛ = 1 where ݕ ∈ ஶ‖ݕ‖ ,Moreover .ܧ ≤ ଵ
ଶ
(݇ − 1)ି

భ
೛ and have 

Hence, ݅௣,௣ାఢ  is finitely strictly singular.  
 

Theorem (6.2.4)[118]: Read’s operator ܶ is finitely strictly singular. 
 

In the remaining two sections, we present two different proofs of Theorem 

(6.2.1), one based on combinatorial properties of polytopes and the other based on the 

geometry of the set of all zigzags and algebraic topology. 
 



By a polytope in ℝ௞  we mean a convex set which is the convex hull of a finite set. 

A set is a polytope iff it is bounded and can be constructed as the intersection of finitely 

many closed half-spaces. A facet of ܲ is a face of (affine) dimension ݇ − 1. We refer to 

[131,132] for more details on properties of polytopes. 

A polytope ܲ is centrally symmetric iff it can be represented as the absolutely 

convex hull of its vertices, that is, ܲ = conv{±ݑതଵ, . . . , ,തଵݑ± ത௡} whereݑ± . . . ,  ത௡ are theݑ±

vertices of ܲ . Clearly, ܲ  is centrally symmetric iff it can be represented as the 

intersection of finitely many centrally symmetric “bands.” More precisely, there are 

vectors തܽଵ, . . . , തܽ௠ ∈ ℝ௞  such that ݑത ∈ ܲ iff −1 ≤ ,തݑ〉 തܽ௜〉 ≤ 1 for all ݅ = 1, . . . ,݉, and the 

facets of ܲ  are described by {ݑ ∈ ,തݑ〉		:ܲ തܽ௜〉 = 1}  or {ݑ ∈ 〈ത,−തܽ௜ݑ〉		:ܲ = 1}  as 

݅ = 1, . . . ,݉. 

A simplex in ℝ௞  is the convex hull of ݇ + 1 points with non-empty interior. A 

polytope ܲ in ℝ௞  is simplicial if all its faces are simplexes (equivalently, if all the facets of 

ܲ are simplexes). Every polytope can be perturbed into a simplicial polytope by an 

iterated “pulling” procedure, in [5] for details. We will outline a slight modification of 

the procedure such that it preserves the property of being centrally symmetric. Suppose 

that ܲ is a centrally symmetric polytope with vertices, say ±ݑതଵ, . . . ,  ത௡ (see Fig. 1). Pullݑ±

 തଵ “away from” the origin, but not too far, so that it does not reach any affineݑ

hyperplane spanned by the facets of ܲ not containing ݑതଵ; denote the resulting point ݑതଵ. 

Let ܳ = conv{ݑതଵ, ,തଵݑ− ,തଶݑ± . . . ,  ത௡}. By [131, 125] this procedure does not affect theݑ±

facets of ܲ not containing ݑതଵ, while all the facets of ܳ containing ݑതଵᇱ  become pyramids 

having apex at ݑതଵᇱ . Note that no facet of ܲ contains both ݑതଵ and −ݑതଵ. Hence, if we put 

ܴ = conv{±ݑതଵᇱ , ,തଶݑ± . . . , തଵᇱݑ− ത௡}, then, by symmetry, all the facets of ܴ containingݑ±  

become pyramids with apex at −ݑതଵᇱ , while the rest of the facets (in particular, the facets 

containing ݑതଵᇱ ) are not affected. 

Now iterate this procedure with every other pair of opposite vertices. Let ܲᇱ be 

the resulting polytope, ܲᇱ = conv{±ݑതଵᇱ , . . . , ത௡ᇱݑ± }. Clearly, ܲᇱ is centrally symmetric and 

simplicial as in [131]. It also follows from the construction that if ܨ is a facet of ܲᇱ then 

all the vertices of ܲ corresponding to the vertices of ܨ belong to the same facet of ܲ.  



 

Fig. (1). Pulling out the first pair of vertices. 
 

 
 

Fig. (2). Examples of marked polytopes in ℝ૛ and ℝ૜. 

We will call a polytope ܲ marked if the following assumptions are satisfied: 

(i) ܲ is simplicial, centrally symmetric, and has a non-empty interior. 

(ii) Every vertex is assigned a natural number, called its index, such that two vertices 

have the same index iff they are opposite to each other. 

(iii) All the vertices of ܲ are painted in two colors, say, black and white, so that 

opposite vertices have opposite colors. 
 

See Fig. (2) for examples of marked polytopes. A face of a marked polytope is said to 

be happy if, when one lists its vertices in the order of increasing indices, the colors of 

the vertices alternate. For example, the front top facet of the marked polytope in the 

right-hand side of Fig. (2) is happy. See Fig. (3) for more examples of happy faces. 

We will reduce Theorem 1 to the claim that every marked polytope has a happy 

facet, which we will prove afterwards. Suppose that ݇ ≤ ݊ and ܧ is a subspace of ℝ௡ 



with dimܧ = ݇. Let ൛ തܾଵ, . . . , തܾ௞ൟ be a basis of ܧ. We need to find a linear combination of 

these vectors ̅ݔ ≔ ܽଵ തܾଵ +·	·	· +ܽ௞ തܾ௞  such that ̅ݔ is a zigzag. Let ܤ be the ݊ × ݇ matrix 

with columns തܾଵ, . . . , തܾ௞ , and 

 
Fig. (3). Examples of happy simplexes in R2 and R3. 

let ݑതଵ, . . . , ത௡ݑ  be the rows of ܤ. If തܽ = (ܽଵ, . . . , ܽ௞), then ݔ௜ = ,	ത௜ݑ〉 തܽ〉 as ݅ = 1, . . . , ݊ . 

Thus, it suffices to find തܽ ∈ ℝ௞  such that the vector (〈ݑത௜, തܽ〉)௜ୀଵ௡  is a zigzag of order ݇. 

Let ܲ be the centrally symmetric convex polytope spanned by ݑതଵ, . . . ,  ,.ത௡, i.eݑ

ܲ = conv{±ݑതଵ, . . . ,  ത௜’s will be the vertices of ܲ, while theݑ± ത௡}. Then some of theݑ±

others might end up inside ܲ. Suppose that ±ݑത௠భ , . . . , ത௠ೝݑ±  are the vertices of ܲ, so 

that ܲ = conv൛±ݑത௠భ, . . . ,  ത௠ೝൟ. Following the “pulling” procedure that was describedݑ±

before, construct a simplicial centrally symmetric polytope ܲᇱ = conv൛±ݑത௠భ
ᇱ , . . . , ത௠ೝݑ±

ᇱ ൟ. 

Every vertex of ܲᇱ is either	ݑത௠೔
ᇱ  or −ݑത௠೔

ᇱ  for some ݅. Paint the vertex white in the former 

case and black in the latter case; assign index ݅ to this vertex. This way we make ܲᇱ into 

a marked polytope. 

We claim that happy facets of ܲᇱ correspond to zigzags. Indeed, suppose that ܲᇱ 

has a happy facet. Then this facet (or the facet opposite to it) is spanned by some 

ത௠೔భݑ−
ᇱ , ത௠೔మݑ

ᇱ , ത௠೔యݑ−
ᇱ , ത௠೔రݑ

ᇱ , etc., for some 1 ≤ ݅ଵ <·	·	·	< ݅௞ ≤ ݎ . It follows that 

ത௠೔భݑ−
, ത௠೔మݑ

, ത௠೔యݑ−
, ത௠೔రݑ

, etc., are all contained in the same facet of ܲ. Hence, they are 

contained in an affine hyperplane, say ܮ, such that ܲ “sits” between ܮ and −ܮ. Let തܽ be 

the vector defining ܮ, that is, ܮ = ,തݑ	〉	:തݑ} തܽ〉 = 1}. Since ܲ is between ܮ and −ܮ, we 

have  −1 ≤ ,തݑ〉 തܽ〉 ≤ 1  for every ݑത  in ܲ . In particular, −1 ≤ ௜ݔ = ത௜ݑ〉 , തܽ〉 ≤ 1  for 

݅ = 1, . . . , ݊. On the other hand, it follows from −ݑത௠೔భ
, ത௠೔మݑ

, ത௠೔యݑ−
, ത௠೔రݑ

, . . . ∈  that ܮ

௠೔భݔ
= −1, ௠೔మݔ

= 1, ௠೔యݔ
= −1, ௠೔రݔ

= 1, etc. Hence, ̅ݔ is a zigzag of order ݇. 



Thus, to complete the proof, it suffices to show that every marked polytope has a 

happy facet. Throughout the rest of this section, ܲ will be a marked polytope in 

ℝ௞; 	ℱ௝ 	stands for the set of all ݆  -dimensional faces of ܲ  for ݆ = 0, . . . , ݇ − 1 . In 

particular, ℱ௞ିଵ is the set of all facets of ܲ, while ℱ଴ is the set of all vertices of ܲ. 

By [131], every (݇ − 2)-dimensional face ܧ  of ܲ is contained in exactly two 

facets, say ܨ and ܩ; in this case ܧ = ܨ ∩ ܴ Suppose that .ܩ ⊆ ℱ௞ିଵ. For ܧ ∈ ℱ௞ିଶ, we 

say that ܧ is a boundary face of ܴ if ܧ = ܨ ∩ ܨ such that ܩ and ܨ for some facets ܩ ∈ ܴ 

and ܩ ∉ ܴ. The set of all boundary faces of ܴ will be referred to as the face boundary of 

ܴ and denoted ෨߲ܴ. Clearly, ෨߲ܴ ⊂ ℱ௞ିଶ. If ܨ is a single facet, we put ෨߲ܨ = ෨߲{ܨ}. Clearly, 

෨߲ܨ is the set of all the facets of ܨ. 

For a face ܨ of ܲ we define its color code to be the list of the colors of its vertices 

in the order of increasing indices. For example, the color codes of the simplexes in Fig. 

(3) are (ݓܾݓ)  and (ܾݓܾݓ) . Here ܾ  and ݓ  correspond to “black” and “white” 

respectively. A face in ܲ will be said to be a ܾ-face if its color code starts with ܾ and a ݓ-

face otherwise. 
 

Lemma (6.2.5)[118]: Suppose that ܨ is a facet of ܲ. The following are equivalent: 

(i) ܨ is happy; 

(ii) ෨߲ܨ contains exactly one happy ܾ-face; 

(iii) ߲෨ܨ has an odd number of happy ܾ-faces. 
 

Proof. Note that since ܨ is a simplex, every face of ܨ can be obtained by dropping one 

vertex of ܨ and taking the convex hull of the remaining vertices. Hence, the color code 

of the face is obtained by dropping one symbol from the color code of ܨ. 

(i)⇒(ii). Suppose that ܨ is happy, then its color code is either (ܾݓܾݓ. . . ) or 

.	ܾݓܾݓ) . . ). In the former case, the only happy ܾ-face of ܨ is obtained by dropping the 

last vertex, while in the latter case the only happy ܾ-face of ܨ is obtained by dropping 

the first vertex. 

(ii)⇒(iii). Trivial. 



(iii) ⇒ (i). Suppose that ෨߲ܨ has an odd number of happy ܾ-faces. Let ܧ be a 

happy b-face in ෨߲ܨ. Then the color code of ܧ is the sequence (ܾݓܾݓ. . . ) of length ݇ − 1. 

The color code of ܨ is obtained by inserting one extra symbol into this sequence. Note 

that inserting the extra symbol should not result in two consecutive ܾ’s or ݓ’s, as in this 

case ܨ would have exactly two happy ܾ-faces (corresponding to removing each of the 

two consecutive symbols), which would contradict the assumption. Hence, the color 

code of ܨ should be an alternating sequence, so that ܨ	is happy.  
 

Lemma (6.2.6)[118]: For every ܴ ⊆ ℱ௞ିଵ, the number of happy facets in ܴ and the 

number of happy ܾ-faces in ෨߲ܴ have the same parity. 
 

Proof. For ܴ ⊆ ℱ௞ିଵ, define the parity of ܴ to be the parity of the number of happy ܾ-

faces in ෨߲ܴ. Observe that if ܴ and ܵ are two disjoints subsets of ℱ௞ିଵ, then the parity of 

ܴ ∪ ܵ is the sum of the parities of ܴ and ܵ (mod 2). It follows that the parity of ܴ is the 

sum of the parities of all of the facets that make up ܴ (mod 2). But this is exactly the 

parity of the number of happy facets in ܴ by Lemma (6.2.5).  

For every face ܨ of ܲ we write −ܨ for the opposite face. If ܴ is a set of facets, we 

write −ܴ = ܨ	:ܨ−} ∈ ܴ}. Also, we write ܴ for the set theoretic union of all the facets in 

ܴ. 
 

Theorem (6.2.7)[118]: Every marked polytope has a happy facet. 
 

Proof. We will prove a stronger statement: every marked polytope in ℝ௞  has an odd 

number of happy b-facets. The proof is by induction on ݇. For ݇ = 1, the statement is 

trivial. Let ݇ > 1 and let ܲ be a marked polytope in ℝ௞ . 

For every facet ܨ, let ത݊ி be the normal vector of ܨ, directed outwards of ܲ. Fix a 

vector ݒ෤ of length one such that ݒ෤ is not parallel to any of the facets of ܲ (equivalently, 

not orthogonal to ෤݊ி for any facet ܨ); it is easy to see that such a vector exists. By 

rotating ܲ we may assume without loss of generality that ݒ෤ = (0, . . . , 0, 1). Let ܶ be the 

projection from ℝ௞  to ℝ௞ିଵ  such that ܶ ∶ ,ଵݔ) . . . , ,௞ିଵݔ (௞ݔ ↦ ,ଵݔ) . . . ,  ௞ିଵ). We canݔ

think of ܶ as the orthogonal projection onto the “horizontal” hyperplane {ݔ෤ ∈ ℝ௞:	ݔ௞ =



0} in ℝ௞ . Let ܳ = ܶ(ܲ). Since ܶ is linear and surjective, ܳ is again a centrally symmetric 

convex polytope in ℝ௞ିଵ with a non-empty interior (see Fig. 4). 

It follows from our choice of ݒ෤ that the ݇th coordinate of ෤݊ி is non-zero for 

every facet ܨ. Let ܴ be the set of all the facets of ܲ that “face upward,” that is, 

ܴ

Clearly, a facet ܨ is in −ܴ iff the ݇th coordinate of ෤݊ி is negative. Hence, −ܴ ∩ ܴ = ∅ 

and −ܴ ∪ ܴ = ℱ௞ିଵ . Observe that ෨߲ܴ = ෨߲(−ܴ) ; hence ෨߲ܴ  is centrally symmetric. 

Clearly, every vertical line (i.e., a line parallel to ̅ݒ) that intersects the interior of ܲ meets 

the boundary of ܲ at 

 
Fig. (4). The images (ࡼ)ࢀ of the polytopes in Fig. 2. 

exactly two points and meets the interior of ܳ at exactly one point. It follows that the 

restriction of ܶ to ⋃ܴ is a bijection between ⋃ܴ and ܳ. The same is also true for −ܴ. 

Therefore, the restriction of ܶ to ⋃ ෨߲ܴ is a face-preserving bijection between ⋃ ෨߲ܴ and 

the boundary of ܳ. Under this bijection, the faces in ෨߲ܴ correspond to the facets of ܳ. 

Hence, this bijection induces a structure of a marked polytope on the boundary of ܳ, 

making ܳ into a marked polytope. It follows, by the induction hypothesis, that the 

boundary of ܳ has an odd number of happy ܾ-facets. Hence, ෨߲ܴ has an odd number of 

happy ܾ-faces. It follows from Lemma (6.2.6) that ܴ has an odd number of happy facets. 

Let ݉ and ℓ be the numbers of all happy ܾ-facets and ݓ-facets in ܴ, respectively. 

Then ݉ + ℓ is odd. Observe that ܨ is a happy ܾ-facet iff −ܨ  is a happy ݓ-facet. It 

follows that −ܴ  contains ℓ  happy ܾ -facets and ݉  happy ݓ -facets. Thus, the total 

number of happy ܾ-facets of ܲ is ݉ + ℓ, which we proved to be odd.  
 



Fix a natural number ݊ and let ܤஶ௡  and ܵஶ௡ିଵ be, respectively, the unit ball and 

the unit sphere of ℓஶ௡ , i.e., ܤஶ௡ = 	ݔ} ∈ ℝ௡: max|ݔ௜| ≤ 1} and ܵஶ௡ିଵ = ݔ} ∈ ℝ௡: max|ݔ௜| = 1}. 

For ݇ ≥ 1 we define 

௞߁ = ݔ}

௞ାܣ = ݔ}

௞ିܣ = ܣ−

Note that ܣ௞ି is exactly the set of all zigzags of order ݇ in ℝ௡. Put also ܣ଴ା = ଴ିܣ = ଴߁ =

ஶ௡ܤ . For ݇ ≥ 1, ௞߁ , ௞ܣ
± ⊂ ܵஶ௡ିଵ and we have 

Note that the first relation above is true also for ݇ = 0. 

We start with a simple lemma. 
 

Lemma (6.2.8)[118]: Suppose ݌ is a real polynomial of degree ݉, and there are ݉ + 2 

real numbers ݐଵ < ଶݐ <·	·	·< ௠ାଶݐ , such that ݌(ݐ௜) ≥ 0  for ݅  odd and ݌(ݐ௜) ≤ 0  for ݅ 

even. Then ݌ ≡ 0.  
 

Lemma (6.2.9)[118]: There exists a sequence of subspaces ߨ௞ ⊂ ℝ௡ , ௞ߨ ⊃ ,௞ାଵߨ

dimߨ௞ = ݊ − ݇, such that, if ௞ܲ is the orthogonal projection onto ߨ௞, then ௞ܲ|ܣ௞ା is 

injective. 
 

Proof. For 1 ≤ ݆ ≤ ݊ we define the vectors ߞ௝ ∈ ℝ௡  by the formula ߞ௜
௝ = ݅௝ିଵ . One 

checks easily that the ߞ௝’s are linearly independent. Define ߨ଴ = ℝ௡, and, for ݇ ≥ 1, 

௞ߨ = (span{ߞଵ, . . . ,  .ୄ({௞ߞ

Suppose that ݔ, ݕ ∈ ݔ௞ା, and ௞ܲܣ = ௞ܲݕ. There exist scalars ߙଵ, . . . ,  ௞, such thatߙ

ݔ − ݕ = ∑ ௝௞ߞ	௝ߙ
௝ୀଵ . We have indices 1 ≤ ଵݎ <·	·	·	< ௞ݎ ≤ ݊ and 1 ≤ ଵݏ <·	·	·	< ௞ݏ ≤ ݊, 

such that ݔ௥೗ = ௦೗ݕ = (−1)௟ିଵ. It follows that ݔ௥೗ − ௥೗ݕ ≥ 0 for ݈ odd and ≤ 0 for ݈ even, 

while ݔ௦೗ − ௦೗ݕ ≤ 0 for ݈ odd and ≥ 0 for ݈ even. 

Let the polynomial ݌ of degree ݇ − 1 be given by (ݐ)݌ = ∑ ௝ିଵ௞ݐ௝ߙ
௝ୀଵ . If ݎ௟ = ௟ݏ  

for all ݈, we obtain 



for all ݈ = 1, . . . , ݇. Thus ݌ has ݇ distinct zeros; it must be identically 0, whence ݔ =  .ݕ

Suppose now that we have ݎ௟ ≠  ௟ for at least one index ݈. We claim then thatݏ

among the union of the indices ݎ௟ and ݏ௟  we can find ߡଵ < ଶߡ <·	·	·	<  ௞ାଵ, such thatߡ

ఐ೗ݔ −  ఐ೗ have alternating signs. This can be achieved by induction with respect to ݇. Forݕ

݇ = 1 we must have ݎଵ ≠ ଵߡ ଵ, so we may takeݏ = min{ݎଵ, {ଵݏ , ଶߡ = max{ݎଵ,  ଵ}. Forݏ

݇ > 1, there are two cases. If ݎଵ = ଵߡ ଵ, we takeݏ = ଵݎ =  ଵ and apply the inductionݏ

hypothesis to obtain the rest. If ݎଵ ≠  ଶ as theߡ ଵ as the lesser of the two andߡ ଵ, we takeݏ

other one, and then we continue “accordingly” to ߡଶ (that is, taking as ߡ’s the rest of ݎ’s if 

ଶߡ = ଶߡ s if’ݏ ଵ and the rest ofݎ =  .(ଵݏ

Now, the way ߡ௟  have been chosen implies that (ݐ)݌ defined above satisfies the 

hypotheses of Lemma (6.2.8): it has degree ݇ − 1 and the values it takes in ߡଵ, . . . ,  ௞ାଵߡ

have alternating signs. It must then be identically 0, which implies ݔ =   .ݕ

Since ܣ௞ି =  .௞ି is also injectiveܣ|௞ା, it follows that ௞ܲܣ−
 

Lemma (6.2.10)[118]: If ߨ௞, ௞ܲ  are obtained in Lemma (6.2.9), then 

is a balanced, convex subset of ߨ௞, with 0 as an interior point (in ߨ௞). Moreover, 

݇߂ = ௞ܲ(ܣ௞ି) = ௞ܲ(ܣ௞ା) and ߲߂௞ = ௞ܲ(߁௞ାଵ) (the boundary in the relative topology of 

 .(௞ߨ
 

Proof. We will use induction with respect to ݇. The statement is immediately checked 

for ݇ = 0 (note that ଴ܲ = ℝ೙ܫ  and ߲߂଴ = ܵஶ௡ିଵ =  .(ଵ߁

Assume the statement true for ݇; we will prove its validity for ݇ + 1. By the 

induction hypothesis, we have 

and is therefore a balanced, convex subset of ߨ௞ାଵ, with 0 as an interior point. 

Take then ݕ ∈ °௞ାଵ߂ . Suppose ௞ܲାଵ
ିଵ (ݕ) ∩ ௞߂߲  contains a single point. Then 

௞ܲାଵ
ିଵ (ݕ) ∩ ௞ also contains a single point, and therefore ௞ܲାଵ߂

ିଵ (ݕ) ∩  ௞ is a support lineߨ

for the convex set ߂௞. This line is contained in a support hyperplane (in ߨ௞); but then the 



whole of ߂௞ projects onto ߨ௞ାଵ on one side of this hyperplane, and thus ݕ belongs to 

the boundary of this projection. Therefore ݕ cannot be in ߂௞ାଵ° . 

The contradiction obtained shows that ௞ܲାଵ
ିଵ (ݕ) ∩ ௞߂߲  contains at least two 

points. But 

whence 

Since ௞ܲାଵ restricted to each of the two terms in the right-hand side is injective by 

Lemma (6.2.10), there exists a unique ݖା ∈ ௞ାଵାܣ  such that ݕ = ௞ܲାଵݖା and a unique 

	ିݖ ∈ ௞ାଵିܣ  such that ݕ = ௞ܲାଵିݖ. 

Take ݔ ∈ ௞ܲାଵ
ିଵ (ݕ) ∩ ௞߂߲ . Then either ݔ ∈ ௞ܲ(ܣ௞ାଵା )  or ݔ ∈ ௞ܲ(ܣ௞ାଵି ) . If 

ݔ ∈ ௞ܲ(ܣ௞ାଵା )  then ݔ = ௞ܲݖ  for some ݖ ∈ ௞ାଵାܣ , so that ݕ = ௞ܲାଵݔ = ௞ܲାଵݖ , which 

yields ݖ = ݔ ା; henceݖ = ௞ܲݖା. Similarly, if ݔ ∈ ௞ܲ(ܣ௞ାଵି ) then ݔ = ௞ܲିݖ. It follows that 

௞ܲାଵ
ିଵ (ݕ) ∩ ௞߂߲ ⊆ { ௞ܲݖା, ௞ܲିݖ}. Since ௞ܲାଵ

ିଵ (ݕ) ∩  ௞ contains at least two points, we߂߲

conclude that ௞ܲାଵ
ିଵ (ݕ) ∩ ௞߂߲ = { ௞ܲݖା, ௞ܲିݖ}  and ௞ܲݖା ≠ ௞ܲିݖ . It follows from 

ݕ = ௞ܲାଵݖ±  that ߂௞ାଵ° ⊂ ௞ܲାଵ൫ܣ௞ାଵ
± ൯ . But, ߂௞ାଵ  being a closed convex set with a 

nonempty interior, it is the closure of its interior ߂௞ାଵ° ; since the two sets on the right 

are closed, we have actually ߂௞ାଵ = ௞ܲାଵ൫ܣ௞ାଵ
± ൯. 

We want to show now that ߲߂௞ାଵ = ௞ܲାଵ(߁௞ାଶ) . Suppose first that ݕ ∈

௞ܲାଵ(߁௞ାଶ) = ௞ܲାଵ(ܣ௞ାଵା ∩ ௞ାଵିܣ ) ; that is, ݕ = ௞ܲାଵݖ  with ݖ ∈ ௞ାଵାܣ ∩ ௞ାଵିܣ . Clearly, 

ݕ ∈ ݕ ௞ାଵ. If߂ ∈ °௞ାଵ߂ , then, defining ݖା and ିݖ  as before, the injectivity of ௞ܲାଵ on 

௞ାଵܣ
±  implies ݖ = ିݖ = ାݖା. This contradicts ௞ܲݖ = ௞ܲିݖ; consequently, ݕ ∈  .௞ାଵ߂߲

Conversely, take ݕ ∈ ௞ାଵ߂߲ = ߲൫ ௞ܲାଵ(߂௞)൯. Again, take ݖା ∈ ௞ାଵାܣ , ିݖ ∈ ௞ାଵିܣ , 

such that ௞ܲାଵݖା = ௞ܲାଵିݖ = ݕ . We have then ௞ܲݖା ∈ ௞߂߲  (if ௞ܲݖା ∈ °௞߂ , then 

௞ܲାଵݖା = ௞ܲାଵ ௞ܲݖା  must be in the interior of ௞ܲାଵ߂௞ , which is ߂௞ାଵ° ). Similarly, 

௞ܲିݖ ∈  .௞߂߲

If ௞ܲݖା = ௞ܲିݖ, then ௞ܲାଵ applied to the whole segment [ ௞ܲݖା, ௞ܲିݖ] is equal to 

௞߂߲ ௞. Since߂߲ Therefore the segment belongs to .ݕ = ௞ܲ(ܣ௞ାଵା ∪ ௞ାଵିܣ ), there exist 

two values ݔଵ, ଶݔ  either both in ܣ௞ାଵା  or both in ܣ௞ାଵି , such that ௞ܲݔଵ, ௞ܲݔଶ ∈



[ ௞ܲݖା, ௞ܲିݖ], and thus ௞ܲାଵݔଵ = ௞ܲାଵݔଶ =  This contradicts the injectivity of ௞ܲାଵ on .ݕ

௞ାଵܣ
± . 

Therefore ௞ܲݖା = ௞ܲିݖ . But ݖା  and ିݖ  both belong to ܣ௞ା , on which ௞ܲ  is 

injective. It follows that ݖା = ିݖ ∈ ௞ାଵାܣ ∩ ௞ାଵିܣ = ାݖ௞ାଶ, and ௞ܲାଵ߁ =  This ends the .ݕ

proof.  
 

The main consequence of Lemma (6.2.10), in combination with Lemma (6.2.9), is 

the fact that the linear map ௞ܲିଵ maps homeomorphically ߁௞  into ߲߂௞ିଵ, which is the 

boundary of a convex, balanced set, containing 0 in its interior. 
 

Theorem (6.2.11)[118]: For every ݇ ≤ ݊, every k-dimensional subspace of ℝ௡ contains a 

zigzag of order ݇. 

Proof. As noted above, ௞ܲିଵ maps homeomorphically ߁௞  onto the boundary of a convex, 

balanced set, containing 0 in its interior. Composing it with the map ݔ ↦ ௫
‖௫‖

, we obtain 

a homeomorphic map ߶ from ߁௞  to ܵ௡ି௞ , which satisfies the relation ߶(−ݔ) =   .(ݔ)߶−

Suppose that ܧ  is a ݇ -dimensional subspace of ℝ௡  with no zigzags. Then 

ܧ ∩ ௞߁ = ∅, so that the projection of ߁௞  onto ୄܧ does not contain 0. Composing this 

projection with the map ݔ ↦ ௫
‖௫‖

, we obtain a continuous map from ߰ ∶ ௞߁ → ܵ௡ି௞ିଵ, 

that satisfies ߰(−ݔ) = (ݔ)߰− . Then the map ߔ ≔ ߰ ∘ ߶ିଵ ∶ ܵ௡ି௞ → ܵ௡ି௞ିଵ  is 

continuous and satisfies (ݔ−)ߔ =  This is however impossible: it is known that .(ݔ)ߔ−

such a map does not exist (see, for instance, [133]).  
 

Remark (6.2.12)[284]: For every ݇ = ݊ − ߳, every (݊ − ߳)-dimensional subspace of ℝ௡ 

contains a zigzag of order (݊ − ߳). 

Proof. We have ܲ(௡ିఢିଵ) maps homeomorphically ߁(௡ିఢ) onto the boundary of a convex, 

balanced set, containing zero. We obtain, upon composing ݔ ↦ ௫
‖௫‖

, homeomorphic map 

(௡ିఢ)߁:߮ → ܵఢ , satisfying that ߮(−ݔ) = ܧ If .(ݔ)߮− ⊆ ℝ௡ of (݊ − ߳)-dimensional with 

no zigzag, then ܧ ∩ (௡ିఢ)߁ = ߶, so that ܲ൫߁(௡ିఢ)൯ onto the orthogorolity of ܧ, such that 

ܱ ∉ ܲ൫߁(௡ିఢ)൯. By composing with the map ݔ ↦ ௫
‖௫‖

. 



 We get that ߮: (௡ିఢ)߁ → ܵఢିଵ. Which satisfy ߰(−ݔ) = ߔ Then .(ݔ)߰− ≔ ߰ ∘

߮ିଵ ∶ ܵఢ → ܵఢିଵ is bounded and hence ߮(−ݔ) =  does not exist (see Theorem (ݔ)߮−

(6.2.11)).  
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