Chapter (1)
Introduction

1.1 Introduction: -

Wireless networks are in full development because of the flexibility of their
interfaces, which allow users to be easily connected to the Internet. Among various
technologies of wireless networks, IEEE 802.11RNVitechnology is becoming
better known and more used to construct high speed wireless networks in areas
with high concentration of users, such as airports, campuses or industrial sites. The
passion for wireless networks and in particular forfVhetworks has given rise to
new uses of the Internet, such as moving in wireless networks while still being
connected.

In Wi-Fi networks, the user's movement may sometimes lead to a change of
Access Points (APs) to the network. This fact is generally namelatidover of
layer 2 because this change involves only the first two layers of the OSI model. If
the two APs are located in different networks, the change of AP would entail a
change of network for the user. This situation is generally termed, the hamdover
layer 3 because the user should change his network and his IP address to maintain
connection to the Internet. Therefore, this change intervenes on the network layer
of the OSI model.

The process of the handover of layer 2 is handled by the IEERB82ndard
and that of layer 3 is controlled by the Mobile IP protocol. The Mobile IP protocol
is a protocol standardized by IETF, which allows users to change network, while
maintaining their actual connection to the Internet. Consequently, users can
connect to the Internet, while keep moving in-Wiinetworks in control of the
IEEE 802.11 standard and the Mobile IP protocol. However, the delay induced by
these procedures of handover is too long. As such, this generally leads to-the cut
off of current conmunications, hence impacting adversely on the qualitative
requirements of redlme applications, such as video conferencing or voice over
IP.

Various proposals have been made to reduce the delay of handover procedures
and to improve their performarceHowever, these proposals are either imperfect,
or nonimplementable because of their complexity.

Based on the premise that Wil networks and access routers are already massively
implanted in academia and in industry, we propose to add a new fundtipnali
called L-HCF (Lightweight Handover Control Function) in routers, without
modifying other network equipments. A router equipped with this functionality is
called anL-HCF router. To reduce the delay of handover procedured, 4HEF



functionality allows a router to generate a topology of APs by using the
neighborhoodyraph theory and to maintain a pool of available IP addresses in its
database. When a Mobile Node (MN) needs to change its AR,-H@F router

may propose to the latterlst of potentialy usable APsIf the change of APs
involves a change of network, the MN must change its IP address. In this case, the
L-HCF router can assign a unique IP address to this MN. The MN can thus use this
address without engaging in the process of Statelesessidwuteconfiguration or

the procedure of Duplicate Address Detection. With this heddCF functionality,

we can reduce the delay of handover procedures from a few seconds to one
hundred milliseconds.

To reduce packet loss, incurred due to handovecquures,The control
function proposed tamodify the Mobile IPv6 protocol. In general, the MN
terminates the binding between its home address and itoftaddress vth its
Home Agent (HA) andt's Correspondent Node (CN) before procegdmith the
handver proceduresConsequentlyjt use the HA to intercept and redirect the
packets of the CN or the MN respectively to the new-céeddress of the MN or
to the addresses of the CN during the complete binding process. With this method,
it will limit packet loss and guarantee an acceptable delay.

To supportthis method we used the OPNET simulator to simulate the handover
procedures in WFki networks as defined by theHCF method and by the Mobile
IPv6 protocol. The results obtained show tihajuaranée an acceptable delay and
limit packet loss witih.-HCF method.

1.2 IPv6 and IPv4

Internet Protocol version 6 (IPv6) is the next generation of Internet Protocol (IP)
which was released by Internet Engineering Task Force (IETF) in 1996. The
motivation of he protocol is to resolve the problem of IPv4 address shortage in
global Internet.

However, the adoption of IPv6 has been slowed by the introduction of network
address translation (NAT). The NAT alleviates the address exhaustion by
separating the locdPv4 address and the global IPv4 address, and reusing the
global addresses locally. However, NAT also makes it difficult and sometimes
iImpossible to use pe¢o-peer applications, such as Voice over Internet Protocol
(VolP) and multiuser games. Recenthdue to the increasing demand and
requirement for the wireless Internet, the deployment of IPv6 has become an
urgent issue for the future Internet.

In essence, IPv6 offers everything IPv4 does and better, with additional features
that were not availablwith IPv4. The following section lists the specific strong
point of IPv6 over IPv4:



1. IPv6 increases the IP address size from 32 bits to 128 bits which can support
1028 times more devices in the global Internet. For this reason, it can also allow
more leels of addressing hierarchy.

2l nstead of wusing broadcast, the usag:t
IPv6 provides better scalability of multicast routing.

3. IPv6 has a simpler header format than IPv4 which reduces the processing

cost and bandwidth cost

4. The design of IPv6 is more flexible than IPv4. The header design in IPv6

supports future extensions and new options.

5. The Flow Labeling Capability (FLC) in IPv6 enables the labeling of packets

which can be used to optimize QoS. This includes enablingipne pricing

for guaranteed delivery, and prioritization of defense or other critical
government Interndbased communications, even when network is
congested.

6. Unlike IPv4, IPv6 has been designed together with security features. It has

Authentication and vacy Capabilities Extensions to support authentication
and data integrity. Also, the IPSec is mandatory to the protocol.

1.3 Mobile IPv6:-

The Mobile IPv6 (MIPVv6) is a standard proposed by the IETF. The official name
of standard i s IfiPWo6boi,| iaanyd Stuhpep olrats ti nupda
2004.

As the successor of Mobile IP support in IPv4 (Mobile IPv4), MIPv6 is designed
with more experience. It does not only shares many features with Mobile IPv4, but
also offers many other improvemenihe following list summarizes the major
differences between Mobile IPv4 and Mobile IRv6:
1. I n MI Pv 6, t he entity Aforeign age
Implementation of routers become easier. There is no special support required from
the access raer any more.
2. MIPv6 has builin route optimization which belongs to a nonstandard set of
extensions in MIPv4,
3. Mobile IPv6 route optimization can operate securely even without prearranged
security associations. It is expected that route optimizaigonbe deployed on a
global scale between all mobile nodes and correspondent nodes.
4 . MI Pv 6 provi des support on all owing
filteringd to coexi st efficiently on a
used to confm that incoming packets are from the networks they claim to be
from. The technique is to prevent denial of service attacks which employ IP source
address spoofing.



5. The Neighbor Unreachability Detection which belongs to the IPv6 standard
assures thesachability from the mobile node to its default router and vice versa.

6. In Mobile IPv6, when a mobile node is away from its home network, most of
packets are sent to it by using an IPv6 routing header rather than IP encapsulation.
In result, the amourdf resulting overhead are reduced comparing to Mobile IPv4.

7. Mobile IPv6 is decoupled from any particular link layer, as it uses IPv6
Neighbor Discovery instead of ARP which improves the robustness of the
protocol.

8. Mobile IPv6 is not required to magpa& t he WAtunnel soft
because of the usage of the IPv6 encapsulation and the routing header.

In a computer network, a tunnel is created by following the tunneling protocol
which encapsulates packets at a peer level or below. It is useshsport multiple
protocols over a common network as well as provide the capability for encrypted
virtual private networks (VPNSs). Inside of a tunnel, when one of the routers
encounters an error while processing the datagram, it requires the routermo re
an ICMP error message to the source of the tunnel. Unfortunately, the size of the
ICMP packet is greater than the IPv4 header; it is generally not possible for the
router to immediately reflect an ICMP message. To resolve this problem, the
source of tinnel requires to maintain extra information regard to the tunnel which
I's called Asoft stateo information.

1.4 Problem Statement

Mobile IP allows a mobile node to maintain a continuous connectivity to the
Internet when moving from one access point totla@o However, due to the link
switching delay and to the Mobile IP handover operations, packets designated to
mobile nodes can be delayed or lost during the handover period.

1.5 Aim and Objectives
A new control function alled Lightweight Handover Contl
Function (-HCF) in order to improve the handover performance in

the context of MobilePve over wireless networks. This solution allows to
provide low latency, low packet loss to the standard handover of Mobile IPv6.
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Chapter (2)
Literature Review

1. Overview

A MIPv6 handover can cause delay and/or patdst for an ongoing traffic
stream.Over last ten years, a number of research projects have aimed at shortening
the handover process by improving different part of a MIPv6 handover.

2. Fast Handover MIPv6 (FMIPv6)

FMIPV6 is a protocol which has been standardized by IETF to improve the AC
process in a MIPv6 handover. There are two operation modes:
1- The predictive mode
2- The reactive mode.
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Figure2.1 Predictive Mode
2.1.The predictive mode:

The predictive mode shortens the AC process by performing the process
before it is required. This means the handover process is started without the
confirmation from a standard Movement Detection process. In addition, the packet
loss isminimized by buffering packets at the Old AR (OAR) and forwarding them
to the New AR (NAR).



Figure 2.1illustrates the steps in this mode, and details and functionality of each
step is described in the following paragraphs.
1. Router Solicitation Proxy (RtSdPr) and Proxy Router

Advertisement (PrRtAdv): Router Solicitation Proxy (RtSolPr) and
Proxy Router AdvertisementPrRtAdv) messages are transferred
between an MN and its current AR in the beginning of an FMIPv6
handover. The RtSolPr message is sent frioenMIN to its current AR,
and the message is used for requesting the information fridiRa As
Figure () shown, the current AR will be also referred as OAR (Old
Access Router) after the MN has connected to the new AR. After
receiving the message, the ant AR will reply to the MN with a Proxy
Router Advertisement (PrRtAdv) message which contains thdDAP
(Access Point ID) of the found AP, the IPv6 address and network prefix
of the NAR (New Access Router) which the AP belongs to. After
receiving the Prl&dv message, the MN is able to form a new CoA that
will be used in the new access network.

2. Fast Binding Update (FBU): The Fast BindingJpdate (FBU) message
is sentfrom the MN to the OAR after receiving the PrRtAdv message.
The FBU messageontains the ew CoA which is derived from the
information that is contained inside of the PrRtAdv message. The OAR
extracts the new CoA from the FBU message, and binds the new CoA
with the current CoA for forwarding packets to the NAR.

3. Handover Initiation (HI), Han dover Acknowledge (HAck) and Fast
Binding Acknowledge (FBack): After the OAR receives the FBU
messagethe OAR sends the Handover Initiation (HI) message to the
NAR. The HI message contaitise current CoA, the layer 2 address and
the proposed CoA of the M The NARuses the information to execute
the AC process which contains a DAD procems may be a stateful
address configuration process if the proposed CoA is duplicated in the
network. This AC process is exactly same the standard MIPv6 AC
process whik has been described in previous sections. Then, the NAR
replies to the OAR by a Handover Acknowledge (HAck) message. The
message is used to inform the OAR that the AC process has been
completed successfully. During the AC process, if the proposed CoA
fails the DAD, theHAck message may also suggestCaA. The
suggested CoA is derived from the stateful address configuration process.
The CoA will be forwarded by the Fast Binding Acknowledge (FBack)
message from the OAR to the MN.
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4. Unsolicited Neighbor Advertisement (UNA): The UNA message is the
last message in an FMIPv6 hameer which is shown in Figure (1The
MN breaksits connection with the OAR after receiving the FBack
message. The OAR thenill forward the buffered packets to the new
CoA of the MN. Tle packets will be buffered at the NAR until a UNA
message is sent from the MN. Once the UN@ssage is received by the
NAR, the NAR will remove and update internal entries, and the buffered
packets will be forwarded to the MN.

2.2. The reactive mode:

If the overlap area between two APs from two different AR is relatively small,
and the MN moves too fast, the MN may be able to receive the FBack message
before the OAR becomes unreachable. In this case, the predictive mode will have
never enough time tbe performed complete, and the reactive mode is specially

designed for this situation.
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The unexpected disconnection of the OAR causes the FMIPv6 to reorder its
sequence of messages. The biggest change is the order of the US#geneBhe

UNA message is no longer the last message sent in a fast handover, but the first
message after the MN connects to th&RNwhich is shownin Figure 2.2
Following the UNA message, a FBU message is also sent to the NAR, and
forwarded to the OAR. IBm this point, the message sequence becomes the same
as in the predictive mode. According to the FMIPv6 standard, the HI/HAck
message pair may not be required for quickening the process. At last, the OAR will
send an FBack message to the NAR with the bedfpackets, and the packets will

be forwarded to the MN.

The main difference of the predictive mode and the reactive mode are when the
UNA message has been sent in an FMIPv6 handover and where the FBU message
IS sent.

The reactive mode almost does notrgéhio the handover latency comparing to the
standard MIPv6, but minimizes the packet loss by using a tunnel to forward the
packets from the OAR to the NAR.

In conclusion, the main difference between FMIPv6 handover and MIPv6
handover is when the AC processsinitiated. The standard MIPv6 requires two
conditions to confirm a layer 3 movement which leads to the initiation of the AC
process. However, FMIPv6 starts the AC process once an AP from a new access
router has been detected.

3. Hierarchical Mobile IPv6 (HMIPvV6)

Hierarchical Mobile IPv6 (HMIPv6) is another standard for improving the
MIPv6 handover process which has been published in early 2000s and updated by
IETF in 2008. It is an extension of MIPv6 like FMIPVv6, and it focuses on reducing
the latecy caused by the BU process in a MIPv6 handover.

After an MN changes its AR, the MN needs to update its new CatsstdA and

CNs to maintain its reaeability. The BU messages are specially designed for this
purpose.

However, when the MN is geographigatbo far from the HA or the CNs, the BU
process may add hundreds of milliseconds to the handover process because of the
propagation delay. HMIPV6 is specifically designed to solve this problem.

Instead of sending the BU messages to the relatively faridlACdNs, in HMIPV6,

the MNs send the BU messages to a closer proxy server. The nsaohini
demonstrated in Figur@.3 below.



HA ~—_ ) T CN1

T RCoA of the MN
stores in the
MAP

LCoA
Figure 2.3 Hierarchical Mobile IPv6

In Figure @.3), there are three new elements added to the standard MIPv6. They
are MAP, Rgional Careof-Address (RCoA) and Local Cam-Address (LCoA).

MAP is the proxy server which stands for Mobility Anchor Point (MAP). It
behaves like a HA which keeps tracking the location of an MN within its domain.
The RCoA and the LCoA are used to allemn MAP t o wor k with
and the CNs seamlessly.

When an MN enters to a MAPGO6s domain,
assignedté¢ he MN. The RCOA iIis sent to the MN
within a BU messages. From this point, as long les MN moves within the
domain of the MAP, the MN only needs to change its LCoA. The BU process only
happens between the MN and the MAP, and the LCoA is stored inside of the MAP
for updating the MNOs | ocation. The HA
leaves the domain, and changes its RCoA.

In MIPv6, from the perspective of a CN, every time when a CN intends to
communicate with an MN, the node wi |l | S
traffic wild/ be directed thimthetHNgthe MA O s H .
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will search the binding entries to match the HoA and the CoA. In the HMIPv6, the
CoA is substitute with an RCoA. Via the RCoA, the traffic will be directed to the
MAP by the HA. After the traffic is received by the MAP, the MAP will sdmaits
binding entries to match the RCoA and the LCoA. At last, the traffic is sent to the
MN according to the LCoA.

4. Fast Hierarchical Mobile IPv6(FHMIPv6)

FHMIPV6 is another proposed standard which was published by IETF in 2006.
In order to allowthe FMIPv6 and the HMIPv6 to work together, the original
messages involved in a handover need to be moddiétthis purpose. Figurg.4
below illustrates a handover process involved in FHMIPV6 in the predictive mode.
Same as FMIPv6, the MN exchangedormation with the OAR by the Router
Solicitation Proxy (RtSolPr) and the Proxy Router Advertisement (PrRtAdv)
messages.

Similar to FMIPv6, once the MN receives the hint for a handover, the Fast
Binding Update (FBU) message is sent to the OAR. Intexigithe FBU message
is also sent from the OAR to the MAP. Comparing to FMIPVG, it is the MAP that
communicates with the NAR by the HI/HAck pair messages instead of the OAR.
At the same time, the OAR will buffer all the incoming packets for the MN while
the MN is detached from the OAR. The MAP sends a Flush message to the OAR
to indicate that the HI/HAck messages have been sent successfully between the
MAP and the NAR, and the BCE will be updated in the MAP. Once the BCE is
updated, the MAP will send theBBck message to the NAR with a new LCoA for
the MN, and it will also forward all the packets to the new LCoA. Meanwhile, the
OAR sends all the buffered packets to the NAR and end with a Flush message.
Once the MN is connected to the NAR, the MN will senENA message. Then
the NAR will forward all buffered packets and future incoming packets to the MN.
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The reactive mode in the FHMIPV6 is activated when an MN has not been able to
send a FBU message to the OAR to ourg the predictive mode. This is mode is

very similar to the FMIPv6 reactive mode. Once the MN attaches with the NAR,
the MN will send a FNA message to the N
responsibility to inform the OAR that a fast handovereguired. The NAR send a

FBU message to the OAR, and the OAR will start to buffer the incoming packets

for the MN. Since this point, the reactive mode has same message sequence as the
predictive mode from the point that the OAR sends the FBU to the MAP.
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5. SeamlesMIP (S-MIP)

Seamless MIP (8IP) was originally designed for the MIPv4 standard, and has
been proposed to work with IPv6-MBP adopts the idea of combining the HMIP
and the FMIP, and provides furthenprovements in two aspects. Firstly, SMIP
includes the consideration of the Candidate Access Router Selection (CARS)
process which is neglected by other proposals. This is achieved by using three
routers to track the physical location of the MNs, andreesdo determine the best
Candidate Access Router respectively. Secondly, the mechanism intends to avoid
the case which the forwarded packets may be out of order during a handover. This
Is achieved by separating the forwarded packets from the differenteso and
sending them at different chunk of time.
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As Figure2.6 shown, the SMIP has one extra entity and multiple new messages
compare to FHMIPv6. To make the concept more clearly, the names and the
functiondities of the entity and the messages are listed below.

Current Tracking Status (CTS) message is used to track the physical location of
the MN for DE.

Carrying Load Status (CLS) message contains the information regarding to the
loading capacity of the AR.

Handoff Decision (HD) message contains the handover decision information from
the DE. It informs the entire candidate ARs which AR has been chosen for the
MN.

Handoff Notification (HN) message is sent from the OAR to the MN. It indicates
which NAR the MN #&ould connect to. The content of the message is derived from
the HD message.

Simulcast (Scastnessage is the message which starts the SynchrefPasabt
Simulcast (SPS) process. The SPS process is used for separating the packets from
the OAR and the MAPBY doing this, there will be less possibility of massing the
order of the packets.

Simulcastoff (Soff) message terminates the SPS process.

Decision Engine (DE)s the entity which uses the information from the CTS and
CLS messages to make the handoeaigion.
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A handover process in theMbIP starts with detecting the NARs from an MN.
Once the MN receives beacon messages from the NARs, the MN will send an
RtSolPr message to the OAR. The OAR will immediately sends the CTS message
to the DE to update thedation of the MN. Then the OAR sends HI message to all
the NARs, and the NARs will send their own CTS message to the DE too. All the
CTS messages will be used for the DE to work out the exactly physical location of
the MN. In response to the HI messadeN#ARs will send back a HAck message

back to the OAR, and the CLS messages are also sent to the DE for the handover
decision. After the DE makes the decision basing on the capacity loading status of
each NAR and the location of the MN, the DE sends thent¢i3sages to the OAR

and all the NARs for the result of the decision. HN and PrRtAdv messages will be
returned to the MN by the OAR. The MN replies a FBU message to the OAR, and
the OAR will send a Scast message to the MAP to start the SPS process. The OAR
will also reply a FAck message to the selected NAR and the MN each. At the mean
time, because of the SPS process, the buffered packets from the NAR and the MAP
are | abelled with Afo and Aso0 header re

Once the MN completes the L3 handover with NAR, the NAR will forward the

Afo packets and Aso packets in sequenc
with the Soff message. At last, the MAP will be able to forward all incoming
packets directly to the MN with the new CoA

. MN Mobile Access Gateway Local Mobility Anchor
ade (Mb MSG) (LMA)

RtSolPr

PBU

PBA

- ————— ¥ __ |

RtAdv

e e ekt

Figure 2.7 Proces®s occurring during MN Registration in a PMIPv6 Domain
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Figure 27 illustrates the events and messages occurred during an MN registration
to a PMIPv6 network. When an MN first time enters a PMIPv6 network, the MN

wi | | be notified an arevhile rhe MAGUdktectsttliea c h e
attached MN, and start to acquire MN and profile information. Then the MN
requests the MAGOs information by sendi

Different from MIPv6, the MAG sends a Proxy Binding Update (PBU)he t

LMA first instead of replying the Router Advertisement (RtAdv) message to the

MN immediately. The LMA uses the information contained inside of the PBU
message to update its Bind Cache Entries (BCE) for recording the location of the
MN, and request foretting up a bdirectional tunnel. The request of the tunnel

and the Home Network prefix(es) of the MN are sent back to the MAG by the
Proxy Binding Acknowledge message. Once the PBA is accepted by the MAG, the
bi-directional tunnel is set, and the MAG lies the MN with the Router
Advertisement (RtAdv) message. The RtAdwo nt ai ns t he MNOGsSs H¢
prefix (es), and the MN will consider it is at the Home Network.

Old Maobile Access Gateway Lozal Mol Anchor Mabile Access Gateway
BMEES) (LMARY (MEEZ)

DeReg PEU ! i

1
FBA | :

1
[ I RiSalPr

Figure 2.8 Processes of a handover in a PMIPv6 domain

When the MN changes the accesswogk within a LMA domain, the handover
procedure follows the above figure. Once the MN has been detached from the Old
Mobile Access Gateway (OMAG), both the MN and the OMAG will be notified.
The OMAG then sends a DBRegistration Proxy Binding Update (DeR&@U)
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message to the LMA for updating the location of the MN and removing the bi
directional tunnel.

The LMA waits for the AMinDel ayBefore
New Mobile Access Gateway (NMAG) to updates the location of the MN. If the
timere x pi r es, the MNOGOs | ocation entry wil
LMA replies the OMAG with the PBA message. If a NMAG does reply to the
LMA before the timer expires, the registration process has been described in the
last paragraph will be repeateHowever, it is not always true like the figure
shown t hat the MNO6s attachment to the
OMAG.

Therefore, the performance of these solutions is scedependent which
makes them hard to compare. For example, tMIR¥6 shortens the handover
process by improving the Binding Update process, and the FMIPv6 shortens the
handover by performing the Address Configuration process before it is required.
Since the duration of the Binding Update process strongly relies gmdpagation
delay of the network, the HMIPv6 may have a better performance than FMIPV6 in
some cases, but worse in others. Precise specification of applications which
perform better under specific handover mechanism will be possible when their
accurate snulation models become available. Currently, the only credible MIPv6
simulation models are those in OMNeT++ and probably in OPNET.
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Chapter (3)
Overview about Handover

3.1. Handover:-

In the wireless network aspect, a handover is usualbrmedf to transferring an
ongoingcall or data session from one subnet to another. The process can also be
known as handoff. A handover process usually causes a transmission to be
discontinued in a periodf time, so the user may experience a long extraydelr

the application he ashe is using. During the period, a large amount of packets can
be lost depending orthe speed of the connection, and the QoS will drop
dramatically.

3.2. Types of Handovers:

Currently, there arenany different types of handovewngich can be categorized
by the connection statuthe technology used, the network topology or the layer
where they occur in the O&iodel.

1. Soft Handover and Hard Handover

When the handover process is categorized according to its connection status, a
handovercan be soft or hard. The difference between them is based on whether a
mobile device maintains a connection with at least one access points during the
handovelprocess. In the handover period, if the mobile device keeps its connection
with the ol access point until it fully establishes its connection with a new access
point, the handovers called a soft handover. In contrast, if the mobile device
breaks its connectiowith the old access point before it is connected with a new
access point, weedl witha hard handover.

2. Inter -technology Handover and Intratechnology Handover

In the wireless network area, there are many different types of wireless access
technology have been developed. Each of the technology provides different
connectiorrange, network capability and so on attributes. In future, it is very likely
to see allthese technologies coexist and complement to each other. Therefore, it
may be frequento see a mobile device using different access technologies while
moving. If ahandoer happens between two different technologies, we deal with
an intertechnologyhandover. Otherwise, it is an Intt@chnology handover.

3. Horizontal Handover and Vertical Handover
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Horizontal handover and vertical handover are distinguished by whather
mobile node has changed its access network or access router. The following figure
illustratesa horizontal handover.

Access
Router

Figure 3.1 Horizontal Handover

Figure 3.1 depicts a mobile node moving from the access range of AP1 to AP2. As
the figure demonstratedhoth AP1 and AP2 are connected with the same access
router. This means there is no topological change from the perspective of the

mobile node.
Therefore, it is a horizontal handover.

Access
Router 2

Access
Router 1
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Figure 3.2 Vertical Handover 1

Figure3.2 demonstrates a scenarioatertical handover. In this figure, the mobile
node moves from the access range of AP3 to AP4. As the figure shown, AP3 and
AP4 are connected with different access router. Since the access router of the
mobile nodehas changed, the access network topole@iso changed. Therefore,

it is a verticalhandover.

/_ I N “\'

I(/I Internet D
.

- /’

ISP B
Access

Router 2

Access
Router 1

Figure 3.3 Vertical Handover 2

Vertical handover does not only happen within the network of onenktiService
Provider(ISP), it can alsdappen between ISPs. FiguBe& demonstrates such a
vertical handover that happens between ISPs. In the figure, the mobile node moves
from AP3to AP4 where AP3 and AP4 are connected with different access routers
which belongo different ISPs.

4. Layer 2 and Layer 3 Handover
A complete vertical handover casts of the processes occurring in layer 2 and
layer3. The processes occurring within layer 2 are known as layer 2 handover, and
the processes occurring within layer 3 are called layer 3 handover. The layer 2
handoveroften indicates the changes of theess point, and the handover delay in
this layer isoften media or technology dependent. The layer 3 handover often
indicates the chang# the access route, and the length of the delay is related to the

19



network protocb A handover in MIPV6 is a layer 3ahdover which ighe main
focus of this project

3.3. Handover in MIPv6

1. MIPv6 Terminology and Conditions

This section lists the terminologies which will be used to explain a MIPv6
handoverin later sections.
Mobile Node (MN): MN is a terminal that movessbveen networks.
Access Point (AP)AP is the facility that provides the radio connectivity to MNSs.
Access Router (AR):AR is the router that provides Internet connectivity to MNs.
Home Address (HoA):HOA is a unicast address which is permanently assigmed
anMN. Usually the traffic will be delivered to the MN by this HoA directly.
Home Agent (HA): HA is the AR that assigndhe HoA to an MN. The assigned
HoA should have the same network prefix as the HA. The network prefix is a part
of IPv6 address.
Home Network (HN): HN is the network where MN has acquired the HOA. It is
the network where the HA belongs to.
Care-of-Address (CoA): CoA is a temporary address for an MN while it is not at
the HN.
Foreign Access Router (FAR):FAR stands for Foreign Access Reutwhich
refersto any AR provides Internet connection to an MN except HA. Please note it
is not aForeign Agent as MIPv4, since there is no special router required in
MIPV6.
Foreign Network (FN): FN is the network where the MN is currently connecting
with but not HN.
Correspondent Node (CN):CN is the terminal that is currently communicating
with the MN.
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Figure 3.4 Graphical Explanations of the MIPv6 Terminology

Figure3.4provides a graphical demonstration to all the terms mentioned above.

In Figure (3.4), the MN (Mobile Node) idabeledwith light green colour. It is
indicatedby an icon which is a combination of a user icon and a laptop icon. In the
figure, the MN travels from its HN (Home Network) to a FN (Foreign Network),
and rangef these twanetworks are indicated by different colour of circles. Inside
of each circlethere are one access router and two access points. In the HN, the
access router is thdA (Home Agent) of the MN. In the FN, the access router is
referred as FAR (ForeigAccessRo ut er ) . Bel ow t he MN©OGs
IPv6 address of the MN.

When the MN is at the HN, the MN uses its HOA (Home Address). When the
MN is at FAR, the MN uses its CoA (Caod-Address). The addresses &abeled
with differentcolor in the igure because they represent different parts of an IPv6
address.There are two desktop icons which indicate the CNs (Correspondent
Node) of the MN. In this context, the CNs are the computers or servers which are
currentlycommunicating wi the MN.
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3.4. The Processes oMIPv6 handover:-

A MIPv6 handover can be divided into five different processes: Movement
Detection (Movement Detection), Candidate Access Router Selection (CARS),
Address ConfiguratioAC), Authentication & Authorization (A&A), and Bindm
Update (BU)which are demonstrated in Figuré3Each of these stfirocesses is
described in detaih the following sections.

[ S

Authentication &
Authorization

N e B e B

Figure 35 Basic Procedures of an MIPv6 Handover

1. Movement Detection

Movement Detection is a process that recognizesveéhMobile Node (MN) has
moved away from its current access network. It is the first stage of a handover.
Whenthe movement of the MN is confirmed,saquence of other handover sub
processeshown in Figure3.5 will be performed.
The movement of an MN isonfirmed when the following two conditions are both
satisfied:
1. A new AR has been detected by the MN.
2. The current AR has becomediectional unreachable. It means that the MN is
notable to reach the AR, and the AR is not able to detect the MBIreith
These conditions guarantee a handover occurs only when it is necessary. In another
words, it means the MN will not perform a handover unless it realizes that the
currentinternet connection is not available any more. This is one of the reasons
why the QoSwill drop dramatically during a handover. The Movement Detection
process is definethis way to avoid packet loss anmjnalingoverhead during the
Binding Updatewhich is the last stage of a handover.
The Movement Detection conditions are tested by thcilities of the IPv6
NeighbourDiscovery (ND) which includes the Router Discovery (RD) and the
NeighborUnreachabilityDetection (NUD).

The Movement Detection process employs two messages from the IPv6 RD
messageso confirm the first condition of aetwork movement. The employed
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messages are tHeouter Solicitation (RS) and the Router Advertisement (RA)
messages. The mechanisfidetecting a new AR behaves as follow. In the MIPv6
wireless networks, eveyIPv6 enabled wireless router multicasts a RAssage
through its APs periodically.

The duration of the period is deéd by two configurable values
MinRtrAdvinterval and MaxRtrAdvinterval in the router. If an MN has been
waiting for a RA messagéom the current AR more than MaxRtrAdvinterval
time, the MN will consider it as anovement hint. Then the MN will immediately
multicasts a RS message. If any routseeives the message, it will reply to the
MN with a RA message. This message contaings global IPv6 address of the
router and link address tiie APs. Once the MIXeceives a RA which contains a
new IP address of an AR (Access Router), the @tdition of the Movement
Detection is considered to be satisfied. If the MN receavé®A from a new AR
without sending RS message, the first conditsoalso consideretb be satisfied.

The Neighbour Unreachability Detection (NUD) in IPv6 is used to check for the
second condition of a network movement. It verifies the current AR of the MN has
become bdirectional unreachable. The behaviour of the NUP specified by
RFC 2461 [33], and daéged in Figure3.6. According to RFC 2461, every IPv6
node can have five statuses: A Reachal
AUnreachabl eo.
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Figure 3.6 State transitions during the execution of theNeighbor Unreachability Detection Procedure

When an MN enters to a new network, it multicasts ND messages to find the
possibleneighbors Once the MN receives a replied message from a neighbour, the
state ot he nei ghbour wi l |l be r ectimeidiesvdl as
which is known as AREACHABLE TI MEO, t he
to AStal eo.

There will be no further state change until the MN sends a packet to the
neighbor Once a new packet is sent by the MN, the state ohénghborwill be

labeleda s @A Del ayo. During the nADelayo cycl
nei ghbour for another time interval cal
does not receive replies from the neighbour within the time limit, the state of the

neighbour wilcknge to #AProbeo. Il n this stage,

which may take as long as multiple times of the interval between the periodic
Neighbour Solicitation (NS) messages. If the MN still does not receive any reply
from the neighbor, the state of thee i ghbour wi | | be change
The waiting interval is exactly specified by MAX_UNICAST_SOLICIT variable

times the time interval between the periodic NS messages. The time interval
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between the periodic NS messages is specified by RETRANS TIV#ERDble

which can be customized as well as MAX_UNICAST_SOLICIT variable.

In conclusion, the duration of the Movement Detection process essentially depends
on the value of MaxRtrAdvinterval, MAX_UNICAST_SOLICIT and RETRANS _
TIMER.

2. Candidate Access RouteSelection (CARS)
After a layer 3 movement has been detected by an MN, the MN needs to connect to
a new AR to maintain its network connection. The process of selecting a CAR
consistsof two parts: the Candidate Access Router Discovery process and the
Targd AccessRouter Seletion (TARS) process

2.1 Candidate Access Router Discovery
CARD is an IETF experimental protocol which has been published one year after
the standardization of MIPv6.The major functions of CARD are acquiring the IP
addresse®f the Candi at e Access Routers (CARs),
capabilities.

2.2Target Access Router Selection (TARS)
TARS can be performed by either the MN or the current AR. The capability
information of the CARs which are obtained from the CARD process is fed into
the TARS process. The TARS process uses specific algorithm to choose the most
appropriate Access Router (AR). The capacity information includes information
about such properties of the CARs as: bandwidth, available channels and so on.
Since there is no stdard algorithm for this process.

3. Address Configuration
After the new AR has been selected, the MN will need a new temporary IPv6
address according the RFC 3775. The process of acquiring of the address is called
Address Configuration (AC). The temporamydaess is usually known as Caok
Address (CoA).
There are two approaches to obtain a CoA for an MN. One is the stateless address
configuration, and the other is the stateful address configuration.
The stateful address configuration isually performed yp DHCPv6 which
behaves in a similar way as DHCPv4. The method in general appears to be too
time consuming for a handover. Therefore, the stateless address configuration is
usually preferred.
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Figure 3.7 Example of an Address Configuration Process

In a wireless IPv6 network, every MN and sub network has an interface identifier.
The stateless address configuration forms the CoA by combining the prefix of the
network and the prefix of the MN.HIS is demonstrated in Figui@7. In this
figure, the red parof IP addresses is the network prefix, and the blue part is the

MN prefix.
After the MN has moved from network A to network B, the IP address of MN has
changed i1its network prefix only, but Kk

secondoart of the CoA.

A CoA can be used only after it has passed the Duplicate Address Detection
(DAD), and this process has been standaddtae|lETE The standard only defines

how to detect whether a CoA is unique, but it does not mention the procedures
after a duplicateédddres s 1 s f ound. AA tentative add
duplicate aslescribed above, MUST NOT be assigned to an interface and the node
SHOULD loga system management error. If the address is aldodéd address

formed from an interfacelentifier, heine r f ace SHOUL DDisebéingdi s ab
an MN, whenit fails the DAD is not a desirable solution in practice. For most of

the Wireless Interneébervice Providers (WISPSs), it is more logical to use stateful
address configuratioas a backup procedure.
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Figure 3.8 sub-processes of the Address Configuration

Figure 3.8 demonstrates all the states in an address configuration process. The
processstarts with a stateless address configuration which is used to form a CoA.
The newlyformed CoA will be tested by the DAD, and if the address is duplicated,

a stateful address configuration will bperformed. The stateful address
configuration will assign a new CoA to the MN, and address will be tested by the
DAD again. This cycle repeatmtil the assigned address passes the DAD. Once
the address has been confirmed to be unique, the handover will shift to another
stage which is Authentication aidithorization.

4. Authentication and Authorization (A&A)
The A&A process is used for checking @ther an MN has the authority to use the
connectiorfrom an AR.

5. Binding Update

Bind Update (BU) is the last stage in a handover process. The purpose of the BU is
to keep tacking the network location of an MN for its Home Agent (HA) and the
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Correspondent dides (CN). The BU process is completed with assist of two
messages which are a BU message and a Binding Acknowledge (BACK) message.

5.1Binding Update message to HA

Inside of every HA, there is a Binding Cache Entries (BCE) table where records
both the H& and CoA of MNs. The BCE allows the MNs to be reachable in
Internet, and it is frequently updated by BU messages.

5.2Binding Update to CN
The BU is sent to CNs onl yeiwtsednnIRvbe nr
In the MIPV6 standarthere are twa@ommunication modes between MN and CN.

One iI-dsi riekcit i onal tunnel O mode, and t he
mode.
I n tide riédlbit i onal tunnel 0 mode, MN s ar e

HA is the only node that keep tracking the looatof MNs. When a CN intends to

send a packet to an MN, the packet will have to be delivered to the HA of the MN
first. The HA then will redirect the packet to the MN. Conversely, if the MN tries

to send a packet back to the CN, the packet will need seilteto the HA first. The

HA then will redirect the packet to the CN.

I n the #Aroute optimizationodo mode, t he
The CN keeps a BCE itself for tracking the location of the MNs. In this case, any
packetsbetween CNsandMs are transmitted directly
mode obviouslysaves more network resource and reducing the round trip time
between theMN and the CNs. Therefore, in general, for a MIPv6 handover, the
Arout er o mdde imusedaand tlee lBOessages are sent to both HA and
CNs.

c. Binding Acknowledgement (BACK)

I f a BU message has been successfully r
or the CN will reply a BACK message the M.

Till here, we have finished describing all the stagesstaadard MIPveéhandover.

Then wewill be able to understand how the existing solutions can shorten the
duration of aMIPv6 handover.
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Chapter (4)
Methodology and Simulation

1. Methodology:-

A handover consists of a Link Layer handover and of a Né&twamyer
handover. The Link Layer handover includes a Discovery phase (scanning the
channels to discover an available Access Point), an Authentication phase, and a
Re-association phase, whereas the Network Layer handover is concerned by a
Router Discoveryphase, a Detection Address Duplication (DAD) phase, a Binding
Update phase and a Binding Acknowledgement phase respectively. The standard
MIPv6 handover latency has been estimated to a maximum value of 1290 ms. This
long latency is not acceptable for kéiane applications such as video and audio. If
analyze each phase during the Network Layer handover in figure(1) (Router
Discovery, DAD, Binding Update and Binding Acknowledgement), Can note that
the DAD latency costs almost 1000 ms and has a heavy tweiglthe global
handover latency. As a result, in order to reduce the total handover latemcs,
new procedure is developed to avoid any DAD operation during handover
procedure. A new local intelligent entity is introduced calleghtweight
Handover Catrol Function [-HCF) which should be capable of controlling its
attached Access Routers (ARs), Access Points (APs) and Mobile Nodes (MNSs).
Linked directly with its ARs, each-HCF router reserves beforehand a list of all
available IP local addresses. TheHCF router also generates and updates
periodically a second list which records the used ARs/APs/IP addresses. By
comparing these two lists, tHe-HCF router can find a potential duplicate IP
address (collision) in its domain. Then, tHisHCF router canwithdraw this
potential duplicate IP address or can ask a concernedaié to change its IP
address. In this way, tHe-HCF router enables to insure an unique IP address to a
MN without DAD. Furthermore, ah-HCF router could exchange both some local
information with its ARsS/APs/MNs and some external information with other
HCFrouters.

Level 2 Router Detection Address o Binding A
) o Binding Update
latency Discovery Duplication(DAD) Knowlege
50ms 100ms 1000ms 70ms 70ms
Figure4.1 Handover standardelaytime
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To realizeL-HCF method six new messages proposed: MN Request (MNReq),
MN Reply (MNRep), HCF Request (HCFReq), HCF Reply (IRep),
Connection Established Information (CEInf) and Handover Finished Confirmation
(HFCon) messages.
LEHCF: Total handover latency with theHCF approach.
Lscan: Latency due to the MNOs origi
information.
LMNReq: Latency for a MN to send a MNReq message to LitéICF
original router.
Ldec: Latency necessary to &RHCF router to decide which AR/AP the
MN should be attached (including the short delays to send an HCFReq
message and to receive an HCFRep message).
LMNRep: Latency for an_.-HCF router to send a MNRep message to the
MN.
LCNinf: Latency necessary for a MN to attonfigure its new CoA.
Lconf: Latency due to the fact that arHCF router sends buffered packets
and a HFCon message.

V LBU=BA: Binding Update/Binding Aknowledgement latency.
For the mobile IPv6 protocol and IEEE 802.11/802.16 networks context, a MN
surveys periodically the received signal strength. When the signal strength drops
below a predefined threshold, the MN must discover and connect itselfi¢a a
available AP for granting its communication with its correspondence. It reports to
tsL-HCFr out er (via its attached AR/ AP) so
(BSSID) and signal strengths that it was probed. Based upon the reported
information, tte AR/ APO s l oadi ng and t he MNOG s
requirements, thé-HCF router decides which AP, the MN shall associate with
and notifies the MN about the new AR/
BSSID, an AR interface address, a-sidiwork prefx and an IP address.
Consequently, the MN can configure its new Gairdddress (CoA) and can take
care of the Binding Update process even if it is still attached with its previous
AR/AP. An L-HCF router can guarantee that the new IP address is uniquesthan
to the knowledge of its lists. If a MN moves to another domainl-tREF original
router guarantees the new IP address by exchanging some data with the new
HCF router. Moreover, in order to minimize the packet loss during a handover, an
EHCF router ®res packets into a buffer until the MN is really attached to the new
IP address.

< < <<

<< <
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2.L-HCF Procedure:

Each L-HCF router must record and update its database periodically. This
database helps to decide an unique new IP configuration in order tof@ad&N
movements without th®AD phase during a handover. TheHCF procedure is
composed of the following steps:

V Moving in the network, if the threshold of the received signal strength
Is overstepped, theMN begins to probe the neighbdkR/AP 6 s
information, including the signal strength, some IP addres&E§, s
BSSIDs AR interface addresses and the -s@work prefix. Then the
MN sends aMNReqmessage to itd-HCF original router (via its
AR/AB to report this information.

V Receiving theMNReq message, th AR stops to forward all the
packets sent to th&®N and forwards them to its-HCF original
router in order to avoid the packet loss during the handover
procedure.

V Receiving theMNRegmessage, the-HCF original router decides to
which AR/APthe MN will be associated. The choice of tA&/APis
mostly based on database obtained with periodic exchange messages
from anEHCF router to anotherHCFRegandHCFRepmessages) or
with periodic exchange messages fréRs/APs/MNsFor example,
if the number of regisredMNs in oneAR or AP has reached a limit,
the L-HCF original router will not attach th®IN to this saturatedR
or AP. After making the previous decision, theHCF original router
sends to theVIN a MNRepmessage which consists of a n& s
BSSID anAR interface address, a suetwork prefix and a new IP
address.

V With the MNRep message, théVIN can obtain its newCoA and
configure it automatically.

V The MN sends aCEInf message to it4-HCF original router to
confirm its new attachment.

V After receiving the CEInf message, thed.-HCF original router
transfers the buffered packets to ti&NG s  R@AwThen, thel-
HCF original router sends aHFCon message to end the handover
procedure.

V The MN can then exchange Binding UpdatBU) and Binding
Acknowledgement(BA) messages with its home agent and its
correspondent node. As shown in thdHCF procedure, aVIN can
obtain its newCoA before it really attaches to its neiR/AP
Moreover, anyDAD latency (about 1000 ms) is avoided. Thus,lthe
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HCF approach allows #hreduction of both the traditional handover
latency and the packet loss. The handover performance is thus
optimized compared to a traditional approach.

M N AR L-HCF L-HCF HAICN

Original router Distant router

I
_- Checking database

to get free CoA

| Config New COA |

BU I
| Ba

p | Packet Deiivery |

Figure4.2 entire handover procedure

4

3. Evaluation:
The L-HCF performance estimation has beevaleiated in terms of the total
handover latency and of the packet loss with an analytical modigjure 4.3

using Opnetsimulation. This modelcompareL-HCF handover with the standard
handover of the MIPv6 protocol.
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APS5

L-HCF Latency Analysis According tohie handover procedure on Figdr2.

The overallL-HCF handover latency LEHCF can be summed as following:

LEHCF =Lscan + LMNReq + Ldec + LMNRep +LCNinf + Lconf + LBU=BA(1)

A comparison between the standard handover latency ancEHCF latency
according to equation (1), The average of theICF handover latency is about
200 ms, this value of 200 ms will validated by our simulation results on OPNET.
Although the latency will reduction from 1290 ms to 200 ms is significant, the
value of 200 ms is still too long to support a real time application in wireless
networks. This is due to the number of channel scans.

In terms of packet loss with the-HCF approach, packets can be stored into a
buffer during the handover this can reduceke#é that can be lossed.
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4. Simulation

In this sectiorL.-HCF method that aims to improve the pmrhance of handover
usingOPNETsimulationto simulate handaar procedures in Wi networks.
OPNET is a tool for modeling and simulation of netls is developed and
marketedoy OPNET Technologies Indt is now a standard reference in the field
of network simulation.
There are other simulation tools similanetworks, such as N
OMNET + +. We chose OPNET as the silation tool networks becaudhat
OPNET which is developed in C + + uses a graphical environment and runs under
UNIX and Windows. These features allow us to design, study, modify and
simulate networks and communication protocols with flexibility. In addition,
OPNET also allows us toiraulate many kinds of hardware, such asuters,
switches that are manufactured Kysco, Nortel or Lucent.... Thanks to this,
existing networks wholes become easy to be modeled and simulated.

4.1.Characteristics of applications:

We use applicationshat generate a stream of constant flow to observe the
interruption of receiving the data streaMN and packet loss due to handover in
wireless network applications that we have chosen are classified according to their
mode of transport:

1. The reliablemode with TCP (Transmission Control Protocol)

2. Anunreliable mode with UDP (user Datagram Protocol).

TCP and UDP are the two main protocols of the transport layer. The transport
layer is between the session layer and the network layer of the OSI ribdel.
primary role of the transport layer is to take messages from the session layer of the
segment if necessary into smaller units and pass them to the network layer, while
ensuring that the pieces arrive correctly the other side. Therefore, this layer also
performs the reassembly of message reception pieces.

V TCP protocol is a connectiarriented and reliable mode. It controls the flow
of data through sliding windows and uses sequence numbers and
acknowledgments to ensure proper routing segments. It tranathihon
received segments. This protocol has the advantage of ensuring the
transmission of data.

v UDP protocol is an unreliable connectionless mode. Although the charge of
transmission of messages, it does not perform any verification software
routing sgments at this layer. The advantage of this protocol is its speed. As
it does not provide acknowledgments, the network traffic is lower, resulting
in faster transfers.
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4.2. Applications using TCP:

Applications that require reliable transfer of dateeams generally use the TCP
protocol, in the case of Email, instant messaging, SSH (Secure Shell), the Web
application, FTP (File Transfer Protocol), .etc

FTP:

The FTP protocol is a communication protocol dedicated to the exchange of
computer fies over a TCP / IP network. It allows for a computer to copy files to or
from another computer on the network, manage a website, or delete or modify files
on this computer. It uses the cliesdgrver mode, that is to say, a computer that acts
as the cliensends commands, and the other plays the role of the server is waiting
for requests to perform actions. During an FTP connection, the TCP protocol is
used to create two virtual connections: one is used to transfer commands, and the
other is used to transfdata.

We define a model of FTP. The MN sends the command with an interval of one
second to download the file server. The file size is constant, it is 50,000 bytes.
With this model, we can receive a flow of a constant rate of 50 Kisytdsthe
transportlayer in the TCP packet format with a frequency afGP packets's and
a flow of a constant rate of 435 K¥/'s to the MAC layer of MNsee Figurel.4.
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4.3. Applications using UDP

With UDP, applications can simply encapatéd |IP datagrams and send without
connecting.So UDP is suitable for redéilme applications such as VolP, video
conferencing, etc

In fact, multimedia applications consist of multipgreams:audio, video, text
and possibly other streams. To tnpod the media stream over IP networks, it is
necessary to use not only the Up#tocol, but also RTPReal Time Transport
Protocol - Protocol for Reallime Transmission) RTP is a transport protocol
implemented in the application layer. AMDP, RTP recéves no flow control or
error control oracknowledgmentor retransmission requestechanismbut it can
multiplex multiple data streams in real time by a UDP packet stream whicéns
sent via the UDP protocol

VolP:

VoIP uses the IP network torqvide telephone voice communicat®nThe
sounds are first scanneohd thenthey are transmitted in IP networks as packets
and are converted into sound at the destination. The auatles are used to
convert sounds as digital data. The different typeaudfio codes are selected by
the user according to the voice quality, throughput and delay. The voice quality is
very often denoted by Score (MOS Mean Option Scdre MOS).

For a flow of a constantate, we have chosen not tose the compression
techngue of silence in our simulation. We use the G.711 codec to generate a flow
of a constant rate of 10 Kbytes / s at the transport layer in the format of the UDP
packet with afrequency of 100 UDP packets &nd a constant flow rate of 128
Kbits/s aveageMAC layer MN See Figuré.5.

36



] MIPWE_WLAN-BIPw6_WLAN_AR_11B_VolP -DES-1: M=E
B Cyect: wch of Campus Mletwark Mk

12 000 LD Traffic Aecoived [BytesiSec)

10,000

2000

4000

I

£.000 ||
f

/

2000

W Cnject: L of Caisus Metweork Mk

1 LIDF Traffic Receved [Fackets/5ec)

400

a0+
IR
404
204

B Dhject: wircleza_zn_mac of Campus Mebeoek b
Wirsess Lan Thraughput [bisissc)

150,000

100,100 !‘[
50 000 J

o T T T T T T T T T T T T T
Ohir Ohsm Ohi0m  Oh1Sn Oh20m 925w Ohd30m Oh3Sm On40m o Chdsw Ohs0m OhSsm dhlme thém Th10m

Figure4.5UDP Datasert

37



Chapter (5)
Result andDiscussion

1. Resultsand Performance Analysisof L-HCF by

simulations:
We simulate the handover procedures using a scenaridwattiifferent types
of applicationsi FTP and VolP The scenario is given figure5.1
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Figure5.1 Simulation Network

MN moves through acceseuters The distance between two access routers is
500 meers. When the MN changes the Afis impliesa change in the network.
In our simulation,the speed of movement of the MN is 3 krhdur. This is an
average speed of walking. We may also increase the speadveiment;it does
not produce an effect on the duration of thendover MN starts to launch an
application betweenl(Q0, 110) seconds, it first connectsites HA and remains in
its home network without stirring for 5 minuteBhen, it moves at a speedf 3
km/h and passes throughARs, it loses connection with the AR after a 6 hour
ride. we observe handovers that ogewar during thesimulation,the first handover
is one of the homaetworksto the visitednetwork, and the others are visited

network.
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We can choosdhe number of valuegollected foreach statisticduring the
simulation. Becausethat OPNET generates aalue of statisticadata collected
from a period measurementMore the number ofvalues the greaterthe
measurement periodor data collectionis shorter andthe simulaion time
increases.The following figures showthe results osimulations.The top graph
shows the resultef simulationsusing theL-HCF methodand the bottonshows
the resultof simulationsusing thestandardmethod.We compareand explairthe
resultsof simulations inthe following paragraphs.

1.1.Resultsand analysis ofsimulations for

applications usingUDP:-

When theMN and CNlaunchan application that usddDP, MN and CNsend

UDP packetdoping thathe other sidés ableto receivethere isno guarantee that
UDP packetsare deliveredto the destinationlf the network connections
interrupted, the packets are lost

We present the resultd simulationsusing theVolP applicationin the following
paragraphs

Figure 5.2 shows Comparisonbetween Standardand L-HCF method for the
applicationreception(number of packetseceivedper secongdpacketto the MN
during simulation The Figure shows a comparison betweé¢he standard method
and the LHCF method for packets received by the MN 600 and€b®nds. The
procedure of handover occurred at 605é€tondsWe can see in this figure a
power reception of the data stream in the standard method and a low fewetec

by the MN in the method.-HCF. In fact, the VolP application sends 10 packets
for 100 ms, OPNET measure for a period of 100 ms and generates a statistic value
during the simulation. Since the duration of haretoprocedures managed by the
L-HCF method is only about 14fns, that is to say that the handover is often
begins and ends in theiddle of a measuremepieriod, therefore we can see a
drop in flow received, but we do not see a break in the receipt of data flow in the
L-HCF method.
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Figu re5.2 Comparison oStandardviethod and L-HCFor receipt ofUDPpackets

1.2.Resultsand analyds of simulations for
applications usingTCP:-

TCP stream managed by the principle of "sliding window". So after sending the
packet, a MN expects an acknowledgment CN before sending the next packet. This
flow causes the management number of receivackgis with respect to the
variable UDP applications.

We present the simulation results for #9EP application in Figures.3.
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