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A Outline

Introduction
general introduction.

nition.



ith a high spinal cord injury (SCI) not only

so the upper extremities are paralyzed.

restore the loss of

. Brain-computer

al control for

jvity patterns




g technologies for people with

pple to operate

ohysical




asses of different motor imagery tasks are
namely the imagination of movement of
(class 2), both feet (class 3), and

of BCl competition IV, that

dent Component

Vector Machine



Brain-computer interface (BCl) can be defined as
a direct communication pathway between a brain

and an external device.

People can send information simply by thinking,

out actual movement.

pslate brain’s electrical activity into

arforming mental tasks produces electrical activity detectable with electrode caps



Motor imagery can be used instead of actual
govement due to similarity between action and
gination goes beyond motor movements.

gery can be defined as a dynamic state

0 individual mentally simulates a
type of phenomenal experience
act feels himself performing

Functional equivalence 4.\ B
between action performance and motor i lmagery \ I/'

Motor representation
As demeonstrated by chronometric experiments involves
two main components:

T 1. a representation of the body in action as a generator
* P]O nni ng of foFr)ces. o =
H 2. areprasentation of the goal of action encoded in
* Prepﬂrlng a pragmatic mode.
; Similar neurophysiological substrate
* Observing As demonstrated by:

- Measurements of the autonomic nervous system.
- Brain mapping technigues (PET and fMRI).
- Neuropsychological observations in patients.




id on the scalp

(left hand, right hand, foot or




Il ata set 2a from BClI competition IV (provided by

az group) comprises EEG signals from 9
o performed left hand, right hand,
e M| by using twenty-two Ag/AgCl

-electrode distances of 3.5

O,
000 0,000
® 006




he subjects were sitting in armchair in front of
cen. At (t = 0 s), the beginning of a trial, a
) Cross appeared on the black screen. In
9 warning tone was presented.

onds a cue in the form of an arrow
0 the left, right, down or up
ne of the four classes: left
Qr tongue) appeared and
b 25 s




rol system

Acquisition

Digitized

Signal Processing

Feature
Extraction

Translation

Commands

BCI Application




n be collected in different ways, one of
EG (Electroencephalography)

they are not producing
as often display 8-12




traction
Algorithm

Signal Processing

Signal Digitized Feature

- —»= [ Translation
Acquisition | Signa Extraction

Commands

{ BCI Application




ollable machines
g yes/no questions




| have been applied in augmentative communication a
r those with severe neuromuscular disorders such as
| sclerosis and stroke. In a (BCl) system, these brain

slated into commands for controlling an external

ieve BCl depend on measurement
ature selection and Extraction

ion.

ed system.




There are some difficulties of processing classifying
guired EEG signals related to responses to some visual
| and those are;:

lgnal- to- noise ratio of the signal.
ariance in performance.
tween different subjects.
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omponent Analysis (PCA) s

ed as a technique for
er of variables in a

s of essential




works by transforming a set of correlated variables into

of uncorrelated variables that are called principl

ordered in terms of their absolute
Igenvalue of the matrix in which
nent. Specifically, the first

greatest amount of




thematically, PCA resulting from applied linea

allows to reduce the dimension of a matrix
ining multi-channel data. In the case of EEG
its column (j = 1, 2,...., M) represent
row (I = 1, 2,... ,N) represent the
e to convert this matrix into a

find values:




solves the eigen problem:

atrix X.




been most successful in applications where
A IS more important than interpretation of
pMmonly used to provide information

ality of the data set. And that is

not have a Gaussian

to be independent

using PCA. This

ent  through
r the




hat EEG signals from scalp
ent combinations of underlying



eurons. Our brains has hundreds

Diagram of a neuron. A group of real neurons:




aillions of neurons all fire together, they

ical activity to be detectable to

N the scalp.



about the effective number

ndent brain signals

corded from the




. \What distinguishes ICA from other methods is

gt it looks for components that are both
igally independent, and nonGaussian

The CocKtail Party Problem







endent component analysis Is
or solving the blind source

ed to separate
several

eural




A, is called mixing matrix, then

ents a vector of the

3 vector composed of




e source vector S(n) and the mixing matrix A

h unknown. The task of blind source

to solve a mixing matrix, A, from

t components, s, can be

le matrix inversion:




method is based on the two assumptions: th

les, s, are truly independent, and that they

.The objective of an ICA algorithm is to
X, A-1, such that components of S
ent. We assume that the

led by ,where X(n) is the

n, A is the mixing




re are many algorithms to
nt ICA such as FastICA,
ade, MLICA...etc.

B algorithm is

nents of
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or un

machine learning - oIl ig=NismVisllclaWigle [\ile [VEI NI na FRCI(E

on guantitative information on
inherent in the items

yracters, etc.) and in

supervised machine learning rithm they are

training set

classification



http://en.wikipedia.org/wiki/Supervised_learning
http://en.wikipedia.org/wiki/Supervised_learning
http://en.wikipedia.org/wiki/Machine_learning
http://en.wikipedia.org/wiki/Supervised_learning
http://en.wikipedia.org/wiki/Machine_learning
http://en.wikipedia.org/wiki/Training_set
http://en.wikipedia.org/wiki/Statistical_classification

assification is usually based on the availability
j patterns that have already been classified
his set of patterns is termed the

training set o resulting learning strateqgy is

super . Learning can

unsupervised ense that the system is

qtterns, instead it

the intrinsic



http://en.wikipedia.org/wiki/Training_set
http://en.wikipedia.org/wiki/Supervised_learning
http://en.wikipedia.org/wiki/Unsupervised_learning

gosen interval for each trial started from 0.5 sec.
onset of the visual cue and continued for 1.25
was trained on train_time_segment and
gst time_segment.




ort Vector Machine is widely used in BCI field as a result of it is

algorithm for pattern recognition specifically for high-
stems. It is early developed by Vapnik (1996) since then it

ed in a large number of real world problems,

of the samples as points in space, mapped
e categories are divided by a clear gap

s are then mapped into the same




or set of hyper-planes in a
nal space, which can be used for classification,
other tasks.” Intuitively, a good separation
yper-plane that has the largest
training data-points of any class

since in general the larger



http://en.wikipedia.org/wiki/Hyperplane
http://en.wikipedia.org/wiki/High-dimensional_space
http://en.wikipedia.org/wiki/Generalization_error

esent the linear classifier
ically; line and margin below

—w o xAwy =1




Consider the discriminant function f(x) of a linear class ._ :
ich can be defined by: f(x,w,w0)=(w.x)+wO0 , the inp
X Is assigned to class y€{1,-1}, where y is a desired

follows:

(x)=(w.x+ wo)+ b=>0
=(w.x+ wo)+ b <0

can be represented by




And the minus plane can be represented by equation:
(w.x)+w0=-1
De any point on the minus plane, and x+ be the closest

point to x-. then the relation between them can be

gllowing equation:

X+=X-+ AW

lous figure, which represents

0lus planes can be




w1 Nen, by substituting x+ in equation :

wW. X++w0=+1

in equation :

e following:




conclude:

Y EPINATAY

nd w0 all points belongs to which

d also the margin width M.

ich lead to




hes to extend binary classifiers to solve a M-class problem:

one-versus-one schemes . In the one-versus-rest scheme M

training the ith classifier through labeling the samples of

ing samples as negative, while in one-versus-one

h pair of classes.




( ) k! kX(k 1)
1
% appg‘ ac%) 2 %he class of a test sample is

the class with the most numbers of votes.
s arise in the voting process, the test
e rejected or assighed to the
robability .

-one approach was
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Its of classification phase:
One: Table 1

Right
hand Left hand
Subjectl
Subject2
Subject3
Subject4
Subject5
Subject6
Subject?7
Subject8

Subject9
Class
Acc.




Session two: Tabel 2

Right

hand Left hand
0.26
Subjectl

Subject2 0.26
0.33

Subject3

subiects NN

0.21
Subject5

0.26
Subject6

Subject?7 0.27
Subject8

Subject9
Class

Acc.




In our study we applied PCA in order to select just fou

nnels before performing ICA. Furthermore, the grea
age of PCA is that it reduces the size of the data
es learning of classifiers computationally more
E (ICA) algorithm was used to separate two
each trial, meaning it has calculated 288
or each data set.

the same areas of left hand in the
Wate the same areas of hands and

e high expectations for
ces in both sessions. And
et the same accuracy in

of four classes




..I ‘L

able 2 shows the results of discriminating the four classe Jltoe
ession two which gives average accuracy around -

prediction accuracy (51%) happened when
ormed tongue MI, and the least accuracy
ject 5 performed right hand Ml.

by using Kappa function which
pefficient and related statistics.
and the overall agreement
evaluation.

3ppen due to
ith respect to
el location




stigated the classification of 4 different classes from 9 subjects who performed

foot and tongue motor imageries (Ml) using EEG measurements via a

re-processing and feature extraction phase and SVM in classification
n data set 2a from BCI competition IV (provided by the Graz
roposed techniques were successfully classified 4 different

so demonstrated that using PCA could help in




Fe &,
Pirs o

reducing the size of the data and in reducing the time ¢ %

From the concept of the representation of Motor
e human Brain, there is a motor representation
and foot in the motor cortex. Evidence in
-LAB toolbox also illustrated that the
uring voluntary imagination of
ession two accuracy results

ources and signals




ation of applied technique in this project to classify the four classes in EEG-bag

Qe improved in future works by the following recommendations:

ed segment from EEG data and chose it to start from 0.5 to 2.5 second after

one-against-one classifiers and combine the classification outputs

accuracy.

gre-processing phase and CSP (common spatial pattern)

ilter Bank Common Spatial Pattern).

it provides only offline analysis and

o achieved.




g the result of classification the four classes
hanced and improved, this BCl system

act lives of patients suffering from

clerosis or spinal cord injuries
icate with outer world, to
tertainment devices.




can look
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