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Abstract

Recently, the world has witnessed an exponential growth in the number of social networks

subscribers. Social networks have opened a venue for online users to interactively share

their opinions in different life aspects. Despite that Users interests classification and sen-

timent analysis have become more critical for services providers, online advertising, and

E-commerce, minimal research efforts have been conducted on these areas. However, the

majority of existing approaches are unsupervised or partially supervised they primarily ig-

nores the semantic information within the sentences, the complicated structure of the natural

languages, in addition to lack of tools and available sufficient corpora are the main challenges

in this area. In this study, we propose a deep learning model for users interests discovery

and sentiment classification. The proposed model takes advantage of the FastText model

and WordNet lexical database for words representation. Convolutional Neural Network ar-

chitecture is used to capture local features. To overcome the limitation of the Convolutional

Neural Network in capturing the temporal information over long-distances, in this study a

recurrent neural network is designed to capture the contextual information and long-term de-

pendencies, thus, increasing the classification accuracy. The proposed model is implemented

on Tensorflow under Python environment. The model is evaluated using our constructed

multi-domains Arabic sentiment corpus which contains 32,950 instances, Amazon corpus

which contains 60,000 instances, in addition to many other corpora. Experimental results

have demonstrated the outstanding performance of the proposed architecture. Also, inten-

sive experiments are conducted to validate the impact of each deep learning component in

the classification performance. The proposed model has achieved a classification accuracy of

up to 88.58% for Arabic text and up to 90.20% for English text. Furthermore, the proposed

model has remarkably outperformed many existing approaches for both tasks.
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Chapter One

Introduction

Social networks (SNs) such as Instagram, Twitter, and Facebook, etc have become attrac-

tive communication channels that enable online users to express their interests, experiences,

tendencies, and opinions towards different life aspects such as events, services or products,

etc. In the SNs users can widely share their opinions using different forms of social data

(SD) such as textual data (e.g. comments, tweets, reviews, etc.), visual data (e.g. shared

and liked images), or voice data, therefore, analyzing this huge volume of data to capture

the sentimental tendencies of the audience has direct impacts on products/services quality

improvements, predicting of upcoming marketing trends, changing sales strategies, etc (So-

hangir et al., 2018; Liu et al., 2018; Cinar, Zoghbi, and Moens, 2015). With the exponential

growth of SD, conventional analysis is a very time and resources consuming task. Therefore,

many researchers have proposed an automated or semi-automated techniques that can signif-

icantly help in handling and analyzing this massive amounts of social data. Social Network

Analysis (SNA) is an approach based on networks and graph theory. It uses social networks

structures to detect people’s hidden information such as demographic information, interests,

sentiment analysis (Chang, 2018). In fact, social networks analysis can be applied in several

area of application since it allows for the analysis of the user’s generated contents to discover

the overarching feelings on a product, service, or brand, thus make enhancements. Opinion

Mining is a considerable research area that is concerned with the use of Natural Language

Processing (NLP), computational linguistics, and text analysis techniques (Y. Chen and Z.
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Zhang, 2018) to analyze and understand the opinions, emotions, and attitudes toward a

particular topic, event, entities, etc (Mostafa, 2017; Alowaidi, Saleh, and Abulnaja, 2017;

Al-Smadi et al., 2018). User interest discovery is the process of automatically identifying the

areas or topics of interest for the individual user based on his/her information collected from

SN or websites. In SNs users tend to follow a particular community or other users according

to their own area of interest Interests. Therefore, discovering users interests have significant

roles in user-centric applications and personalized web services development (Darabi and

Tabrizi, 2017). Also, recommendations systems depend mainly on user interests discovery

to provide users with huge options of new or unknown releases of products/services as they

need (McAuley, Pandey, and Leskovec, 2015), Such as recommending relevant book from

Amazon to users whose interested in reading. In fact, the revenue of social media websites

comes mainly from online advertisements, so users interest identification allows to obtain

more personalized advertising (Lewenberg, Bachrach, and Volkova, 2015; H. C. Yang, C. H.

Lee, and C. Y. Wu, 2018). In fact, there are two types of user interests: explicit interests

in which users explicitly express their interests orientations using likes, posts, etc or pro-

vide feedback as comments or ratings (Darabi and Tabrizi, 2017). Implicit interests which

are obtained from analyzing of user’s profiles contents (inferred from explicit ones) such as

browsing behaviors (e.g. time duration on a page) (e.g. Yunfei Ma et al., 2011). Meanwhile,

sentiment analysis (SA) is concerned with computationally determine whether opinions to-

ward a specific event, product, topic, or service are positive, negative, or neutral. According

to Yunfei Ma et al., 2011 textual data sentiment analysis focuses on obtaining subjective

information using text mining, linguistics and statistical knowledge. Recently many stud-

ies have proposed several Machine Learning approaches for textual data SA tasks either on

a document, paragraph, sentence, or word levels (Y. Lu et al., 2018). In fact, sentiment

analysis can be used to evaluate for example movie reviews, to determine which movie has

more positive or negative opinions, and to answer questions such as why those opinions are

negative or positive?.

2



According to Attia et al., 2019, it’s challenging to capture the users interests and sen-

timent orientations from textual data regardless of deep considerations of syntactical and

semantic rules of the language. Also, meanings of words are strongly tied to the context and

the long-short distances dependencies between words in sentences. Deep Learning (DL) is a

new area of neural networks. It emulates the human learning behaviors using multi-layer neu-

ral networks architectures to handle a cognitive task, in contrast to conventional ML-based-

LNP approaches (e.g SVM and logistic regression) which depend mainly on hand-crafted

features, DL models can automatically perform multi-level abstract features representation

of the original data (Young et al., 2018a; Y. Chen and Z. Zhang, 2018). Which make a simple

DL model able to obtain superior performances in AI tasks (Sohangir et al., 2018). Inspired

by the successful application of DL in speech recognition (e.g. Graves, A.-r. Mohamed, and

G. Hinton, 2013) and computer vision, DL models have presented remarkable advances in

several NLP challenges such as sentence and document representation (Mikolov, K. Chen,

et al., 2013), sentiment analysis (e.g. Y. Kim, 2014a; H. C. Yang, C. H. Lee, and C. Y. Wu,

2018) machine translation (e.g. Merri and Fellow, 2014) and named-entity recognition (e.g.

Gridach, 2016).

In this thesis, we make an attempt to come up with a novel deep learning architecture to

predicate the topics of interest such as (hotels, music, sport, etc) for social networks users in

addition to detect the sentiment orientation over the predicated topics whether its positive

or negative to get the correct user interest topics.

1.1 Motivations and problem statement

Despite that, the majority of existing text classification approaches are unsupervised or semi-

supervised, they can weakly categorize the user’s generated textual data, but can not pay

attention to the overall meaning of the sentences, therefore, these approaches are not effective

in detecting the correct orientation of the sentences as confirmed in (Hai et al., 2017). Also

3



it is challenging to perform text categorization regardless of deep consideration of syntactical

and semantic rules of the language, therefore, traditional approaches ignore the sentiment

orientation over the predicted topics. Furthermore, due to the complicated structure of

the Arabic language, lack of tools and available sufficient corpora, text categorization has

comparatively attracted minimal research efforts than in the English language.

1.2 Important of the research

This research is concerned with discovering hidden knowledge about the users i.e (customers

- consumers), this knowledge have a significant roles in user-enteric applications and per-

sonalized web services development. Consumers are interested in receiving recommendation

based on their areas of interest, there an ubiquitous application that depend mainly on user

interests discovery such as recommendations systems which is incorporated with a wide range

of e-commerce, online news, SNs, and governments platforms to provide users with immense

options of new releases of products/services as they need, this could remarkably improve

users experience and satisfaction. In fact the revenue of social media websites comes mainly

from online advertisements, therefore, users interest identification enable to target specific

audiences with personalized advertising. It allows to target users whose interest orientation

is political with a correct promotional materials. Also enterprises are allowed to analyze

opinions about their products for further improvements.

1.3 Summary of related works

Text categorization is one of the fundamental tasks in Natural Language Processing (NLP)

with wide applications including interests or preferences prediction, and sentiment analysis.

Recently, users interests discovery have gained much research attention, different approaches

have been proposed for different purposes such as recommendation systems, user’s hidden

4



information discovery (e.g preferences), predicating political trends in public opinions, users

modeling and categorization, communities’ detection etc. Almost all of the proposed ap-

proaches are unsupervised which focused on using Natural Languages Processing, linguistic

analysis, lexicon based to detect the topics of individual user interest. A very few partially

supervised approaches are proposed to predict user interests, those approaches are not effi-

cient as confirmed in Hai et al., 2017. Tables 1.1, 3.1, and table 1.3 summarize some state of

the art in user interest discovery and sentiment analysis for several languages, more details

about the approaches is presented in chapter tow.

1.4 Research questions

• What are the limitations of the existing Deep Learning algorithms ? How to overcome

these limitation ?

• Which deep learning algorithms can be used to effectively predict users interests and

sentiments using textual contents ?

• How to improve the state of the art Deep learning to perform text classification se-

mantically ?

• How to make deep learning algorithms focus on the important parts of the text which

can influence the classification correctness ?

• Which is the best performing words representation model for Arabic text contents ?

1.5 Research hypotheses

• Hypothesis 1: Integrating different Deep learning algorithms can provide better clas-

sification performance in a complex morphological language such as Arabic.

• Hypothesis 2 :Using WordNet lexical database enhances the quality of the representa-

tion, thus improving the overall performance.
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• Hypothesis 3: Stacking LSTM over CNN provide more substantial contextual infor-

mation extraction.

• Hypothesis 3: Stacking a neural network classifier (e.g SVM) improves the classification

performance of Deep Learning architecture.

1.6 Research objectives

The main objective of this research is to design a joint topic-sentiment based deep learning

architecture to automatically detect the user’s topics of interest and the sentiment inclination

over the detected topics using users’ generated textual data, also this research aims to achieve

the following objectives:

• optimize the processes of features extraction and classification by integrating Convo-

lutional Neural Network with Recurrent Neural Network.

• investigate the impact of different representation models, contextual information ex-

tractors, and classifiers on the text classification of multilingual textual contents.

• contribute to fulfilling the limitation of Arabic opinion mining resources by constructing

Arabic sentiment analysis corpus which can be also used in topics classification.

1.7 Research methodology

This section provides an overview of the research methodology followed in this thesis. This

thesis have adopted the constrictive and action research methodologies to achieve the goals

of understanding and analyzing users interests discovery and sentiment analysis. The con-

structive research methodology aims at constructing a solution to the research questions in

form of theoretical model of users interests discovery and sentiment analysis. This model is

constructed based upon the existing theories form which the theoretical body of knowledge

assists as a tool in the creation of the model. In order to construct the framework and to

6



perform practical evaluation, a methodology based on action research have been used in

which each actions are decided iteratively and the phases provide feedback to each other.

The proposed users interests discovery and sentiment analysis framework has been de-

veloped in five phases each with questions that address the research aims and objectives.

Phase 1. investigate the current state of opinion mining based techniques. Phase 2. Cre-

ation of the theoretical model which seeks to be the solution to the main research objective.

Phase 3. introduces an enhanced features representation and extraction techniques based

on contextual information extraction and attention mechanisms. Phase 4. Validation of

the Framework’s practical relevance by including it in user’s interests discovery and senti-

ment analysis’s contexts. Finally, Phase 5. compares the result achieved by the proposed

framework with the state of the arts techniques. Chapter three presets deeper details of the

research methodology used in this thesis.

1.8 Research scope

This research is concerned with the discovery of the subjective information expressed in

textual data and determine the mind-set of the audience towards an issue. The main focus

of the research is to discover the topics of interests for individual user and to detect the

sentiment orientation of the user in whether its positive or negative based to the user’s

generated textual comments over online social networks particularly, Twitter and Facebook.

1.9 Thesis outline

This thesis has the following structure: Chapter 2 provides the necessary theoretical back-

ground in addition to a detailed discussion of related works and methodologies to our re-

search. Chapter 3 introduces the research methodology and the proposed solution for Users

Interests Discovery and Sentiment Analysis Based on Text Social Data. Chapter 4 presents

7



further interpretation of the results. Finally, conclusions are drawn, and future work set out

in chapter 5.
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Chapter Two

Theoretical Background and Related Works

2.1 Overview on text analytic

Recently, a huge volume of textual contents is being generated on a daily basis. For instance,

Twitter users generate 500 million tweets in one day (Hmeidi, Al-Ayyoub, N. A. Abdulla, et

al., 2015). These huge volume of user generated data contain valuable information which need

to be analyzed effectively. These data could be used in a variety of applications to improve

human life. Analyzing this massive amount of textual data using conventional approaches is

very resources consuming task, therefore, more advanced algorithms are involved to discover

the hidden patterns in these data. Text analytic provides approaches to process and analyze

this huge and unstructured textual data to obtain high quality of information about the

audience. According to El-halees, 2014 text Analytic provide a collection of machine learning,

linguistics and statistical approaches which can be use in analyzing and structuring the

textual contents to support the process of decision making in organization, services providers,

governments, etc. Text analytic techniques including text categorization (TC) and sentiment

analysis (SA) can be used in to analyze the audience opinions, users attitudes and emotions

toward different life aspects. Actually, text categorization is a challenging task that involves

a great effort to process features (Vo et al., 2017). Basically, text analytic framework consists

of three main processes which are prepossessing, representation, and knowledge discovery as

illustrated by (Aggarwal and Zhai, 2013) in Fig. 2.1.
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Figure 2.1 Overall processes of text analytic

2.2 Text classification (TC)

Text Categorization (TC) is recently described as a rapidly developed branch of the applied

research area (Mahalakshmi and Duraiswamy, 2012). Due to the increased volume of textual

data generated daily by online users and thire activities. Text categorization is the field that

utilizes natural language processing, information retrieval, machine learning and data mining

techniques to provide solutions for real life problems (Mesleh, 2007). The main aim of TC is

to assign each piece of text or document to one or more predefined label. According to (Lam

and D. K. Lee, 1999). Also, text categorization aims at successfully finding the most proper

scope or topic of among categories for the word or sentence at hand. Text categorization

plays significant role in different areas including topic detection and tracking, word sense

disambiguation, information retrieval, web pages classification, as well as any application

requiring document organization. The text categorization applications includes Automatic

Indexing, Document Organization, Document Filtering, Word Sense Disambiguation (Odeh

et al., 2014). Text Categorization is divided into three major tasks: development of linguis-
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tic resources, sentiment classification, and opinion memorization (Elawady, Barakat, and

Elrashidy, 2014).

2.3 Text classification general approach

Text classification or opinion analysis is based on analysis level and process definition. In-

deed, textual data is commonly used to express opinions on several levels (i.e. sentence,

paragraph, document, phrase or aspect level) (Al-ayyoub and Nuseir, 2016), accordingly,

opinions can be obtained either at several levels including word, sentence, paragraph, doc-

ument or aspect levels. Sentence-level opinion mining focuses on categorizing whether an

opinion expressed on a sentence is subjective or objective, sentence level deals with a gram-

matical form of the sentence that expresses an independent statement, comment, request, or

exclamation, etc (e.g. we find here such a good food). Paragraph level examines the a unit

of more than two words associated with a grammatical construction (e.g. such a good food).

Document-level OM serves on determining whether an opinion document is containing pos-

itive or negative sentiment, finally, aspect-level OM serves on categorizing the opinion with

respect to a particular aspect. Some studies considered the opinion orientations to be simply

binary (i.e positive or negative), however others added more labels (Alsmearat et al., 2015).

According to Medhat, Ahmed Hassan, and Korashy, 2014, text categorization or opinion

analysis task is mainly passes through three stages: opinion identification, features selection

and opinion classification as illustrated in Fig. 2.2. Every stage represents a research area.

2.3.1 Opinion identification

It is also called subjectivity identification. Opinion identification can be considered as a

process of selecting the emotions containing parts of the sentences (S. Verma and Pushpak

Bhattacharyya, 2009). This process aims to classify the language contents at hand (i.e.

sentence, phrase or word) into two groups: subjective and objective. This process is very

14



 

Figure 2.2 Opinion analysis general steps

challenging because it is context dependent.

2.3.2 Features selection

The second step in opinion analysis consists on text features selection. Text features can be

term-based, term presence and frequency, part of speech, opinion word or phrase, negation,

aspect-based, etc. Term-based is concerned with the identification of term position in the

text. In the case of term presence and frequency, only some terms (i.e. graphical words

or word n-grams) as being more effective for opinion classification are supported. Parts of

speech deal with identifying adjectives since they are significant opinion identifiers. Opinion
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words or phrases are some words or phrases that express usually opinion. Sometimes, they

are or include opinion words. While in other times they doesn’t. With regard to negation,

the use of negative word or particles changes opinion orientation. For features selection

many techniques and methods are used. They represent texts as a bag of words BOW

(i.e. a simplifying model for text representation as mustiest of its words ignoring grammar

and order but retaining multiplicity (Harris, 1954). Indeed, each dimension encodes how

often the feature occurs in the text) or a string which retains the sequence of words in the

text. Many methods were used for feature selection. They can be grouped into two main

classed: lexicon-based and statistical. Lexicon-based methods need human intervention for

annotation. However, statistical methods are automatically realized e.g. Point-wise mutual

information (Cover et al., 1991), Chi-square (Yang Y., 1997), Latent semantic indexing

(Deerwester et al., 2015).

Feature selection for classification

Overall feature selection process for classification framework is presented by Aggarwal, Kong,

et al., 2014 in Fig. 2.3. The quality of the training process of classification model essentially

influenced by the performance of feature selection. After features generation, instead of

feeding the classification algorithm with the completed data and features, it is better to

perform feature selection to identify a subset of important features, then passes these features

directly to the learning algorithm. The feature selection process could be separated of the

entire learning algorithm. Feature selection can be seen as a filter model, or it can be used

to assess the performance of the learning algorithms like wrapper models. A classifier is

then uses the finally selected features to predict the label according the classification task.

Actually, feature selection for classification aims to focus on a subset of the minimum size of

features dose not reduces the classification accuracy.

Feature selection techniques try to focus on the important and the most context related

subset of features this process is conducted based on some evaluation functions. However,
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Figure 2.3 Features selection for classification framework

this process can impact the training time because it tries to identify the best set of features

among all extracted features. However, random or heuristic based search methods proved to

be effective in reducing the computational complexity through compromising performance.

These methods applies a criterion to avoid the extensive search of subsets. Based on the

feature structure, feature selection can be classified into three approaches: flat features

selection methods, structured features selection methods and streaming features selection

methods.

2.3.3 Opinion classification

This process aims at classifying text into certain class according to the opinion expressed in

the text. There are two main Opinion classification techniques: lexicon based and machine

learning.

2.4 Machine learning

Machine learning approach takes advantages of the famous machine learning algorithms to

address the opinion classification challenges such as text classification task which utilizes
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linguistic features. Many of the existing opinion classification approaches are based on

machine learning algorithms that uses a Bag-Of-Words (BOW) sentences representation

as their basis. These approaches are fall into either supervised or unsupervised learning

approaches.

2.4.1 Supervised learning

It aims to build classification models that assign class labels C (i.e. negative or positive) to a

particular problem unit D (i.e. document, paragraph, sentence, phrase or aspect D= d1, d2,

. . . , dn). Every unit is represented in a form of features vector:F = (n1(d), n2(d), . . . , nm(d)).

Where X = x1, x2, . . . , xm is predefined set of the m features that can appear in d and ni(d)

the number of time xi occurs in d. The supervised learning methods take advantage of

annotated datasets that contains high quality domain representative training data. In this

approach we distinguish between probabilistic algoeithms such as Naïve Bayes, Maximum

Entropy, and Nearest Neighbor , linear like Support Vector Machines and tree based as

Decision Tree (DT) classifiers.

2.4.2 Probabilistic classifiers

NB is a very simple technique, based on Bayes theorem which assumes that a each particular

feature value is unique and separated from the other feature values (Rich, 2001). Indeed NB

assigns to d the class c = ∗argmaxp(c|d) based on Bayes theorem described in the Eq. 3.1.

PNB(c|d) = p(d|c)p(c)
p(d)

(2.1)

However, the probability of a document assigned to specific category for a particular

context maximizes the entropy of the overall classification system (Ratnaparki, 1997), thus,

it’s guaranteed that the biases are not introduced in the system. ME is used to estimate

P (c|d) as exponential as presented by Eq. 3.2.
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PME(c|d) = 1

Z(d)
EXP (

∑
i

γicfi, c(d|c) (2.2)

note that: Z(d) denotes a normalization function, γi, c denote feature-weight parameters

and fi, c denote a function for feature, see Eq 3.3.

fi, c(d|c) =


1, ni(d) > 0 and c̃= c

0, otherwise
(2.3)

ME is work according to the principle of Maximum Entropy, despite that it identify the

model with the maximum entropy value, it takes longer training time compared with NB.

Regarding Neural Networks methods, they are considered as the simplest and the best

performing classification algorithms. The working principle of theses approach is based on

the theory which assumes that the category of the new unseen in the training set instance is

identified as the nearest neighbor instances from the training set (Abd-Elhamid, Elzanfaly,

and Eldin, 2016). Therefore, the k-NN algorithm examines the k-closest instances from the

training set with the new unclassified instance at hand to predict the correct class based on

the class of the k neighbors. The nearness (distance) between two points in the dimensional

space is measured using a distance function such as the standard euclidean distance function

employed between two points in x-dimensional space, x denotes the number of attributes of

the dataset.

2.4.3 Linear classifiers

They are margin classifiers such as SVM (Shawe-Taylor et al., 2000). This latest is considered

as a binary classifier that tries to identify a hyperplan H detailed in the equation 4 that

separates training instances vectors in one class from those of the other class, accordingly,

this separation is as wide as possible as illustrated in fig. 2.4.

19



 

 

Figure 2.4 Support vector machine classification

where: H =
∑

j αjcjdj, αj ≥ 0 , Test classification is based on identifying that which

side of the hyperplan H they are existed.

2.5 Artificial Neural Networks (ANNs)

Also known as connectionist systems can be simply defined as a computing system. The

working principal of the Artificial Neural Networks have been inspired by the biological neural

networks system in the human’s brains. In fact, this system have an impressive ability to take

advantage of training examples in enhancing their ability to automatically perform tasks,

furthermore, these Neural Networks can generalize a task-specific training to wide range of

other tasks (Cabreira, Tripode, and Madirolas, 2009) (Cabreira, Tripode, and Madirolas,

2009). The basic building block of these Neural Networks is sets of connected artificial

neurons similar to the biological neurons in a humans brain (Aggarwal, Kong, et al., 2014),

Connection between neurons is established using synapse which are used as a transmission

medium over which the signals are transmitted to another neuron (postsynaptic) which

processes the received signals and then the signals is transmitted to the nearest connected

neurons. It is worth mention that every neuron in the system is assigned a state which is
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typically represented using real numbers fall between 0-1. Both synapses and neurons have

also set of weight that can be learned and modified during the training process, these weights

can influence the strength of the signal out of the current neuron.

Neural Networks architecture is organized as layers which can make diverse types of

transformations on their inputs. Typically, signals propagate from the input layer (first) to

the output (last) layer, signal may traverse the current layer several times (Harrag and El-

Qawasmah, 2009). The main idea behind neural network algorithms is to effectively provide

a solution to the problems using exactly the mechanism that a human brain uses. Later on,

researches have paid more attention on simulating a particular humans mental abilities this

efforts come up with several concepts including back propagation or sending the information

in the recurrent direction and fine-tuning the network to match that information. Typically

a neural network contains number of units ranging from a thousand to a few millions, in

addition to millions of connections. However, the numbers of neurons and connection in

neural networks are minimal compared a human brain, neural networks can outperform

humans performance in the same task such as faces recognition, and games playing (Marinai,

Gori, and Soda, 2005).

2.5.1 Deep neural network (DNN)

Is well known type of artificial neural network which consists of multiple layers I.e. hidden

layers between the input layer and the outputs layer (Kacser, 1991), that is why called "deep"

networks. Actually deep neural network algorithm tries to identify the optimal mathematical

manipulation to calculate the probability of the output in each layer from the current input.

For instance, the deep neural network which have been trained to detect the type of animal

will scan over the image and compute the probability that the animal presented in the

image is fall into a certain animals type. Deep Learning (DL) is recent advances in neural

networks that emulates human learning behaviors using multi-layers neural architectures to
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handle a cognitive task. In contrast of conventional Machine Learning-based-LNP approaches

(e.g. SVM) which depend mainly on hand-crafted features, DL models can automatically

perform multi-level abstract features representation, which make a simple DL model achieve

superior performance in any artificial intelligence tasks. Convolution Neural Network (CNN)

has achieved promising results in computer vision and different NLP tasks including text

classification, sentence modelling, etc (Yunfei Ma et al., 2011). CNN takes advantages of at

least one convolution layer, fully connected, and pooling layers to capture local features and

words relationships (Medrouk and Pappa, 2017), however, it fails in capturing long-distance

dependencies. Recurrent Neural Network (RNN) is used mainly in text data classification

due to its ability to capture long-term dependence, and to maintain the sequences of variable

length data Alowaidi, Saleh, and Abulnaja, 2017. In RNN each neuron is connected to its

previous one i.e the output of the current hidden layer is calculated using the current and

previous neurons outputs. Despite that, RNN suffers from vanishing gradient problem.

DNNs is proved to be effective in modeling (provide a compositional models) of a complex

non-linear relationships problems. DNN algorithm can effectively provide features composi-

tion and abstraction from lower layers using the extra layers which enable a simpler (fewer

units) DNN architecture effective in modeling of a complex data problem than other similar

shallow network. As illustrated in Fig. 2.5, typically, Deep Neural Networks architectures

can be visualized as feedforward networks where the information and data streams only in

one direction from the input layer to the direction of the output layer (Geoffrey E. Hinton,

Osindero, and Teh, 2006). The learning mechanism of these networks depends mainly on

creating virtual neurons map with associated random weights (numerical values). At the

current neuron, the input (output of the other neuron) values and the weights of the current

neuron are multiplied to generate the output of the current neuron in the range (0-1). Note

that the network may incorrectly identify a certain pattern at the earlier stages, If that the

case, the networks modifies its weights during the training (Kacser, 1991). The network in-

fluentially continue adjusting the weights till reaching a correct mathematical manipulation.
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Figure 2.5 Artificial neural network architecture

Commonly used DNNs examples includes: Recurrent neural networks (RNNs) which are

commonly used in sequential modelling due to its unique ability in capturing terms from

any direction, in contrast to CNNs, RNNs are not able to extract features in a parallel

way. However RNNs are considered as deep neural networks, for long data sequences RNN

has problems of gradient vanishing or explosion. Another example is Convolutional deep

neural networks (CNNs) which have presented a remarkable performance in computer vision,

sentences modeling and automatic speech recognition (ASR) (Y. Kim, 2014a).

2.6 Words representation (Word2Vect)

In order to transform any NLP task into machine learning algorithms, text must firstly

be transferred into corresponding vector representation. For this there are two vectorization

algorithms. One-hot representation, in which very long vector is used to represent the words,

the vector length is the same as the size of the dictionary used in the corpus. It uses only 1

and 0 weights. With One-hot representations it is not easy to depend only on words vectors

to define the relationship between words. Another approach is distributed representation

which has recorded the best performance in deep learning field. This method is based on
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mapping each word into fixed length vector, distributing these vectors to form the vector

space Mikolov, Sutskever, et al., 2013. A word vector is described as a low dimensional vector

representations that encode semantic features of words learned in unsupervised neural nets

models on a very big text corpus. Word2vec is a neural network used to process the text

before this text is received by deep-learning algorithms. It takes text corpus as an input

and generates the word vectors as output. The vector representation of words is obtained

after word2vec builds vocabulary from the training corpus. The resulting word vectors file

could be used as features to deep learning algorithms. In this algorithm, the sentence words

are initially represented in form of words matrix, then it transferred into vectors in an n-

dimensional vector space. In this method, similar words are represented near each other

in the vector space Gupta, Tiwari, and Robert, 2016. Moreover, with Word2vec features

can be obtained without human intervention. Word2Vec can also perform effectively even

when its input is an individual word. With this tool, very accurate predictions about a

word’s meaning can be obtained and the semantic relationship between words can be easily

evaluated.

2.6.1 Continuous bag of words

Continuous Bag Of Words (CBOW) generates the word representation using the surround-

ings words (similar meaning words) in the vector space (Bojanowski et al., 2017). As illus-

trated in Figure 2.7, the CBOW architecture is proved to be effective in learning distributed

vector representations that takes into consideration the syntactic and semantic relationships

between words inn the sentences (Mikolov, K. Chen, et al., 2013). As presented in Figure

2.7, the continuous bag of words architecture receives the input words represented as a one

hot vector. x denotes the surrounding context words, V denotes vocabulary size, C denotes

the context, N denotes the number of hidden units (N.dimensional). y denotes the words

representation vector which have been encoded during the training. By adapting the weights
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W weights W0, the hidden layers learns to generate the words representations of the target

words, this process in achieved during a backpropagation passes which aims at reducing the

errors between the prediction and the target then the weights are updated accordingly.

2.6.2 Skip-gram model

In skip gram model, the input words and their associated context are used to in neural

network training process. In this approach a unique identifier is assigned to each pairs

appear of the same context which appear frequently. As shown in Figure 2.6 the Skip-gram

model generates the representation of the sequence by predicting the context of another word

in the sentence. Let w1, w2, . . . , wT denotes a sequence of input words, here the skip-gram

algorithms aims at maximising the average log probability as in Eq (2.4):

1

T

∑
t=1

∑
−c≥j≥C,j 6=0

log(P (wt+j|wt) (2.4)

where c is the size of the training context and T the amount of words in the sentence. The

Bayesian component: P (wt+j|wt) in Eq. 3.3 is defined as:

P (wi|wj) =
eutwtvwj∑
i=1 e

utwtvwj

(2.5)

uw denotes the representations vector and vw denotes the word context. V denotes the

vocabulary size. The probability of predicting word wi using wj is computed using the

softmax function 2.5.

2.7 Convolutional Neural Network (CNN)

Convolutional Neural Network (CNN) is one of the important deep learing argorhtims de-

veloped for computer vision tasks (Gu, M. Wu, and C. Zhang, 2017), CNN is considered as

the first supervised learning architecture based multi-layer network structure. Convolution
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Figure 2.6 Continuous bag of words and Skip-gram models

Neural Network (CNN) has achieved state-of-the-art performances in computer vision and

different NLP tasks including text classification Wint, Manabe, and Aritsugi, 2018, sentence

modeling Kalchbrenner, Grefenstette, and Blunsom, 2014, semantic search query retrieval Y.

Shen et al., 2014, etc. With much fewer parameters and connections, CNN takes advantages

of convolutional layers to capture local features and words relationships Ombabi, Lazzez,

et al., 2017. CNN is composed of at least one convolution layer, fully connected and pooling

layers. However, CNN is not able to capture long-distance dependencies (L. Lei, J. Lu, and

Ruan, 2019).

2.7.1 Convolutional Neural Network architecture

As illustrated in Figure 2.7 Convolutional operation contains three main operations. Initially,

a set of linear activation is produced out of several the convolutional layer performs. Then,
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these linear activation is passed through a nonlinear activation function e.g. "rectified linear

RLU" function. An finally type of a pooling function is used to adjust the output of the

layer.
 

 

Figure 2.7 CNN layer processes

Convolution operation

The representation vectors generated by the words representation layer is received on by a

1-dimensional convolution layer with a specific convolution filter size c. With e as embedding

size. The convolution kernel generates (c x e) features thought one-dimensional convolution

operation. Multiple outputs is produced out of this layer due the use of multiple filters, CNN

aims at maintain the words sequences of the filter size c, thus understanding the semantic

relationship between words, for instance if c = four, then the layer takes four words at a time,

so, forming a sense of four word combinations. Figure 2.8 presents a schematic illustration

of a 2Dimension convolution operation. Letters in boxes denote the values combination of

the input and of the kernel.
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Figure 2.8 2-Dimensional convolution operation

Activation

After the convolutional operation a rectified linear unit (ReLU) is applied to network at

this phase, after introducing the non-linearity into the architecture using a RELU activa-

tion function, the outputs takes the same shape as the input and the negative outputs are

transformed into zero.

Max-Pooling

The main reason of adding max pooling just after ReLU activation function is to prevent

overfitting while signals (features) propagates, also it aims to map the output of each filter

into single stream with maximum number, then performing down sampling on the output.

Typically, max pooling is performed based on town parameters filter size p (height dimension)

and data width, max pooling implies reducing the height of the data according to filter size

(p).
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Dropout

After the max pooling, the output of each channels received by a dropout layer, this layer

aims at randomly transforms a potion (specified d set) of the inputs into 0. At this layer,

overfitting is prevented and generalization is presented to the network to eliminate focusing

on particular part of the input. The corresponding output shape of dropout layer is the same

shape as the input.

2.8 Long short-term memory (LSTM)

As special type of artificial recurrent neural network (RNN). Contrasting the standard feed-

forward neural networks architecture, LSTM process the input data in two directions i.e

forward and backward directions (connections), this architecture allows LSTM to be an

effective general purpose system able to handle any task handled by Turing machine (Y. Lu

et al., 2018). Unlike many other neural networks, LSTM can process the data that have a

sequential nature such as speech or video, however, many other neural networks can only

focus on a single data points (images). LSTM architecture has recently been applied to a

wide range of application areas including handwriting identification and speech recognition

(Chiu and Nichols, 2015). As illustrated in Figure 2.9 typical LSTM unit consists of an

input gate, output gate and a forget gate to control the information flow through cells, in

addition to a new added memory cell to selectively maintain the cells states values over

long and short. LSTM architecture have been proved to be effective in processing and

classifying the time sensitive data. LSTMs were introduced to prevent the limitation of

data exploding and vanishing gradient encountered with the traditional RNN (Abdalraouf

Hassan and Mahmood, 2017). Despite that, RNNs can maintain long-term dependencies

in sequences of arbitrary length, during the training of vanilla RNNs and particularly over

back-propagation, the back-propagated gradients vanishes. In order to handle this limitation,

RNNs partially stacks LSTM units to prevent the vanishing gradient, because LSTM permits
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the gradients to stream unaffected. However, LSTM architecture still needs to deal with

exploding gradient problem. The following block functions explain the working principle of

LSTM :

 

Figure 2.9 Long Sort Term Memory with a memory cell for text prediction

g(t) = φ(Wgxx(t) +Wghh(t−1) + b) (2.6)

i(t) = σ(Wixx(t) +Wihh(t−1) + bi) (2.7)

f(t) = σ(Wfxx(t) +Wfhh(t−1) + bf ) (2.8)

s(t) = (g(t) ∗ i(t) + s(t− 1) ∗ f(t) (2.9)

h(t) = s(t) ∗ o(t) (2.10)

2.9 Related Works on Users Interests Discovery

Recently, Text categorization have become an essential tasks of Natural Language Processing

(NLP) with wide applications including interests or preferences prediction, and sentiment

analysis both tasks are considered as a classification task. In this section we present state of

the art in user interest discovery on different languages including Arabic.
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Recently, users interests discovery have gained much research attention, different ap-

proaches have been proposed for different purposes such as recommendation systems, user’s

hidden information discovery (e.g preferences), predicating political trends in public opinions,

users modeling and categorization, communities detection etc. Almost all of the proposed

approaches are unsupervised which focused on using NLP, linguistic analysis, lexicon based

to detect the topics of individual user interest. A very few partially supervised approaches

are proposed to predict user interests, those approaches are not efficient as confirmed by Hai

et al., 2017. Several approaches are competing to effectively discover and classify user’s in-

terest, text mining and NLP approaches (e.g. Seo and B. T. Zhang, 2000) are commonly used

in users interests discovery, they depend on using weighted keywords (explicit indicators) to

classify the text into certain topic label, however keywords vagueness and terms ambiguity

(one word expresses several emotions) can reduce the classification accuracy (Darabi and

Tabrizi, 2017). Besides, semantic relationships of the words are not considered (Yunfei Ma

et al., 2011). At the other side, some existing studies (e.g. Liang and Lai, 2002) focus on trac-

ing user’s browsing behaviors (implicit indicators) (e.g duration) and user’s browsed contents

(e.g viewed web pages) to detect users interests. However, these methods give inaccurate

predictions because users may view web pages but he/she is not interested in the contents

of the web pages. Also, these methods confined the users interest to the viewed web pages.

Liang and Lai (2002) have proposed users interest classification approach based in structure

analysis, reader profile analysis, and learning structure analysis. WordNet is exploited to

calculate words frequencies. Report reading time is considered as the interest level of that

report. Bhargava, Brdiczka, and Roberts (2015) have introduced a novel approach which

focused on user’s profiles and activities to predict use interests. Several NLP techniques are

utilized: semantic relatedness for implicit interests detection, and NER, social tagging, docu-

ment categorization features for fine-grained interests modeling. Pennacchiotti and Popescu

(2011) have proposed an approach to detect tweeter users tendency and attributes based on

users behaviors, network structure and the linguistic contents. They used Latent Dirichlet
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Allocation, lexical analyzer to obtain set of features. K. Xu et al. (2018) have proposed a

novel framework to discover users preferences based on interest and social connections, they

exploited a unified probabilistic topic model to capture interest and social topics. Then a

community-based approach is employed to perform recommendations, N most likely followers

are generated through Matrix Factorization.

Another types of studies have investigated both methods: network structure and text data

as network contents, K. Lee et al. (2011) have proposed tweeter topics classification model

based on Bag-of-Words for text-based and network-based classifications, TF-IDF weights

were employed with NB Multinomial classifier for text-based classification. Secondly, top

similar topics are identified for the topic at hand based on the number of influential users,

then a decision tree learner is exploited for final classification. J. Kim et al. (2014) have

presented a model for user’s interests prediction based on Term Frequency (TF) of nouns,

and Likes. TFs of nouns, and “likes” are used to calculate the interest weights which are

later been ranked descending. Final user interest is determined when interests weightings

exceed a specified threshold.

Another unsupervised Traditional methods (lexicon-based) focused on using keywords

with associated weights for users interests classification and users modeling. Darabi and

Tabrizi (2017) have presented a novel methodology for users interests detection and pref-

erences management. In this study, users model is constructed based on domain ontology.

With the proposed Interest Extractor, the frequently used words were determined using bag

of terms, then Porter Stemming is employed, WordNet is employed to detect the highest

frequency terms. Mangal, Niyogi, and Milani (2013) have investigated topics classification

and sentiment analysis in tweeter. For SA Stanford coreNLP is exploited. The sentiment

score is computed with sentiment property with 0-4 range. Using 36 taggers and seman-

tic similarity and relatedness measures from WordNet, tweets are categorized into certain

topic label. However, the vagueness and ambiguity of terms and keywords are the major

shortcoming of these methods lead to poor performance particularly when dealing with users
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interest classification or sentiment analysis. Liu et al. (2018) have presented a novel hybrid

deep learning model aimed to predict the type of PoIs/items of which a user is interested

with (will buy/visit). This model is featured with stacked autoencoder-based deep model for

social influence learning, and stacked LSTMs for user interests sequential learning. H. Xu

et al. (2016) have proposed a novel topic-based semantic word embeddings with two multi-

modal CNN. LDA was used to compute topic-based words relationships.In this study, two

CNN architectures are described i.e CNN-channel and CNN-concatenation for addressing:

biomedical articles indexing, clinical text fragments, newsgroups classification. Fornaia et

al. (2015) have proposed multi-agent driven system for user interests and behavior analysis.

To find the categories of the users, profiling agent with ANN technologies was employed,

it retains relevant data of given user profile. Radial Basis Probabilistic Neural Networks

(RBPNN) is employed for users categorization. There are another type of works which aim

to discover user’s tendencies using combination of different type of social data such text and

images together: Hong, C. Choi, and Shin (2018) have proposed a method for user interests

categorization based on text and images, then providing follow suggestions based on their

interests similarity. Convolutional neural network and hierarchical topics of interests cate-

gorization were used to learn and classify text and images features. Table 1.1 summarizes

and compare the state of the art in English text user interest discovery approaches.

At the other hand, there is lack of research in the field of users interests discovery for

the Arabic language, however, in this section we presets recent state of the art of different

Arabic NLP and ML techniques: Mourad Abbas and Daoud Berkani (2006) have performed

Arabic topic identification based on TF-IDF and SVM in the field of Arabic topic identifi-

cation. Each document is represented as a vector, by combining TF(w,d) and IDF(w) the

document’s topic is determined as the topic with the highest similarity with the document.

Also Mourad Abbas, Smaïli, et al. (2017) have proposed a novel technique for topic identi-

fication based on triggers which are defined using the Average Mutual Information. Topics

and documents are presented using triggers which are a set of words that have the highest
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degree of correlation. Then, based on the TR-distance, the similarity is calculated between

triggers to identify the document’s topic. Zrigui et al. (2012) have presented a novel hybrid

algorithm for topics identification. The proposed algorithm is based on the stacking LDA

before SVM, the main aim of this combination is to minimize the feature dimension. The

LDA technique is exploited to classify documents, and the SVM is employed to determine

class label. Kelaiaia and Merouani (2013) have presented another approach of using LDA in

topic identification. They depend on topic models to determine the documents distribution

over topics. Koulali, El-Haj, and Meziane (2013) have used automatic text summarization

for Arabic topic identification. Documents summaries is generated using Gen-Summ. Then

cosine measure is applied to determine the similarity between the documents summaries

which represented as TF-IDF and the corresponding vectors of topics and documents sum-

maries which are represented by TF-IDF. Furthermore, Koulali and Meziane (2014) have

proposed to perform Arabic topic identification using named entities. The main aim is to

reduce the vectors dimensionality by using the segments bounded by named entities pairs.

Then, the similarity between topics and documents is determined using mutual information.

Hmeidi, Hawashin, and El-Qawasmeh (2008) have performed Arabic topics categorization

based on two machine learning algorithms i.e K nearest neighbor (KNN) and support vector

machines (SVM). The obtained results proved that these are efficient, SVM has generate

more accurate predictions. Cheng and Soon (2006) have proposed to use back propagation

neural network (BPNN) for topics classification. BPNN is enhanced to be more effective

for this task. It is proved that the improved BPNN model achieved high performance on

standard Reuter-21578 dataset. Soucy and Mineau (2005) have proposed a novel approach

for text categorization method (ConfWeight) based on statistical estimation of importance

word. The proposed approach is evaluated in three commonly used data sets: Reuters-21578,

Reuters Corpus Vol 1 and Ohsumed. Table 3.1 summarizes and compare the state of the art

in Arabic text user interest discovery approaches.
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2.10 Related works on sentiment analysis

Typically, Sentiment Analysis can be conducted using three approaches i.e. supervised, unsu-

pervised, hybrid approaches. The supervised approach is carried out using machine learning

algorithms such as Support Vector Machine (SVM), Naïve Bayes (NB), Maximum Entropy,

Artificial Neural Networks (ANN) and K-Nearest Neighbor (KNN). Ouyang et al. (2015)

have proposed a framework based on pre-trained Word2vec and 7-layers CNN architecture

for SA, Generalizability was improved using Parametric Rectified Linear, Normalization,

and dropout unites. this model achieved better performance than RNN and Matrix-Vector

Recursive Neural Network. Also (Ouyang et al., 2015) have proposed a combination of

CNN and LSTM models for sentiment representation. For words embedding pre-trained

word2vec was exploited, then CNN was incorporated for textual local features extraction,

the outputs of the CNN are passed into two-layer LSTMs for context-dependent features

management. Medrouk and Pappa (2017) have Proposed multi-languages deep learning

model for textual data sentiment analysis, based on CNN with N-gram features level, Sin-

gle input layer was designed to receive multi languages texts. Multi-lingual dataset which

contained three languages was built to evaluate this mode. RNN also was used widely for

SA. Al-Smadi et al. (2018) have proposed to perform aspect-based sentiment analysis using

two implementations of LSTM i.e Bi-LSTM with CRF classifier to extract aspect Opinion

Target Expressions (OTEs), aspect-based LSTM to perform aspect sentiment polarity clas-

sification, aspect-OTEs were considered as attention expressions for the sentiment polarity

classification. Also RNN was utilized by Preethi and Krishna (2017) to enhance places rec-

ommendations based on SA. Experimental results shown the improved performance of the

proposed approach in sentiment classification which have led to better recommendations.

R. Ghosh, K. Ravi, and V. Ravi (2016) have proposed to incorporate two layers Restricted

Boltzmann with Probabilistic Neural Network for sentiment classification, RBM was used to

perform dimensionality reduction, and TF-IDF to represent the input data. The proposed
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model outperformed the other models. Taj, Shaikh, and Fatemah Meghji (2019) have uti-

lized lexicon-based approach for textual data sentiment classification. TF-IDF was used to

determine and assign weights to frequently used words in the documents, then WordNet and

SentiWordNet lexical databases were employed to assign sentiment scores to the keywords.

also X. Li et al. (2017) have presented a novel HNN architecture which combines Word2vec,

RSM, and BTM models for social emotion classification, this HNNs were trained to obtain

semantic features using Latent semantic machines and regularized transfer learning models.

Sasmita et al. (2017) have introduced an unsupervised approach for aspect-based sentiment

analysis. Tow subtasks were performed, firstly, aspect extraction in which sets of indicator

words were constructed using seed words, each set corresponds to a different aspect, then the

extracted pronoun or noun is compared against the indicators words. Secondly, an opinion

lexicon was used to determine the sentiment orientation of a particular opinion term. A

semantic Arabic Twitter Sentiment Analysis approach was introduced by Alowaidi, Saleh,

and Abulnaja (2017). Arabic WordNet was utilized to enhance tweets representation. NB

and SVM classifiers were evaluated with several words representation approaches on Arabic

tweeter corpus. Classification performance can be improved by using the proposed represen-

tations concepts. The following tables summarize and compares the reviewed state of the

art researches in these areas.

2.11 Limitation of the existing approaches

In SNs users tend to follow particular community or other users according to their own

topics of interest. Therefore, discovering users interests have significant roles in user-centric

applications and personalized web services development to gain more personalized informa-

tion interest with wordNet. Moreover, consumers are interested to receive recommendations

based on their areas of interest, an ubiquitous application which depend mainly on user

interests discovery is recommendations systems which is incorporated with a wide range of

36



e-commerce, online news, SNs, and governments platforms to provide users with huge op-

tions of new or unknown releases of products/services as they need, this could remarkably

improve users experience and satisfaction amazon, Such as recommending relevant book

from Amazon to users whose interested in reading, or suggesting a furniture to home decora-

tion interested users. In fact the revenue of social media websites comes mainly from online

advertisements, thus, users interest identification enable to target specific audiences with per-

sonalized advertising based on their discovered interests Lewenberg, Bachrach, and Volkova,

2015. Furthermore interests and sentiment orientations detection have a great influence in

user’s hidden information detection (e.g preferences, age), political trends predication, and

community detection, etc. Despite that, all social networks analysis, sentiment analysis, NLP

and unsupervised machine learning approaches are competing in user’s interest detection,

Text mining and NLP approaches are commonly used to infer user interests, they depend on

using keywords (explicit indicators) each assigned weights, however keywords vagueness and

terms ambiguity (one word expresses several emotions) can reduce the predictions accuracy.

Besides, semantic relationships of the words are not considered Yunfei Ma et al., 2011. On

the other side, some existing studies such as Seo and B. T. Zhang, 2000 focused on tracing

user’s browsing behaviors (implicit indicators) (e.g duration) and user’s browsed contents

( e.g type of web pages viewed) to detect the users interests and orientations. However,

only the previous users’ interests can be obtained, predictions are not actual and not precise

because users may view web pages but heis not interested in the contents. Meanwhile, these

methods confined the users interest to the viewed web pages. Unsupervised approaches are

commonly used in SA. However, keywords vagueness and ambiguity can decrease the accu-

racy of predictions. These approaches cannot consider the semantic relationships between

words in the sentences. For Arabic sentiment analysis, unsupervised approaches cannot be

effective due to the numerous words from several dialects to be included in the lexicons.

Also, it is observed that using only CNN or using only LSTM is inadequate to achieve the

desired results on Arabic sentiment analysis (Q. Huang et al., 2017), this is because CNN
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fails to maintain long-term dependencies, and LSTM is weak to capture local features.

Falling to provide the correct users interests and sentiment orientations have a direct

impact in providing right recommendation to the customers or consumers, thus falling to

provide precise and accurate answers to such questions:

• How do the company policies impact customers perception of the brand?

• What do customers think of the products and brand?

• Are customers happy with the service?

• What do customers like about the brand’s competition?

Therefore, it is challenging to capture users sentiments and interests orientations from textual

data regardless deep considerations of syntactical and semantic rules of the language. Also

meanings of words are strongly tied to the context, long and short distances dependencies

between words in sentences multilingual. User’s interests are not always expressed explicitly.
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Chapter Three

Research Methodology

As this research is based upon constructive research and action research methodology, this

chapter presents and discusses the adopted research methodology for the proposed users

interests discovery and sentiment analysis framework. It begins with providing an overview

of the theoretical model, then providing an overview of the research framework, then presents

the constructed New Constructed multi-domains Arabic Database. Finally, the experimental

environment is described along with the performance measurements and evaluations. Figure

3.1 illustrates the constructed research methodology processes.
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Figure 3.1 Constructive research methodology process.

The main research question is: How to best perform topics classification and sentiment

analysis for individual user in social networks based on textual data ?. The thesis project is

divided into five phases with their own sub research questions. Answers to these questions

will lead to a conclusion to the main research question.
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3.1 Overview of the theoretical model

3.1.1 Phase 1: investigate the current state of opinion mining based

techniques

The goal of this phase is to clarify the current state of opinion mining based techniques and

practice and get an overview of their processes. Therefore, the questions of this phase are:

• Question 1: What is the current state of the opinion mining based techniques ?.

• Question 2: How opinion mining based techniques processes look like ?.

A theoretical body of knowledge is created using a literature survey from peer-reviewed

research and published literature. The literature survey is presented in Chapter Two. The

developed theoretical model seeks to be the solution to the main research question.

3.1.2 Phase 2: Constructing of the theoretical model

using constructive research, this solution is built in form of a model from the existing theories

which created through a comprehensive survey of a diverse sources including peer-reviewed

research and published literature. Then the model should be tested for its practical relevance

and its theoretical contribution. The theoretical body of knowledge is presented in Chapter

Two. It is in this phase the theoretical model is constructed, which is considered to be the

solution to the main research question. The goal is to identify best performing techniques

for opinion mining based textual data.

• Question 1: What is the best techniques for textual features representation?

• Question 2: What is the best deep learning algorithm for features extraction and

selection?

• Question 3: How to maintain the contextual information and terms sequences?
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Figure 3.2 shows the constructed theoretical model for users interests discovery and sen-

timent analysis

  

Sentence 1 

Sentence 2 

Sentence 3 

Sentence N 

Vector 1 

Vector 1 

Vector 1 

Vector N 

Features extraction 

Features selection   

Classification 

Input text Representaion Machine Learning Algorithms  

….. 

….. 
Figure 3.2 Constructed theoretical model

3.2 Overview of the research framework

The action research methodology which combines theory and practice used to construct

the proposed framework and practical evaluation. Figure 3.3 illustrates the action research

process.
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Action 

 Planning 

Figure 3.3 Overview of the action research methodology process

Actions then are taken to construct the framework. Finally, the results are evaluated.
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This process is done iteratively and the phases provide feedback to each other. As the

main focus of this research is to propose a novel deep neural network based system for users

interests discovery and sentiment analysis. The proposed system intends to perform two

tasks: firstly, to identify the topics of interests such as "sports", "restaurants", etc for the

individual user, secondly to perform sentiment analysis which determines users inclination

over the detected topics. Both tasks are considered as a classification task. The proposed

takes full advantage of FastText model to construct vectors representation of the input

sentences, also it incorporates WordNet knowledge base FastText to increase the coverage

and the initialization of the embedding space and to embed the semantic information of

words, If FastText fail to generate the corresponding word vector for a particular word,

then WordNet can identify a similar word (synonyms), the generated words vectors are

captured by a one-layer Convolutional Neural Network (CNN) to perform an n-gram local-

region features and information extraction, then feature maps generated by the CNN are

captured by a Recurrent Neural Network (RNN) for contextual information extraction, and

to maintain the long-term dependency of the original sentences. Finally, a linear Support

Vector Machine is used to classify the sentences into a certain label according to which tasks

the architecture was trained.

3.3 Deep Neural Network Model for Users Interests Dis-

covery and Sentiment Analysis

In this section we propose a multilingual deep learning architecture namely Deep-InterSent

for automatic users interests discovery (UID) which identifies the user’s topics of interest such

as “sports”, “restaurants”, etc, furthermore, Deep-InterSent is intended to perform sentiment

analysis (SA) which determine the users inclination over the detected topics whether it is

“positive” or “negative”. Both tasks are considered as classification task, therefore we decided
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to train the same architecture to perform both tasks separately. We decided to train this

architecture on English and Arabic languages.

3.3.1 Proposed deep InterSent framework architecture

The proposed DL architecture takes advantage of a new semantic layer which combines

FastText model to obtain words vectors representation of the input sentences and WordNet

knowledge bases to incorporate the semantic information of words at the embedding layer,

then traditional convolutional neural network is used for n-gram local-region features and

information extraction, the extracted features are fed into two layers LSTM to handle long-

term dependency. Finally SVM classifier is exploited to determine the final classification

labels according to which tasks the architecture is trained on. Fig. 3.4 illustrates the overall

processes of the proposed architecture to perform user interest classification and sentiment

analysis tasks, Fig. 3.5 visualizes in details the fundamental architecture and processes of

Deep-InterSent.
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Figure 3.4 Overall processes of the proposed InterSent framework
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Figure 3.5 Flow Diagram of the proposed InterSent framework

3.3.2 Words embedding and semantic representation

This study take advantage of using the recent FastText model which introduced by Facebook

researchers team (Mikolov, Grave, et al., 2017) for word vectors representation which is

trained on wide range of languages including English and Arabic. As in word2vev FastText

provides two models: Skip-gram model which is used to predict a target word using the

closed neighboring words, while CBOW uses the surrounding words in the context to predict

the target word, both methods generates text file which contains numerical representation

(vectors) of the learned words. FastText has great capabilities to generate the corresponding

vectors for the Out-Of-Vocabulary words (OOV) and rare words (Bojanowski et al., 2017)
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because these words still share their n-gram characters with other common words, however

both word2vec and Glove cannot generate vector representations for OOV words (Wint,

Manabe, and Aritsugi, 2018). In our experiments we used FastText skip-gram model in

which each word is represented as a bag of character n-grams, sentences are then represented

as a summation of these words vector. FastText skip-gram was run in default configurations:

100 dimension vector space, sub-word size is 3-6 characters.

WordNet

WordNet is a large lexical database which is constructed by George A Miller, 1995, then it

have been deveoped for many other languages sucg as French, German, Arabic (Black et al.,

2006), and even Arabic dialects (Cavalli-Sforza et al., 2013), WordNet groups the related

words into one set of cognitive synonyms called Synsets, in WordNet the lexical categories

such as verbs, nouns, adjectives are connected using conceptual-semantic relations, thus

words meaning can be given via these associations. In each synset, senses are classified

as synonym sets, however the synonym sets contain several keywords, they give the same

meaning. WordNet is provided for several languages separately,

In this research, to increase the coverage and the initialization of the embedding space,

we proposed to incorporate WordNet and ConceptNet just before FastText to perform se-

mantic information injection. If FastText fail to generate the corresponding word vector for

particular word, then WordNet and ConceptNet can identify a similar word (synonyms) for

that word as shown in Algorithm.1.

WordNet is provided for several languages separately, therefor, we used WordNet Lex-

ical Database (G.A. et al., 1993) for English language text, and we used Arabic WordNet

(AWN) lexical and semantic database (Black et al., 2006) for Arabic language text. Arabic

WordNet (AWN) was also used by (Alowaidi, Saleh, and Abulnaja, 2017) to enrich the text

representation with concepts.
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Algorithm 1 Semantic words vectors representation

Input: Text sentence. Output: Vectors representation

for each input sentence s ∈ {1, ...,N}

do generate words vectors

if FastText (sn) 6= NULL then

xn = FastText (sn)

else if WordNet (sn) 6= NULL then

sn = WordNet (sn)

xn = FastText (sn)

else xn = Random(sn)

end if

end for

3.3.3 Features extraction

In this research, we used the CNN architecture proposed by kim Y. Kim, 2014a to perform

features extraction for both UID and SA tasks separately. This CNN architecture uses 2-

dimensional matrix input layer to receive sequences of words represented as vectors of the

same length. Figure 3.6 presents the proposed neural networks architectures including the

CNN and LSTM, the basic building blocks of the CNN architecture contains: Convolutional

Layer with three different region size filters, and fully-connected layer. Convolution operation

is applied when the filters slide over the words vectors from the sentence matrix, according

to the filter size few words are taken at a time to obtain local features, note that the filters

are sharing the same weights and parameters.

To explain the working principle of the CNN, let Xi ∈ Rk denotes to the k-dimensional

vector corresponding to the ith word in the input sentence, the input sentence with length (n)

is represented as a concatenation of its words vectors using Eq.3.1. Zero padding is applied

to the sentences with length less than (n).

X1:n = X1 ⊕ X2 . . . . ⊕ Xn (3.1)

Where ⊕ denotes a concatenation operator. Let Xi:i+j represents a concatenation of the
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Figure 3.6 Deep CNN-LSTM Arabic-SA NNs Architecture

words Xi, Xi+1, . . .Xi+j, the convolutional layer applies its convolution filter W ∈ Rhk with

h window size on each window of k width word to generate new h×k features matrix, Xi:i+j

denotes the basic element from the ith to the (i + j)th corresponding to the feature matrix

from the ith line to the (i + j)th line of the current sentence vector. for exmple a feature

Ci (i
th feature value) can be generated using convolution process over a window of words

Xi:i+h−1 using Eq. 3.2:

Ci = f(W.Xi:i+h−1 + b). (3.2)

Where b ∈ R and it refers to bias term, f is a nonlinear activation function (i.e. sigmoid

and hyperbolic tangent). b and W are learned during the training. The convolution filter

convolves over each window of words in the input sentence X1:h, X2:h+1, . . . Xn−h+1−n to

generate local features map using Eq. 3.3.

C = [C1, C2, . . . Cn−h+1)] (3.3)

with C ∈ Rn−h+1.

In this architecture, max pooling function which performs features sampling is not applied

because we need to maintain the original sequences of the feature maps to be directly fed

into two layers LSTM.
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3.3.4 Capturing high level dependencies using LSTM

LSTM can efficiently control the information through preventing vanishing gradient and cap-

turing long-term correlations in arbitrary length sequences (Abdalraouf Hassan and Mah-

mood, 2017). LSTM architecture contains a new added memory cell to selectively maintain

the information for longer time without getting degenerated, in addition to input, output,

forget gates as illustrated in Figure 3.7. Hochreiter and J?urgen Schmidhuber, 1997 proposed

LSTM architecture to handle term dependencies over long period of time, later, several ver-

sions of LSTM have been introduced. In this study, we proposed to stac two-layers LSTM

after the CNN.
 

 

Figure 3.7 LSTM unit structure used to maintain the sequentiality of sentences

LSTM applies recursive operation to control and process the coming sentence vectors, the

recursive execution of the current cell block is performed using the old hidden state (ht−1)

and the current input xt, where (t) and (t− 1) refer to the current time and the former time

respectively. Now it denotes to the input gate, ft denotes to the forget gate, ot denotes to

the output gate, and C̃t denotes to the state value of the current memory cell at a time t in

cell block. The working principle of LSTM is explained using the following equations: Using

Eqs. 3.4 and Eq. 3.5 the values of it, and C̃t are computed for the memory cells states at a
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time t.

it = σ(Wixt + Uiht−1 + bi) (3.4)

C̃ = tanh(Wcxt + Ucht−1 + bc) (3.5)

Eq. 3.6 calculates the activation value ft of the forget gate at time t:

ft = σ(Wfxt + Ufht−1 + bf ) (3.6)

Eq. 3.7 calculates the new state values Ct for the current memory cells at a time t:

Ct = it ∗ C̃ + ft ∗ Ct−1 (3.7)

Using Ct, the values of the memory cells output gates are computed, then their outputs

using Eqs. 3.8 and 3.9 respectively.

ot = σ(Woxt + Uoht−1 + Voct + bo) (3.8)

ht = ot ∗ tanh(Ct) (3.9)

Where xt refers to the input of the memory cell at t. Wi, WC , Wf , Ui, Wo, UC , Uf , UO,

and Vo are the weights matrices. bi, bf , bc, bo are the bias vectors. σ denotes to logistic

sigmoid function, o refers to element-wise multiplication. During training the model learns

the values of Wi and Ui. The values of ft, it and ot ∈ [0, 1] the output of the first LSTM

layer is passed to the second LSTM layer where the final deep representation of the sentence

is constructed. In this architecture, Max Pooling function which performs features sampling

is not applied because we need to maintain the original sequences of the feature maps to be

directly fed into two layers LSTM.

3.4 Validation of the Framework’s practical relevance

3.4.1 New constructed multi-domains Arabic database

Due to the complex morphology of Arabic language and the lack of high quality and appro-

priate free accessible Arabic textual corpora, minimal researches efforts have been conducted
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in Arabic linguistics and NLP research fields (Saad and Ashour, 2010), therefore, in this re-

search we have built Arabic corpus for user interests discovery and sentiment classification

tasks, Figure 3.8 shows the main steps to construct this dataset.
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Figure 3.8 Overall processes of dataset preparation

Data collection

Arabic reviews acquisition from the internet is a very hard task, due to the minimal activity

in the Arabic based e-commerce and reviewing websites resulting reduced amount of pure

Arabic reviews on the internet. In this research we focused on the available reviewing

Arabic contents to construct multi-domain Arabic corpus that is reliable for both tasks

of users interest discovery and sentiment analysis. For the automatic generation of this

corpus, an open-source Scrapy framework is utilized, which is a framework for constructing

custom web crawlers. The constructed dataset covers eight domains. The text reviews are

collected form several websites including: BBC Arabic, the topics collected form this site

include (Economy, Sports, politics, and Culture). CNN Arabic, the topics collected from this

sites include (books, movie, hotels, and restaurant), in addition to other websites such as

aljazeera.net and khaleej.com etc. As detailed in Table 3.1, the constructed dataset contains

32,950 instances (reviews) about eight topics, for each topic the reviews are divided into

two sentiment classes ( positive and negative), the positive class contains 16,425 while the

negative class contains 16,525 number of instances.
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Data cleaning

This step focuses on removing unwanted contents such as URLs, HTML tags, numbers,

Arabize. Also Figure 3.9 presents an example of removing non-letter contents from the

sequences. Any non-Arabic words such as glossaries are always written in English. Therefore,

in this step, these words are removed as shown in Figure 3.10. Strange words are also

considered as non-Arabic contents, those words are removed using predefined list as Figure

3.11 shows sample of Arabize words removing list. Figure 3.12 presents an example of

sentence before and after removing the Arabize contents.

Before  الاستقبال والخدمة والنظافة  %011فندق رائع فندق جميل يستحق فوق
 amazingممتازه ومستوى الطعام فوق الممتاز والانيمشن 

After  فندق رائع فندق جميل يستحق فوق  الاستقبال والخدمة والنظافة ممتازه
 amazingوالانيمشن ومستوى الطعام فوق الممتاز 

 

Figure 3.9 Non-letter removing example

 

Before ممتازه والنظافة والخدمة الاستقبال فوق يستحقجميل  فندق رائع فندق 

 amazing والانيمشن الممتاز فوق الطعام ومستوى

After ممتازه والنظافة والخدمة بالالاستق  فوق يستحقجميل  فندق رائع فندق 

  والانيمشن الممتاز فوق الطعام ومستوى

Figure 3.10 Removing non Arabic words

 اوتيل ستاف قراند 

تىيس لاتيه هارتس  

Figure 3.11 Sample of Arabize removing list

 

Before ميلهج البحر على تطل التي الواجهات سيتى مسقط فى أفخمها و الفنادق أنظف 

After  جميله البحرالواجهات التي تطل على فى مسقط أنظف الفنادق و أفخمها 

Figure 3.12 Arabize words removing example
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Normalization

Normalization is the task of making a text more reliable by changing some characters, elim-

inating extra white spaces, removing diacritics etc. Generally, this phase consists of two

tasks: removing and replacing, as show in figure 3.8, normalization is done as follows: 1.

Removing: In this step the punctuation and diacritics are removed, thus making the text

processing more easily. It’s worth mentioning that the punctuation are used in Arabic to

organize sentences to be readable in proper format. Figure 3.13 presents a list of punctuation

to be removed, Figure 3.14 shows an example of punctuation removing.

“ & # ^ ( ) 

% $ = - + ? 

@ : ; [ ] , 

! * \ / { } 

 

Figure 3.13 Punctuation list

Before المدني الحرم من القرب هو والاهم, رائعين الاستقبال في الاخوة! جميلة الخدمة, نظيف الفندق.. 

After دنيالم الحرم من القرب هو والاهم رائعين الاستقبال في الاخوة جميلة الخدمة نظيف الفندق 

 

Figure 3.14 Punctuation removing example

Another thing to be removed is the diacritics. Furthermore, the extra white spaces should

be removed because it makes the tokenization return an empty word. Therefore all of the

white spaces are replaced with single space. Figure 3.15 presents an example of removing

diacritics and white spaces.

Before  َالمحبينَميعجَ ل ََخاصَهداءإَميلةَجداًََََالجَ َالرومانسيةَالأغانيَلأشهرَََالبيانوَعلىَرائعَفزَ ع... 

After ميعَخاصَإهداءَجداَميلةالجَالرومانسيةَالأغانيَشهرلاَالبيانوَعلىَرائعَفعز  ...المحبينَل ج 

 

Figure 3.15 Punctuation and extra white spaces removing
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Stop words can be categorized in into two classes extend in suffixing or prefixing. All

forms of stop-words should be removed from the sentences.

Lemmatization

This task is concerned with obtaining the root of words using morphological analysis. This

process involved predefined dictionaries to association every word with its root: thus, for

this task we used light10 stemmer because it is faster than lemmatization.

Also, the main aim of this process is to enhance the text classification by removing

insignificant information for the text. In our constructed corpus we applied the following

processes: removal of numbers, punctuation, and stop words such as ñ
	

k

@ Ég.


@

�
H.


@ ñK.


@, in

addition to removing any un-Arabic text. Text normalization including Hamza Z and Taa
�
è to @ and è

�
@ respectively, and removing the duplicated letters such as " @ @XXYg. ÉJ
J
�
J
�
J
Ô

g
.
"

beautiful to be
�
@ @Yg. ÉJ
Ô

g
.

�
@. removing of diacritics such as shedah and tanween, and finally

removing the duplicated reviews for the corpus. For this task Weka 3.7.10 which is open

source software which combines a large set of Machine Learning Algorithms is used for data

preparation and preprocessing.

Data annotation

The process of annotation started for earlier steps (collecting), when collecting the data,

we have been the initial text label of the sentences have been taken into consideration, we

already know the topics and the sentiment orientation of the collected text, then sentences

of the same sentiment orientation are grouped together in the same CSV file. This process

as accomplished by a team of linguistics experts, the process consists of three primary sub

tasks: annotation, review, and approval. A tool is used to achieve this process, this tool

allows the annotators to retrieve the sentences in sequentially from the CSV then sentences

is read, analyzed and assigned appropriate label according the measuring results. After that,

the annotators will double-check if the associated label is matching the overall sentiment of
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the review based on their judgment after understanding the reviewer point of view. Once the

annotators complete the annotation, another member will verify the annotation, and report

the final approval. Each sentence is given a score, this score serves as a measure positivity

and negativity of the sentence using a set of specific features. With the help of adjectives

weighting table the annotator calculates the total number of the adjective presented in the

sentence (N), determine the (ni) the number of positive and negative adjectives for each

label.

Data division

After preprocessing, the corpus is ready for the experiments, for UID and SA tasks, the entire

corpus is divided into two parts, training and testing sets. According to the training set,

the proposed Deep InterSent model is trained to produce a classification model. The testing

set is then used to assess the classification performance of the proposed model. As there is

no optimal ratio for the training data size to testing data size, we divided the constructed

corpus into 70% for the training and 30% for the testing for both tasks i.e UID and SA.

Table 3.1 presents the labels distribution details of this dataset.

Table 3.1 Arabic dataset for UID and SA tasks

N Class N.instances Positive Negative
1 Sport 4,092 2,110 1,982
2 Culture 4,000 1,865 2,135
3 Politic 4,274 2,237 2,037
4 Books 4,198 2,000 2,198
5 Economy 4,000 2,000 2,000
6 Restaurant 4,150 2,095 2,055
7 Hotel 4,110 2,155 1,955
8 Movie 4,126 1,963 2,163
Total 32,950 16,425 16,525

Table 3.2 presents sample of review from hotels domain with positive sentiment orienta-

tion with its English translation, meanwhile, Table 3.3 shows sample of negative sentiment

reviews from the same domain.
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Table 3.2 Sample of positive polarity review.

Arabic Comment
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English Translation
wonderful hotel,quiet and clean nice treat
from the staff rooms are clean and wonderful,
shortly all you like and looking for you find
in this hotel..

Table 3.3 Sample of negative polarity review.

Arabic Comment
�
éJ


	
KY

�
JÓ

�
éÓY

	
gð

�
é

J�
�

	
¬Q

	
« éJ


	
¯ Õæ




�
®

�
Kð@ èPð 	Q

�
K 	áºÜØ

	
àA¾Ó Z@ñ�@

ÈAÓ
�
CË I. J


	
m×

�
éÓA«

�
èPñ��. -

English TranslationIt’s the worst possible place to visit or to stay in, where bad
rooms and low service -in general disappointing

3.4.2 English database: Amazon products reviews

Due to the lack available corpora for the purposes of users interests discovery and sentiment

analysis we used subsets from amazon products reviews corpus McAuley and Leskovec, 2013,

this corpus contains about 34,686 reviews about 24 topics and metadata, it has built in 2013.

For users interests discovery task, we sampled subsets from 10 top-level categories in-

cluding as books, movies and TV, clothing, etc. For the sentiment analysis, we annotated

each review text into positive or negative sentiment labels. Finally, all the reviews are stored

together into one text file which contains reviews text, topic labels and the sentiment labels

for a given reviews. Table 3.4 presents labels distribution of this dataset which is divided

into 70% for training and 30% for testing.

Validation of the Framework’practical relevance by including it in uszzer’s interests dis-

covery and sentiment analysis’s contexts. This phase aims to evaluate the performance of

the proposed framework interests discovery and sentiment analysis’s contexts in English and

Arabic textual data, also the details to the constructed dataset and the slandered perfor-
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Table 3.4 English dataset for UID and SA tasks

N Class N.instances Positive Negative

1 Books 6,000 3,320 2,680
2 Movies and TV 6,000 3,445 2,555
3 Video Games 6,000 2,858 3,142
4 Sports and Outdoors 6,000 3,269 2.731
5 Digital Music 6,000 3,342 2,658
6 Clothing 6,000 3,452 2,548
7 Electronics 6,000 2,880 3,120
8 Office Products 6,000 3,157 2,843
9 Automotive 6,000 3,211 2,789
10 Health and Personal Care 6,000 3,024 2,976
Total 60,000 31,958 28,042

mance measures are presented. This phase seeks answers the following question

• Question 1 : What are the slandered measures used to evaluate the classification

performance of deep learning frameworks?

• Question 2: What are the optimal parameters of the algorithms that lead to achieve

the highest performance?

• Question 3: How to validate the contribution of each components in the final predic-

tions?

3.5 Experimental settings and parameters

3.5.1 Model hyperparameters and settings

Empirically, different hyberparameters and settings are examined for each task and also for

each language, this subsection presents the basic hyberparameters of the CNN and LSTM

which are used on the experiments of Deep InterSent as presented in Table 3.5. Note that

the number of features is varies according to the training task.
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Table 3.5 Model hyperparameters and settings

Parameter Value

Filter window size 3, 4, 5

Feature maps 256

Activation functions ReLu

Padding Zero

Dropout 0.5

LSTM hidden state dimension 128

Number of epochs 10

Learning rate 0.001

3.5.2 Implementation environment

The proposed system architecture is implemented in Tensorflow which is an open source

framework for NLP and machine learning problems developed by Google to meet their needs

for systems capable of building and training neural networks. Tensorflow runs in Python

under Linux platform. Table 3.6 shows the development environment used for our imple-

mentation.

Table 3.6 Implementation environment

Development Platform Ubuntu 14.04.1

Scripting Language Python 2.7.12

Software library TensorFlow 2.0 – CPU

3.6 Experimental Results

Although we used the same deep learning architecture, the experiments of UIC and SA are

conducted in separately for each language, where different features are extracted according

to the training data, for topic classification, the model is trained to extract and classify the
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features (nouns) into certain topic label such as sport. For the SA the mode is trained to

extract and classify the features (adjectives) into cetin sentiment labels i.e positive/negative

which represent the sentimental orientation of the users towards the detected topic.

3.6.1 Evaluation metrics

To assess the classification performance of the proposed Deep system in both UID and SA,

we used accuracy, precision, recall and F1-measure (Alexander Clark, Fox, and Lappin, 2013)

which are commonly used evaluation metrics to evaluate the performance of deep learning

models in text classification (N. et al., 2014). The Precision is used to determine how

precise the interest or sentiment categories are classified, its determined using the number of

correctly classified (TP) text divided by the total number of predictions as in formula 3.10

Precision =
TP

TP + FP
(3.10)

The Recall is the ratio of the correctly classified interest or sentiment categories and the

total number of relevant classes of instances as defined in formula 3.11

Recall =
TP

TP + FN
(3.11)

F1-score Measure is used evaluates the balance between the precision and the recall as in

formula 3.12

F1Measure =
2 ∗ Precision+Recall

Precision+Recall
(3.12)

Finally, the classification accuracy is calculated as:

Accuracy =
TP + TN

TP + FP + FN + TN
(3.13)

Where: TP denotes true positive, FP false positive, TN denotes true negative and FN

denotes false negative.
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3.6.2 Results of users interests discovery in English database

Initially, Deep InterSent model is trained on topics classification using 10 topic categories

as shown in Table 3.4, then the classification performance is tested with the testing set. to

assess the classification performance of Deep InterSent we focus on Image result for colors

confusion matrix Confusion Matrix as illustrated in Figure 3.16 where each number in the

cells represents the percentage of true positive and false positive of each topics category.

For deeper assessment of Deep InterSent model classification performance, precision,

recall, F1 score, and accuracy measures are used, Table 3.7 and Figure 3.17 presets the

obtained performance of Deep InterSent for each topic individually and the overall model

performance.

 

Books 1 Movies, TV 2 

 

 

Digital Music 3 

 

 

Electronics 4 

 

 

Clothing 5 

 

 

Sports and 

Outdoors 6 

Automotive 

7 

Office 

Products 

8  

Health and 

Personal 

Care 9 

Video 

Games 10 

Accuracy 

% 

Books 82.17 2.83 2.94 0.11 1.39 1.78 1.11 1.33 1.72 0.67 83.19 

Movies, TV 2.89 87.22 2.28 1.00 1.00 2.78 1.94 1.72 1.78 2.17 88.22 

Digital Music 2.83 1.94 85.17 2.50 0.72 1.17 1.33 1.67 1.28 1.56 86.85 

Electronics 1.44 1.61 2.22 88.78 0.83 0.56 2.33 3.61 1.39 2.44 88.93 

Clothing 1.83 1.22 1.44 1.39 83.28 2.89 1.22 1.22 1.39 1.33 83.59 

Sports and Outdoors  1.39 1.44 0.56 0.33 3.78 85.33 0.78 0.78 2.11 1.22 85.81 

Automotive 2.00 1.50 1.00 0.61 2.67 1.22 86.11 2.67 0.94 1.11 86.82 

Office Products  2.61 0.50 1.33 1.72 0.56 0.78 2.50 84.67 0.83 1.00 84.94 

Health and Personal Care 1.50 0.56 0.89 0.56 4.33 2.39 0.89 1.22 87.50 1.33 87.96 

Video Games 1.33 1.17 2.17 1.94 1.44 1.11 1.78 1.11 19.00 87.17 87.84 

 

Figure 3.16 Topics classification Confusion Matrix

Table 3.7 InterSent model classification Performance

Category Precision Recall F1 Accuracy
Books 82.17 84.61 83.37 83.19
Movies, TV 87.22 83.24 85.19 88.22
Digital Music 82.15 85.02 83.57 86.85
Electronics 88.78 84.37 86.52 88.93
Clothing 83.28 85.66 84.45 83.59
Sports and Outdoors 85.33 87.32 86.32 85.81
Automotive 86.11 86.25 86.18 86.82
Office Products 87.14 85.52 86.32 84.94
Health and Personal Care 87.50 86.49 86.99 87.96
Video Games 87.17 86.93 87.05 87.84
Overall 90.68 89.18 89.92 87.41
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Figure 3.17 Evaluation metrics per topic

The superior classification performance is recorded on “Electronics” topic i.e 88.78%,

84.37% and 88.93% of precision recall and accuracy respectively, whihle the lowest per-

formance is recorded on “Books” topic with 82.17%,84.61, and 83.37% of precision recall

and accuracy respectively. the overall performance the model reached 90.68%, 89.18%, and

87.41% of of precision recall and accuracy respectively.

Best performing classifier

The classifier performance is eventually determine the quality of the word embedding and

features extraction approaches, therefore, we trained and tested our proposed deep learning

architecture with Naive Bayes (NB), and K-Nearest Neighbors (KNN) classifiers on the

same takes using same training parameters and dataset splits. Figure 3.18 shows the overall

classification performance of Deep InterSent using SVM classifier compared against the NB,

and KNN where K=10. SVM achieved the superior performance over NB and KNN with a

significant difference in terms of precision, recall and accuracy. KNN is the worst preforming

classifier.
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SVM NB KNN

Precision 90.68 83.21 79.81

Recall 89.18 80.12 77.91

Accuracy 87.41 82.23 78.57
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Figure 3.18 Effect of classifiers on the classification performance

Best performing representations model

Extensive experiments are conducted to assess the classification performance of Deep Inter-

Sent using word2vec model which introduced by Mikolov et al (2013), based on two-layers

neural network word2vec performs a distributed representation of the words, it contains 3

million words represented in 300-dimensional vector space. Table 3.8 shows the classification

performance of Word2vec-Deep InterSent compared against FastText-Deep InterSent mod-

els, according to the results, FastText- Deep Deep InterSent outperformed Word2vec-Deep

InterSent with enhancements of +5.77%, +6.57%, and +2.1% of precision, recall and accu-

racy respectively, therefore FastText model is the best choice for this task, which is consistent

with Bojanowski et al., 2017 which stated that FastText model produces high quality words

vectors representations using the semantic and syntactical information, also it can generate

vectors representation for out-of-vocabulary words.

Table 3.8 Performance with different embedding models

Embedding model Precision Recall Accuracy
FastText-InterSent 90.68 89.18 86.41
Word2vec-InterSent 84.91 82.61 84.31
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Performance comparison with related works

The classification performance of InterSent is evaluated against Quispe et al. Quispe, Ocsa,

and Coronado, 2018 which used Latent Semantic Indexing, CNN, and Multi-Layer Per-

ceptron, in addition to Senge et al. Senge, Coz, and Hüllermeier, 2019 which used classi-

fier chains approach for multi-label classification. As illustrated in Figure 3.19, InterSent

achieved the superior performance.

 

Deep InterSent Quispe et al Senge et al.

Precision 92.54 82.14 78.31

Recall 88.94 80.25 75.91

Accuracy 86.45 81.15 77.43

0

20

40

60

80

100

Precision Recall Accuracy

Figure 3.19 Comparison with the state of the arts

3.6.3 Results of Sentiment Analysis in English

After performing topics classification as reported in the previous section, in this section we

report the classification performance of Deep InterSent in sentiment analyses which is a

standard binary classification task to classify the opinions towards the identified topics. We

calculated the overall confusion matrix for all positive and negative examples in the dataset

as presented in Figure. 3.20 where 90.81% of the total positive sentences are correctly

classified into positive class while 9.19% are mis-classified, also 89.58% of the total negative

examples are correctly classified into negative class while 10.42% are mis-classified by the

Deep InterSent.

For deeper evaluation on SA task, Table 3.9 reports the classification performance in

terms of Precision, Recall, F1 score and accuracy measures.
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Figure 3.20 Sentiment Analysis confusion matrix

Table 3.9 Sentiment analysis evaluation metrics

Measure Value

Precision 89.14

Recall 90.35

F1 score 89.19

Accuracy 89.85

Comparison with English SA related works

The classification accuracy of InterSent is evaluated on Sanders and movie reviews datasets,

and compared against different baseline studies including: Lu et al Y. Lu et al., 2018 which

joint Bidirectional Long Short-Term Memory with Lexicons, Ouyang et al. Ouyang et al.,

2015 which used Word2vec over a CNN, Sahu et at. Sahu and Ahuja, 2016 which used

structured N-grams with RF classifier, Chen et al. S. Chen, G. Chen, and W. Wang, 2016

which used semantic and syntactic embeddings with extended static and non-static CNN

architectures. In addition to Pawar et al. Pawar and R. R. Deshmukh, 2015 which used ML

classifiers as well as lexicon based approach, Fouad, et al. Fouad, Gharib, and Mashat, 2018

which used BoW as features extraction, Information Gain (IG) as feature selection technique

in addition to SVM, NB and LR classifiers. And Attia et al. Attia et al., 2019 which used

CNN architecture. As shown in Table 3.10 Deep InterSent outperformed all of the baseline

studies on both datasets.
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Table 3.10 Comparison with the existing SA approaches

Dataset Study Accuracy(%)

Sanders

(Attia et al., 2019) 78.60

(Fouad, Gharib, and Mashat, 2018) 90.11

(Pawar and R. R. Deshmukh, 2015) 88.65

(Y. Lu et al., 2018) 81.30

Deep InterSent 91.78

Movie reviews
(Sahu and Ahuja, 2016) 88.95

(Ouyang et al., 2015) 45.40

(S. Chen, G. Chen, and W. Wang, 2016) 81.30

Deep InterSent 90.35

3.7 Results of Users Interests Discovery in Arabic

Separate experiments are conducted to train and test the proposed model on the Arabic

textual data. Similar to what we done for English language, in this subsection we report the

classification performance of Deep IntrSent on user interest classification. To achieve our

experiments, we trained and tested the model on the dataset in Table 3.1 which contains

eight topics categories. 70% of the dataset for training and 30% for testing. Table 3.11 shows

in details the corresponding results for the testing set and the model performance in terms

of Precision, Recall, F1-measure and accuracy for each topic individually, in addition to

the overall mode performance in “overall” column. Also Figure 3.21 visualizes the obtained

metrics values for each topic category.

Table 3.11 Deep InterSent evaluation metrics per topic

Category Precision (%) Recall (%) F1 (%) Accuracy (%)
Culture 80.48 82.22 81.34 80.48
Politic 78.63 81.14 79.86 78.63
Movie 80.52 82.10 81.30 84.75
Books 83.90 80.19 82.00 83.90
Economy 82.48 81.06 81.76 82.48
Restaurant 83.75 82.65 83.20 83.75
Hotel 82.55 83.74 83.14 82.55
Sport 81.13 83.25 82.17 81.13
Overall 82.23 80.20 81.25 82.21
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Figure 3.21 Evaluation metrics per category

For this task, the superior classification performance is recorded on “Restaurant” topic

i.e 83.75%, 82.65% and 88.93% in terms of precision and recall respectively, meanwhile the

highest accuracy percentage is 83.90 % which is recorded on “Books” topic. The lowest

performance is recorded on “Politic” topic with 78.63%, 81.14%, and 78.63% of precision,

recall and accuracy respectively. The overall performance of the Deep InterSent model on

this task is 82.23%, 80.20%, and 82.21% of precision recall and accuracy respectively.

Its observed that the performance on Arabic topics classification is lower than in English

due to the smaller size of the dataset in addition to quality of the words vectors which are

generated by the embedding model that can effect the features extraction and classification

processes, in addition to the labels distribution among topics.

Best performing classifier

For further evaluation we compared the overall classification performance of the proposed

Deep InterSent for Arabic text using Naive Bayes (NB) and K-Nearest Neighbors (KNN)

classifiers against SVM classifier on the same takes using same training parameters and

dataset splits. As shown in Figure 3.22 SVM achieved the highest classification performance

with a significant difference in terms of precision, recall and accuracy.
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SVM NB KNN

Precision 82.2 78.63 77.01

Recall 80.2 81.14 75.2

Accuracy 82.21 78.86 76.31
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Figure 3.22 Deep InterSent performances with different classifiers

Performance comparison with related works

More experiments are conducted to compare the classification performance of InterSent

against Hmeidi et al. Hmeidi, Al-Ayyoub, Mahyoub, et al., 2016 which proposed a lex-

icon based system for Arabic multi-label text categorization, and Al-anzi et al. Al-Anzi

and AbuZeina, 2017 which investigated the performance of cosine similarity measure as well

as different ML classifiers including NB, SVM, RF, etc for Arabic text classification. As

shown in Figure 3.23, InterSent achieved the best classification performance over the other

approaches.

 

InterSent Hmeidi et al. Al-anzi et al.

Precision 86.97 84.75 78.01

Recall 83.25 81.62 76.14

Accuracy 85.15 82.38 77.26
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Figure 3.23 Deep InterSent performance against the state of the arts
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3.7.1 Results of Sentiment Analysis

The obtained confusion matrix of this experiment is presented in Figure 3.24 where 92.67%

of the positive reviews are correctly classified as positive with only 7.33% mis-classified

as negative. 84.44% of the negative reviews are correctly classified as negative with only

15.56% mis-classified as positive by Deep InterSent. Table 3.12 presents the classification

performance of Deep InterSent on Arabic text which reached 91.02%, 85.12%, 88.58% in

terms of precision, Recall, and accuracy.

 

Figure 3.24 Arabic SA onfusion Matrix

Table 3.12 Overall classification performance in Arabic SA

Measure Value
Precision 91.02
Recall 85.12
F1 score 87.96
Accuracy 88.58

Best performing embeddings model

The classification performance of Deep InterSent is examined using two other pre-trained

word representations model: word2Vec which introduced by Mikolov, Sutskever, et al., 2013

it uses on two-layers Neural Network to perform distributed representation of the words,

it contains 3 million words represented in 300-dimensional vector space. AraVec which

introduced by Soliman, Eissa, and El-Beltagy, 2017, its distributed word representation

model for Arabic language, it provides two architectures: CBOW and Skip-gram with 300

dimension vector space. Table 3.13 and Fig. 3.25 show the obtained classification accuracy of
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Figure 3.25 performances using different embeddings models

Word2Vec-InterSent and AraVec-InterSent compared against accuracy of FastText-InterSent

models, according to these results, FastText (Skip-gram and CBOW) achieved the superior

performance with accuracy of 90.75% and 88.90% respectively which is better than Word2Vec

and AraVec with +3.3 and +8.8 accuracy rise respectively, at the other hand FastText Skip-

gram model achieved the highest classification accuracy. This is consistent with Bojanowski

et al., 2017 that FastText skip-gram produces high quality words vectors representations

since it incorporates the semantic and syntactical information from the texts with the learned

words vectors, also it can generate vectors representation for out-of-vocabulary words.

Table 3.13 Classification accuracy using different embeddings models

Embeddings model Accuracy (%)

FastText(CBOW)-InterSent 88.90

FastText(Skip-gram)-InterSent 88.58

Word2Vec-InterSent 86.84

AraVec-InterSent 81.35

Comparison with Arabic SA related works

To validate the performance of Deep InterSent with the existing approaches in arabic SA

we performed different experiments on several datasets: Large Scale Arabic Book Reviews

68



(LABR) dataset constructed by Aly and Atiya, 2013 it contains 63,000 of book reviews

from Goodreads. Arabic Sentiment Tweets Dataset (ASTD) collected by Nabil, Aly, and

Atiya, 2015 it contains 10.000 Arabic tweets. Arabic sentiment analysis Twitter dataset

collected by N. a. Abdulla et al., 2013 it contains 2000 tweets classified into positive and

negative. The performance of Deep InterSent is compared against: Dahou et al., 2016 which

used CNN of one convolutional layer Architecture over Word2Vec. Altowayan, 2017 which

experimented FastText with SVC and Logistic Regression classifiers on LABR and ASTD

datasets respectively. Altowayan and Tao, 2016 which incorporated POS tags and word

stemming features with Logistic Regression on both LABR and ASTD datasets. ElSahar

and El-Beltagy, 2011 which utilized three feature representation techniques: Delta-TF-IDF,

TF-IDF and Count, with Linear SVM for features selection and classification. N. a. Abdulla

et al., 2013 which proposed lexicon-based approach, and supervised approach based on SVM

classifier. And Nabil, Aly, and Atiya, 2015 which used token counts and the TF-IDF with

SVM classifier. We deliberately used the same training/testing sets size of each individual

study. Notably, Deep InterSent achieved the highest accuracy over state-of-the-art on LABR,

ASTD, and Ar-Twitter datasets with accuracy of 90.20%, 89.72%, and 88.52% respectively,

Table 3.14 and Figure 3.26 show the classification accuracy of Deep InterSent in each dataset

against the other approaches listing their best classification accuracy.

Table 3.14 Accuracy comparison with the state of the art

Study LABR ASTD Ar-Twitter

(Dahou et al., 2016) 89.60 79.07 85.01

(Altowayan, 2017) 84.97 87.01 -

(Altowayan and Tao, 2016) 78.60 80.21 -

(Nabil, Aly, and Atiya, 2015) - 69.01 -

(ElSahar and El-Beltagy, 2011) 80.20 - -

(N. a. Abdulla et al., 2013) - - 87.20

Deep InterSent 90.20 89.72 88.52

69



 

0 10 20 30 40 50 60 70 80 90 100

Dahou et al.

Altowayan

Altowayan and Tao

Nabil et al.

ElSahar and El-Beltagy

Abdulla et al.

Deep InterSent

Ar-Twitter ASTD LABR

Figure 3.26 Accuracy comparison with the state of the art

It’s observed that many factors can affect the performance of DL model on topics classifi-

cation and sentiment analysis tasks, such as the dataset size, words representation model, the

extracted features and the type of the classifier. The experimental results show that using

two-layer LSTMs on the top of a CNN architecture can effectively minimize the number of

convolutional layers required to capture long-term dependencies. Furthermore, the proposed

architecture achieve high performance on users interests discovery and sentiment analysis for

both Arabic and English languages, however, the performance on English is superior than

on Arabic text, thus, CNN can perform language independent features extraction.

Model/Measure Precision(%) Recall(%) F1-score(%) Accuracy(%)
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Chapter Four

Results interpretation

To complete this study properly, it is necessary to analyze and interpreting the obtained

results in order to evaluate the hypothesis and the research questions. As already indicated

in the preceding chapter. We have carefully reported missed predicted reviews, and we have

addressed that the performance of the proposed Deep-Intersent model have been influenced

by many issues and factors. The incorrect assigned labels of reviews, the proposed models

able to provide the right classes of those reviews, although the actual labels were incorrect.

Also, some terms appear only in the training while not existed or existed as synonym in the

testing set which can influence the training process. In several datsets, We have noticed that

a portion of the missed classified sentences contain both positive and negative sentiments

orientation. This mixing can confuse the proposed model in predicting the overall polarity

of the sentence. We have also noticed that some terms are used in both the modern standard

Arabic to give particular meanings while the same terms are used in Arabic dialects to express

different meaning and feelings intensity. In the following section we present the conclusive

answers to the research questions:

What are the limitations of the existing Deep Learning algorithms? How to

overcome these limitation?

Text mining and NLP approaches are commonly used to infer user interests, they depend

on using keywords (explicit indicators) each assigned weights, however keywords vagueness

and terms ambiguity (one word expresses several emotions) can reduce the predictions ac-
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curacy. Besides, semantic relationships of the words are not considered. On the other side,

some existing studies such as Seo and B. T. Zhang, 2000 focused on tracing user’s brows-

ing behaviors (implicit indicators) (e.g duration) and user’s browsed contents( e.g type of

web pages viewed) to detect the users interests and orientations. However, only the previous

users’ interests can be obtained, predictions are not actual and not precise because users may

view web pages but he is not interested in the contents. Meanwhile, these methods confined

the users interest to the viewed web pages. Unsupervised approaches are commonly used in

SA. However, keywords vagueness and ambiguity can decrease the accuracy of predictions.

These approaches cannot consider the semantic relationships between words in the sentences.

For Arabic sentiment analysis, unsupervised approaches cannot be effective due to the nu-

merous words from several dialects to be included in the lexicons. Also, it is observed that

using only CNN or using only LSTM is inadequate to achieve the desired results on Arabic

sentiment analysis (Q. Huang et al., 2017), this is because CNN fails to maintain long-term

dependencies, and LSTM is weak to capture local features.

How to best perform topics classification and sentiment analysis for individual

user in social networks based on textual data?

As presented in section three, deep learning architecture have proved to be effective in

topics classification and sentiment analysis. Experiments have proved that DL architecture

combining CNNs and RNNs stacked over semantic layer that combines FastText model to

obtain words vectors representation of the input sentences and WordNet knowledge bases

can outperforms all of the other existing approaches. It’s observed that many factors can

affect the performance of DL model on topics classification and sentiment analysis tasks,

such as the dataset size, words representation model, the extracted features and the type

of the classifier. The experimental results show that using two-layer LSTMs on the top of

a CNN architecture can effectively minimize the number of convolutional layers required

to capture long-term dependencies. Furthermore, the proposed architecture achieve high

performance on users interests discovery and sentiment analysis for both Arabic and English
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languages, however, the performance on English is superior than on Arabic text, thus, CNN

can perform language independent features extraction.

How to improve the state of the art Deep learning to perform text classifica-

tion semantically?

Experiments have proved that capturing long short terms dependencies and contextual

information using LSTM can improve the semantic understanding of textual data, Figure

3.22, Table 3.10, Figure 3.25 proved this conclusion that CNN stacked over LSTM layer

can significantly enhance the terms dependency processing thus, improving the semantic

understanding of the model, furthermore, LSTM perform better with the same architecture

due to the ability of capturing the contextual information, standard LSTM that has recently

become an effective algorithm for sequences modeling because it can capture past contextual

features using many hidden layers.

Which is the best performing words representation model for Arabic text

contents?

according our verification in Table 3.18 and Table 3.13 we have proved that FastText skip-

gram produces high quality words vectors representations since it incorporates the semantic

and syntactical information from the texts with the learned words vectors, also it can generate

vectors representation for out-of-vocabulary words

FastText and Word2Vec attained relatively comparable performances. FastText has the

advantage of representing each word by breaking it into its character n-grams and the sum of

its n-grams vectors gives the final word vector. That quality makes FastText representations

a perfect fit for morphologically rich languages such as Arabic. Whereas Word2Vec represent

each word by a distinct vector. As a result, the FastText model with SG architecture was

proved to attain the best results on several datasets, FastText (Skip-gram and CBOW)

achieved the superior performance with accuracy of 90.75% and 88.90% respectively which

is better than Word2Vec and AraVec with +3.3 and +8.8 % accuracy rise respectively, at

the other hand FastText Skipgram model achieved the highest classification accuracy. This
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is consistent with Bojanowski et al., 2017 that FastText skip-gram produces high quality

words vectors representations since it incorporates the semantic and syntactical information

from the texts with the learned words vectors, also it can generate vectors representation for

out-of-vocabulary words.

Research hypotheses

Hypothesis 1: Integrating different Deep learning algorithms can provide

better classification performance in a complex morphological language such as

Arabic.

This hypothesis have proved to be correct, every algorithms have been selected carefully

in order to perform specific function meanwhile supporting in overcoming the limitation of

the other algorithms this have been proved, in section 3.10.1 The experimental results show

that using two-layer LSTMs on the top of a CNN architecture can effectively minimize the

number of convolutional layers required to capture long-term dependencies. Furthermore,

the proposed architecture achieve high performance on users interests discovery and senti-

ment analysis for both Arabic and English languages, however, the performance on English

is superior than on Arabic text, thus, CNN can perform language independent features ex-

traction. Also, to increase the coverage and the initialization of the embedding space, we

proposed to incorporate WordNet and ConceptNet just before FastText to perform semantic

information injection. If FastText fail to generate the corresponding word vector for partic-

ular word, then WordNet and ConceptNet can identify a similar word (synonyms) for that

word as shown in Algorithm.1. This integration have improved the performance of Arabic

text representation. Traditional convolutional neural network fails to capture and maintain

the terms dependency in long sequences of the Arabic text, therefore integrating LSTM pro-

vides effective mechanism to maintain terms dependency, so the extracted features are fed

into two layers LSTM this integration have improved the classification performance of up to

+ 13.14% over the only CNN model reported in Dahou et al. (2016) and up to + 14.59%

and +27.16% accuracy improvements over the CNN architecture with one stacked LSTM
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layer reported in (Abdulaziz M. Alayba et al., 2018) and (Heikal, Torki, and El-Makky,

2018) respectively also, significant influence of integrating the BiLSTM and the attention

mechanism on the Arabic features extraction and processing which attained +4.82% and

+2.63% of accuracy improvement over Dahou et al. (2016) and Abdulla et al. (2013) be-

cause attention mechanism allows to extract only the important feature from the features

sequence generated from the BiLSTM. SVM achieved the superior performance over NB

and KNN with a significant difference in terms of precision, recall and accuracy because it

performs optimally in cases where there is a distinct margin of separation among classes. It

is more robust i.e. due to optimal margin gap between separating hyper planes, it could do

predictions better with test data. It is computationally more efficient. This is because of

using Kernel trick in dual problem unlike the other classifiers even Softmax function

Hypothesis 2 :Using WordNet lexical database enhances the quality of the

representation, thus improving the overall performance.

This hypothesis have proved to be correct, as shown in in Algorithm.1. incorporating

WordNet with the embedding layer can effectively enhances the quality of the representation.

Indeed, WordNet standardization allows interoperability between WordNets and facilitates

interchange with other standardized resources. In this research, to increase the coverage and

the initialization of the embedding space, we proposed to incorporate WordNet and Con-

ceptNet just before FastText to perform semantic information injection. If FastText fail to

generate the corresponding word vector for particular word, then WordNet and ConceptNet

can identify a similar word (synonyms) for that word.

Hypothesis 3: Stacking LSTM over CNN provide more substantial contextual

information extraction.

This hypothesis have proved to be correct, In this architecture, one convolutional layer

has been used to capture n-gram features from the input sentence. A stacked Bi-directional

LSTM has been integrated to further extract contextual information form the feature se-

quences obtained by the convolutional layer. However, standard LSTM fails to utilize the
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semantic dependency from the future sequence (words after the current word) when predict-

ing the semantic meaning of the input text sequence. As presented in section 3.9, 4.5.1 LSTM

have provide substantial improvement in the classification performance of the proposed DL

architectures 89.83% of accuracy with +1.73% improvement over the CNN with one LSTM

layer reported in (Abdulaziz M. Alayba et al., 2018), in addition to +4.82% and +2.63% of

accuracy improvement over Dahou et al. (2016) and Abdulla et al. (2013) respectively. On

Main-AHS dataset, Standard LSTM is a type of neural network that processes sequences in

temporal order, however it fails to utilize the semantic dependency from the future sequence.

LSTM based on Nadam and L2 models have improved in terms of convergence speed and

accuracy. Because the LSTM based on L2 and Nadam has a stronger ability to prevent

over-fitting and improve the model’s generalization and convergence speed. We have proved

that the integration of CNN, stacked BiLSTM and attention units improves the semantic

understanding of Arabic expressions.
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Chapter Five

Conclusion and Further Work

5.1 Conclusion

Recently, social media have witnessed exponential growth in user-generated content which

contains enormously valuable information for different applications. Text classification is

concerned with analyzing social data to identify the inclinations of the public audience. It

is challenging to perform sentiment analysis regardless of deep considerations of semantic

and syntactic rules, in addition to terms dependencies of the input sentence. Therefore, this

study has proposed a novel deep learning system for user interest discovery and sentiment

analysis. The proposed system has skillfully joint a CNN architecture stacked over two-layers

LSTMs for features extraction and contextual information extraction respectively.

In this system, the quality of words representation has been improved using FastText

and WordNet lexical database at the input layer. The proposed system has demonstrated a

remarkable performance in predicting the topics of interest and the sentiment orientation over

the predicated topics for the individual user based on textual contents of English and Arabic

languages. The obtained results have shown the significant performance of the proposed

system. Also, extensive experiments have been conducted to validate the performance of this

system using Word2Vc model, in addition to KNN and NB classifiers. Results have proved

that FastText model and SVM classifier are more relevant alternatives to learn semantic and

syntactic information for both English and Arabic languages, also these experiments have
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demonstrated that CNN can handle multi-language features.

Different experiments have been conducted to validate the contribution of each compo-

nent on the classification performance of this system. Experimental results have shown the

remarkable performance of the proposed system in Arabic text sentiment analysis. Also,

results have shown that LSTM and CNN have great impact on improving the classification

performance. This system has achieved superior performance and has outperformed different

existing approaches on the same task.

5.2 Future Work

These results give further encouragement for future research directions, it is worth inves-

tigating: The application of deep learning architectures including CNN and RNN in users

modeling and recommendations systems. The application of the attention-based model on

user interest categorization based on multi-sources data such as (images and the associated

text). It is worth incorporating the proposed systems with social networks APIs, partic-

ularly Tweeter API which provide rich semantics text contents. Expanding the coverage

and diversity of the constructed dataset to contain Arabic dialects, particularly Sudanese

dialects.
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