Chapter One

Introduction

1.1 Introduction

Dermatology is a branch of medical science that deals with skin diseases. In dermatology there are a lot of diseases which shows similar features in appearance and symptoms. (MadhuraRambhajani1 et al., 2015)

All the diseases will be classified at this study share the same clinical feature of erythema and scaling with very little difference, this similarity in symptoms makes diagnosis more difficult, there are two kinds of attributes in the medical data:

1- Clinical Attributes :

Clinical feature is medical sign which indicate some medical fact or characteristic that may be detected by a patient or anyone, especially the doctor, before or during a physical examination of a patient. For example, whereas a tingling paresthesia is a symptom (only the person experiencing it can directly observe their own tingling feeling), erythema is a sign (anyone can confirm that the skin is redder than usual).

Some signs may have no meaning to the patient, and may even go unnoticed, but may be meaningful and significant to the doctor

2- Histopathological attributes

Histopathology is the microscopic examination of biological tissues to observe the appearance of cells and tissues in very fine detail.

1.2 Problem statement

A huge amount of data is being constructed in Sudanese hospitals, but unfortunately doctors does not gain benefit from it in an optimal manner. Such data include wealth of knowledge but are buried and not utilized.

Medical diagnosis is an important task but sometimes may be little complicated. Diagnosing of one patient can vary if the patient is examined by different doctors or even by
the same doctors at different times. Automated medical diagnosis support the doctors to predict the right disease with less time(K. et al., 2014).

Sometimes the diagnosis of skin diseases becomes very complex due to the similarity of their characteristics. Which is why doctors may not be able to diagnose the disease in time, thus it may turn into skin cancer(MadhuraRambhajani et al., 2015).

The problem was evident during the collection of data from patient’s medical reports, doctors may sometimes be unable to accurately identify the real disease and give several probabilities of the disease, as a result the detection of the real disease is delayed and may turn into a more serious disease, figure 1.1 shows differential diagnosis of a patient depending on the symptoms, the doctor suggested that the disease may be either Psoriasis, lichen planus or Atopic Eczema.

Another difficulty for the differential diagnosis is that a disease may show the features of another disease at the beginning stage and may have the characteristic features at the following stages.

Figure 1.1 Differential Diagnosis

**1.3 Research Significance**

The correct medical diagnosis is very important process, but sometimes it is difficult for the doctor to know the exact disease. The medical programs support the doctor in diagnosis. In order to avoid delaying diagnosis and treatment, we use data mining techniques to build classification models for predicting some dermatology diseases which have the similar symptoms, accordingly increasing the quickness of diagnosis process to prevent worsen of the disease.
1.4 Hypotheses
Using data mining techniques to build a model diagnosing some Dermatology diseases in spite of absence of histopathological features.

1.5 Objectives
1- Build a prediction model for diagnosis some dermatology diseases.
2- Build a real dermatology dataset from real Sudanese patients reports

1.6 Research Scope
The scope of this research is as follows:

- The classification models diagnosis the four following dermatology diseases:
  1- Psoriasis
  2- seboreic dermatitis
  3- lichen planus
  4- cronic dermatitis

- The used dataset is a real Sudanese data collected from Omdurman Military Hospital department of Dermatology, this data set just contain the clinical symptoms for the above diseases, doctors don't write the histopathological attributes in the patient medical reports.

1.7 Research Organization
This research is divided into five chapters as follows:

Chapter one give general introduction about the research, it consist the problem statement, Research Significance, Hypotheses, objectives and scope. Chapter two is about Literature review and related work. Chapter three include the Methodology and techniques. Chapter four contain data set description, preprocessing, Implementation phase, Result Interpretation and Analysis. Chapter Five provide Conclusion and recommendation.
Chapter Two

Literature Review and Related Work

2.1 Introduction

This chapter consists of two sections, the first section represent a brief overview about the datamining and the second section is about related works.

2.2 Knowledge Discovery from Data (KDD)

“Knowledge Discovery from Data is a process that extract knowledge from large amounts of data, turning such data into useful information, Knowledge discovery as a process is consist of the following steps sequentially” (Han and Kamber, 2006):

1. **Data cleaning** (to remove noise and inconsistent data)
2. **Data integration** (where multiple data sources may be combined)
3. **Data selection** (where data relevant to the analysis task are retrieved from the database)
4. **Data Transformation**: The data even after cleaning are not ready for mining as we need to transform them into forms appropriate for mining. The techniques used to accomplish this are smoothing, aggregation, normalization etc.
5. **Data mining** (an essential process where intelligent methods are applied in order to extract data patterns)
6. **Pattern evaluation** (to identify the truly interesting patterns representing knowledge based on some interestingness measures)
7. **Knowledge presentation** (where visualization and knowledge representation techniques are used to present the mined knowledge to the user.

2.2.1 Data mining functionality

Data mining tasks can be classified into two categories (Han and Kamber):

1- **The predictive model** which make prediction about unknown or missing data values by using the known values. eg. Classification, Regression, Prediction, Time series analysis etc .
2- **The descriptive model** which identifies the patterns or relationships in data and explores the properties of the data examined eg. Clustering, Association rule, Summarization, Sequence discovery etc.
2.3 Data mining in medical domain

In recent years, data mining is used in different medical domain such as: genetics, medicine and biomedical. Data mining tools increase the performance of diagnostics, prevention and treatment of the diseases.

The aim of using Data mining technique in medical domain is to support hospitals, clinics, physicians, and patients by early detection of life threatening diseases, the patient’s data might contain potential facts or details about the possibility of diseases that can occur in a patient. This knowledge can be a great help for better diagnosis and treatment for future medical cases(Thorat1 and Kute2, 2014).

Data mining has great ability to explore the hidden patterns in medical data sets and use these patterns for clinical diagnosis, just the available raw medical data need to be collected in an organized form. Then data mining technology applying on such data to discover the hidden patterns. Data mining and statistics both strive towards discovering patterns and structures in data. Statistics deals with heterogeneous numbers only, whereas data mining deals with heterogeneous fields(Wasan1 et al., 2006).

The biggest challenge facing data mining in the health sector is the quality of its data. It is very difficult to obtain accurate and complete health care data. Health data are complex and heterogeneous in nature because they are collected from various sources such as medical reports for the laboratory, from a patient's discussion or from a physician's review. Without accurate and correct data we will never achieve useful results. Therefore, it is necessary to gain such data in order to extract useful information for an effective decisions(Thorat1 and Kute2, 2014).

2.4 Related work

This section presents four previous studies related to the using of data mining techniques in diagnosis some dermatology diseases, including the used techniques and the obtained results.

2.4.1 Using Naïve Bayesian Classification

Manjusha K.et al. proposed a system to obtain data patterns with the help of Naïve Bayesian theorem. They gathered the medical data from tertiary health care centers which treating people from various areas of Kottayam and Alappuzha, Kerala, India. Their main goal of the research is to analyze the data and to decide whether it is suitable to be analyzed with the use of the data mining methods or not, then predict the probability of occurring eight dermatological diseases which are Scarlet fever, fifth disease chicken box, scarlet fever, Rubella, measles, enterovirus and subitum. The medical data set contains 230 instance and has 21 medical attributes. They built a model to predict the occurring of these diseases using the Naïve
Bayesian algorithm, their results show that the chances were more predictable for scarlet fever disease and very little probability for Kawasaki and chickenpox diseases (K. et al., 2014).

For future consideration they indicate that this work can be extended with other techniques, also can predict other diseases.

2.4.2 Classification using Bayes net and Best First Search

Madhura Rambhajani1 et al. used the dermatology dataset which is available in UCI repository site, they classify it using the Bayes Net with Best First search. The dataset contain 365 instance and 35 attributes, 34 attributes are considered as input and the 35th attributes is considered as target (class), this study aimed to classify six dermatology diseases, the best result obtained after eliminating fifteen features , the accuracy was %99.31 (MadhuraRambhajani1 et al., 2015).

2.4.3 Naive Bayes and J48

Manjusha K. K et al. Gathered medical dataset from the southern part of Kerala, India. It contain 230 instances with 22 attributes. They applied two data mining classification algorithms Naive Bayes’ (NB) and J48 for data analysis. To improve the efficiency of the process they used 10 folds cross validation.

Their result showed that Naive Bayes produced less precision and true Positive rate as compared with J48 algorithm. J48 is more efficient in all parameter like TP-rate, FP-rate, Precision, Recall and ROC area, when they compare the results base on time they found that Naive Bayes classification requires only 0.01seconds and J48 requires 0.03seconds(K et al., 2015).

2.4.4 Artificial Neural Network and Support Vector Machine

Krupal S. Parikh1 et. al. built two predictive models using Artificial Neural Network and Support Vector Machine. They got the database from Department of Skin & V.D., Shrikrishna Hospital, Karamsad, Gujarat, India. The dataset includes 470 instances and 47 features.

To evaluate the performance of the classifiers, they divided the dataset into 80-20% and 70-30% partitions, i.e., 80% and 70% data for training and 20% and 30% for testing respectively, their result which obtained from both classifiers ANN and SVM showed that the performance of ANN is more accurate for two hidden layers than SVM (Parikh et al., 2015). The following table (2.1) shows the analysis of related works:
<table>
<thead>
<tr>
<th>Study</th>
<th>Techniques</th>
<th>Results</th>
<th>Open Issues</th>
</tr>
</thead>
<tbody>
<tr>
<td>(Sistla Karthik*, 2017)</td>
<td>Naïve Bayesian</td>
<td>the chances were more predictable for scarlet fever disease and very little probability for Kawasaki and chickenpox diseases</td>
<td>Extended with other techniques and predict other diseases</td>
</tr>
<tr>
<td>(MadhuraRambhajani et al., 2015)</td>
<td>Bayes Net with Best First search</td>
<td>the best result obtained after eliminating fifteen features, the accuracy was 99.31.</td>
<td>Ignore the histopathological feature to decrease the number of the attributes</td>
</tr>
<tr>
<td>(K et al., 2015)</td>
<td>Naive Bayes’ (NB) and J48</td>
<td>the result showed that Naive Bayes produced less precision and true Positive rate as compared with J48 algorithm</td>
<td>The dataset contain just 230 instance, needs to be increased.</td>
</tr>
<tr>
<td>(Parikh et al., 2015)</td>
<td>artificial Neural Network and Support Vector Machine</td>
<td>the result which obtained from both classifiers ANN and SVM showed that the performance of ANN is more accurate for two hidden layers than SVM</td>
<td>To evaluate the performance of the classifiers, the dataset divided into 80-20%, across validation is recommended in such cases</td>
</tr>
</tbody>
</table>

Table (2.1) Analysis of the related works
2.5 Summary

This chapter presents four previous studies in diagnosing dermatology diseases. The first study used the Bayes net and Best First Search. The second study used Bayes net and Best First Search, the third study used Naive Bayes’ (NB) and J48. The fourth study used artificial Neural Network and Support Vector Machine.
Chapter Three

Methodology

3.1 Introduction

This chapter contains general information about the Weka software, classification and prediction, Data description and the algorithms that had used to classify the data.

3.2 Dataset Description

Two different dermatology datasets had been used in this research. One of them from the UCI website and the other is for Sudanese patients, it had been collected from Omdurman Military Hospital department of Dermatology. The Sudanese dataset had been built from the patient’s medical reports.

3.2.1 UCI Dermatology dataset description

This dataset collected by Bilkent University, department of Computer Engineering and Information Science. The number of Instances is 366. It contains 34 attributes, 33 of which are nominal valued and one of them is linear.

There are six diseases in this dataset:

1- Psoriasis
2- seboreic dermatitis
3- lichen planus
4- pityriasis rosea
5- cronic dermatitis
6- pityriasis rubra pilaris.

Attribute Information:

Firstly: Clinical Attributes: (take values 0, 1, 2, 3)

1: erythema
2: scaling
3: definite borders
4: itching
5: koebner phenomenon
6: polygonal papules
7: follicular papules
8: oral mucosal involvement
9: knee and elbow involvement
10: scalp involvement
11: family history, (0 or 1)
12: Age (linear)

Secondly: **Histopathological Attributes:** (take values 0, 1, 2, 3)

1. melanin incontinence
2. eosinophils in the infiltrate
3. PNL infiltrate
4. fibrosis of the papillary dermis
5. exocytosis
6. acanthosis
7. hyperkeratosis
8. parakeratosis
9. clubbing of the rete ridges
10. elongation of the rete ridges
11. thinning of the suprapapillary epidermis
12. spongiform pustule
13. munro microabcess
14. focal hypergranulosis
15. disappearance of the granular layer
16. vacuolisation and damage of basal layer
17. spongiosis
18. saw-tooth appearance of retes
19. follicular horn plug
20. perifollicular parakeratosis
21. inflammatory mononuclear infiltrate
22. band-like infiltrate
Table 3. Class Distribution for the UCI Dataset:

<table>
<thead>
<tr>
<th>Class code</th>
<th>Class</th>
<th>Number of instances</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Psoriasis</td>
<td>112</td>
</tr>
<tr>
<td>2</td>
<td>seboreic dermatitis</td>
<td>61</td>
</tr>
<tr>
<td>3</td>
<td>lichen planus</td>
<td>72</td>
</tr>
<tr>
<td>4</td>
<td>pityriasis rosea</td>
<td>49</td>
</tr>
<tr>
<td>5</td>
<td>cronic dermatitis</td>
<td>52</td>
</tr>
<tr>
<td>6</td>
<td>pityriasis rubra pilaris</td>
<td>20</td>
</tr>
</tbody>
</table>

3.2.2 Sudanese Dataset (SDD) Description

The data set had been built from the patients cards (see Appendix) in Omdurman Military Hospital department of Dermatology. The number of Instances is 1254 with 13 attributes. Twelve of them are nominal and one of them is linear. The patient’s names were ignored. The family history feature has the value 1 if any of these diseases has been observed in the family, and 0 otherwise. The age feature simply represents the age of the patient. The clinical symptoms was given a degree in the range of 0 to 3. The zero indicates that the feature was not present, The Three indicates the largest amount possible, and 1, 2 indicate the relative intermediate values. In the following medical report example (Fig. 3.1) the sever itching symptom will be written 3 in the dataset. The small size pimple symptom will be written 1 in the dataset. The fine scales symptom will be written 1. The heavy scales will written 3 in the dataset. The rest of the symptom which hadn’t appear in the medical report will written 0.

The data set contains four diseases which are:

1- Psoriasis
2- seboreic dermatitis
3- lichen planus
4- cronic dermatitis
Fig. 3.1  example of medical report

Attribute Information:

Clinical Attributes:

1: erythema
2: scaling
3: definite borders
4: itching
5: koebner phenomenon
6: polygonal papules
7: follicular papules
8: oral mucosal involvement
9: knee and elbow involvement
10: scalp involvement
11: family history, (0 or 1)
12: Age (linear)

Table 3. 2 Class Distribution for the Sudanese Dataset:

<table>
<thead>
<tr>
<th>Class</th>
<th>Number of instances</th>
</tr>
</thead>
<tbody>
<tr>
<td>Psoriasis</td>
<td>368</td>
</tr>
<tr>
<td>seboreic dermatitis</td>
<td>290</td>
</tr>
<tr>
<td>lichen planus</td>
<td>298</td>
</tr>
<tr>
<td>chronic dermatitis</td>
<td>298</td>
</tr>
</tbody>
</table>

### 3.3 Data Preprocessing:

During the data creation, a lot of medical reports with missing values or old papers was ignored in order to get cleaned data free of defects. Such data will increase the data quality, raise the performance and get accurate results. Then the data had been converted from categorical in medical reports to nominal data (see Appendix A Fig. A.5 SDD).

Data mining algorithms may give poor results due to class imbalance problem, so the data already built with balance consideration in order to improve the accuracy, finally the data converted to csv format to be suitable for Weka software.

### 3.4 Classification and Prediction

Classification is the process of finding a model (or function) that describes and distinguishes data classes, in order to be able using this model to predict the class of objects whose class label is unknown.

The new derived model depend on the analysis of a set of training data (data objects whose class label is known). The derived model may be represented in various forms, such as classification (IF-THEN) rules, decision trees, mathematical formulae, or neural networks, there are many other methods for constructing classification models, such as naïve Bayesian classification, support vector machines, and k-nearest neighbor classification.
3.4.1 Bayesian Classification

Bayesian classifiers are statistical classifiers. They can predict class membership probabilities, such as the probability that a given tuple belongs to a particular class. Bayesian classification is based on Bayes’ theorem, Bayesian classifiers have exhibited high accuracy and speed when applied to large databases (Han and Kamber).

3.4.1.1 Bayes’ Theorem

Bayes’ theorem is named after Thomas Bayes, an English clergyman who did early work in probability and decision theory during the 18th century, the Theorem looking for the probability that tuple X belongs to class C, given that the attribute description of X are already known (Han and Kamber).

3.4.1.2 Naïve Bayesian classification

According to (Han and Kamber) Naive Bayes algorithm is a simple probabilistic classifier that calculates a set of probabilities by counting the frequency and combinations of values in a given data set. The algorithm uses Bayes theorem and assumes all attributes to be independent given the value of the class variable. Naïve Bayesian classifier is based on Bayes’ theorem. The naïve Bayesian classifier, or simple Bayesian classifier, works as follows:

1) Let D be a training set of tuples and their associated class labels. As usual, each tuple is represented by an n-dimensional attribute vector, X = (x1, x2, ..., xn), depicting n measurements made on the tuple from n attributes, respectively, A1, A2, ..., An.

2) Suppose that there are m classes, C1, C2, ..., Cm. Given a tuple, X, the classifier will predict that X belongs to the class having the highest posterior probability, conditioned on X. That is, the naïve Bayesian classifier predicts that tuple X belongs to the class Ci if and only if

\[ P(C_i|X) > P(C_j|X) \quad \text{for} \quad 1 \leq j \leq m, j \neq i. \]  

Thus we maximize P(Ci | X). The class Ci for which P(Ci | X) is maximized is called the maximum posteriori hypothesis

\[ P(C_i|X) = \frac{P(X|C_i)P(C_i)}{P(X)}. \]

3) As P(X) is constant for all classes, only P(X| Ci)P(Ci) need be maximized. If the class prior probabilities are not known, then it is commonly assumed that the classes are equally likely, that is, P(C1) = P(C2) = ... = P(Cm), and we would therefore
maximize $P(X|C_i)$. Otherwise, we maximize $P(X|Ci)P(Ci)$. Note that the class prior probabilities may be estimated by $P(C_i) = |C_i, D|/|D|$, where $|C_i, D|$ is the number of training tuples of class $C_i$ in $D$.

4) Given data sets with many attributes, it would be extremely computationally expensive to compute $P(X|Ci)$. In order to reduce computation in evaluating $P(X|Ci)$, the naive assumption of class conditional independence is made. This presumes that the values of the attributes are conditionally independent of one another, given the class label of the tuple (i.e., that there are no dependence relationships among the attributes). Thus,

$$P(X|C_i) = \prod_{k=1}^{n} P(x_k|C_i)$$

$$= P(x_1|C_i) \times P(x_2|C_i) \times \cdots \times P(x_n|C_i).$$

5) In order to predict the class label of $X$, $P(X|Ci)P(Ci)$ is evaluated for each class $Ci$. The classifier predicts that the class label of tuple $X$ is the class $Ci$ if and only if

$$P(X|C_i)P(C_i) > P(X|C_j)P(C_j) \quad \text{for} \quad 1 \leq j \leq m, \ j \neq i.$$

3.4.2 Decision tree algorithm J48

According to (Patil and Sherekar, 2013) J48 classifier is a simple C4.5 decision tree for classification. It creates a binary tree. The decision tree approach is most useful in classification problem. Once the tree is built, it is applied to each tuple in the database and results in classification for that tuple.

While building a tree, J48 can predict the missing values based on what is known about the attribute values for the other records. The basic idea is to divide the data based on the attribute values for that item that are found in the training sample. J48 allows classification via either decision trees or rules generated from them.

3.4.3 Lazy Classifier

Lazy learners store the training instances and do no real work until classification time. Lazy learning is a learning method in which generalization beyond the training data is delayed until a query is made to the system where the system tries to generalize the training data before receiving queries.

The main advantage gained in employing a lazy learning method is that the target function will be approximated locally such as in the k-nearest neighbor algorithm.
Because the objective function is approximated locally for each query to the system, lazy learning systems can concurrently solve multiple problems and deal successfully with changes in the problem arena.

The disadvantages with lazy learning include the large space requirement to store the complete training dataset. Mostly noisy training data increases the case support unnecessarily, because no concept is made during the training phase and another disadvantage is that lazy learning methods are usually slower to evaluate, though this is joined with a faster training phase (Ms S. Vijayarani).

3.4.3.1 IBK (K - Nearest Neighbor):

As mention in (Ms S. Vijayarani) IBK is a k-nearest-neighbor classifier that uses the same distance metric. The number of nearest neighbors can be specified explicitly in the object editor or determined automatically using leave-one-out cross-validation focus to an upper limit given by the specified value. A kind of different search algorithms can be used to speed up the task of finding the nearest neighbors. A linear search is the default but further options include KD-trees, ball trees, and so-called “cover trees”. The distance function used is a parameter of the search method. The remaining thing is the same as for IBL—that is, the Euclidean distance; other options include Chebyshev, Manhattan, and Minkowski distances. Predictions from more than one neighbor can be weighted according to their distance from the test instance and two different formulas are implemented for converting the distance into a weight.

The number of training instances kept by the classifier can be restricted by setting the window size option.

3.5 Weka Definition

Weka (WAIKATO ENVIRONMENT FOR KNOWLEDGE ANALYSIS) is a well-known machine learning software written in Java, developed at Waikato University in New Zealand. Application tools allows to identify hidden information from database. The Weka application contains a collection of visualization tools and algorithms for solving real-world data mining problems (Eshwari Girish Kulkarni 2016), WEKA accepts the data either in ARFF format or CSV format, Data types can be numeric, nominal, string and date. Numeric, string and date are case sensitive (Srivastava, 2014)

3.6 Summary

This chapter contains general information about the Weka software, classification and prediction, Data description and conversion from medical reports to the dataset. Also contain the algorithms that had used to classify the data.
Chapter Four

Results, Analysis and Discussion

4.1 Introduction:
This chapter contain classification experiments, Results analysis and evaluation.

4.2 Experiments description
In the first experiments the Naïve Bayes, j48 and IBK algorithms were applied on the UCI dataset. Firstly using all the attributes (clinical and histopathological), secondly the histopathologic attributes was ignored because there are not available in the Sudanese dataset. In the second experiments three algorithms are applied on the Sudanese dermatology data set (SDD).

4.2.1 First Experiment:
In this experiment, the Naïve Bayes algorithm was applied on the UCI data set using all characteristics then only clinical characteristics were used to determine the effect of histological characteristics on the accuracy of the results. When we applied naïve Bayes on the UCI data set using all the features, the accuracy was 97.5% as shown in fig. 4.1

![Fig. 4.1 Applying naïve byes classifier on UCI dataset (all attributes)](image-url)
Then the naïve Bayes algorithm was applied on the UCI dataset, but this time the histopathological attributes was ignored. We just used the 12 clinical attributes, the obtained accuracy was 87.9 %. We observed that when we ignored the histopathological attributes the accuracy becomes lower than before (see Fig. 4.2).

4.2 Applying naïve byes classifier on UCI dataset (Only Clinical attributes)

Then we apply the j48 and IBK on the UCI dataset firstly with all the attributes, secondly with clinical attributes, the accuracy was as in table 4.1 and chart 4.1

Table 4. 1Accuracy of the three algorithms when applied on UCI dataset

<table>
<thead>
<tr>
<th>Attributes</th>
<th>Accuracy %</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>clinical + Histopathological</td>
</tr>
<tr>
<td>Naïve Bayes</td>
<td>97.541 %</td>
</tr>
<tr>
<td>J48</td>
<td>95.9016 %</td>
</tr>
<tr>
<td>IBK</td>
<td>95.3552 %</td>
</tr>
</tbody>
</table>
Figure 4.1 Accuracy of the three algorithms when applied on UCI dataset

**4.2.2 Second Experiments**

The main difference between the UCI data set and Sudanese data set is in the histopathological attributes where we did not find them written in the Sudanese patients' medical report so we could not include them in the data. Therefore, the Sudanese data contains only the clinical attributes.

In this experiment, we applied the three algorithms on the Sudanese patient's data in spite of lack of histopathological attributes to observe the effect of its absence on the accuracy of the model.

**Firstly** a model was built using Naïve Bayes, the accuracy was 90.5% (see Fig. 4.3). As observed from the confusion Matrix (Table 4.2) that the model did not classify 46 instance of chronic dermatitis correctly. But classified them as seborrheic Dermatitis and vice versa there are 40 Instance of seborrheic have been classified as chronic dermatities, This indicates the high similarity of the symptoms of this two diseases.
Table 4.2 Confusion matrix when apply naïve bayes on Sudanese dataset

<table>
<thead>
<tr>
<th></th>
<th>A</th>
<th>B</th>
<th>C</th>
<th>D</th>
<th>classified as</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>349</td>
<td>0</td>
<td>19</td>
<td>0</td>
<td>A = Psoriasis</td>
</tr>
<tr>
<td></td>
<td>0</td>
<td>244</td>
<td>46</td>
<td>0</td>
<td>B = cronic dermatitis</td>
</tr>
<tr>
<td></td>
<td>13</td>
<td>40</td>
<td>245</td>
<td>0</td>
<td>C = seboreic dermatitis</td>
</tr>
<tr>
<td></td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>298</td>
<td>D = lichen planus</td>
</tr>
</tbody>
</table>

Secondly The **J48** algorithm was applied on the Sudanese dataset, the accuracy was 99.36% (see Fig. 4.4)
Fig. 4.4 Applying J48 on the Sudanese dataset

In this experiment the accuracy was better than before and there was improvement in the confusion matrix, only five diseases from chronic dermatitis not classified correctly and 3 instances from seboroeic dermatitis classified as chronic dermatitis.

Finally the Lazy IBK algorithm applied on the Sudanese dataset (SDD), the accuracy was 99.44% (see Fig. 4.5).

Fig 4.5 Applying IBK algorithm on the Sudanese dataset
In this experiment the accuracy was better than before and the improvement in the confusion matrix was very satisfactory, only five diseases from seboric dermatitis not classified correctly and just two instances from chronic dermatitis classified as seboric dermatitis.

Table 4. 3 confusion matrix when apply IBK on Sudanese dataset

<table>
<thead>
<tr>
<th>A</th>
<th>B</th>
<th>c</th>
<th>D</th>
<th>classified as</th>
</tr>
</thead>
<tbody>
<tr>
<td>368</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>a = Psoriasis</td>
</tr>
<tr>
<td>0</td>
<td>288</td>
<td>2</td>
<td>0</td>
<td>b = chronic dermatitis</td>
</tr>
<tr>
<td>0</td>
<td>5</td>
<td>293</td>
<td>0</td>
<td>c = seboric dermatitis</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>298</td>
<td>d = lichen planus</td>
</tr>
</tbody>
</table>

In the recent experiment, we noticed that lazy IBK was the best algorithm where we get the highest accuracy, less time and best confusion matrix.

The following chart explain the accuracy of the three models

Figure 4.6 Compare the accuracy of the three models (second experiment)

The following table show the accuracy measures for the three classification techniques, and the time which taken to build the models

Table 4. 4 Accuracy measures and time for the three models (second experiment)

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Correctly Classified Instances (% value)</th>
<th>Incorrectly Classified Instances (% value)</th>
<th>Accuracy</th>
<th>Time taken to build the model</th>
</tr>
</thead>
<tbody>
<tr>
<td>Naïve bay</td>
<td>1136</td>
<td>118</td>
<td>90.6%</td>
<td>0.05 seconds</td>
</tr>
<tr>
<td>J 48</td>
<td>1246</td>
<td>8</td>
<td>99.36%</td>
<td>0.29 seconds</td>
</tr>
<tr>
<td>IBK</td>
<td>1247</td>
<td>7</td>
<td>99.44%</td>
<td>0 seconds</td>
</tr>
</tbody>
</table>
4.3 Summary

This chapter contain two experiments. In the first experiments the Naïve Bayes, j48 and IBK algorithms were applied on the UCI dataset. Firstly using all the attributes (clinical and histopathological), secondly use just the clinical attributes. In this experiments all the results show high accuracy when used all attributes. When the histopathologic attributes was ignored all the results was lower than before.

In the second experiments the three algorithms were applied on the SDD using just the clinical attributes. The results showed that lazy IBK was the best algorithm. It gives the highest accuracy, less time and best confusion matrix.
Chapter Five

Conclusion and Recommendation

5.1 Introduction:

This chapter explains the research conclusion and some recommendation for futures consideration.

5.2 Conclusion:

The purpose of this research is to support doctors in diagnosing four dermatology diseases which have high similarity in clinical symptoms. Also the research aimed to use real Sudanese data which had been collected from scratch, and apply three data mining algorithms naive Bayes, J48 and IBK.

Medical data set must be correct and very accurate, the major challenges in this research was the data collection stage because of the difficulty of reading the doctors’ hand writing and extracting data from medical reports, there for this data gathering cannot be accurate unless the some doctors assist us in filling out all this data set.

Two data sets had been used in this research, one from UCI repository website and the other is a real data collected from Omdurman military hospital, the attributes in these two data sets were different, the UCI data set have two kinds of attributes clinical attributes and Histopathological attributes but for Sudanese data set only clinical attributes was available, the Histopathological attributes didn’t included in the medical reports.

After applying the three algorithms on the two datasets, the conclusion explain that the IBK (K NN) did not produce good results for the UCI dataset where a relatively large number of attributes are present, so the IBK algorithm did not produce good results in the case of many attributes and few data, but when the same algorithm applied on the Sudanese data the best results was gained where the instance number are more than the UCI dataset Instance, furthermore the attributes were fewer.
5.3 Recommendation

This was the first attempt to build dermatology data set from Omdurman military hospital. Therefore, we recommend increasing this data from Khartoum Hospital and integrate them into a large Sudanese dataset for future studies.

- Building real Sudanese medical data sets for various other diseases
- Apply data mining in medical domain as general, to assist doctors in making decisions,
- Applying these algorithms on other skin diseases that have similar symptoms, such as eczema.
- We recommend also adding some features to the data set such as patient occupation, residency and gender, which were available in the Sudanese medical reports, maybe these features have an impact on the type of diagnosis.
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Appendix A

Some examples for Sudanese real medical reports

![Medical report](image)

Fig. A.1 Medical report
Fig. A.2 Medical report

History of present illness

The condition started 3 months ago. It started as 2 rashes in the anterior aspect of the right leg & itchy sensation. It was treated with topical anti-inflammatory medication and soap. Over time, the condition worsened and extended to involve the back of the leg, posterior aspect of the thighs, and itching interfered with normal activity. The rash resolved gradually. Two weeks ago, a biopsy was taken from the rash, and 2 days later, the lesion spread to the back of the left upper limb and breasts. No aggravating or relieving factors were observed. No fever, no involvement of hair, scalp, nails, or mucous membranes. No drug use at that time.

Systemic review:

- No symptoms involved GIT, CNS, respiratory system, or skeletal system.
### History of present illness

The condition quickly spread to the back, abdomen, and face. It then became yellow material. Discharge, the patient visited medical advice and various preparations. Sosop recording and related by application of emollient (Vaseline). On the condition spread as lesions to the body, their rupture.:

- SIB:
- CBS: NAD
- CHT: Constipation
- GAS: Burning micturition
- NBE: NAD
History of present illness

- The condition started 3 weeks postnatal as a pimple on the forehead.
- Started as small pimple containing white material, then dry become flake like, the condition become generalized, spread to the scalp & cheeks, upper trunk, extremities & nippki area & back.
- The condition is associated with high stress level which is on the rise.
- No relieving or aggravating factor.
- The baby is out come of NVD at home, cry immediately, no breast feeding, not vaccinated.
Sample of Sudanese Dermatology Dataset (SDD)

| A   | B                     | C                  | D                  | E                  | F                  | G                  | H                  | I                  | J                  | K                  | L                  | M                  | N                  |
|-----|-----------------------|--------------------|--------------------|--------------------|--------------------|--------------------|--------------------|--------------------|--------------------|--------------------|--------------------|--------------------|--------------------|--------------------|
| 545 | 2                     | 2                  | 1                  | 0                  | 0                  | 0                  | 0                  | 0                  | 0                  | 0                  | 0                  | 0                  | 0                  |
| 546 | 3                     | 2                  | 2                  | 0                  | 0                  | 0                  | 0                  | 0                  | 0                  | 0                  | 0                  | 0                  | 0                  |
| 547 | 1                     | 1                  | 0                  | 0                  | 0                  | 0                  | 0                  | 0                  | 0                  | 0                  | 0                  | 0                  | 0                  |
| 548 | 1                     | 0                  | 1                  | 2                  | 0                  | 0                  | 0                  | 0                  | 0                  | 0                  | 0                  | 0                  | 0                  |
| 549 | 1                     | 1                  | 0                  | 2                  | 0                  | 1                  | 0                  | 0                  | 0                  | 0                  | 0                  | 0                  | 0                  |
| 550 | 1                     | 1                  | 0                  | 1                  | 0                  | 2                  | 0                  | 0                  | 0                  | 0                  | 0                  | 0                  | 0                  |
| 551 | 2                     | 2                  | 0                  | 2                  | 0                  | 1                  | 0                  | 0                  | 0                  | 0                  | 0                  | 0                  | 0                  |
| 552 | 1                     | 1                  | 0                  | 1                  | 0                  | 0                  | 0                  | 0                  | 0                  | 0                  | 0                  | 0                  | 0                  |
| 553 | 2                     | 2                  | 0                  | 2                  | 0                  | 1                  | 0                  | 0                  | 0                  | 0                  | 0                  | 0                  | 0                  |
| 554 | 1                     | 1                  | 1                  | 3                  | 0                  | 0                  | 0                  | 0                  | 0                  | 0                  | 0                  | 0                  | 0                  |
| 555 | 2                     | 1                  | 2                  | 0                  | 0                  | 0                  | 0                  | 0                  | 0                  | 0                  | 0                  | 0                  | 0                  |
| 556 | 2                     | 1                  | 3                  | 3                  | 0                  | 0                  | 0                  | 0                  | 0                  | 0                  | 0                  | 0                  | 0                  |
| 557 | 2                     | 1                  | 2                  | 2                  | 0                  | 0                  | 0                  | 0                  | 0                  | 0                  | 0                  | 0                  | 0                  |
| 558 | 1                     | 2                  | 1                  | 1                  | 0                  | 0                  | 0                  | 0                  | 0                  | 0                  | 0                  | 0                  | 0                  |
| 559 | 1                     | 1                  | 1                  | 2                  | 0                  | 0                  | 0                  | 0                  | 0                  | 0                  | 0                  | 0                  | 0                  |
| 560 | 2                     | 1                  | 2                  | 0                  | 0                  | 0                  | 0                  | 0                  | 0                  | 0                  | 0                  | 0                  | 0                  |
| 561 | 2                     | 1                  | 0                  | 2                  | 0                  | 0                  | 0                  | 0                  | 0                  | 0                  | 0                  | 0                  | 0                  |
| 562 | 1                     | 1                  | 1                  | 3                  | 0                  | 0                  | 0                  | 0                  | 0                  | 0                  | 0                  | 0                  | 0                  |
| 563 | 1                     | 1                  | 0                  | 2                  | 0                  | 0                  | 0                  | 0                  | 0                  | 0                  | 0                  | 0                  | 0                  |
| 564 | 1                     | 1                  | 0                  | 3                  | 0                  | 0                  | 0                  | 0                  | 0                  | 0                  | 0                  | 0                  | 0                  |
| 565 | 2                     | 1                  | 0                  | 2                  | 0                  | 0                  | 0                  | 0                  | 0                  | 0                  | 0                  | 0                  | 0                  |
| 566 | 2                     | 1                  | 1                  | 3                  | 0                  | 0                  | 0                  | 0                  | 0                  | 0                  | 0                  | 0                  | 0                  |

Fig. A.5 SDD

Fig. A.6 SDD