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يةالآ  

 

 

:قال تعالى  

 وَكَانَ ج تَعْلَمُ تَكُن لَمْ مَا وَعَلَّمَكَ وَالْحِكْمَةَ الْكِتَابَ عَلَيْكَ اللَّهُ وَأنَزَلَ

                                            (111) عَظِيمًا عَلَيْكَ اللَّهِ فَضْلُ
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Abstract 

 

This study was conducted to classify normal brain tissue in computed 

tomography (CT) radiographs using image texture analysis; into white 

matter, grey matter CSF and bone using texture feature extracted from CT 

images. The extracted feature classified using linear discriminate 

analysis. The data obtained from Modern Medical Center [Sudan/ 

Khartoum], and King Khalid Hospital [KSA/ Kharj], the study samples 

were consisted of 140 patients’ images with normal brain underwent CT 

brain examination. The data was collected in period from July 2017 

October 2017. The images were analyzed using Interactive Data 

Language IDL software. The results of this study showed that the overall 

accuracy of classification was 97.0%; with the accuracy of classification 

for Bone was 99.5%, White matter was 97.3%, Gray matter was 95.3%, 

and CSF was 96.2%. Study showed texture analysis using first order 

statistics can be used to classify normal brain tissues with high degree of 

accuracy; therefore abnormal tissues can be identified with an acceptable 

accuracy. 
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 المستخلص
 

 المحوسبة المقطعية الأشعة صور في الطبيعية الدماغ أنسجة بتصنيف تتعلق الدراسة هذه

( والعظام النخاعي السائل, البيضاء المادة, الرمادية المادة) إلى ، الصورة نسيج تحليل بإستخدام

 الميزة. المقطعية الصور من المستخرج تصنيف وخصائص الانسجة استخلاص ميزة باستخدام

 من البيانات علي الحصول تم ولقد. الخطي التمييزي التحليل باستخدام المصنفة المستخرجة

 العربية المملكة] خالد الملك ومستشفى ، ]الخرطوم/ السودان[ الحديث الطبي المركز

 خضعت الطبيعي لدماغل صورة 041 من تتكون عشوائية عينات اخذ تم ،[الخرج/السعودية

 الى 7102 يوليو من الواقعه الفترة في البيانات جمع تم وقد. المقطعية الاشعة لفحص

 دقة أن النتائج وأظهرت(. التفاعلية تالبيانا لغة) برنامج باستخدام الصور تحليل تم. 7102اكتوبر

 02.9 كانت البيضاء الماده, %00.9 كانت  العظام تصنيف دقة بينما%  02.1 العام التصنيف

 %.  7..0 كانت النحاعي والسائل, % 09.9 كانت الرمادية المادة, %

 في تستخدم أن يمكن الأول النظام إحصاءات باستخدام الانسجة تحليل أن الدراسه أظهرت

 يمكن طبيعية الغير الانسجة فان وبالتالي عالية تصنيف بدقة الطبيعي دماغال انسجة تصنيف

 . مقبولة بدقة عليها التعرف
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CHAPTER ONE 

1.1: Introduction: 

1.1.1The Brain: 

The brain essentially serves as the body’s information processing centre. It 

receives signals from sensory neurons, nerve cell bodies and their axons and 

dendrites, in the central and peripheral nervous systems, and in response it 

generates and sends new signals that instruct the corresponding parts of the 

body to move or react in some way. It also integrates signals received from the 

body with signals from adjacent areas of the brain, giving rise to perception and 

consciousness. (Rogers, 2011)  

The cerebrum is the largest, uppermost portion of the brain. It is involved with 

sensory integration, control of voluntary movement, and higher intellectual 

functions, such as speech and abstract thought, there are two cerebral 

hemispheres, one on the left and one on the right side of the brain, the outer 

layer of each of these duplicate cerebral hemispheres is composed of a 

convoluted outer layer of gray matter, called the cerebral cortex. It is 

responsible for conscious behavior and contains three different functional areas 

: the motor areas, sensory areas and association areas. Located internally are the 

white matter, responsible for communication between cerebral areas and 

between the cerebral cortex and lower regions of the CNS, as well as the basal 

nuclei (or basal ganglia), involved in controlling muscular movement. (Rogers, 

2011).  

Nerve fibers, or axons, are long, thin strands of tissue that project from a nerve 

cell and carry electrical impulses to and from the brain , These fibers connect 

the two cerebral hemispheres via a thick band of white matter called the Corpus 

Callosum. Other fibers, called association fibers, connect different regions of a 

single hemisphere, Myelinated fibers, fatty white material that forms a sheath 
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around some nerve fibers, projecting to and from the cerebral cortex formed a 

concentrated fan-shaped band, known as the internal capsule. (Rogers, 2011) 

 The cerebrum also contains the basal ganglia, a mass of nerve fiber that helps 

to initiate and control matters of movement .the cerebral cortex is highly 

convoluted , the crest of a single convolution is known as a gyrus , and the 

fissure between two gyri is known as a sulcus. Sulci and gyri form a more or 

less constant pattern, on the basis of which the surface of each cerebral 

hemisphere is commonly divided into four lobes: frontal, parietal, temporal, and 

occipital.(Rogers, 2011) 

 

Fig (1.1) normal anatomy of brain  

1.1.2: Digital Image Processing:- 

Digital imaging technologies have become indispensable components for 

clinical procedures. Major advances in the field of medical imaging and 

computer technology have created opportunity for quantitative analyses of 

medical images and provided powerful techniques to probe the structure, 
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pathology and function of the human body. The availability of many different 

imaging modalities increased the requirement for significant innovations to 

obtain accurate and fast results in all aspect of image processing. Image 

processing is a method to convert an image into digital form and perform some 

operations on it, in order to get an enhanced image or to extract some useful 

information from it. It is a type of signal dispensation in which input is image, 

like video frame or photograph and output may be image or characteristics 

associated with that image. Usually Image Processing system includes treating 

images as two dimensional signals while applying already set signal processing 

methods to them. It is among rapidly growing technologies today, with its 

applications in various aspects of a business. Image Processing forms core 

research area within engineering and computer science disciplines too.( Tinku 

Acharya, et al, 2005). 

1.1.3: Computed Tomography (CT):- 

Many image processing techniques have been developed over the past two 

decades to help radiologists in detection of diseases. Today several techniques 

are used for imaging such as Computerized Tomography (CT ). (CT scan), 

(CAT scan) or computer assisted tomography is a medical imaging procedure 

that uses computer-processed X-rays to produce tomographic images or 'slices' 

of specific areas of the body. These cross-sectional images are used for 

diagnostic and therapeutic purposes in various medical disciplines 

(Merriam,2009). Digital geometry processing is used to generate a three-

dimensional image of the inside of an object from a large series of two-

dimensional X-ray images taken around a single axis of rotation (Hermam,G. T 

2009). One of the most important functions of a computed tomography (CT) 

system is to reproduce a three dimensional structure and represent that structure 

as an accurate two-dimensional cross-section on a television monitor. 

(Merriam,2009). 
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1.1.4: Benefits of CT:- 

CT is an important and sometimes life-saving tool for diagnostic medical 

examinations and guidance of interventional and therapeutic procedures. It 

allows rapid acquisition of high resolution three-dimensional images, providing 

radiologists and other physicians with cross sectional views of the patients 

anatomy. CT can be used to image many types of tissues, such as soft tissues, 

bones, lungs, and blood vessels. CT examinations are also non-invasive, 

although a contrast agent is sometimes administered to the patient. As a 

consequence of the benefits of CT examinations, it has become the gold 

standard for a variety of clinical  indications, such as diagnosing certain cancers, 

surgical planning, and identifying internal injuries and bleeding in trauma 

cases.( P. Lin, T. Beck, et al 1993). 

 Diagnostic importance of CT examinations is outstanding, so the increase of 

examination frequency is justified (D. R. Dance, et al,2014). According to the 

International Commission on Radiological Protection (ICRP) dose limits should 

not be applied for medical exposures either diagnostic or therapy, because 

patients have direct benefit from the exposure. However according to the basic 

principles of radiation protection the medical diagnostic procedures should be 

optimized and unjustified exposures should be minimized (D. R. Dance, et 

al,2014). 

1.1.5: Brain Imaging:- 

Brain imaging is defined as neuro imaging that use various imaging modalities 

with different techniques to either directly or indirectly image the structure and 

function of the brain. Neuroimaging diverge into two broad categories; 

Structural imaging which is involved with the structure of the brain and the 

diagnosis of gross intracranial disease, such as tumor, malformations, trauma , 

and functional Imaging which is used to diagnose metabolic and cognitive 
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psychological diseases such migraine, Alzheimer etc…. The major 

neuroimaging modalities include computed tomography (CT), magnetic 

resonance imaging (MRI), single photon emission computed tomography 

(SPECT), positron emission tomography (PET) , carotid and transcranial 

ultrasound, as well as interventional neuroimaging, which includes catheter 

angiography and myelography. (www.wikepedia.com). 

CT brain imaging may be performed with a sequential single-slice technique, 

multi slice helical (spiral) protocol, or multi detector multi slice algorithm .For 

CT of the brain, contiguous or overlapping axial slices should be acquired with 

a slice thickness of no greater than 5 mm. In the setting of trauma, images 

should be obtained and/or reviewed at window settings appropriate for 

demonstrating brain and bone abnormalities as well as small subdural 

hematomas or other sites of hemorrhage and soft-tissue lesions (subdural 

windows). For imaging of the cranial base, an axial slice thickness as thin as 

possible, but no greater than 3 mm with spiral techniques and 2 mm with multi 

detector and non spiral techniques, should be used for 2-D reformatting or for 3-

D reconstruction. Specially tailored protocols may also be considered, however, 

if clinical circumstances warrant, and under the direction of the supervising 

physician. .(Furtado AD, et al, 2010). 

 

http://www.wikepedia.com/
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Fig(1.2) CT brain imaging 

1.1.6: General Considerations:- 

CT protocols for brain imaging should be designed to answer the specific 

clinical question. The supervising physician should be familiar with the 

indications for each examination, relevant patient history, potential adverse 

reactions to contrast media, exposure factors, window and center settings, field 

of view, collimation, slice intervals, slice spacing (table increment) or pitch, 

dose reduction (eg, iterative reconstruction), and image reconstruction 

algorithms. Protocols should be reviewed and updated at least periodically to 

optimize the examination . (Adamson J, et al ,2010), (Kilic K, et al,2013). 

1.2: Problem of study:- 

CT brain images involves using of high dose to the patients in order to confirm 

the presence or absence of abnormality, this situation dictate usage of others 
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means to confirm the diagnosis therefore texture analysis can facilitate the 

knowledge of pixels arrangements and hence confirm the presence of normal 

tissues and the abnormal one according the available classification centers. 

1.3: Objectives of  Study:- 

1.3.1: General Objectives:- 

The main objective of this study to classification of normal brain tissue in 

computed tomography images using texture analysis technique. 

1.3.2: Specific Objectives:- 

 To identify the region of interest  (ROI). 

 To classify the extracted feature using First Order Statistics FOS. 

 To classify the brain tissue to bone, CSF, gray matter and white matter 

 To calculate the sensitivity and specificity. 
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1.4: Significance of study:- 

This study highlighted and evaluated the application of texture analysis of brain 

using image processing programs (IDL) and its techniques, once it need faster 

and accurate diagnostic modalities in this situation in order to have high 

diagnostic accuracy in assessing brain. 

1.5: Over view of the study:- 

This study was consist of five chapters, with chapter one is an introduction 

which include problem of study also contain general, specific objectives, 

significant of study , and the overview of the study. Chapter two is literature 

review. Chapter three is described the methodology (material, method) is use to 

achieve the thesis result. Chapter four include presentation (result) of final 

study; chapter five is discussion, conclusion and recommendation for future 

scope in addition to references and appendices. 
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CHAPTER TWO 

Literature Review 

2.1: Digital Image Processing:- 

An image may be defined as a two-dimensional function, , where x and y are 

spatial (plane) coordinates, and the amplitude of f at any pair of coordinates (x, 

y) is called the intensity or gray level of the image at that point .When x, y, and 

the intensity values of f are all finite, discrete quantities, we call the image a 

digital image. The field of digital image processing refers to processing digital 

images by means of a digital computer. Note that a digital image is composed of 

a finite number of elements, each of which has a particular location and value 

.These elements are called picture elements, image elements, pels, and pixels. 

Pixel is the term used most widely to denote the elements of a digital image.         

(Gonzalez, et al, 2008). 

2.1.1: Image processing basically includes the following three steps: 

• Input stage importing the image with optical scanner or by digital photography. 

 • Data stage analyzing and manipulating the image which includes data 

compression and image enhancement and spotting patterns that are not to human 

eyes like satellite photographs. 

 • Output is the last stage in which result can be altered image or report that is 

based on image analysis. (Tinku, Ajoy K, 2005). 

2.2: Classifications Of Image processing:- 

It is a mathematical procedure used to group the data into a separate classes 

where within classes variation will be minimum and between classes will be 

maximum. Classification is the procedure for classifying the input patterns into 
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analogous classes. Selection of a suitable classifier requires consideration of 

many factors: Classification accuracy, Algorithm performance, Computational 

resources. 

2.2.1: There are basically two types of classification:- 

 One is known as unsupervised classification and other is known as supervised 

classification (D. LU, et al, 2007). 

2.2.1.1: Unsupervised classification:-  is the identification of natural groups, or 

structures, within multi-spectral data. The following characteristics apply to an 

unsupervised classification:  No extensive prior knowledge of the region is 

required, Many of the detailed decisions required for supervised classification 

are not required for unsupervised classification creating less opportunity for the 

operator to make errors, Unsupervised classification allows unique classes to be 

recognized as distinct units .( M. Arfan Jaffar ,et al,2009). 

2.2.1.2: supervised classification :- is the process of using samples of known 

identity to classify samples of unknown identity. The following characteristics 

apply to a supervised classification: Requires detailed knowledge of the area, 

Input patterns are provided with the labels, Able to detect serious errors by 

examining training data to determine whether they have been correctly 

classified.( M. Arfan Jaffar ,et al,2009). 

2.3: Linear discriminant analysis:- 

 The discriminant analysis technique the individuals or objects might be 

classified into one of two or more mutually exclusive and exhaustive groups on 

the basis of a set of independent variables. Thus, discriminant analysis is 

considered an appropriate technique when the single dependent variable happens 

to be non-metric and is to be classified into two or more groups, depending upon 
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its relationship with several independent variables which all happen to be metric. 

(Chetan Thakar, 2005). 

2.4: Texture Analysis:  

Texture analysis refers to the branch of imaging science that is concerned with 

the description of characteristic image properties by textural features. However, 

there is no universally agreed-upon definition of what image texture is and in 

general different researchers use different definitions depending upon the 

particular area of application (Tuceryan & Jain, 1998).  

Texture is defined as the spatial variation of pixel intensities, which is a 

definition that is widely used and accepted in the field. The main image 

processing disciplines in which texture analysis techniques are used are 

classification, segmentation and synthesis. In image classification the goal is to 

classify different images or image regions into distinct groups (Pietikainen, 

2000).  

Texture analysis methods are well suited to this because they provide unique 

information on the texture, or spatial variation of pixels, of the region where 

they are applied. In image segmentation problems the aim is to establish 

boundaries between different image regions (Mirmehdi et al.,2008).  

By applying texture analysis methods to an image, and determining the precise 

location where texture feature values change significantly, boundaries between 

regions can be established. Synthesizing image texture is important in three-

dimensional (3D) computer graphics applications where the goal is to generate 

highly complex and realistic looking surfaces. Fractals have proven to be a 

mathematically elegant means of generating textured surfaces through the 

iteration of concise equations (Pentland,1984). Conversely the ability to 

accurately represent a textured surface by a concise set of fractal equations has 

led to significant advances in image compression applications using fractal 

methods (Distani et al., 2006). 
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 An example of image classification is presented in Fig(2.1) in which it is 

possible to uniquely identify the two different textures (left, grass; right, water) 

by eye. In Fig. (2.2) the image on the left is a composite image formed from 

eight Brodatz textures, all of which are represented in approximately equal 

proportions. The right image is a grey-level texture map showing the ideal 

segmentation of the textures (Weber, 2004). 

 

Fig(2.1). Digital images of two visibly different textured regions extracted from the Brodatz 

texture database (Brodatz, 1966). Left, image of grass (1.2.01, D9 H.E.). Right, image of water 

(1.2.08, D38 H.E.) (Weber, 2004). 

 

Fig. (2.2). Example of image segmentation using texture analysis to determine the boundary 

between distinct regions of texture. Left, mosaic image of eight Brodatz textures represented in 

approximately equal proportions. Right, grey-level texture map showing the ideal segmentation of 

the textures (Weber, 2004). 
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2.5: The Visual Perception of Texture:  

Much of our understanding of machine vision algorithms is a result of attempts 

to overcome the failings of the human visual system to detect certain textured 

patterns. This understanding has proven vital in evaluating and comparing the 

performance of human vision against machine-based texture analysis 

approaches. Julesz, an experimental psychologist, was an early pioneer in the 

visual perception of texture (Julesz, 1975). 

 He was responsible for establishing authoritative data on the performance of the 

human vision system at discriminating certain classes of texture. He verified that 

discriminating between two image textures depends largely upon the difference 

in the second-order statistics of the textures. That is, for two textures with 

identical second-order statistics a deliberate amount of effort is required to 

discriminate between them. In contrast little effort is required when the second-

order statistics of the textures are different. However, this observation does not 

extend to textures that differ in third- or higher-order statistics, which are not 

readily discriminated by eye. (Julesz, 1975). 

This is illustrated in Fig. (2.3) in which each of the main textured images (left 

and right) has a smaller area of similar, but subtly different, texture embedded 

within it. In the image on the left both the main and embedded areas have 

identical first-order statistics, however, their second-order statistics are different 

making it straightforward to discriminate both regions. In the image on the right 

both textures have identical first- and second-order statistics and therefore it is 

only after careful scrutiny that the different textured regions become visible. 

(Julesz, 1975). 
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Fig. (2.3). The images on the left and right have a main area of texture embedded within 

which is a smaller area of similar, but subtly different, texture. In the left image both textures 

have the same first-order statistics and different second-order statistics, which makes it 

straightforward for an observer to distinguish between them. In the image on the right both 

textures have identical first and second-order statistics and hence only after careful scrutiny 

are the different patterns visible (Julesz, 1975). 

 

Although our understanding of the cognitive process of human vision is 

constantly expanding much has been learned from experiments in the visual 

perception of digital image information (Bruce et al, 2003). Such work is vital, 

particularly in medical imaging where the misinterpretation of image 

information can have a serious impact on health (ICRU, 1999). 

 This is particularly apparent in radiotherapy, the treatment of cancer by ionizing 

radiation, where the aim is to deliver as high a radiation dose as possible to 

diseased tissue whilst limiting the radiation dose to healthy tissue. Delineation of 

the tumour volume is based primarily on visual assessment of computerized 

tomographic (CT) and magnetic resonance (MR) image data by a radiation 

oncologist. Accurately defining the tumour, and potential areas of tumour 

involvement, on CT and MR data is a complex image interpretation process 

requiring considerable clinical experience. As a result significant inter- and 

intra-clinician variability has been reported in the contouring of tumours of the 

lung, prostate, brain and esophagus (Weltens et al., 2001; Steenbakkers et al., 

2005). 
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This variability has been shown to be significant and heavily correlated with the 

digital imaging modality used and the image settings applied during the 

assessment. Texture analysis is presented here as a useful computational method 

for discriminating between pathologically different regions on medical images 

because it has been proven to perform better than human eyesight at 

discriminating certain classes of texture. (Julesz, 1975). 

2.6:  Statistical Approaches for Texture Analysis:  

To examine an image using texture analysis the image is treated as a 3D textured 

surface. This is illustrated in Fig. (2.4) which shows the textured intensity 

surface representation of a (2D) medical image. (Conners & Harlow, 1980). 

 In first-order statistical texture analysis, information on texture is extracted 

from the histogram of image intensity. This approach measures the frequency of 

a particular grey-level at a random image position and does not take into account 

correlations, or co-occurrences, between pixels. In second-order statistical 

texture analysis, information on texture is based on the probability of finding a 

pair of grey-levels at random distances and orientations over an entire image. 

(Conners & Harlow, 1980). 

 Extension to higher-order statistics involves increasing the number of variables 

studied. Many conventional approaches used to study texture have concentrated 

on using 2D techniques to compute features relating to image texture. This 

traditional approach has been used extensively to describe different image 

textures by unique features and has found application in many disparate fields 

such as: discrimination of terrain from aerial photographs (Conners & Harlow, 

1980) 

 In vitro classification of tissue from intravascular ultrasound (Nailon, 1997); 

identification of prion protein distribution in cases of Creutzfeld-Jakob disease 

(CJD) (Nailon & Ironside, 2000); classification of pulmonary emphysema from 

lung on high-resolution CT images (Uppaluri et al., 1997; Xu et al., 2004; Xu et 

al., 2006); and identifying normal and cancerous pathology (Karahaliou et al., 
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2008, Zhou et al., 2007; Yu et a., 2009). Higher-order approaches have been 

used to localise thrombotic tissue in the aorta (Podda, 2005).  Extension of these 

approaches to 3D is continuing to develop within the machine vision 

community. Several authors have reported the application of 2D texture analysis 

methods on a slice-by-slice basis through volumetric data, however, it has been 

reported that with this approach information may be lost (Kovalev et al., 2001; 

Kurani et al., 2004).  

Findings reported by Xu et al., on the use of 3D textural features for 

discriminating between smoking related lung pathology, demonstrate the power 

of this approach for this particular application (Xu et al., 2006). 

 Texture analysis has also been used to identify unique pathology on multi-

modality images of cancer patients. Using the local binary operator to analyze 

the weak underlying textures found in transrectal ultrasound images of the 

prostate, Kachouie and Fieguth demonstrated that the approach was suitable for 

segmentation of the prostate (Kachouie & Fieguth, 2007). 

 In another cancer-related study of 48 normal images and 58 cancer images of 

the colon, Esgiar et al., demonstrated that by adding a fractal feature to 

traditional statistical features the sensitivity of the classification improved 

(Esgiar et al., 2002). 



16 

 

 

Fig.( 2.4). Three-dimensional textured intensity surface representation of a medical image. A: 

Two dimensional MR image of the brain. B: Pixel values of the MR image plotted on the 

vertical axis to produce a 3D textured surface. 

 

With the proliferation of 3D medical image data of near isotropic quality there is 

an increasing demand for artificial intelligence methods capable of deriving 

quantitative measures relating to distinct pathology. The remaining sections of 

this chapter provide a review of statistical and fractal texture analysis 

approaches in the context of medical imaging and provide comprehensive real 

world examples, in the form of two case studies, on the use of these approaches 

in clinical practice. In case study 1 texture analysis is presented as a means of 

classifying distinct regions in cancer images, which could be developed further 

towards automatic classification. In case study 2 texture analysis is presented as 

an objective means of identifying the different patterns of prion protein found in 

variant CJD (vCJD) and sporadic CJD. Two contrasting methods are presented 

in the case studies for evaluating the performance of the texture analysis 

methodologies.(Nailon et.al 2008). 
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2.7: First-Order Statistical Texture Analysis: 

First-order texture analysis measures use the image histogram, or pixel 

occurrence probability, to calculate texture. The main advantage of this 

approach is its simplicity through the use of standard descriptors (e.g. mean and 

variance) to characterize the data [Press, 1998]. However, the power of the 

approach for discriminating between unique textures is limited in certain 

applications because the method does not consider the spatial relationship, and 

correlation, between pixels. For any surface, or image, grey-levels are in the 

range 0≤ i ≤ Ng -1, where Ng is the total number of distinct grey-levels. If N (i) 

is the number of pixels with intensity i and M is the total number of pixels in an 

image, it follows that the histogram, or pixel occurrence probability, is given by,  

 

                                                                           

  

In general seven features commonly used to describe the properties of the image 

histogram, and therefore image texture, are computed. These are: mean; 

variance; coarseness; skewness; kurtosis; energy; and entropy.  

 

Mean: Calculates the mean intensity value of all pixels. the function μ= 

mean2(IP) can be used to compute this feature. 

                                                                                         

Standard Deviation:  The standard deviation of all the intensity values of a 

patch is used as at texture feature. The corresponding function is σ= std2(IP). 

 

(1) 

(2) 
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Coefficient of variation: The coefficient of variation can be seen as the relative 

standard deviation. It is calculated by dividing the standard deviation with the 

mean value. 

 

                                                                                           

Skewness: Another statistical measure which is used for texture analysis is 

skewness. It measures the symmetry of a distribution curve of pixel intensity 

occurrencesas seen in a histogram. The function ϒ1= skewness(IP) can be used 

to compute the skewness. 

                                                                       

Kurtosis: The kurtosis measures the atness of a histogram relative to a normal 

distribution .A curve has a high kurtosis when it has a clear peak close to theme 

an value. The function for the kurtosis is ϒ2= kurtosis(IP). 

                                                           

Entropy: The entropy of a gray-scale image is a measure of intensity value 

randomness. It is calculated from the histogram counts of an image giving a 

probability type of certain pixel values occurring in the image. 

                                                                                 

 

(3) 

(4) 

(5) 

(6) 

(7) 
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2.8. Classification Using the K-means Algorithm:  

The general clustering problem is one of identifying clusters, or classes, of 

similar points. For the specific problem presented in this chapter this would 

involve clustering the features calculated on a specific image region into a 

unique cluster. The number of classes may be known or unknown depending on 

the particular problem. The K-means algorithm belongs to the collection of 

multivariate methods used for clustering data (Therrien, 1989; Hartigan, 1975; 

Duda et al., 2001). The algorithm starts with a partition of the observations into 

clusters. At each step the algorithm moves a case from one cluster to another if 

the move will increase the overall similarity within clusters. The algorithm 

ceases when the similarity within clusters can no longer be increased. Assuming 

that the number of clusters c N is known in advance the K-means technique may 

be defined by the following three stages. Assuming that the number of clusters c 

N is known in advance the K-means technique may be defined by the following 

three stages. 

Stage 1 – Initialization: For the set of observations {Y= y1, y2, …….yN} to be 

classified into the set of classes ῼ = {Ԝ1, Ԝ2,…….Ԝn}, the algorithm starts 

with an arbitrary partition of the observations into Nc clusters and computes the 

mean vector of each cluster (μ1, μ2, μNc) using the Euclidean distance ||yi- μk 

||2 where μk is the sample mean of the kth cluster. 

Stage 2 - Nearest Mean: Assign each observation in Y to the cluster with the 

closest mean. 

Stage 3 - Update and Repeat: Update the mean vector for each cluster and 

repeat Stage 2 until the result produces no significant change in the cluster 

means. 
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2.9: Computed Tomography (CT):- 

Computed Tomography (CT) is a radiologic modality that provides clinical 

information in the detection, differentiation, and demarcation of disease. It is the 

primary diagnostic modality for a variety of presenting problems and is widely 

accepted as a supplement to other imaging techniques. CT is a form of medical 

imaging that involves the exposure of patients to ionizing radiation(P. This, P. 

Parameters, et al, 2014). During a CT scan a rotating source passes x-rays 

through a patient's body to produce several crosssectional images of a particular 

area. These two-dimensional images can also be digitally combined to produce a 

single three-dimensional (Dance, et al, 2014). 

2.9.1: CT physical principles: 

In planar projected images of the patient, important details may be hidden by 

over-laying tissues. By using slice-imaging techniques (tomography),selective 

demonstration of morphologic properties, layer by layer, may be performed. 

Computerized tomography, CT, is an ideal form of tomography yielding 

sequence images of thin consecutive slices of the patient and providing the 

opportunity to localize in three dimensions. Unlike conventional, classical 

tomography, computerized tomography does not suffer from interference from 

structures in the patient outside the slice being imaged. This is achieved by 

irradiating only thin slices of the patient with a fan-shaped beam. Trans axial 

images (tomograms) of the patient’s anatomy can give more selective 

information than conventional planar projection radiographs. Compared to 

planar radiography, CT images have superior contrast resolution, i.e., they are 

capable of distinguishing very small differences in tissue-attenuation (contrasts), 

but have inferior spatial resolution. An attenuation difference of 0.4% can be 

visualized but the smallest details in the image that can be resolved must be 

separated at least 0.5 mm. In conventional planar radiography, the lowest 

detectable contrast is larger but details of smaller size can be separated. 
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2.9.2: Principles of operation: 

The physical principal of the CT includes the three processes referred to as data 

acquisition, data processing and image display .(seeram 2001) 

 .  

Figure ( 2.5).1three phases of CT image formation 
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2.10: Previous Study: 

Zuhal et al. (2015) They concerned to characterize the Temporal bone were 

defining to Fluid, Mucosal, Sclerotic and Soft tissues density using texture 

feature extraction and extract classification features from CT images. The 

texture analysis technique used to find the gray level variation in CT images. 

analyzing the image with Interactive Data Language IDL software to measure 

the grey level variation of images. The results show that texture analysis give 

classification accuracy of temporal bone to fluid 86.3%, mucosal 98.2%, 

sclerotic 99%, While the soft tissue density showed a classification accuracy 

92.2%. the overall classification accuracy of temporal bone area 93.6%. These 

relationships are stored in a Texture Dictionary that can be later used to 

automatically annotate new CT images with the appropriate temporal bone area 

names. 

Elbashier et al. (2017) they aimed  to characterize the pancreas area to head, 

body and tail using Gray Level Run Length Matrix (GLRLM) and extract 

classification features from CT images. The GLRLM techniques included 

eleven’s features. To find the gray level distribution in CT images it 

complements the GLRLM features extracted from CT images with runs of gray 

level in pixels and estimate the size distribution of the sub patterns. analyzing 

the image with Interactive Data Language IDL software to measure the grey 

level distribution of images. The results show that the Gray Level Run Length 

Matrix and   features give classification accuracy of pancreas head 89.2%, body 

93.6 and the tail classification accuracy 93.5%. The overall classification 

accuracy of pancreas area 92.0%. These relationships are stored in a Texture 

Dictionary that can be later used to automatically annotate new CT images with 

the appropriate pancreas area names. 
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Padma and Sukanesh (2011) They applied  classification and segmentation from 

brain computed tomography image data is an important but time consuming task 

performed manually by medical experts. Automating this process is challenging 

due to the high diversity in appearance of tumor tissue among different patients 

and in many cases, similarity between tumor and normal tissue. This paper deals 

with an efficient segmentation algorithm for extracting the brain tumors in 

computed tomography images using Support Vector Machine classifier. The 

objective of this work is to compare the dominant grey level run length feature 

extraction method with wavelet based texture feature extraction method and 

SGLDM method. A dominant gray level run length texture feature set is derived 

from the region of interest (ROI) of the image to be selected. The optimal 

texture features are selected using Genetic Algorithm. The selected optimal run 

length texture features are fed to the Support Vector Machine classifier (SVM) 

to classify and segment the tumor from brain CT images. The method is applied 

on real data of CT images of 120 images with normal and abnormal tumor 

images. The results are compared with radiologist labeled ground truth. 

Quantitative analysis between ground truth and segmented tumor is presented in 

terms of classification accuracy. From the analysis and performance measures 

like classification accuracy, it is inferred that the brain tumor classification and 

segmentation is best done using SVM with dominant run length feature 

extraction method than SVM with wavelet based texture feature extraction 

method and SVM with SGLDM method. In this work, we have attempted to 

improve the computing efficiency as it selects the most suitable feature 

extraction method that can used for classification and segmentation of brain 

tumor in CT images efficiently and accurately. An average accuracy rate of 

above 97% was obtained using this classification and segmentation algorithm. 
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CHAPTER THREE 

3.1:  Material: 

The study executed using computed tomography imaging scanner; This table 

show the feature of the CT machine: 

Name of 

hospital 

 

Company KV Range mAs Range Serial 

Number 

Count of 

slices 

The Modern 

Medical 

Center 

OPTIMA 120 149 447790HM7 136 

King Khalid 

Hospital 

PHILIPS 120 375 200123 47 

 

 

Fig(3.1) medical CT that used to scan the patient with brain 

3.2: Population of the Study: 

The population of this study was data set (brain CT Images), where the brain 

free from disease. The study include both gender with their age in different 
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ranged. This study conducted at The Modern Medical Center , and King Khalid 

Hospital [KSA]. This study conducted in period from July 2017 October 2017. 

3.3: Method of data collection: 

3.3.1: Study Design: 

Cross sectional analytical study where the data collected prospectively. 

3.3.2: Technique: 

 Patient lie on the scan table, the head immobilized to prevent movement during 

the procedure. A localizer radiograph is taken prior to the actual CT procedure, 

axial scan started from the base of the skull to vertex. Then the images prepared 

for the textural analysis throw DICOM viewer to select which images can be 

treated as IDL variable and then the processing can be achieved for 

classification purposes. 

 

Fig (3.2) CT Technique of brain imaging 

 

The following diagram showing the method of texture analysis and feature 

extraction programmatically performed with IDL: 
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Fig. (3.3) block diagram demonstrating the steps used to classify the brain tissue 

using IDL. 
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Fig. (3.4)a block diagram showed an example of extracted feature from brain 

images 

3.3.3: Patients Preparation: 

Patients should wear comfortable, loose-fitting clothing to do exam, may be 

given a gown to wear during the procedure. Metal objects, including jewelry, 

eyeglasses, dentures and hairpins, may affect the CT images and should be 

removed prior to exam.  After that inform the technologist if patients have a 

pacemaker. Pacemakers do not hinder the use of CT as in MRI as long as the 

scanner will not be taking images repeatedly over the area of the pacemaker 

device in the upper chest. This is usually not an issue for cardiac CT exams. 

Also, may be asked not to eat or drink anything for a few hours beforehand, 

especially if a contrast material will be used in exam. It is important to inform 

your physician of all medications you are taking and if you have any allergies. 

If you have a known allergy to contrast material, or "dye," your doctor may 

prescribe medications (usually asteroid) to reduce the risk of an allergic 

reaction. These medications generally need to be taken 12 hours prior to 

administration of contrast material. Also, inform your doctor of any recent 

illnesses or other medical conditions and whether you have a history of heart 

Features 
Extraction 

Texture 
Features 

First Order 

Mean 

Standard 
Deviation 

Coefficient 
of variation 

Entropy 

Energy 

Signal 
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disease. Women should always inform their physician and the CT technologist 

if there is any possibility that they may be pregnant.  

3.4: Method of data analysis and presentation:  

After that CT images were stored in computer disk were viewed by the Radiant, 

Ant DICOM viewer in computer to selected the axial images that suit the 

criteria of research population then uploaded into the computer based software 

Interactive Data Language (IDL). Then the image were read by IDL and the 

user clicks on areas represents the grey matter, white matter, bone , and CSF in 

these areas a window 3×3, pixel were generated and textural feature for the 

classes center were generated. These textural features includes FOS; (coefficient 

of variation, stander deviation, variance, signal, energy, and entropy). The 

feature was assigned as classification center used by the Euclidian distances to 

classify the whole image. After all images were classified the data concerning 

the brain tissues grey matter, white matter , bone, and CSF into SPSS with its 

classes to generate a classification score using stepwise linear discriminate 

analysis; to select the most discriminate features that can be used in the 

classification of brain tissues in CT images. Where scatter plot using 

discriminate function were generated as well as classification accuracy and 

linear discriminate function equations to classify the brain tissues into the 

previous classes without segmentation process for unseen images in routine 

work. 

3.5:  Ethical approval: 

 There was official written permission to The Modern Medical Center and  King 

Khalid Hospital to take the data. 

 No patient data will be disclose also the data was kept in personal computer 

with personal password. 
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Chapter Four 

Result 

This was an experimental study deals classification of brain tissue in patient 

using image processing techniques by IDL, Interactive Data language program 

and its techniques, once it need faster and accurate diagnostic modalities in this 

situation in order to have high diagnostic accuracy in assessing brain. 

 

Fig(4.1): Scatter plot demonstrates the distribution of four Classes according to their textural 

feature using linear discriminate analysis function. 
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Table 4-1: A confusion matrix shows the classification accuracy of the original 

classes versus the predicted membership according to linear discriminant 

functions (multiple linear regression equation) 

Classification Results 

classes 

Predicted Group Membership 

Total Bone CSF White matter Grey matter 

  % Bone 99.5 0.0 .5 0.0 100.0 

CSF 0.0 96.2 .1 3.7 100.0 

White 

matter 
0.0 0.0 97.3 2.7 100.0 

Grey 

matter 
0.0 2.5 2.1 95.3 100.0 

 

a. 97.0% of original grouped cases correctly classified. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

(A)                                                               (B) 

Figure (4.2). Showed (A) a normal brain CT image. (B) a calcification map created using 

selected feature of each class (Brain tissue {Gray matter and White matter}, Bone , and  

CSF). 



30 

 

 

 

Fig(4.3). show error bar plot for the mean textural features that selected by the linear 

stepwise discriminate function as a discriminate feature where it discriminates between all 

features. 
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Fig(4.4). Show error bar plot for the variance textural features that selected by the linear 

stepwise discriminate function as a discriminate feature where it discriminates between all 

features. 
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Fig(4.5). Show error bar plot for the Kurtosis textural features that selected by the linear 

stepwise discriminate function as a discriminate feature where it discriminates between all 

features. 
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Fig(4.6). Show error bar plot for the Skewness textural features that selected by the linear 

stepwise discriminate function as a discriminate feature where it discriminates between all 

features. 
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Fig(4.7). Show error bar plot for the Energy textural features that selected by the linear 

stepwise discriminate function as a discriminate feature where it discriminates between all 

features. 
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Fig (4.8). Show error bar plot for the Entropy textural features that selected by the linear 

stepwise discriminate function as a discriminate feature where it discriminates between all 

features. 
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CHAPTER FIVE 

Discussion, Conclusion and Recommendations 

5.1 Discussion: 

The results showed that the overall accuracy was 97.0%; it is high classification. 

These results agree with Zuhal et al. (2015), Padma and Sukanesh (2011), and 

Elbashier et al. (2017). With the applied algorithm showed a success to adopt 

such procedure in medical image processing. Figure (4.1):  show Scatter plot 

demonstrates the distribution of four Classes according to their textural feature 

using linear discriminate analysis function. The Table 4-1: shows the 

classification accuracy of the original classes versus according to linear 

discriminant functions. Figure (4.2) Showed (A) a normal brain CT image. (B) 

A calcification map created using selected feature of each class (Brain tissue 

{Gray matter and White matter}, Bone , and  CSF). Fig (4.3). The error bar plot 

for the Mean of the textural features that selected by the stepwise linear 

discriminate function as a discriminate feature where it discriminates between 

bone and CSF. Fig (4.4). The error bar plot for the variance of the textural 

features that selected by the stepwise linear discriminate function as a 

discriminate feature where it discriminates between bone and other three type , 

the bone has a large variance. Fig (4.5). The error bar plot for the Kurtosis of 

the textural features that selected by the stepwise linear discriminate function as 

a discriminate feature where it discriminates between CSF and other type. Fig 

(4.6). The error bar plot for the Skewness of the textural features that selected 

by the stepwise linear discriminate function as a discriminate feature where it 

discriminates the bone from the three other type. Fig(4.7). The error bar plot for 

the energy of the textural features that selected by the stepwise linear 

discriminate function as a discriminate feature where it discriminates between 

bone and gray matter. Fig (4.8). The error bar plot for the Entropy of the 
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textural features that selected by the stepwise linear discriminate function as a 

discriminate feature where it discriminates between bone and CSF. 

 

 

 

 

  



38 

 

5.2. Conclusion:  

The classification processes of CT normal brain were defining the brain (white 

matter, gray matter, CSF, and bone). The result of the classification showed that 

the normal brain areas were classified well  using  FOS and The results showed 

that the overall accuracy was  97.0% ,  Using Linear discrimination analysis 

generated a classification function which can be used to classify other image 

into the mention classes as using the following multi regression equation; 

Bone = (Mean × 0.120) + (Variance ×0 .085) + (kurtosis × 3.673) + (skewness 

× -3.010) + (energy × 0.179)+( entropy ×0.146 )  -164.854                                                                         

Eq (1). 

CSF = (Mean × 0.062) + (Variance ×0 .004) + (kurtosis × -.100) + (skewness × 

-2.580) + (energy × 0.121)+( entropy ×0.018) -12.743                                                                         

Eq (2). 

White matter = (Mean × 0.115) + (Variance ×0 .025) + (kurtosis × 1.558) + 

(skewness × -3.204)  + (energy × 0.148)+( entropy ×0.055)  -38.198                                                                               

Eq (3). 

Grey matter = (Mean × 0.103) + (Variance ×0 .017) + (kurtosis × 0.480) + 

(skewness × -2.723) + (energy × 0.169)+( entropy ×0. .044 )  -31.318                                                                         

Eq (4). 

This study proof that we can use the texture analysis to classify normal tissue , 

so we can different between normal and abnormal tissue. 

 

 

 

 

 

 



39 

 

5.3. Recommendation: 

 More research should be done using a large sample of patients for 

further assessment. 

 For future scope this study can be done for all type of histopathological disease 

of brain tumor in collaboration with the biopsy result in order to classify the 

textures based on the histopathology and related feature. 

 Development of computer program that can be used in diagnosis of various 

tissue type of cancers it’s quite important but that it doesn’t mean forgetting the 

opinion of specialized persons in this filed but building up a new approaches 

that can help for accuracy of detection.  
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Appendices (A): Master Data Sheet. 

mean  variance  Skewness kurtosis energy  entropy  Type 

254.778 0.194444 -1.11985 -0.79901 1.66667 2036.46 BONE 

254.778 0.194444 -1.11985 -0.79901 1.66667 2036.46 BONE 

254.111 1.61111 -1.48379 1.11716 5 2030.18 BONE 

254.556 0.277778 -0.1874 -2.17037 2.33333 2034.37 BONE 

253.778 0.444444 -2.07405 2.62954 5.33333 2027.03 BONE 

253.222 3.94444 -1.97342 2.32972 11.2222 2021.8 BONE 

201.556 733.278 -0.0788 -1.50903 145.778 1545.27 BONE 

102.444 1.02778 -0.18694 -1.42004 142 684.202 BONE 

102.667 12 0.008912 -1.61008 112 686.076 BONE 

100.889 2.36111 0.162586 -1.64552 111.333 671.594 BONE 

105.778 3.19444 0.17779 -1.01256 126.889 711.364 BONE 

109.778 9.19444 0.355239 -1.42356 141.111 744.176 BONE 

102.222 1.19444 -0.89108 -0.78411 125.111 682.399 BONE 

113.222 1.19444 0.130302 -1.61483 134.111 772.523 BONE 

118 3.5 -0.20363 -1.6576 103.111 812.171 BONE 

99.6667 3.75 -0.22441 -0.50848 66.5556 661.715 BONE 

115.778 5.19444 -0.26464 -1.35035 125.556 793.71 BONE 

254.889 0.111111 -2.07405 2.62954 1.33333 2037.51 BONE 

254.222 0.194444 1.11985 -0.79901 3.33333 2031.22 BONE 

19.8889 4.86111 0.435159 -1.10614 115.444 85.953 GRAY MATTER 

6.33333 1.25 0.371021 -1.43556 41.2222 16.99 GRAY MATTER 

13.1111 2.61111 0.000651 -1.70536 174.222 48.806 GRAY MATTER 

11.4444 0.277778 0.187393 -2.17037 131.222 40.2608 GRAY MATTER 

7.77778 10.1944 0.117664 -1.37872 69.5556 23.8894 GRAY MATTER 

8.22222 8.69444 0.873446 -0.91541 75.3333 25.6158 GRAY MATTER 

19.3333 56.75 0.367674 -1.1881 111.333 84.4824 GRAY MATTER 

9.22222 1.19444 0.1303 -1.61483 86.1111 29.6411 GRAY MATTER 
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6.66667 2 0.288081 -1.55556 46.2222 18.4366 GRAY MATTER 

9.11111 7.36111 0.096571 -1.57503 89.5556 29.5685 GRAY MATTER 

58.1111 12.3611 0.255728 -1.46476 88.3333 340.71 GRAY MATTER 

28.4444 9.02778 0.528062 -1.28376 162.889 137.589 GRAY MATTER 

45.1111 5.61111 0.384747 -1.48526 134.222 247.983 GRAY MATTER 

34.6667 5.5 0.356051 -0.8892 125.778 177.438 GRAY MATTER 

19.2222 0.944444 0.346736 -1.10739 114.333 82.0084 GRAY MATTER 

14.5556 0.777778 0.823923 -1.28874 155.667 56.269 GRAY MATTER 

55.4444 41.2778 -0.10268 -1.39319 95.6667 321.67 GRAY MATTER 

34.5556 45.2778 0.172775 -1.74495 125 177.445 GRAY MATTER 

37.8889 24.3611 0.059118 -1.79259 91.8889 199.091 GRAY MATTER 

22.8889 1.11111 0.756603 -0.85037 126.667 103.41 GRAY MATTER 

102.111 1.86111 0.088598 -1.42829 131.444 681.501 WHITE MATTER 

107.333 1.25 0.371016 -1.43556 172.222 724.073 WHITE MATTER 

108.889 1.61111 0.179778 -1.39415 110.667 736.829 WHITE MATTER 

113.333 2 -0.28809 -1.55555 131.556 773.447 WHITE MATTER 

111.444 0.277778 0.187403 -2.17037 18.3333 757.844 WHITE MATTER 

111 0.5 0 -1.22222 33.4444 754.183 WHITE MATTER 

113.222 1.19444 -0.89108 -0.78411 162.556 772.524 WHITE MATTER 

122.333 5 -0.19214 -1.70222 36.5556 848.368 WHITE MATTER 

119.667 4.75 -0.20034 -1.81482 73.6667 826.07 WHITE MATTER 

118.556 4.27778 -0.22078 -1.76234 93 816.802 WHITE MATTER 

90 1.5 -0.72578 -1.22222 108.444 584.278 WHITE MATTER 

99.7778 2.44444 -0.374 -1.16376 116 662.605 WHITE MATTER 

110.333 1 0.074067 -1.37037 57 748.698 WHITE MATTER 

111.222 2.19444 0.075113 -1.64276 112.778 756.024 WHITE MATTER 

114.111 4.86111 0.000252 -1.70173 111.889 779.896 WHITE MATTER 

108.778 0.694444 0.346071 -1.63277 114.111 735.912 WHITE MATTER 

110.222 1.69444 0.849539 -0.40826 90 747.787 WHITE MATTER 

115.667 1 -0.07407 -1.37037 153 792.765 WHITE MATTER 
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116.222 3.19444 -0.52809 -1.23033 141.556 797.388 WHITE MATTER 

111.556 5.52778 -0.03631 -1.56845 133.111 758.79 WHITE MATTER 

6.55556 0.277778 -0.18739 -2.17037 43.2222 17.8107 CSF 

8.22222 1.44444 0.396666 -1.55972 68.8889 25.1025 CSF 

11.3333 0.75 0.456179 -0.76132 129.111 39.737 CSF 

11.6667 5.5 0.045942 -1.77074 141 41.6545 CSF 

6.55556 0.277778 -0.18739 -2.17037 43.2222 17.8107 CSF 

9.77778 0.944444 -0.34673 -1.10739 96.4444 32.227 CSF 

8.11111 3.36111 -0.36019 -1.48648 68.7778 24.7731 CSF 

3 0.5 0 -1.22222 9.44444 4.86383 CSF 

12.6667 12.75 0.798881 -0.70937 114.889 47.006 CSF 

19.2222 38.9444 0.045809 -1.73769 119.667 83.3029 CSF 

28 9.75 0.525549 -0.97326 138.444 134.825 CSF 

34.8889 1.86111 0.173967 -1.72769 81.1111 178.829 CSF 

23.2222 0.444444 -0.17592 -1.12037 56.1111 105.382 CSF 

25.3333 3.25 0.012642 -1.6465 104.222 118.211 CSF 

35.1111 11.8611 0.014574 -1.62453 105.556 180.472 CSF 

30.5556 8.02778 0.431931 -0.86429 115.889 150.908 CSF 

44.6667 28 0.566446 -0.9367 142.667 245.217 CSF 

36.1111 0.861111 0.652331 -0.54207 81.6667 186.867 CSF 

37.4444 3.77778 -0.4704 -1.20082 153.889 195.775 CSF 

23.3333 3 0.955122 -0.51441 148.889 106.115 CSF 

To be continued......................... 
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Appendices (B): 
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