Chapter 1

An Introduction
1.1 Introduction

Recent years witnessed a growing demand for statistical data on the social, economic and political status of the country. Such information will enable, planners, policy makers and others to make informed decisions for a better future. Sometimes, such statistical information e.g administrative record can be retrieved from existing sources. Usually, there is a lack of such sources. Therefore, a survey is a powerful instrument to collect new statistical information. A survey collects information about a well-defined population. This population is not necessarily consist of persons. A questionnaire is used collect information by asking questions to the representatives of the elements in the sample. Another way to obtain information about a population is to collect data about all its elements. Such an investigation is called a census or complete enumeration, is a very costly and time consuming approach. A survey is a solution to many of the problems of a census. Surveys collect information on only a small part of the population (sample). Sample is selected using probability sampling it is possible to make inference about the population as a whole. A random selection procedure uses an element of chance to determine which elements are selected, and which are not. Survey results allow making reliable and precise statements about the population as a whole.

**Probability sampling:** Is considered the best way to ensure that valid inferences can be made (Kish 1965). The theory behind sampling is well described by, amongst others, Cochran [1977] and Särndal et al (1992). It uses a randomization mechanism to give each member of the target population of interest, a known nonzero probability of selection (Kish 1965). Probability sampling involves the concept of coverage of the target population in the sense that the survey researcher would like all units in the geographic
area of interest to have a chance of falling into the selected sample. Population totals, proportions, and means can be estimated from a probability sample and the sampling variability of these estimates as measured by the standard error can also be calculated.

1.2 Types of surveys

Survey research represents one of the most important areas of measurement in applied social and economic research. There are two types of surveys cross-sectional and longitudinal. A longitudinal surveys are more complex survey design than cross-sectional surveys, it certainly offers several analytical advantages. Cross-sectional surveys are conducted at a single time point. Longitudinal surveys are relatively less expensive and take less time to conduct compared to cross-sectional surveys. The data that are collected in a cross-sectional survey may provide an opportunity to analyze many substantive outcomes, and can be helpful to achieve several objectives (e.g. public health planning). However, cross-sectional surveys ignore the fact that the same sample units may provide different measurements on the same variables if a different time frame was chosen, Thus analysis of unit-level change is not possible in these surveys. On the other hand, a longitudinal surveys are more expensive and difficult to conduct, however, they can provide data on the same set of units for a number of time points (waves). This enables the production of population cross-sectional measures every time data are collected, however, more importantly allows the analysis of unit-level change. Experts in surveys analyze the advantages and disadvantages of both longitudinal and cross-sectional surveys in different ways, however, the most recent, and probably the most informative discussion, available in (Lynn, 2009).
There are two main types of longitudinal surveys:

1- **Cohort studies** focus on a particular population, however, they sample from a specific age cohort, the sample drawn for a cohort study is selected from a birth cohort of individuals who were born in a single week or a month in a given year. The cohort study then follows the lives of the individuals selected in the sample and interviews them at particular ages at regular or (often) irregular intervals to investigate patterns in specific socio-economic phenomena. For example, a survey organization may decide to follow the lives of a sample of new born children who will be born in a single month in the year 2025 to understand the factors associated with the change in their health at different ages.

2- **Panel studies** also follow the same sample units and attempt to collect data from them at every data collection point. A major distinction between the two lies in the way they select their samples. While birth cohort studies sample from a specific age cohort, panel studies target the entire age range in a given country to investigate the dynamic of change (in a wide range of phenomena) experienced by the resident population in the country. Every year, the same individuals can be contacted and asked similar questions and the reasons for any change. Panel studies tend to have more frequent data collection points (waves) compared to cohort studies. However, this can result in extremely specific and useful explanations of social phenomena. Thus, as they target larger populations and collect data more frequently than cohort studies, panel studies tend to be more complex and more difficult to conduct. As a result, they can suffer from more problems. The focus in this research is on panel studies, in particular household
panel studies, and specific type of problems (errors) that occur in these surveys which will be explained later. In recent decades, the world has seen the execution of large household panel studies. Some of these studies implement the best procedures in the art of survey design that survey research has developed. Some of the major household panel studies in the world are:

1- **The British Household Panel Survey (BHPS)** conducted in Great Britain (1991-2008). The BHPS is a result of a proposal to the UK Economic and Social Research Council (ESRC) to establish an interdisciplinary research centre at the University of Essex (Lynn, 2006). More details on the BHPS design, sample and other features will be given later as this is the main data source for this research. In 2009, Understanding Society took over from the BHPS (the BHPS was incorporated into Understanding Society) as the new UK household longitudinal study. With a sample of 100,000 individuals, Understanding Society is currently (2016) the world's largest survey of its type.

2- **The German Socio-economic Panel (GSOEP)** is the household panel study of the population in Germany. It was started in 1984, and is conducted by the German Institute for Economic Research (DIW Berlin) (Kroh, 2009).

3- **The Panel Study of Income Dynamics (PSID)** is the oldest longitudinal panel study. PSID started in the USA in 1968 and has been collecting measurements from the same sample ever since (Duncan et al, 2004).

4- **The Swiss Household Panel (SHP)** started in Switzerland in 1999. Based on the country's telephone directory, the survey covers individuals who are resident in private households in Switzerland who have a registered landline or mobile phone (Plaza, 2008).
5-The Household, Income and Labour Dynamic in Australia (HILDA) started in 2001 as Australia's household-based longitudinal survey. HILDA pays more attention to family and household formation, income and work than other socioeconomic topics (Summerfield, 2010).

1.3 The survey process

Carrying out a survey is often a complex process that requires careful consideration and decision making. This section gives a global overview of the various steps in the process, the problems that may be encountered, and the decisions that have to be made. Figure 1.1 shows the steps in the survey process (Bethlehem2009).

The first step in the survey process is survey design. Before data collection can start, a number of important decisions have to be made. First, it has to become clear which population will be investigated (the target population). Consequently, this is the population to which the conclusions apply. Next, the general research questions must be translated into specification of population characteristics to be estimated. This specification determines the contents of the questionnaire. Furthermore, to select a proper sample, a sampling design must be defined, and the sample size must be determined such that the required accuracy of the results can be obtained.

The second step in the process is data collection. Traditionally, in many surveys paper questionnaires were used. They could be completed in face-to-face interviews: interviewers visited respondents, asked questions, and recorded the answers on (paper) forms. The quality of the collected data tended to be good. However, since face-to-face interviewing typically requires a large number of interviewers, who all may have to do
much traveling, it was expensive and time-consuming. Therefore, telephone interviewing was often used as an alternative. The interviewers called the respondents from the survey agency, and thus no more traveling was necessary. However, telephone interviewing is not always feasible: only connected (or listed) people can be contacted, and the questionnaire should not be too long or too complicated. A mail survey was cheaper still: no interviewers at all were needed. Questionnaires were mailed to potential respondents with the request to return the completed forms to the survey agency. Although reminders could be sent, the persuasive power of the interviewers was lacking, and therefore response tended to be lower in this type of surveys, and so was the quality of the collected data.

Nowadays paper questionnaires are often replaced with electronic ones. Computer assisted interviewing (CAI) allows to speed up the survey process, improve the quality of the collected data, and simplify the work of the interviewers.

Computer assisted interviewing comes in three forms: computer-assisted personal interviewing (CAPI), computer-assisted telephone interviewing (CATI), and computer-assisted self-interviewing (CASI). More and more, the Internet is used for completing survey questionnaires. This is called computer-assisted web interviewing (CAWI).

If the data are collected by means of paper questionnaire forms, the completed questionnaires have to undergo extensive treatment. To produce high quality statistics, it is vital to remove any error. This step of the survey process is called data editing. Three types of errors can be distinguished:

**Range error** occurs if a given answer is outside the valid domain of answers (e.g. a person with an age of 348 years).
A consistency error indicates an inconsistency in the answers to a set of questions.

A routing error occurs if interviewers or respondents fail to follow the specified branch or skip instructions; that is, the route through the questionnaire is incorrect. In this case, irrelevant questions are answered, or relevant questions are left unanswered. Detected errors have to be corrected, but this can be very difficult if it has to be done afterward, at the survey agency. In many cases, particularly for household surveys, respondents cannot be contacted again, so other ways have to be found out to solve the problem. Sometimes, it is possible to determine a reasonable approximation of a correct value by means of an imputation procedure, but in other cases an incorrect value is replaced with the special code indicating the value is unknown. After data editing, the result is a clean data file, that is, a data file in which no errors can be detected any more. However, this file is not yet ready for analysis. The collected data may not be representative of the population because the sample is affected by non-response; that is, for some elements in the sample, the required information is not obtained. If non-respondents behave differently with respect to the population characteristics to be investigated, the results will be biased. To correct for unequal selection probabilities and non-response, a weighting adjustment procedure is often carried out. Every record is assigned some weight. These weights are computed in such a way that the weighted sample distribution of characteristics such as gender, age, marital status, and region reflects the known distribution of these characteristics in the population. In the case of item non-response, that is, answers are missing on some questions, not all questions; an imputation procedure can also be carried out. Using some kind of model, an estimate for a missing value is computed and substituted in the record. Non-response problem will be
discussed extensively in the next chapter as it represents the main aspect of the research problem in this thesis.

Finally, a data file is obtained that is ready for analysis. The first step in the analysis will probably nearly always be tabulation of the basic characteristics. Next, a more extensive analysis will be carried out. Depending on the nature of the study, this will take the form of an exploratory analysis or an inductive analysis. An exploratory analysis will be carried out if there are no preset ideas, and the aim is to detect possibly existing patterns, structures, and relationships in the collected data. To make inference on the population as a whole, an inductive analysis can be carried out. This can take the form of estimation of population characteristics or the testing of hypotheses that have been formulated about the population. The survey results will be published in some kind of report. On the one hand, this report must present the results of the study in a form that makes them readable for non experts in the field of survey research. On the other hand, the report must contain a sufficient amount of information for experts to establish whether the study was carried out properly and to assess the validity of the conclusions.

Carrying out a survey is a time-consuming and expensive way of collecting information. If done well, the reward is a data file full of valuable information. It is not unlikely that other researchers may want to use these data in additional analysis. This brings up the question of protecting the privacy of the participants in the survey. Is it possible to disseminate survey data sets without revealing sensitive information of individuals? Disclosure control techniques help establish disclosure risks and protect data sets against disclosing such sensitive information.
1.4 Survey variables

There are two types of variables that play a vital role in a survey sampling; these are survey items and auxiliary variables. According to Cobben (2009), a survey item is the variable of interest that is measured in the survey. A survey item can be the answer to one survey question, but it can also be composed of the answers to two or more survey questions. Here, a notation needs to be addressed. Every element $i = 1, 2, ..., N$ of the population $U$ has a fixed, non-random value for the survey item, denoted by $Y_i$. The only randomness comes from the selection of the sample. The $N \times 1$ vector of values for the survey items is denoted by $Y = (Y_1, Y_2, ..., Y_N)'$. Auxiliary variables are in general variables that are available prior to sampling. They can be used in creating a sampling design or in the computation of the survey estimates. We denote auxiliary variables by
Chapter 3 in this thesis gives a rich background about the sources and types of auxiliary variables. Usually, more than one auxiliary variable is available in a survey. Suppose we have J auxiliary variables. Every person \( i \) can be associated with a \( J \times 1 \)-vector of values for the auxiliary variables \( X_i = (X_{i1}, X_{i2}, \ldots, X_{ij}) \). The auxiliary information for the entire population is denoted by the \( N \times J \)-matrix \( X \). Usually the auxiliary variables are available for every element in the sample or the target population, for instance from a population register. When used to create a sampling design, the values of the auxiliary variables need to be known for every element in the population. However, in the estimation stage such detailed information is not always necessary. It may be sufficient to know the population total of the auxiliary variables, while the individual values are known for the respondents only. Särndal and Lundström (2005) distinguish between auxiliary information on the sample level, denoted by vector \( X^* \) of dimension \( J^* \), and information on the population level, denoted by vector \( X^* \) of dimension \( J^* \). The population total \( \sum_U X^* \) is known, for instance from an external source. However the population totals \( \sum_U X^* \) is not known, but can be estimated based on the sample. In both cases, the values for the auxiliary variables are known for the responding elements in the sample. In case there is a population register, values for the auxiliary variables are available for all elements \( i \) in the population \( U \).

Survey items and auxiliary variables can be either quantitative, qualitative or indicator variables. Quantitative variables measure quantities, amounts, sizes, or values. Qualitative variables divide the population into groups. The values denote categories.
Sample elements in the same category belong to the same group. Qualitative variables are often referred to as categorical variables. Business statistics are usually quantitative. Indicator variables measure whether or not a sample element has a certain property. They can only assume the values 0 and 1. The value is 1 if an element has the property, and otherwise it is 0. An example of an indicator variable is the response indicator. If a sample element responded to the survey, the value of the response indicator is 1 otherwise its value is 0. Survey items are identified for the target population, however we only observe them for the sample or, more precisely, for the respondents to the survey.

1.5 Errors in survey research

Requirements for sample surveys to produce the exact population characteristics are very complex and, in most cases, difficult to achieve. Thus, the estimated population characteristics are subject to error. This error can have many causes. The ultimate result of this error is a discrepancy between the survey estimate and the true population characteristic. This discrepancy is called the total survey error, [See e.g., Seal(1962), Hansen, Hurwitz Jubine(1964), Singh(1983,1986), Bethlehem (1999)]. Bethlehem, Cobben and Schouten (2011), give a taxonomy of survey errors, displayed in figure 1.2. Two broad categories can be distinguished contributing to this total error: sampling errors and non-sampling errors. Sampling errors can be divided into estimation errors and selection errors. Estimation errors arise because only a subset of the population is surveyed. This type of error disappears if the entire population is surveyed. Selection errors occur when the actual inclusion probabilities differ from the true values of the inclusion probabilities, for instance when an element has multiple entries in the
sampling frame. Consequently, sampling errors vanish when the entire population is surveyed and can be controlled for by using a correct sampling design. Non-sampling errors do not vanish when the entire population is surveyed. Non-sampling errors can be divided into errors caused by erroneous observation of sampled elements and non-observation errors. Erroneous observation arises due to overcoverage or measurement errors. In case of overcoverage, the error is caused by a discrepancy between the sampling frame and the actual population. Overcoverage occurs when sample elements that are not in the population, have an entry in the sampling frame. These sample elements are observed whereas they should not have been. A measurement error is a discrepancy between the reported or measured value and the true value. This discrepancy can be caused by the respondent, the interviewer or the questionnaire design. Measurement errors also arise when the concept implied by the survey question, and the concept that should be measured in the survey are different. Biemer and Lyberg (2003) refer to this type of error as affecting the inclusion probabilities. They are caused by undercoverage or non-response. In case of undercoverage, the sample element does not have an entry in the sampling frame whereas it is part of the population. The sample element cannot be observed and the selection probability is zero. For a particular survey item Y, the set of elements that is missing consists of unit non-response and an additional set of item non-response.
Figure 1.2: The types of survey errors.

1.6 Research problem:

The standard weighting approach (SWA) for the treatment of unit non-response assumes that non-response propensity is the same in all sub-groups in the sample.

Since, in practice, this may not be the case, SWA may lead to bias in the estimates.

A need thus arises for an approach that takes differences in non-response propensity in the subgroups into account. This motivated the present work.

Chapter 3 provides a detailed description of the research problem in this thesis.
1.7 Research Objective:

1. Explore the possibility of reducing bias in estimates propensity of unit non-response by employing an approach that takes into account differences in propensity among sub-groups in the sample.

2. Evaluate and Compare the suggested approach with the standard weighting approach (SWA).

1.8 Research Hypotheses:

This research is concerned about testing the hypothesis that

The alternative weighting approach results in the same estimates as the standard weighting approach.

Against

The alternative weighting approach results in different estimates as compared to the standard weighting approach.
Chapter 2

The Non-response Problem
2.1 Introduction

In sample surveys; “non-response is a phenomenon that affects almost all surveys, it significantly represents an origin of non-sampling error and might introduce systematic bias into data and therefore compromise the quality of the survey. Other pitfalls include: increasing the variance of the survey-based estimates and wasting part of the financial resources of the survey. Thus, it affects the derived estimates by generating poor data quality (Schafer and Graham, 2002). based on the characteristic of the survey, there are specific features of non-response that are confined to certain surveys, yet, non-response shares common features among all types of surveys. In many countries, non-response is perceived to have increased in recent years. This leads to worries about the effects of non-response on survey research.

2.2 The definition of non-response

Non-response can be defined as the phenomenon that leads elements (persons, households, companies) in the selected sample to not provide the requested data, or that the provided data is use-less (Bethlehem and Kersten (1986); Bethlehem (1988) ; Bradburn(1992);Lynn,(1996); Dillman et al.(2002);Biemer and Lyberg(2003); Voogt(2004); Bethlehem and Schouten(2004); Särndal and Lundström (2005); Bethlehem, Cobbën and Schouten,( 2011 ) ). There are two types of non-response: Unit non-response is a failure to obtain any required data from a selected sample member. Item non-response, on the other hand, refers to the situation where a sample unit participates in the survey but he/she does not provide data for some of the survey questions (i.e. data for some items are not available for analysis). It is, therefore, obvious
that unit non-response is more problematic than item non-response. Figure 2.1 explains the distinction between unit and item non-response from an analytical perspective.

![Figure 2.1: Types of non-response.](image)

### 2.3 Reasons of non-response

Sadig (2011) stated that people are different in the tendency to respond to the survey. Some people make obtaining data an easy task, others are not, some people are approachable, others are not. Different explanations for no-response were identified (see Lessler and Kalsbeek, 1992; Lepkowski and Couper, 2002; Lynn, 2008; Groves et al, 2004; Kish, 1965), those explanations or reasons are:

1. **Non-contact:** it means inability to reach sample member: for example, missing, invalid or incomplete address, even in cases in which the address is identified and contacted successfully, but the sample member is not present in that address at the time of collection (e.g. not at office or at home).

2. **Refusal:** it happens when the sample member is not cooperating among contact.
(3) Incapacity or inability: the difference between this and the above “refusal” is that in this case the contacted sample member is willing but unable to participate in the survey (e.g. because of sickness, illiteracy or a language barrier).

(4) Loss of information: it happens post-collection, when the collection tool (e.g. questionnaire) is lost or ruined.

A large proportion of non-responding cases are due to “non-contact” and “refusal”. To be specific, “refusal “is now the major cause (Brick, 2013; Atrostic et al, 2001).

Based on non-response correlates, researchers organize non-response into its main sources: refusal and non-contact, this will help to comprehend the factors associated with the different sources for non-response,

**Refusals**

Five sets of correlates of refusal were identified by (Groves and Couper, 1998). These are: Factors related to social environment; counting urbanity and crime rates in the area; factors related to respondent, including demographic features, family conformation and personal attitude; factors related to the survey like the its design, topic, sponsor, and data collection method; factors related to the interviewer such as his/her experience, age, race, gender and attitude to the survey mission; and the interviewer-respondent’s interaction as a factor. Gender

Urbanity and single-person household were found to be highly correlated with refusals, as well as survey’s topic, sponsor and design (Groves and Couper, 1998).

**Gender:** lower refusal rates were found in females; compared to males, tendency of women to participate in chats and talks is greater than men (Smith, 1984).
Urbanity: refusal rate is higher in urban than non-urban areas (Steeth, 1981). Groves and Couper (1998) described it based on the fact that people of urban areas tend to avoid contact due to higher rate of crimes than rural areas.

Single-person household: probably people who live by themselves are isolated socially and may not feel obligated to cooperate with surveys or to be found by the interviewer (Brehm, 1993).

Survey topic: the survey topic influences individuals to cooperate according to their interest in the topic (Groves, Presser and Dipko, 2004). For example, election surveys gain more cooperation from those who are concerned in politics (Couper, 1997; Brehm, 1993). High refusal rate is associated with delicate issues (e.g. self-opinion regarding same sex marriage) (Lynn, 2008).

Survey sponsor: sponsors such as governments and academic institutions generally have high cooperation rates than commercial sponsors (Groves and Couper, 1998).

Survey design: designs that implement approaches to encourage sample members to cooperate yield high rate of cooperation. For example, surveys that offer reward face less refusal rates (Laurie and Lynn, 2009).

Non-contact

At-home pattern refers to non-contact due to unavailability of sample members at home at the time of the contact attempt, it happens in household surveys.

Access impediments refers to non-contact due to limiting access measures that obstruct interviewers from making the contact.

At-home pattern and Access impediments are found to be highly linked with two issues; type of sample unit and mode of data collection.
Regarding At-home pattern, for instance, people who stay away from home are difficult to contact (i.e. males, employees, and young single individuals) (Groves and Couper, 1998). In another hand, non-contact due to at-home pattern (in surveys that use call-interview) is subjected to the time of the call. Contact by calls during weekdays is less successful than that during evenings and weekends.

With regard to Access impediments, for instance, living in houses that are in locked blocks, or equipped by gates or security systems will prevent contact in face-to-face interviews (Groves and Couper, 1998). In call-interviews, answering machines and caller identity device may cause access impediments (Tuckel and O'Neill, 1995).

It is useful to analyzing non-response on the ground of “non-contact” and “refusal”, however, I believe that limiting the scope of the analysis to those two causes will show us little about the other reasons of “non-response”. It is not “non-contact” and “refusal” per se that causes non-response, other reasons include also the situations of sample members at the time that the survey invitation is made. To build a deeper insight of “non-response”, we need to go through another level and examine why it was difficult to contact those who were not contacted. For example, job hunting may keep some people outside their homes during the survey, others may not be part of the target population because they left the country and thus were not contacted. These two examples can draw into different consequences of “non-response”. Therefore, they can be useful in determining circumstances when we should worry about non-response and when we should not. Also, you can easily see that classifying “non-response” on two categories (e.g. non-contact, and not available) do not oppose each other, instead, they complement,
so, these two examples can be beneficial in answering the question: when the researcher should worry about “non-response” and when he/she shouldn’t?

2.4 Effects of non-response

There are two consequences of “non-response”:

(a) Reduced sample size. Which in turn affects the precision of the estimates. However, it can be easily overridden by setting a required attained sample according to a expected non-response level (Lynn, 1996).

(b) If those who do not respond have different views from respondents on the studied variables, estimates based exclusively on information from respondents are prone to bias. “Non-response error” refers to the increases the Mean Square Error (MSE) of survey estimates due to those two consequences that. Yet, the dominant component is the bias, and concerns are raised about non-response error (Lynn, 1996).

A deviation in a statistic that is estimated on the set of responding sample from one that estimated on a full sample is known as “Non-response bias”. This systematic distortion of the response process leads to this deviation. Considering estimates such as the mean of a target variable Y (represented by the corresponding sample statistics y) non-response error is the deviation in the value of y for respondents from the value of y for the full sample. Taking the non-respondents into account, this can be expressed by equation (2.1).

\[
\bar{y}_r - \bar{y}_n = \left( \frac{m}{n} \right) \left( \bar{y}_r - \bar{y}_m \right)
\]

(2.1)
The selected sample size is represented by \( n \), the number of non-respondents is denoted by \( m \) and \( r \) indicates the respondents. Thus, \( y_r \) is the value of \( y \) for respondents; \( y_n \) is the value of \( y \) for the full sample; and \( y_m \) is the value of \( y \) for non-respondents.

### 2.5 Longitudinal survey and Non-response

Lately, longitudinal surveys have gained more attention, leading to enhancement in their design and implementation. For instance, a decrease in the cost of surveys and enhancement of the quality of the data has resulted from the including computer technology in data collection (Bethlehem, 2009). Nevertheless, a rise in “non-response” rates is considered as newly generated problems. “Non-response” rates are still increasing in most longitudinal surveys all around the world in spite of the effort invested by survey organizations to enhance the survey design (Watson and Wooden, 2009). Implementing post-survey adjustments is becoming more common. Gathering of observations from individuals on multiple times is a characteristic of household longitudinal surveys, it allows follow up with individuals over time.

Yet, joining the survey every time data is collected may not be always possible because the respondents may not be accessible. Which in turn results in “non-response” due to “non-contact” or “refusal” (Lepkowski & Couper, 2002). For instance, non-response can result when the sample member changes his/her address without telling the survey organization; also, other respondents who participated previously may refuse to respond at some point. Therefore, non-response is dynamic phenomenon in longitudinal that can happen over and over (Watson and Wooden, 2009). If the respondent is not replaceable (e.g. selected through a probability sample design); this will make non-response a
problem. The challenge is to come with answers for the following questions: if a probability sample would suffer from high non-response over time, would it have an advantage? Would it be a better choice considering that it may not be representative of the target population.

In longitudinal surveys, “non-response” can be in one of two forms:

(1) When a sample member is inaccessible from the survey for at least one wave but becomes available in a later wave, this is known as “Wave non-response”

(2) When a sample member cease to continue in the following survey waves although he/she has participated successfully in the first waves, this is attrition, this has attracted more concern from survey researchers, because first: attrition leads to more loss of information, second,

It is more likely to get bias by non-response (Chang, 2010).and third, as more waves are established, the information gathered in the past waves become less reliable. (Chang, 2010). It is always hard to differentiate “wave non-response” from “attrition” in surveys with an unlimited number of waves, because it is subjected to the behavior of the respondent in the future.

2.6 Sources of “wave non-response” and “attrition”

“Wave non-response” and “attrition” happen in panel studies as special e of “non-response”. There are two differences between longitudinal surveys and cross-sectional surveys with regard to the reasons of “non-response”:

(a) Respondents are loaded by a continuous long-term obligation to responding in the longitudinal survey.
(b) Alterations in the gaps of data collection points may affect the response process. Thus, some reasons for non-response may be confined to longitudinal studies. For examples:

(1) Contact information not updated: happens when a participant in the survey change his/her address in-between waves without notifying the organizers of the survey, which makes it could track him/her cost effective and lead to “non-contact”.

(2) Loss of interest: the job of the survey organizers is to preserve the commitment of some respondents to continue their participation at every wave (e.g. use of incentive). Inability to do so leads to “refusal”.

(3) Alterations in health status: because longitudinal surveys are managed over a long time. during this, some respondents could suffer from deteriorated health status causing dropouts.

(4) Technicalities associated with data collection approach: Survey organizers may face situation that make them implement changes in the data collection approach. For instance, inability to provide the interviewer from the last wave may affect the tendency to collaborate in the current wave. This is mostly common when introducing junior interviewer who has less experience. While there is no clear evidence that the changing the interviewer leads to “non-response”, recent study shows that preserving the same interviewer is linked to low tendency for “refusal” (Lynn, Kaminska and Goldstein, 2014).
2.7 The effect of non-response in the longitudinal context

In longitudinal surveys, non-response can cause bias and diminished sample size, this in turn leads to complications:

(1) following continuous waves, the sample size might end up smaller relatively than the original size at start, this smaller sample is not suitable for creating precise estimates. This is not the same for cross-sectional surveys since we can set the required reached sample giving a predicted non-response level. However, regarding longitudinal surveys, even if we put an effort in a very large sample size, the decrease of the sample size with more waves in the long term can still be a dilemma, especially in surveys of unlimited length. This difference demonstrates that the reduction in the sample size due to non-response is more challenging in longitudinal surveys, and it is a typical character of panel data. Thus, it’s important to construct approaches and strategies to overcome this problem, to increase the size of the achieved sample and eventually improve the precision of the estimates.

(2) It is possible that dropping out of the study is not random (Fitzgerald, Gottschalk and Mofitt, 1998; Watson, 2003) probably some of the drop outs are due to the issues investigated by the survey. For instance, the respondents may choose to drop out after realizing the topic of the survey, although he/she have successfully participated in one or more waves at the beginning., as more waves are established, the sample becomes increasingly unrepresentative of the population considering that the drop outs are different from respondents in terms of what the survey is measuring. Consequently, bias will be introduced to the estimates.
Chapter 3

Treatment of non-response
3.1 Introduction

According to Bethlehem and Schouten (2004), it is very difficult, in practice to assess the possible negative effects of non-response. And even if such effects can be detected, it is no simple matter to correct for them. Vital for useful detection and correction techniques is the availability of at least some information about the non-respondents. Such information is usually available in the form of auxiliary variable. Section 3.4.5 in this chapter gives a rich background about the types and sources of auxiliary variables.

Sadig (2011) states that "there are generally two approaches to deal with non-response: dealing with non-response at the data collection stage and dealing with non-response at the analysis stage". In what follows, explain these approaches and the best practices in survey research that are involved.

3.2 Dealing with non-response at the data collection stage

Here efforts are focused on minimizing non-response when collecting the data (Lynn, 1996; Stoop et al, 2010). And in this regard, survey organizations may incorporate a mixture of techniques in the survey design in their attempt to decrease non-response rate to its minimum. Groves et al (2004) provide a wide range of these. Examples of design features that may reduce non-response are:

1- **Increased number of contact attempts**:

Several studies (e.g Goyder, 1985) showed that increase in the number of contact attempts usually leads to increase in the number of successful contacts.
2- **Long data collection period:**

The longer the data collection period the more it becomes possible to deliver the survey request to a larger group of sampling units.

3- **Reduced number of sample members assigned to interviewers:** The smaller the number of cases assigned to an interviewer the more is the effort given to convince some cases to respond.

4- **Pre-notification letters:**

Unexpected visits from interviewers may cause some sample members to refuse to respond.

5- **Use of incentives:**

Offering financial incentives encourages response. (Laurie and Lynn, 2009).

6- **Mixed-modes of data collection:**

Since not all sample members can be contacted with same mode; a mixture mode design may enable contacting a larger number of sample members.

7- **Interviewer/household matching:**

Assigning interviewer with characteristic acceptable to sample member increases trust & hence the likelihood of response.

### 3.3 Dealing with non-response at the analysis stage

The techniques referred to in section (3.2) are useful for dealing with sources of non-response at the collection stage. Other sources of non-response can be dealt with at the analysis stage. Methods used at this stage are based on the idea that the distribution of the responding sample should be adjusted to make it similar to that of the population. The
adjustment compensates for those missing from the sample leading to less bias in the estimates from it. These methods are called post-survey adjustments. Before introducing the different types of adjustments that are used to in the analysis stage, it is important to distinguish between different types of missing data mechanisms and non-response patterns.

### 3.3.1 Missing data mechanisms

A missing data mechanism is the process that generates the missingness. Let $Y$ be a target variable for which some observations are missing, and $X$ is a set of auxiliary variables that are fully observed for both respondents and non-respondents. Also $Z$ is an outside phenomenon that is not related to $Y$ and $X$, and $R$ is an indicator variable representing the missing data state (i.e. $R=1$ if $Y$ is observed, and $R=0$ otherwise). The mechanism for missing data can be written formally as:

Let $Y$ be divided into an observed part $Y_{obs}$ and a missing part $Y_{miss}$. So $Y = (Y_{obs}, Y_{obs})$.

The distribution of the missingness is characterized by the conditional distribution of $R$ given $Y$:

$$P(R|Y) = P(R|Y_{obs}, Y_{miss})$$

(3.1)

Three categories of missing data mechanisms can be distinguished (Rubin1976):

1. The conditional distribution of $R$ given $Y$ does not depend on the data at all. This category is called missing completely at random (MCAR). In this case the mechanism that generates the missing values is a truly random process unrelated to any measured or unmeasured characteristic of the sample members. In other words, the missingness is
caused by the outside cause Z. In this case, the probability of a value being missing is unrelated to the data on that unit. Formally this can be put as:

\[ P(R \mid Y) = P(R) \]  

(3.2)

2. The conditional distribution of R given Y depends on the observed data, but not on the missing data. This is called missing at random (MAR). We say data are MAR if given, the observed data the probability distribution of R is independent of the unobserved data. Formally:

\[ P(R \mid Y) = P(R \mid Y_{obs}). \quad \text{So} \quad P(R \mid Y_{obs}, Y_{mis}) \]  

(3.3)

The causes for missing data are identified by the observed data and this means we have an opportunity to use X to adjust for this missiness.

3. The conditional distribution of R given Y depends on both the observed and missing data. This situation is called not missing at random (NMAR). Here the missingness process depends on unobserved and observed measurements. Under a NMAR assumptions, the probability of an observation being missing depends on the underlying value, and this dependence remains even given the observed data, which means that the causes for missing data are not fully identified by the observed data. This implies that:

\[ P(R \mid Y) = P(R \mid Y_{obs}, Y_{mis}) \]  

(3.4)

The three missing data mechanisms are shown in Figure 3.1. As the figure shows, the case of MCAR is brought on by a phenomenon Z that is completely unrelated to X and Y. In this case non-response has a minor effect; as it only reduces the sample size. Estimates for parameters of Y will not be biased. The case of MAR is caused partly by an independent phenomenon Z and partly by an auxiliary variable X leading to is an indirect relationship between Y and R. As a result estimates for Y are biased. Fortunately, it is
possible to correct for such a bias by using a technique that takes advantage of the availability of all values of X, both for respondents and non-respondents. One has to assume the relation between X and Y can be identified by just using the observed data. The case of NMAR suggests a relationship between Z and R and between X and R. But there is also a direct relationship between Y and R that cannot be accounted for by X. This situation leads to biased estimates for Y. Unfortunately, correction techniques using X fails to remove the bias.

![Diagram of missing data mechanisms](image)

Figure 3.1: Missing data mechanism

### 3.3.2 Non-response patterns

Missing data patterns describe which values are observed and which ones are missing (Cobben(2009) and Allison(2002).). Different treatments are needed for different patterns of missing data. Here we consider a number of possible ways that missing data can take. We focus on the relationships between the missing values and the recorded values in the data sets.

Most survey data sets can be presented in rectangular or matrix form, so that the rows correspond to the observational elements and the columns correspond to the variables. Schafer and Graham (2002) identify three non-response patterns as shown in Figure 3.2.
Figure 3.2a shows the case of a univariate missing data. The auxiliary variables $X_1, X_2, \ldots, X_p$ are observed for all sample elements. The column Y represents a group consisting of one or more target variables of the survey. The values of these variables are either completely observed for all variables or missing for all variables.

Figure 3.2b shows the case of a monotone missing data pattern. The target variables (or groups of target variables), $Y_1, Y_2, \ldots, Y_p$ may be ordered in such a way that if $Y_j$ is missing for an element, then $Y_{j+1}, Y_{j+2}, \ldots, Y_p$ are missing as well. Figure 3.2c shows the case of an arbitrary missing data pattern. There is no structure or ordering in the missingness of the values of the target variables.

The term unit non-response refers to the case where data are missing according to a univariate pattern. All values of variables corresponding to questions on the questionnaire form are therefore missing. Variables obtained from registers or sampling frames may be added to the survey data file and for these variables, all values are available. The monotone non-response pattern can arise in longitudinal studies with attrition, where subjects drop out before to the end of the study and do not return. Missing values due to item non-response have an arbitrary pattern. This means that any set of variables may be missing for any unit. Note that it is possible for all three patterns in Fig(3.2) to occur in one survey.

The missing data indicator $R$ is used to show which variable values are available and which are missing. The form of $R$ depends on the missing data pattern. For univariate missing data, $R$ would be a binary variable that for each sample element $i$ takes the value 1 ie $R_i = 1$ if data are observed and 0, $R_i = 0$ if missing. For the monotone missing data pattern, $R$ would be an integer variable (assuming one of the values 1, 2, \ldots, $p$ , where $p$ is
the number of [groups of ] variables. Here $R_j = j$ means that values of $Y_1, Y_2, \ldots, Y_j$ are observed; the values of $Y_{j+1}, Y_{j+2}, \ldots, Y_p$ are not observed. For arbitrary missing data, $R$ would be a matrix of binary indicators of the same dimension as the data matrix, with elements of $R$ set to 1 or 0 according to whether the corresponding data values are observed or missing. An excellent discussion of these patterns and others is given in Little and Rubin (1987, 2002) and Schafer and Graham (2002).

Figure 3.2: Non-response Patterns

### 3.3.3 Post-survey adjustments

The term "post-survey adjustments" is used to refer to methods that are used to treat errors of non-response. Several methods are available to deal with the non-response problem. The most common methods are: Non-response Weighting; Post-stratification; Calibration; Raking; Multiple Imputation; and the Selection Model Approach.

- **Non-response weighting:**

  In general the term "weighting", means that every responding object in the survey is assigned a weight, and estimates of population characteristics are obtained by using
weighted observations instead of the observations themselves. Non-response weighting is based on the use of auxiliary variable. Those are variables that are measured in the survey, and for which information on the population distribution is available. By comparing the population distribution of an auxiliary variable with the sample distribution, non-response error can be assessed. If these distributions differ considerably, one may conclude that non-response has resulted in a selective sample. The auxiliary variable can also be used to compute adjustment weights. Which are then assigned to all records of responding elements. Estimates of population characteristics can then be obtained by using the weighted values instead of the unweighted values.

The weights are defined in such a way that population characteristics for the auxiliary variables can be computed without error. So when weights are applied to estimate population means of auxiliary variables, the estimates must be equal to the true means. If it is possible to make the sample representative with respect to several auxiliary variables, and if these variables have strong relationship with the phenomena to be investigated, the (weighted) sample will also be (approximately) representative with respect to these phenomena, and hence estimates of population characteristics will be more accurate.

Weighting for non-response is a technique that assigns numerical values (weights) to the responding sample units, in order to modify them to also represent non-responding sample units (Lynn, 2005). As a result, it is hoped that the weighted distribution of the responding sample will be similar to that of the selected sample. More details on non-response weighting, including the construction of the weights, will be discussed in the
next sections as this is the subject of this thesis. However, the term weighting will be used here as shorthand for non-response weighting.

- **Calibration:**

  This is a method that assigns values (also called weights) to respondents so that known parameters of the auxiliary variables $X$, either from the survey or another survey, can be reproduced (Sikkel, Hox and de Leeuw, 2009; Särndal and Lundström, 2005). This procedure usually results in estimates with smaller standard errors. If the auxiliary variables used in calibration distinguish response from non-response (i.e. are correlated with the response propensity), non-response error can also be reduced.

- **Post-stratification:**

  This also assigns values to respondents so that their sums are equal to known population totals for certain sub-groups of the population (Biemer and Christ, 2008), post-stratification assigns weights to respondents so that their distribution by the defined subgroups is the same as the known population distribution. In this respect, post-stratification can also be classified as a calibration method. The difference is that in calibration the known subgroups totals may not necessarily be from the population, under study: Although post-stratification is primarily used to correct for non-coverage error, and for reducing the variance of survey estimates, yet, if the auxiliary variables that form the subgroups in the post-stratification are powerful predictors of the response probability, post-stratification may also reduce non-response bias.

- **Raking:**

  Raking is an extension to post-stratification that performs multidimensional post-stratification. It assigns values to respondents in order to match known population
distributions in a number of auxiliary variables. Raking repeats this process a number of times until an accepted distributions are met. It, thus, differs from post-stratification in that it does not reproduce the exact population distributions on the auxiliary variables. Another difference between raking and post-stratification is that, the joint distribution of the auxiliary variables need not be known. Actually, raking can be used, if only the marginal distributions of two or more auxiliary variables are known.

**Multiple imputation (MI):**

Is different from single imputation (SI) in that the latter produces one synthetic value to replace a missing value in a target variable Y. This can be deterministic if, for example, the missing values in a variable replaced by the mean value of the variable; and random if the imputed values are selected randomly from the available values of the variable being imputed. Bethlehem (2009) provides a extensive discussion for a range of different SI methods. These are not discussed here as our focus is on MI. However, two major disadvantages of SI indicated by de Leeuw et al, (2003) that can be mentioned:

1- using the observed data to impute the missing values emphasizes the structure of the observed data in the imputed data set.

2- analyzing the imputed data set involves using a spuriously large number of cases which may lead to biased significance tests.

MI, on the other hand, may solve the problems of SI. MI produces a set of synthetic values to replace a missing value. The method originated in application to non-response (Rubin, 1976). The ordinary concept of MI proposed by Rubin,(1987) is based on three steps:
First impute the missing values in the data m times resulting in m complete data sets; Next perform the desired analysis on each of the complete imputed data sets; and finally combine the results obtained from the m-time repeated analysis into a single result. Although analyzing the data m times may seem inconvenient, yet it is not difficult, especially with the presence of a number of powerful softwares. What might be difficult is the generation of m data sets in an appropriate manner (de Leeuw et al, 2003). In MI, the imputed values must include an error term from an appropriate distribution (generally, the models used for the data generation should include variables that predict either the missingness or the outcome variable). This solves the problem of emphasizing the existing structure in the data. Also, analyzing m data sets and combining the resultant estimates into an overall estimate resolves the problem of the biased significance tests. Several developments led to MI imputation models which use variables that predict both the missingness and the outcome of interest (Schafer, 1997) which results in a more efficient analysis. Recent studies have demonstrated that MI can also be incorporated in dealing with non-response in substantive longitudinal data analyses (Goldstein, 2009; Carpenter and Plewis, 2011; Plewis, 2011). A basic difference between imputation and calibration-based methods is that while imputation attempts to produce a distribution that resembles the true distribution of the imputed variable, this is not required by calibration-based methods. All of the above post-survey adjustments assume MAR. In circumstances where survey researchers have reasons to believe that MAR does not hold, the missing data mechanism is not ignorable, and valid estimation may require modeling the missingness as part of the estimation process. MI can produce valid estimates, in this case, if the model for missingness is correctly specified (Allison, 2000). However, these
situations are fraught with difficulty. Because the very data that suffer from missingness cannot support the specification of an appropriate model that correctly predict the missingness.

- **Selection model approach (SMA):**

  This is a method that assumes NMAR. As stated earlier, if data are not missing at random, there are no simple solutions and a specific model for missingness must be hypothesized. The SMA postulates a model that links the missingness to the distribution of the outcome variable (Heckman, 1979; Hausman and Wise, 1979). However, SMA suffers from several weakness. A part from the fact that there is no information in the data to help chose an appropriate model, there is no statistics that can show how well a chosen model fits the data and the results are often sensitive to the choice of the model (Little and Rubin, 2002). Furthermore, applying this method requires the availability of variables that are not correlated with substantive outcome. Fully observed instrumental variables (from previous waves in case of longitudinal data) that vary between units and predict the missingness may be good used. However, such variables, may be, difficult to find. Also, other variables such as characteristics of interviewers and interview condition have little variation across units (Fitzgerald, Gottschalk and Moffitt, 1998). As mentioned earlier, adjusting for missing data appropriately depends on the missingness mechanism and the method that is used as a post-survey adjustment. However, simulation study by Collins, the MAR-based methods result in little bias in estimates even when the missingness is NMAR. The only exception is that when some of the causes of missingness that are not included in the adjustment are strongly correlated with the substantive variable Y (with a correlation coefficient greater than 0.4).
3.4 Weighting

Weighting is an adjustment which is implemented at the stage of analyzing the data. It is used to compensate for the missing units from the selected sample (non-responders). It adjusts the responding sample so that its distribution is the same as the selected sample, and hence produces unbiased estimates. In weighting we calculate numerical entities (weights) that represent the influence of survey respondents on estimates. When constructing a survey-based estimate, weighting assigns the calculated weights to respondents as their contribution to the estimate in question (Lynn, 2005). The weight of a respondent can be interpreted as the number of individuals in the target population that are represented by the respondent. Aside from non-response weighting and calibration-based weights, there is another type of weighting that is usually used in conjunction with non-response weighting. This weighting is used to reflect the selection procedure, when the sample is selected with unequal probabilities of selection. Weight values that result from this type of weighting are referred to as Design weights. In practice, the design weights are created first before adjusting with non-response weights. In this respect, the final analysis weight used to adjust for non-response is a combination of the design weight and non-response weight.

3.4.1 Design weights

The design weights are used to correct for the unequal probabilities of selection. This occurs when some of the units in the sampling frame have a different chance of being selected than other units. If a sample is selected with unequal probabilities, estimates such as the unweighted sample mean will be biased (Horvitz and Tompson,
1952). For example, consider a sample design that aims at randomly selecting one adult from each of \( H \) households. In this example the chance of an adult being selected from household \( h \) depends on the number of adults in this household. In other words, the probability of selection increases as the number of adults in the household decreases. Thus, ignoring the fact that the selection probabilities are different will result in bias in estimates due to an over-representation of households with fewer adults. This can be avoided if a correction is implemented to balance the probabilities of selection. This correction is the design weight: it adds more value to the cases whose probability of selection is low to represent more cases of their category, and decreases the value of the cases whose probability of selection is high, in order to balance the sample. Therefore, the design weight for a given unit in the sample is the inverse of the selection probability for this unit. Thus, calculating the design weights only requires knowledge of the selection probabilities for every unit in the sample. The design weight is given by:

\[
D_i = P_i^{-1} 
\]  

(3.5)

Where \( D_i \) is the design weight for case \( i \); and \( P_i \) is the probability of selection for unit \( i \). If sample units were selected using a simple random sampling method, \( P_i \) becomes constant. In this case, all sample units will have the same design weight which is the ratio of the number of units on the sampling frame to the number of units in the selected sample. Otherwise, the design weight must reflect the strategy of selection for each unit separately.
3.4.2 Constructing non-response weights

Although the rationale behind non-response weights is obvious, there is no universally held method for computation. Weights construction varies according to the differences in circumstances from sample to sample concerning the design and the availability of auxiliary information about the sample and the target population (GATS Sample Weights Manual, 2009). Thus, the actual stages for deriving the weights may vary from one survey to another. Therefore, the weights are usually created and released by the survey organization. Nevertheless, there are general well-known steps for constructing the weights, to compensate for non-response. These shall be discussed here. Non-response weights are based on the response propensity which is measured by the probability of response. Those whose characteristics lead to low response probability should have high weight values to represent more individuals from their category, since they are less likely to respond. In turn, individuals with characteristics that lead to high response probability should have low weight values to represent fewer individuals from their category, since they are more likely to respond. Thus, a non-response weight is basically the inverse of the response probability (propensity). This is why part of the literature in this area refers to non-response weighting as Inverse Probability Weighting (IPW). There are two ways to estimate the response probability for units in the sample in order to calculate the weights: weighting classes; and model-based methods.

Weighting classes

This method is a simple approach that involves dividing the sample into a number of non-overlapping sub-groups using a few auxiliary variables (also called weighting
variables) that are known for both respondents and non-respondents (Kalton and Flores-Cervantes, 2003; Little, 1986; Brick, 2013 and Biemer and Christ, 2008). The resultant sub-groups are referred to as 'weighting classes'. The response probability for each weighting class is then calculated as the class response rate and the non-response weight that is assigned to a responding unit in it is simply the inverse of the response probability of the class to which the unit belongs. For example, for a given class c, if the number of units is denoted by \( n_c \), and the number of responding units is denoted by \( m_c \), the response probability is defined by \( \frac{m_c}{n_c} \). Thus, the weight of a responding unit in class c is \( \frac{n_c}{m_c} \). If there is homogeneity in terms of response propensity between all units in a weighting class (i.e. all units have the same response propensity), MAR holds, and non-response bias will be eliminated by using the weights. An alternative term which is sometimes used for weighting classes in the literature, is Response Homogeneity Groups (RHGs), see for example (Brick, 2013). The disadvantage of this method is that classes are subjectively identified in one or two dimensions, by using one or two auxiliary variables. Also, classes with small number of respondents produce small response rates and, hence large weights. Larger values of weights may introduce large variances in estimates. Lynn (1996) suggests avoiding weighting classes with a response propensity that is less than one-fifth of the overall survey response rate.

**Model-based methods**

In this method usually a binary outcome regression model is used to estimate the response propensities for the sample units. This method was incorporated into the survey
non-response problem by David et al (1983). It is an extension of the propensity score theory of Rosenbaum and Rubin (1983). Models used in this regard, often, are referred to as Response Propensity Models (RPMs). With a suitable function, usually logit or probit, the probability of response can be mediated (response =1; and non-response =0). The non-response weights can then be calculated, for responding units, as the inverse of the predicted values from the model. For example, if \( R_i \) denotes the outcome variable in a RPM that uses a logit function (i.e. logistic regression), \( R_i \) is an indicator with the following values:

\[
R_i = \begin{cases} 
1 & \text{if the } i^{th} \text{ sample unit responds} \\
0 & \text{otherwise} 
\end{cases}
\]  

(3.6)

Auxiliary variables (or weighting variables) that are available for both respondents and non-respondents, and are thought to be correlated with \( R_i \) can then be used to estimate the model.

For responding units, non-response weights are then computed as:

\[
W_{NR_i} = r_i^{-1}
\]

(3.7)

Where \( W_{NR_i} \) is non-response weight for unit \( i \); and \( r_i^{-1} \) is the inverse of the predicted value of \( R_i \). Using a RPM to estimate the response probability for sample members may be more effective than applying the weighting classes approach. This is because a large mixture of dummy and continuous weighting variables can be used to fit a range of models, and therefore obtain more effective non-response adjustments. However, an important disadvantage is that the predicted response probabilities for some units may differ considerably. This may result in large weights variance. Large weights variance, in turn, will increase the variance of estimates. Nonetheless, the estimated response
probabilities can be grouped into weighting classes, and weights can then be recalculated using either the mean predicted probability in the class or the observed response rate in the class. Since we always assume that being selected in the sample is independent of responding to the survey, the weight that is usually used in the analysis is constructed as the product of the design weight and non-response weight. This way, every unit in the sample is adjusted using its chance of being selected in the sample and its tendency to respond to the survey simultaneously. The final analysis weight assigned to the $i^{th}$ responding case is given by:

$$W_i = D_i * W_{NR_i}$$

Where $W_i$ is the final analysis weight; $D_i$ is the design weight; and $W_{NR_i}$ is the non-response weight.

### 3.4.3 Effect of weighting

Weighting is used to reduce bias in survey estimates. The underlying assumption for this is that characteristics of respondents in a weighting class (or with a given set of characteristics of the auxiliary variables that predict the probability of response) are similar to the unobserved characteristics of non-respondents in the same class with respect to the survey target variables (Lynn, 2005). When this assumption is met, weighting will then successfully reduce bias from estimates. However, there is a drawback to weighting. That is variability in the weights will increase the variance of the survey estimates. Thus, while un-weighted estimates may be biased but more precise, weighted estimates are less biased but also less precise. This is an inevitable trade-off to be made in weighting. However, to limit the extent of the increase in variance, survey
researchers sometimes restrict large weights to some arbitrary maximum value at which they can tolerate its corresponding increase in variance. This technique is referred to as trimming.

### 3.4.4 Why use weighting?

Each of the post-survey adjustments has its advantages and disadvantages. They share similarities such as requiring auxiliary variables, but they differ in terms of the way they handle non-response. Weighting and calibration-based methods assign weights to respondents as compensation for those who are missing; whereas imputation methods attempt to estimate the missing values in the substantive variables. This raises the question as to whether weighting-based methods have advantages over imputation-based methods or vice versa. To give an insight into this issue, this section compares weighting with Multiple Imputation (MI) and the Selection Model approach (SMA). Weighting relies on the MAR assumption. SMA works on the basis of NMAR. MI could be used under both MAR and NMAR, but the latter may require MI to correctly specify the model for missingness. MI views both unit and item non-response as a missing data problem. Consequently, it corrects simultaneously for unit and item non-response. Weighting, on the other hand, can only deal with unit non-response. Also, weighting ignores the association between the auxiliary variables and the outcome variable, which may lead to inefficiencies in the analysis (Plewis, 2011). Meanwhile MI and SMA take the association between the auxiliary variables and the outcome variable into account by establishing models that liThus, the estimation of different substantive models may need the application of different MI and SMA models. Weighting, however, is multipurpose.
Once the weights are created they can be used in the estimation of different substantive models (i.e. the same set of weights is used every time). In addition, for secondary data users, who are concerned about the effect of non-response on their estimates, and who do not have the technical capabilities nor the necessary data to perform a procedure like MI or SMA, weighting may be a good option. It is relatively easy to use weights in most statistics software. The weights are in the form of a variable in the data set. Usually, users only notify the software that they would like to implement weighting in their analysis and simply identify the weighting variable. In return, the software carries out the necessary calculations and produces weighted survey estimates. Moreover, analysts are able to use many standard analysis techniques with weights.

3.4.5 Non-response weighting variables

As mentioned earlier, post-survey adjustments rely on auxiliary variables in their treatment of non-response. For decades, the term auxiliary variables was mainly used to describe variables that are not of analytical interest. In cross-sectional surveys, such variables are typically available from the sampling frame from which the sample was drawn. Also, they may be available from sources external to the survey, for example, from a national census. Therefore, auxiliary variables may be available for the full sample. In this sense, auxiliary variables are by definition not of substantive interest to the survey, as designing a survey to collect variables that already exist is unnecessary. However, when longitudinal surveys emerged, they provided the opportunity to use substantive variables that were collected in earlier waves as auxiliary variables to adjust for missingness in later waves. Auxiliary variables that are used in weighting adjustment
in particular are sometimes referred to as weighting variables (see for example Kreuter and Olson, 2011). In this research, regardless of the type of these auxiliary variables, we present them with the label weighting variables. The choice of weighting variables plays an important role in reducing non-response bias. In recent years, survey researchers have laid the foundation for principles to guide the selection of the best set of variables to adjust for non-response (Särndal and Lundström, 2005; Little and Vartivarian, 2003; 2005). A variable is said to be powerful in reducing non-response bias if: it shows evidence of explaining the response propensity, it is highly correlated with the survey main variables, and it identifies or comes close to identifying one of the important domains in the population. Little and Vartivarian (2005) demonstrated that if the association between the weighting variables and the variable of interest is low, the weighted mean will have increased variance without decreasing the bias even if the association between the weighting variables and the response propensity is high. In sum, in order for non-response weights to be effective in reducing bias, the weighting variables have to be correlated with the variable of interest and the response propensity. Furthermore, to be able to create the weights, the weighting variables have to be observed for both respondents and non-respondents. However, even with fewer restrictions, the existence of a good set of weighting variables, in practice, may be rare. This is because, first, in practice, only a few variables are available for both respondents and non-respondents. This is why, in recent years, survey researchers have extensively investigated alternative sources of variables that can be observed for all sample members, and advised survey organizations to move towards data collection modes that collect such variables. Second, even within the available variables, any given variable is likely to
differ in the strength of its correlations with the substantive survey variables (Kreuter and Olson, 2011). Third, no single variable is likely to predict the response propensity and be correlated with all substantive variables simultaneously (Kreuter, Lemay and Casas-Cordero, 2007; Groves, Wagner and Peytcheva, 2007; Kreuter and Olson, 2011). This is why survey organizations should have plans to identify sources of potentially good variables and collect them at the data collection stage. Weighting variables can be drawn from multiple sources. These sources could be internal or external to the survey. Depending on the type of variables and the source, the main categories of weighting variables are:

(a) variables about the process in which the survey data were collected. This type of variables is referred to as paradata; for example, what was the mode of data collection (phone, web, mail, or in person).

(b) variables based on the interviewers observations about some characteristics related to the household/individual (e.g. type of accommodation).

(c) variables taken from the sampling frame, i.e. traditional auxiliary variables. These are usually available if the sample is taken from administrative records (e.g. levels of proficiency or education).

(d) variables linked from another database. Sometimes the sampling frame does not provide much information about sample units, for example, if the sample frame is the postcode address file (Lynn, 1996). In this example, although the postcode itself does not provide information about sample members living at the selected address, it can be used to link geographical information from another database such as credit scores (Lynn, 1996).
(e) substantive survey variables. In the case of a longitudinal survey, these variables could be available in previous waves. Variables from (a), (b), (c) and (d) are successfully used in the literature to adjust for non-response. For example, using data from a number of surveys, Kreuter et al (2010) found that the inclusion of these variables in response propensity models that were used to derive non-response weights reduces the mean-square error (MSE) in measures of central tendency adjusted by the resultant weights. However, they found that very few of these variables are associated with the response propensity. In contrast, using Receiver Operating Characteristic (ROC) curves, Plewis (2011) assessed the impact of including these variables in the response propensity models. He found that their inclusion may improve the accuracy of the models (i.e. they are associated with response propensity), but they have little effect when adjusting for non-response. Also, Lynn (1996) showed how, in the Scottish School Leavers Survey (SSLS), information about the level of qualification gained at school which was available in the sampling frame was used to analyze the response rate in connection to making weighting adjustment. Lynn (1996) demonstrated the way in which the post code in the Health Survey for England (1994) was used to identify the area where the respondent lived as large urban/city centre, other urban/suburban or rural and then analyzed the response rate accordingly. In longitudinal surveys, variables from categories (a) to (d) are usually used to adjust for non-response in the first wave. After the first wave, it is common to use key variables from previous waves (i.e. category (e) variables) to analyze and/or adjust for non-response in later waves. Most research has found variables such as gender, race, age, socioeconomic status, income and level of education to be good predictors of the response propensity and hence powerful weighting variables. For
example, Watson (2004) states that from wave 2 onwards in HILDA, variables such as
gender, age, marital status, labour force status, health condition in a current wave are
used to create non-response weights in the next wave. Similarly, age, gender, race,
employment status, income and education are used in the BHPS weighting after wave 1.
Also, Siddiqui et al (1996) used proportional hazard regression in analyzing the factors
influencing dropout in longitudinal school-based smoking prevention studies; race,
tobacco knowledge and academic performance were found to be significant factors. Kroh
(2009) indicates that, in GSOEP, characteristics measured in 2007 (wave 23) such as
gender, age, job status, income and savings were used to predict the probability of re-
excluding young respondents, attrition is positively associated with old age. Investigating
attrition in the BHPS, Uhrig (2008) found that housing tenure, marital status, size of
household, gender, race, region, mode of interview, employment, number of children in
household, financial situation, education, health, income and social isolation are all
associated with attrition. In this thesis, the weights creation, is restricted to weighting
variables from category (e), and a model-based method is used to create the standard and
weights. The response propensity models in a given wave 2 include variables observed in
previous wave 2. This enables taking into account changes in respondents characteristics
which is likely to be reflected in the response propensities and hence in the weights.
These cooperation variables can have great predictive power for panel attrition, because a
sampled individual being hard to reach in the first wave interview can be considered as a
negative reaction to the request to participate in the survey, thus increasing the
probability of attrition in the subsequent waves. With a large number of candidate
auxiliary variables, a desirable weighting adjustment method should be able to incorporate a large number of auxiliary variables without creating weighting adjustments that are too noisy to be useful.

### 3.4.6 Weighting in longitudinal surveys

A common practice in longitudinal surveys is that survey organizations prepare weights and include them in public use data files for use by analysts. Most of the household panel surveys implement a similar approach in terms of non-response weighting. To give an insight into this, in this section we describe and discuss this approach on the basis of the British Household Panel Survey (BHPS) since its data is used in this thesis.

**The BHPS**

Full details on the BHPS including the sample, survey instruments, fieldwork, measures and weighting procedures are well documented in Sadig (2011). The BHPS was conducted in the period 1991 to 2008. It followed its sample members every year to conduct interviews. Its main purpose was to explore the dynamics of change experienced by the population in the UK. In addition, the BHPS was conducted so that secondary data users have micro-data sets available. These data sets can then be used to carry out a wide range of research across a range of social science disciplines, and for policy research. In general, the BHPS provides data in 9 main areas: labour
markets, income, savings and wealth, household and family organization, housing, consumption, health, social and political values, education and training.

Eligibility to the BHPS was restricted to individuals who were residents in private households in the UK. Those who were not alive, not resident in the UK, or were in the UK but institutionalised (i.e. living in nursing homes, military bases or prison) were not eligible for the survey. Using the small user Postcode Address File (PAF) as a sampling frame, 8,217 addresses were drawn as original sample units. The frame included all countries in Great Britain except Northern Ireland. There were three stages of selection: using a systematic sampling technique, the first stage selected 250 postcode sectors from stratified listing of all sectors on the PAF as Primary Sampling Units (PSUs); in the second stage, fieldwork delivery points (equivalent to addresses) were selected from the resultant PSU from the previous stage using analogous systematic procedure; and a final selection stage was conducted by interviewers at the address level. During the selection of households, interviewers excluded non-residential addresses and institutions. A household in the BHPS was defined as “one person living alone or a group of people who either share living accommodation or share one meal a day and who have the address as their only or main residence”.

The first wave was conducted in 1991. Interviews were attempted with all household members who were aged 16 or over. This resulted in 10,248 individual interviews at wave 1. Subsequent to wave 1, the BHPS attempted following all sample members in wave 1 responding households and interviewing them as well as all new household members living with wave 1 sample members. Letters were sent to sample members, in subsequent waves, notifying them that the interviewer will call them within a week. Only
adamant refusals were excluded from the fieldwork. Non-contacts were coded as such after six call attempts.

**Weighting in the BHPS**

The weighting in the BHPS is documented in volume A of the user manual (by Taylor, 2006).

To adjust for non-response, the BHPS calculates weights both at the individual and household levels. Our discussion will be limited to weights at the individual level, since the analyses here, and in most research, are done at the individual level. There are two types of weights: cross-sectional and longitudinal. Cross-sectional weights are available in every wave, but they are only suitable for cross-sectional analyses (single-wave analysis) in the corresponding waves. Longitudinal weights are available in every wave from wave 2 onwards. Longitudinal analyses that use data from a number of waves (any wave-combination of more than 1 wave) should use longitudinal weights from the last wave in the wave-combination in question. For example, to analyze data from wave 1, 10 and 18, or data from all waves up to wave 18, both scenarios should use the longitudinal weights at wave 18. In this section we describe the calculation of longitudinal weights.

At wave 1, there were two general types of weights: design weights and non-response weights. The design weights were derived to account for the different probabilities of selection due to the different stages of selecting the sample. These were calculated as the inverse of the probability of selection for every sample unit. However, our focus shall be on the creation of non-response weights. First, these were calculated at the household level using weighting classes. The variables used to identify the classes were region,
socio-economic group (at the address level) and type of accommodation. In every class, the responding households were weighted by a factor that made their total number equal to the total number of responding and non-responding households in the class. A small number of cases within the responding households failed to respond at wave 1. However, information about these individuals were recorded during the household interview. To adjust for this, individual (within responding households) non-response weights were derived. A model-based method was used. By defining two outcomes: individual interview obtained =1; and individual interview was not obtained =0, a logit model was fitted. The variables used were age, gender, region, housing tenure, household size, marital status and employment status. For all responding cases, the weights were then defined as the inverse of the predicted probabilities from the model. These weights were then multiplied by the household non-response weight, and the resultant weights represent the individual non-response weights at wave 1. Note that BHPS does not release the design weights separately. The design weights were combined with the individual non-response weights from wave 1. Thus, the final analysis weight for a responding case at wave 1 is a product of the design weight and the individual non-response weight at wave 1 for that case. Final analysis weights in wave 1 represent the set of weights that is included in the BHPS wave 1 data file for analyses at the individual level.

In every subsequent wave, response was defined as responding in all waves up to and including the latest wave. In other words, both attrition and wave non-response were classified as absolute non-response. Non-respondents of unknown eligibility were treated as eligible non-respondents. The weights were then derived, every wave, (only) for those
who responded at all waves up to the latest. Thus, the longitudinal weights at any wave are the product of subsequent weights accounting for losses between each adjacent pair of waves up to that point. Weighting in waves subsequent to wave 1, was done using weighting classes. A number of variables that were thought to be informative of non-response and of interest in the substantive analyses of BHPS data were used to form the classes. These variables include age, gender, race, employment status, income, education, region and tenure. At every wave, the method used variables from the previous wave. To make the process manageable, an automatic interaction detection program (SPSS CHAID) was used to create the weighting classes. The weight for respondents in a given class was defined as the inverse of the response rate of that class.

Most longitudinal surveys in the world apply similar approach with respect to weighting. The difference is that BHPS uses weighting classes to predict the probability of response, whereas other surveys (such as HILDA in Australia) apply a model-based method. In any case, this approach, which is typical in household panel surveys, will be referred to, throughout this thesis, as the standard weighting approach (SWA).

Apart from offering a single set of longitudinal weights at every wave, the SWA has the following principles:

(a) After the first wave, the response probability is estimated using a mixture of common variables (from the previous wave) on which all sample members have measurements, and all sample members are used as one set in this estimation.

(b) Response is identified as responding in all waves up to the latest, and therefore weights are only provided for units responding in all waves up to the last one. In
other words, those who skip responding in at least one wave are also identified as non-respondents and, thus, do not have weights (i.e. $w_{j} = 0$; where $j$ denotes attires, wave non-responders and complete non-participants).

However, the complexity of household longitudinal surveys raises concerns (linked to the above points $a$ and $b$ ) with respect to using the SWA. In this thesis, we view these issues as limitations in the SWA. In particular, we investigate point ‘a’ above as a limitation in the SWA. In return, we design, discuss and evaluate a different alternative weighting approach, corresponding to this issue in the next two chapters of this thesis.

### 3.5 Limitations of the SWA: the research problem

Often, longitudinal surveys target large populations (typically a living population in a country). Sampled units from such populations are not usually homogeneous with respect to survey participation. Some sub-groups are more cooperative than others i.e. the response propensity may be driven by different factors for different sub-groups. Thus, non-response predictors (weighting variables) in these sub-groups may differ from the general non-response predictors.

In general, some variables are believed to be better weighting variables than others. For example, age and employment status are known to be good weighting variables because of their strong relationship with the response probability and most substantive analyses’ outcome variables; while religious beliefs is not generally considered a good weighting variable since it does not have a clear direct relationship with the response probability. Thus, using age and employment status together with other good predictors in weights creation generally yields a good set of non-response weights.
However, the same weighting variables may not be powerful in predicting the response probability in some sub-groups in the same sample. For instance, age and employment status might not effectively predict the probability of response in the sub-group of women aged 80 or over (because in this sub-group variation in age is minimal and all respondents are likely to be retired). In fact, variables such as religious beliefs may be a better predictor in this case. The point here is that using a common set of variables from the previous wave to create a single set of weights in the current wave – as in the SWA – does not necessarily result in a set of weights that can tackle non-response successfully in all sub-groups in the sample. Some sub-groups could use an alternative set of weights created from another set of variables. Some of these subgroups are important and are frequently used for analysis. This may be an alternative approach of weighting, but it needs practical evaluation.

The research in this thesis sets out to investigate whether the SWA appropriately tackles non-response error in different types of estimates from different types of analyses with respect to the raised limitation. The study aims to explore an alternative weighting approach (AWA) to deal with the choice of weighting variables for different subgroups. Also, the study evaluates the new approach of weighting as opposed to the standard weighting approach.
Chapter 4

Tailored weighting for subgroups
4.1 Introduction

A common practice in panel studies is to use the logistic regression model to predict the probability of response and obtain non-response weights. The model is usually estimated using weighting variables, e.g., age & gender as well as all cases in the selected sample for which data is available on the weighting variables. This is a feature of the SWA in longitudinal surveys described in the previous chapter. Because all sample members are used in the process of modeling the response propensity and deriving the weights, it may be necessary for the SWA to use ‘generic’ weighting variables. These are successful in predicting response for the sample as a whole and, also, may be correlated with some of the survey key variables. Hence, variables that only distinguish response from non-response at a sub-group level may not be used in the SWA if they do not prove important at the full sample level.

Using variables that are correlated with the survey target variables is important in order to produce a set of weights that is successful in reducing non-response bias (Särndal and Lundström, 2005; Little and Vartivarian, 2003, Kreuter and Olson, 2011). The extent to which the bias is reduced is however also based on a good specification of the model in terms of using variables that significantly explain the variation in the response propensity in all sub-groups in the sample. If this is not observed the weights will not reduce non-response bias in estimates related to sub-groups where variation in response propensity either is not, or is poorly, accounted for by the weighting variables. In addition, the weights will reduce non-response bias to the maximum possible extent if they are used to
adjust an estimate that is constructed using the set of respondents used to create the weights.

It is unlikely in practice for the SWA to account for the variation in the response propensity in all sub-groups in the sample, if it is based on just one weighting model, using all sample members and common weighting variables. This is so since, even in the same survey sample, the phenomena that cause non-response can differ across different sub-groups, both in terms of scale and type.

As an example, consider a survey that collects data from individuals belonging to different social classes. For the subgroup formed of teachers it is likely that the non-response rate will be lower than that in other sub-groups belonging to other social classes in the sample. This is due to the fact that individuals within academia may feel obligated to cooperate with the survey as an academic duty. It is however likely that the factors responsible for non-response in the sub-group of teachers and lecturers are rather different than the usual non-response predictors e.g. gender, which could be more responsible for non-response in other sub-groups in the sample.

If a researcher wishes to obtain an estimate using only the subgroup of teachers & non-response weights, a model that is correctly specified to predict response probability in general i.e. SWA which is based upon all sample units, using variables that may be strongly correlated with the response propensity in many sub-groups in the sample but weakly correlated with the response propensity in the sub-group of teachers and lecturers, might result in a set of weights that successfully reduces non-response bias in
many survey estimates but not necessarily reduce it in estimates which are constructed using only the set of teachers.

For any estimates that are restricted to the subgroup of teachers weights would be more effective if the model is estimated such that it specifically account for the variance in the response probability in the sub-group of teachers by using variables that are strongly correlated with the response propensity regardless of whether or not they also correlated with the response propensity in other sub-groups in the sample, and if it is estimated using only the set of teachers.

And because SWA is unlikely to predict response in all sub-groups in the sample, an alternative weighting approach is needed that sets modeling strategy that is able to account for the variation in the response propensity in a selected set of sub-groups. In this approach a number of different weighting models are estimated with the aim of explaining a larger proportion of variance in response propensity in certain sub-groups in the sample and use a particular set of variables which account for variation in the response probability in these sub-groups; and then estimate the model by using sample members from the sub-groups in question only. In this way the weights derived from each weighting model are expected to be more effective in dealing with non-response bias in their relevant sub-groups compared to weights derived from the SWA. Furthermore, if the sub-groups selected for this type of weighting represent some of the major domains in the sample, the resultant weights may also reduce non-response bias in estimates constructed from whole sample if they are put together appropriately. This strategy of weighting is will be denoted as the AWA in this chapter.
The objective of this research is to explore whether there is evidence that designing weights for specific sub-groups in the sample can significantly affect survey-based estimates from these sub-groups to the extent that they prove superior from the estimates produced through the SWA. The suggested approach AWA will be referred to as ‘subgroup-tailored weighting approach’ (S-TWA) and weights produced from this approach will be called ‘tailored weights’ (TWs).

The BHPS sample will be used to study the differences between the SWA and the proposed S-TWA. The investigation is based on creating weights using the SWA (SWs) and weights based on the AWA (TWs), and then compare estimates resulting from a substantive analysis that uses the SWs and TWs.

The S-TWA will be applied by selecting two sub-groups, from the BHPS sample, on which substantive analyses are intended to be done. The tailored weights will then be designed for these sub-groups by using variables that are thought to be correlated with the response propensity in the sub-groups under investigation regardless of whether or not these variables are also used in the SWA. In other words, that the S-TWA adds new variables to the common variables that are usually used in the SWA to create the TWs. The justification of using the new variables is that they are important predictors of the response in the selected sub-groups even if they are not of value in prediction of response in the other sub-groups. On the other hand, some of the variables used in the SWA may not be used in the S-TWA if they do not distinguish response from non-response in the sub-groups in question. The tailored weights can also be created by restricting the weighting models to the sets of sample members in the selected sub-groups.
4.2 The choice of sub-groups

The data used in this research was taken from the first eight waves of the BHPS\(^1\) and cover the period 1991 to 1998. The investigation in was restricted to sample members aged 16 and over at the time who responded at wave 1. Furthermore the tailored weights were designed to target non-response bias in estimates related to two sub-groups of sample members. The first group consists of those who retired in 1991 or earlier. The second is composed of those born in 1965 or after.

Sample members in the first sub-group started the survey as retired individuals and hence not include respondents who retired at a later wave. The second sub-group contains sample members who were within the age group 16 to 26 at the start of the survey.

And although other types of sub-groups in the BHPS sample are also important, the selected sub-groups represent major domains in the sample. Furthermore, both of these sub-groups contain enough sample members to allow valid statistical investigation of the topic of this chapter. Also, the two sub-groups, include a set of sample members that is balanced in terms of gender, age (young and relatively old respondents) and labour market status (out of the labour force and working age individuals). In addition, a large number of extensive analyses may be conducted on the selected sub-groups. It is thus, worth exploring whether a set of weights tailored to these sub-groups differ from that produced by SWA.

The choice of the sub-groups divides the sample into three non-overlapping sub-groups namely retired sample members, sample members who were born in 1965 or after; and

\(^{1}\) Some of the variables used in the analysis are not available across all waves.
non-retired sample members who were born before 1965, The S-TWA however concert rates on retired respondents and those who were born in 1965 or after. The tailored weights will be created to adjust for the longitudinal non-response up to wave 8. As a result, the weights will be appropriate for analyses, on the selected sub-groups, that use a balanced panel from the first eight waves of the BHPS. It is also worth noting that two of the major sub-groups in the sample, are used the weights are also expected to reduce non-response error in estimates related to the full sample analyses.

In section (4.3) we briefly outlines the construction of the SWs.

4.3 Weights from the SWA (SWs)

The process of constructing weights from the SWA (SWS) can be outlined as fallows.

Eight waves are available for the analysis. The SWs were created to adjust for the longitudinal non-response at wave 8. The response propensity is modeled at each wave conditional on responding at all of the previous waves. Those who are known to be ineligible by wave 8 were not included in these models, while those whose eligibility is unknown by wave 8 were assumed eligible cases and were included in the weighting models. This means that, the analysis was restricted to sample members known (or assumed) to be part of the target longitudinal population at wave 8 which the weighting here aims to represent. At each wave the model used variables from the previous wave. The variables used to model the response propensity are the usual weighting variables in
the SWA, namely race, gender, age-squared, age, presence of children in the household, tenure, education, type of household, employment status, type of house, number in full-time employment in household and region.

Modeling of the response propensity started from wave 2 as the BHPS offers wave 1 non-response weights combined with the design weights. Equation (4.1) below explains the process formally.

\[
\text{Logit } \Pr(R_{it}=1 \mid C_{it-1}=1) = f \left( \sum_j \theta_j Z_{itj} + \sum_k \theta_k X_{it-k} \right)
\]  

(4.1)

Where \( t \) is the wave number for which the model is estimated (\( t=2, 3, \ldots, T=8 \)); \( i=1, 2, \ldots, n_{t-1} \), where \( n_{t-1} \) is the number of respondents who responded at every wave from 1 to \( t-1 \) and who are known or assumed as eligible by the time of wave 8; \( R_{it} \) is the response status at time (wave) \( t \) for respondent \( i \) (\( R_{it}=1 \) if response is observed at wave \( t \); \( R_{it}=0 \) if response is not observed at wave \( t \)); \( C_{it-1}=1 \) if \( R_{it-1}=1 \) for all values of \( b \) from 1 to \( t-1 \) (i.e. \( C_{it-1}=1 \) indicates that the model in wave \( t \) is conditioned on response in all of the previous waves); \( Z_{itj} \) is the set of time invariant variables for respondent \( i \); \( X_{it-k} \) is the set of time variant variables for respondent \( i \) which are measured in wave \( t-1 \).

Table (4.1) displays the results of the final models of the SWA.
Table 4.1 Response propensity models based on the SWA (wave 2 to 8): modeling response in wave $t$ conditional on responding in all of the previous waves.

<table>
<thead>
<tr>
<th></th>
<th>Wave 2</th>
<th>Wave 3</th>
<th>Wave 4</th>
<th>Wave 5</th>
<th>Wave 6</th>
<th>Wave 7</th>
<th>Wave 8</th>
</tr>
</thead>
<tbody>
<tr>
<td>Female</td>
<td>1.31*</td>
<td>1.22**</td>
<td>1.03</td>
<td>1.36*</td>
<td>1.13</td>
<td>1.29**</td>
<td>1.41**</td>
</tr>
<tr>
<td>White</td>
<td>1.69*</td>
<td>1.80**</td>
<td>1.23</td>
<td>1.71*</td>
<td>1.05</td>
<td>1.66*</td>
<td>1.83**</td>
</tr>
<tr>
<td>Age</td>
<td>1.07***</td>
<td>1.08***</td>
<td>1.10**</td>
<td>1.08**</td>
<td>1.11**</td>
<td>1.09**</td>
<td>1.12***</td>
</tr>
<tr>
<td>Age-squared</td>
<td>0.99***</td>
<td>0.99***</td>
<td>0.99**</td>
<td>0.99**</td>
<td>0.99**</td>
<td>0.99**</td>
<td>0.99**</td>
</tr>
<tr>
<td>House owner</td>
<td>1.43*</td>
<td>1.39**</td>
<td>1.28*</td>
<td>1.03</td>
<td>1.04</td>
<td>1.58**</td>
<td></td>
</tr>
<tr>
<td>Has GCE certificate or above</td>
<td>1.21*</td>
<td>1.04</td>
<td>1.13*</td>
<td>1.10</td>
<td>0.92</td>
<td>1.26*</td>
<td>1.19**</td>
</tr>
<tr>
<td>Employed</td>
<td>0.89*</td>
<td>0.79</td>
<td>1.16*</td>
<td>1.24*</td>
<td>0.87</td>
<td>1.39</td>
<td>1.31</td>
</tr>
<tr>
<td>Others people present during interview</td>
<td>0.87</td>
<td>1.28*</td>
<td>1.07</td>
<td>1.22</td>
<td>1.37*</td>
<td>1.19</td>
<td>0.94</td>
</tr>
<tr>
<td>Single-person HH</td>
<td>0.72</td>
<td>1.18</td>
<td>0.76*</td>
<td>0.94</td>
<td>0.88*</td>
<td>0.91</td>
<td>1.08</td>
</tr>
<tr>
<td>Household has children</td>
<td>1.39*</td>
<td>1.44*</td>
<td>0.89</td>
<td>1.06</td>
<td>1.58*</td>
<td>1.08</td>
<td>1.43</td>
</tr>
<tr>
<td>Lives in a flat</td>
<td>0.98</td>
<td>0.90</td>
<td>0.90</td>
<td>0.88</td>
<td>0.91*</td>
<td>0.87*</td>
<td>1.10</td>
</tr>
<tr>
<td>Lives in other type of house</td>
<td>1.12</td>
<td>0.91</td>
<td>0.75**</td>
<td>0.93</td>
<td>0.64*</td>
<td>1.21</td>
<td>0.87</td>
</tr>
<tr>
<td>1 or 2 persons are employed in HH</td>
<td>1.11</td>
<td>0.79*</td>
<td>0.94</td>
<td>0.89</td>
<td>1.22</td>
<td>1.31</td>
<td>1.07</td>
</tr>
<tr>
<td>3 + persons are employed in HH</td>
<td>0.93</td>
<td>0.63*</td>
<td>0.89</td>
<td>0.61*</td>
<td>1.12</td>
<td>1.16</td>
<td>0.88*</td>
</tr>
<tr>
<td>South-East</td>
<td>0.93</td>
<td>1.27</td>
<td>1.86*</td>
<td>0.84</td>
<td>1.33</td>
<td>1.45*</td>
<td>1.42</td>
</tr>
<tr>
<td>South-West</td>
<td>0.96</td>
<td>0.95</td>
<td>1.24</td>
<td>1.44</td>
<td>0.92</td>
<td>1.08</td>
<td>1.25</td>
</tr>
<tr>
<td>East Anglia</td>
<td>1.03</td>
<td>0.88</td>
<td>2.03*</td>
<td>1.86*</td>
<td>0.96</td>
<td>1.14</td>
<td>1.28</td>
</tr>
<tr>
<td>The Midlands</td>
<td>0.86</td>
<td>1.59</td>
<td>1.76</td>
<td>1.07</td>
<td>0.89</td>
<td>0.93</td>
<td>1.10</td>
</tr>
<tr>
<td>The North</td>
<td>1.23**</td>
<td>0.72*</td>
<td>1.51*</td>
<td>1.22</td>
<td>0.87</td>
<td>1.48*</td>
<td>1.36</td>
</tr>
<tr>
<td>Wales</td>
<td>1.44*</td>
<td>0.88</td>
<td>1.30</td>
<td>0.84</td>
<td>0.63*</td>
<td>1.26</td>
<td>0.79</td>
</tr>
<tr>
<td>Scotland</td>
<td>0.91</td>
<td>1.33</td>
<td>0.85</td>
<td>1.72*</td>
<td>0.49*</td>
<td>1.24</td>
<td>0.61*</td>
</tr>
<tr>
<td>n</td>
<td>9,593</td>
<td>8,699</td>
<td>8,218</td>
<td>7,863</td>
<td>7,496</td>
<td>7,152</td>
<td>6,878</td>
</tr>
<tr>
<td>Pseudo R²</td>
<td>0.031</td>
<td>0.032</td>
<td>0.038</td>
<td>0.035</td>
<td>0.034</td>
<td>0.33</td>
<td>0.035</td>
</tr>
</tbody>
</table>

*Response is modeled conditional on responding in previous waves. The reference categories of the categorical independent variables are male, other non-white, not a house owner, does not have a GCE certificate or above, unemployed, others not present during interview, multi-person HH, household with no children, lives in a house, no one is in employment in household and London * $p<0.05$, ** $p<0.01$, *** $p<0.001$. 

67
As for the set of responding sample members in the 8 waves, the longitudinal SWs at wave 8 were calculated as the product of the inverse predicted probabilities from the models in table (4.2), and wave 1 non-response/design weights (provided by BHPS) as shown in equation (4.2).

\[ SW_i = D_i \prod_{t=2}^{8} r_{it}^{-1} \]  \hspace{1cm} (4.2)

Where \( SW_i \) is the standard longitudinal weight at wave 8 for respondent \( i \); \( r_{it} \) is the predicted probability for respondent \( i \) from wave \( t \) model (\( t = 2, 3, \ldots, 8 \); \( i = 1, \ldots, n_{1-8} \)) (where \( n_{1-8} \) is the number of sample members who responded at every wave from 1 to 8); and \( D_i \) is wave 1 non-response/design weight for respondent \( i \).

The distribution of the SWs is presented and discussed later on with the TWs.

**4.4 Weighting variables for the subgroup-tailored weighting**

Apart from the variables that are used in the SWA, for each of the selected subgroups, some variables may be of particular interest in terms of predicting response in the sub-groups under study. These variables are not used in the SWA since they do not correlate with the response propensity for the sample as a whole. In this section, we propose and discuss two sets of the variables that will be used to create the tailored weights for our two sub-groups. The next section will embody explanation of the methodology that will be implemented in the S-TWA.
4.4.1 Proposed weighting variables for retired sample members

The first proposed weighting variable is religion, since having a religion is a form of social participation. And although some authors suggest that social participation can negatively affect the contact attempt—by affecting the at-home pattern (e.g. Lepkowski and Couper, 2002), others support the idea that social participation is an indication of higher human interaction levels so that a person who is socially interactive is more likely to cooperate and provide data for the survey (Groves and Couper, 1998). As for the BHPS sample, Uhrig (2008) noted that those who have religious beliefs are much more likely to respond than those who do not. He, however, found that this significant effect disappears once other variables such as organizational participation are included in the model. The reason for this is that organizational participation is also an indicator of higher human interaction levels and hence indicator of survey cooperation. Some of the organizational participations however are more common among working-age respondents than retirees especially if they require a high physical activities and/or someone within the labour force. We assume in this research, that organizational participation such as joining sport clubs and professional organizations is more common amongst working-age respondents than their retired counterparts and hence it can only affect the estimated association between religion beliefs and survey participation of working-age respondents. As for the retired respondents, religion can then be considered as a good predictor of non-response.

The second variable considered is the respondent’s energy compared to average at their age. We note here that, those who are more energetic than average at their age are expected to be more mobile and hence less likely to stay at home than those who have
less energy. As a result in surveys that require making contact with respondents at their homes, it is more likely that less energetic people will be found at home than those with more energy. On the other hand, less energy than average may be associated with bad health leading to a lower level of cooperation or even refusal. Early works on non-response suggested that refusal for health reasons is common amongst elderly respondents (e.g. Uhrig, 2008). For the sub-group of retired respondents (relatively old sample members), energy compared to average at the same age can be seen as an important indicator for both at-home pattern and health condition. Thus, whether or not this variable affects response propensity in the sub-group of retired respondents is worth exploring.

*The third variable considered is whether respondent supports a political party.* Since it is not clear whether there is direct association between political views and non-response prediction, few researchers used this variable. However, some authors (e.g. Groves and Couper, 1998) believe that those who have political views, may be more aware of the government’s role in the society and therefore may feel more obligated to provide data for the survey. Some researches on political engagement suggests that it is lower amongst persons in working-age. This may be due to the fact that working-age respondents often do not have the time to engage with politics (Brandon, 2012). Retirees, on the other hand, do not often have time problems; and do have the time to participate in politics. Actually they may feel the need to be socially interactive and therefore may participate in politics. Moreover, retirees could support and vote for a political party for reasons such as protecting the valuable benefits they receive from the government. As a result the assumption that supporting a political party can influence response propensity and it is
more frequent amongst retired respondents in made (Brandon, 2012), and this variable was considered as a good weighting variable for retired respondents.

The fourth variable used is the subjective financial situation, studies on non-response has shown that there exists a positive relationship between financial position and response propensity (Groves and Couper, 1998; Fitzgerald et al., 1998; Lepkowski and Couper, 2002). Those who are in better financial positions are more likely to respond than those who are less well off. For the BHPS sample, however the evidence for subjective financial situation is in contradiction with the general financial findings. Previous research on subjective financial position on the BHPS has confirmed that those who subjectively report themselves as being in better financial positions are less likely to respond than those who report themselves as being in worse financial positions (Uhrig, 2008). Nonetheless, the effect of subjective financial situation might change and confirm evidence from the general non-response literature once some sub-groups in the sample are controlled for (i.e. when the investigation is only done on retirees for example). For this reason, subjective financial situation was added to the set of weighting variables of retired respondents.

The final variable is having access to a car. Having access to a car for personal use is considered an indication of wealth and a good financial situation (Uhrig, 2008), and for retired respondents, it is looked at as an indicator of a good health. As a result, this variable was added here under the assumption that it is indicative of good health status and good financial situation.
4.4.2 Proposed weighting variables for those who were born in 1965 or after

Five weighting variables were used for those who were born in 1965 & over.

*The first is liking the neighbourhood.* As it indicates attachment to current neighbourhood. The feelings of respondents about their settlement in a neighbourhood are indicative of whether they will continue to live in that neighbourhood, and hence of the likelihood of locating and contacting them successfully. Studies have shown that younger respondents are more likely to move house (Uhrig, 2008). This variable is therefore likely to have a distinctive effect on the response propensity for those who were born in 1965 or after compared to their counterparts’ sub-groups. Thus, this variable was added to the weighting variables of this sub-group.

*The second variable is school leaving age.* In the United Kingdom (UK) most people leave school at the age of 15 or 16. However, there are some exceptions. This may occur, for example, due to coming to the UK at the age of six and having to start school a year or two later than the average starting age (five years old). Circumstances in which one has to leave school at a different age than the average person may affect one’s tendency to participate in the survey. Regardless of the nature of these circumstances, their existence can be expressed through the school leaving age. In this research, it is assumed that the effect of the circumstances associated with the school leaving age on survey participation fades over time. In other words, the effect is stronger at a younger age than at an older age. This is because living longer enables one to experience more life-events that may reduce any influence on survey cooperation due to the reasons why they left school at a different age than the average person. Thus, the relationship between school
leaving age and non-response maybe of more interest for those who were born in 1965 or after than for those who were born before 1965.

**Having children is the third variable proposed.** Published works on non-response suggests that the presence of children in the household is positively associated with survey response (Groves and Couper, 1998; Lepkowski and Couper, 2002; Uhrig, 2008). This is so irrespective of whether these children are the respondent’s own children. The reason is that, households with children are more settled and less likely to move house, and even if they do, they are easier to relocate and contact. This is especially important for younger respondents who are more mobile and less settled. Therefore, an item that measures if the respondent has their own children within the household for those who were born in 1965 or after can be considered a good weighting variable for this sub-group. This is because of its distinctive effect on the response process of those who were born in 1965 or after.

**Subjective financial situation is the fourth variable proposed.** As was mentioned earlier the evidence for subjective financial situation in the BHPS is in contradiction with the general financial findings (in the BHPS those in better financial positions are less likely to respond than those in worse financial positions). It is thus worth testing the effect of subjective financial situation on the response propensity of those who were born in 1965 or after too.

**The fifth & last variable is having access to car:** Aside from being indicative of wealth, having access to a car may have a distinctive effect on younger survey participants. It can be argued that having access to a car may affect the contactability of younger
respondents. Therefore, this was included in the set of weighting variables of those who were born in 1965 or after.

4.5 The subgroup-tailored weighting approach (S-TWA)

In what follows we aim at incorporating the proposed weighting variables to construct a set of weights that is tailored to two sub-groups in the sample: retired sample members and sample members who were born in 1965 or after. There are at least two approaches to achieve this the interaction-based approach & modeling the non-response propensity separately for each sub-groups.

Interaction-based approach:

In this approach the response propensity is modeled as done in the SWA, but interactions of the proposed variables for the tailored weighting for the two sub-groups under investigation are added to the models. For example, to capture the effect of religion (one of the proposed variable for the S-TWA) on the response propensity of retired sample members, one may add an interaction term of the variable that indicates whether a sample member is retired, and the variable that measures religion, to all of the weighting models estimated in the SWA.

When a response propensity model is estimated interaction effects may be tested. However, including interactions in the response propensity models that are used to derive non-response weights is not a common practice amongst survey researchers (Brick, 2013)². Most survey organizations tend to rely on main effects when estimating their

² Unlike panel studies, some cohort studies such as the 1958 National Child Development Study (NCDS) in the UK used interactions to model the response propensities (Hawkes and Plewis, 2006).
response propensity models for construction of weights. Even in cases where interactions were used, the some studies suggest that weighting models with interaction effects have similar outcomes to weighting models with only main effects (e.g. Schouten, 2004). This may be due to the fact that, even when the interaction effects are used, they are only considered between the standard non-response variables (variables that affect response probability for most sample members). For variables that only predict non-response at a sub-group level, these might result in a different outcome.

Once all necessary interactions are included in the weighting models, the tailored weights can then be calculated, as usual, as the product of the inversed predicted probabilities from the estimated models. This approach has the advantage of being relatively straightforward to apply. Furthermore, it results in a single set of weights that is tailored to retired respondents and those who were born in 1965 or after. However, it may have some drawbacks. First, if there are many variables suggested for the S-TWA for each sub-group, the number of interaction terms becomes excessively large so that they can not all be included in one model. This is especially so if some of the proposed variables for the S-TWA are categorical variables with many categories (more than 2 categories). When too many interactions are included in the weighting model, this may result in less statistical power for other important variables in the model. Second, it uses all sample members to model the response propensity, including those who are not in the sub-groups under investigation. Thus, some variables, from the SWA, which are not associated with the response propensity in the sub-groups in question, will be kept in the weighting models because they may be associated with the response probability in other sub-groups in the sample, and hence, they will be used in the tailored weighting. Ideally
& as stated before, variables that do not distinguish response from non-response in the selected sub-groups should be excluded from the creation of the tailored weights for these sub-groups regardless of whether or not they predict response in other sub-groups. If such variables are kept in the model on the ground that they predict response in other sub-groups even if they are not important predictors for the sub-groups under investigation, the resultant weights in this case may not be fully tailored to the sub-group in question, they are, to an extent, standard.

**Model the response propensity separately for each sub-group approach:**

In this approach the response propensity is modeled separately for each sub-group in the sample i.e separate weighting models are estimated for each sub-group). The subgroup-specific weighting models will only use variables that are associated with the response probability in the relevant sub-group. As a result, the set of weighting variables for a given sub-group may not include variables from the SWA that do not predict response in the given sub-group, and include only the variables that are proposed for the S-TWA for the sub-group. The weights will then be calculated, separately for each sub-group, as the product of the inversed predicted probabilities from the sub-group estimated models. Applying this approach will thus results in a subset of tailored weights for each sub-group. Which can the be combined to form an overall set of TWs.

It is possible that the two approaches yield similar results. The second approach, however be superior especially if many categorical variables are suggested for the S-TWA since it will be more practical in this case, and also because it allows exclusion of the variables that are not significant at the sub-group level.
In this study we apply both methods of subgroup-tailored weighting as AWAs. This strategy enables us to see whether the two approaches can result in different outcomes. We refer to the tailored weights resulting from the interaction-based approach as $TW_{S_1}$, whereas weights resulting from modeling the response propensity separately for each sub-group are denoted as $TW_{S_2}$. The construction of the $TW_{S_1}$ and $TW_{S_2}$ is explained in the next section.

### 4.6 Construction of the tailored weights ($TWs$)

#### 4.6.1 Interaction-based approach

Here two indicators are created one for retired sample members and the other for those who were born in 1965 or after (1=retired, 0=non-retired; and 1=born in 1965 or after, 0=was not born in 1965 or after). The same weighting models of the SWA is used and interactions of each indicator are added and its relevant proposed weighting variables introduced in section 3.4. Table (4.2) gives the results of modeling the response propensity using this approach. Note that we do not include ‘age’ and ‘household with children’ in these models as there are two variables used in the tailored weighting that can substitute for these (‘born in 1965 or after and’ ‘has their own children’ respectively).

The results regarding the variables proposed for the S-TWA here are similar to those from modeling the response propensity separately for each sub-group which will be presented next. Thus, the effect of including these variables in the weighting process will
be discussed in detail in the next section. However, the major findings here will be highlighted.

With respect to the standard weighting variables (i.e. the variables used in the SWA), most variables have the same effect on the response propensity as in the SWA.

Second, none of the main effects of our new added variables appear to be significant in the models displayed in table (4.2) (with the exception of ‘has their own children’ as this substitutes for ‘household with children’). The significance of these variables is reflected in their interactions with the indicators of the two sub-groups in question. For example, the variables: religious and likes their current neighbourhood do not seem to be significant in predicting response for the sample as a whole. However, the interactions of these variables with retired sample members and those who were born in 1965 or after, respectively, appear to be significant suggesting that these variables are important in predicting response in the sub-groups under investigation.

This result confirms our claim that non-response process may be different in the selected sub-groups than in the sample in general. Furthermore, it shows that some of the factors responsible for non-response in these sub-groups are different than the factors responsible for non-response in the other subgroups in the sample. In addition and based on this finding, one can expect our proposed variables to be significant when modeling the response propensity separately for each sub-group as will be shown next.
Table 4.2 Response propensity models based on the AWA (interaction-based): modeling response in wave $t$ conditional on responding in all of the previous waves.

<table>
<thead>
<tr>
<th></th>
<th>Wave 2</th>
<th>Wave 3</th>
<th>Wave 4</th>
<th>Wave 5</th>
<th>Wave 6</th>
<th>Wave 7</th>
<th>Wave 8</th>
</tr>
</thead>
<tbody>
<tr>
<td>Female</td>
<td>1.21*</td>
<td>1.28***</td>
<td>0.93</td>
<td>1.31**</td>
<td>1.12</td>
<td>1.27*</td>
<td>1.35**</td>
</tr>
<tr>
<td>White</td>
<td>1.46*</td>
<td>1.53***</td>
<td>1.30*</td>
<td>1.42*</td>
<td>0.88</td>
<td>1.51*</td>
<td>1.49**</td>
</tr>
<tr>
<td>House owner</td>
<td>1.15*</td>
<td>1.19*</td>
<td>1.22*</td>
<td>1.31**</td>
<td>0.89</td>
<td>1.33**</td>
<td>1.13</td>
</tr>
<tr>
<td>Has GCE certificate or above</td>
<td>1.22*</td>
<td>0.92</td>
<td>0.87</td>
<td>1.08</td>
<td>1.26*</td>
<td>1.11</td>
<td>1.39**</td>
</tr>
<tr>
<td>Employed</td>
<td>0.85</td>
<td>1.09</td>
<td>1.06</td>
<td>1.23*</td>
<td>0.91</td>
<td>0.88</td>
<td>1.19*</td>
</tr>
<tr>
<td>Other people present during interview</td>
<td>1.05</td>
<td>0.87</td>
<td>1.08*</td>
<td>1.04</td>
<td>1.39**</td>
<td>1.33*</td>
<td>1.07</td>
</tr>
<tr>
<td>Single-person household</td>
<td>0.93*</td>
<td>1.30</td>
<td>0.88**</td>
<td>1.10</td>
<td>0.96</td>
<td>0.76*</td>
<td>0.92</td>
</tr>
<tr>
<td>Lives in a flat</td>
<td>0.96</td>
<td>1.14</td>
<td>0.89</td>
<td>0.83*</td>
<td>1.03</td>
<td>0.87*</td>
<td>0.92</td>
</tr>
<tr>
<td>Lives in other type of house</td>
<td>0.88</td>
<td>0.81</td>
<td>0.69*</td>
<td>0.92</td>
<td>0.94</td>
<td>0.72*</td>
<td>1.05</td>
</tr>
<tr>
<td>1 or 2 persons are employed in HH</td>
<td>1.05</td>
<td>0.93</td>
<td>0.92</td>
<td>0.89*</td>
<td>1.08</td>
<td>1.11</td>
<td>1.20</td>
</tr>
<tr>
<td>3 + persons are employed in HH</td>
<td>0.91</td>
<td>0.68*</td>
<td>1.11</td>
<td>0.88</td>
<td>0.92</td>
<td>0.65*</td>
<td>0.93</td>
</tr>
<tr>
<td>South-East</td>
<td>0.94</td>
<td>0.93</td>
<td>1.36*</td>
<td>1.40*</td>
<td>0.77</td>
<td>1.07</td>
<td>0.85</td>
</tr>
<tr>
<td>South-West</td>
<td>1.29</td>
<td>0.95</td>
<td>1.19</td>
<td>1.17</td>
<td>1.20</td>
<td>0.88</td>
<td>1.05</td>
</tr>
<tr>
<td>East Anglia</td>
<td>0.91</td>
<td>0.93</td>
<td>1.66*</td>
<td>1.51*</td>
<td>0.89</td>
<td>1.03</td>
<td>1.33</td>
</tr>
<tr>
<td>The Midlands</td>
<td>0.97</td>
<td>0.89</td>
<td>1.22</td>
<td>1.26</td>
<td>0.86</td>
<td>1.11</td>
<td>0.91</td>
</tr>
<tr>
<td>The North</td>
<td>1.03</td>
<td>0.87*</td>
<td>1.34*</td>
<td>1.22</td>
<td>0.81</td>
<td>1.41*</td>
<td>1.19</td>
</tr>
<tr>
<td>Wales</td>
<td>0.93</td>
<td>0.74*</td>
<td>1.58*</td>
<td>1.02</td>
<td>0.67*</td>
<td>0.95</td>
<td>0.86</td>
</tr>
<tr>
<td>Scotland</td>
<td>0.89</td>
<td>0.81</td>
<td>1.29</td>
<td>1.44*</td>
<td>0.31**</td>
<td>1.10</td>
<td>0.83*</td>
</tr>
<tr>
<td>Retired</td>
<td>1.21*</td>
<td>1.26</td>
<td>1.18*</td>
<td>0.92</td>
<td>0.53*</td>
<td>0.71*</td>
<td>1.06</td>
</tr>
<tr>
<td>Religious</td>
<td>0.84</td>
<td>1.05</td>
<td>1.11</td>
<td>1.15</td>
<td>0.87</td>
<td>1.01</td>
<td>1.19</td>
</tr>
<tr>
<td>Retired * religious</td>
<td>1.22*</td>
<td>1.15*</td>
<td>1.49</td>
<td>1.27*</td>
<td>1.68*</td>
<td>1.11</td>
<td>0.87</td>
</tr>
<tr>
<td>Has more energy than average at their age</td>
<td>1.13</td>
<td>1.09</td>
<td>0.87</td>
<td>1.11</td>
<td>1.18</td>
<td>0.86</td>
<td>1.09</td>
</tr>
<tr>
<td>Has less energy than average at their age</td>
<td>0.92</td>
<td>1.06</td>
<td>1.12</td>
<td>1.11</td>
<td>0.94</td>
<td>0.90</td>
<td>0.89</td>
</tr>
<tr>
<td>Retired * has more energy than average at their age</td>
<td>1.11</td>
<td>0.97</td>
<td>1.59*</td>
<td>1.07</td>
<td>0.88</td>
<td>1.68*</td>
<td>1.39*</td>
</tr>
</tbody>
</table>
Table 4.2 (continued)

<table>
<thead>
<tr>
<th>Variable Description</th>
<th>Wave 2</th>
<th>Wave 3</th>
<th>Wave 4</th>
<th>Wave 5</th>
<th>Wave 6</th>
</tr>
</thead>
<tbody>
<tr>
<td>Retired * has less energy than average at their age</td>
<td>0.51***</td>
<td>0.39***</td>
<td>0.44**</td>
<td>0.38**</td>
<td>0.42**</td>
</tr>
<tr>
<td>Supports a political party</td>
<td>1.08</td>
<td>0.93</td>
<td>1.11</td>
<td>1.05</td>
<td>0.92</td>
</tr>
<tr>
<td>Retired * supports a political party</td>
<td>1.31*</td>
<td>1.30*</td>
<td>1.16</td>
<td>1.19</td>
<td>1.34*</td>
</tr>
<tr>
<td>Financially okay</td>
<td>0.89</td>
<td>0.81</td>
<td>0.78</td>
<td>0.91</td>
<td>0.85</td>
</tr>
<tr>
<td>Financially struggling</td>
<td>0.88</td>
<td>0.93</td>
<td>0.82</td>
<td>0.87</td>
<td>0.77</td>
</tr>
<tr>
<td>Retired * financially okay</td>
<td>0.96</td>
<td>0.94</td>
<td>0.87</td>
<td>1.12</td>
<td>0.90</td>
</tr>
<tr>
<td>Retired * financially struggling</td>
<td>1.10</td>
<td>0.85*</td>
<td>0.89*</td>
<td>1.24</td>
<td>0.84*</td>
</tr>
<tr>
<td>Has a car</td>
<td>1.29</td>
<td>1.31</td>
<td>1.13</td>
<td>0.94</td>
<td>1.03</td>
</tr>
<tr>
<td>Retired * has a car</td>
<td>1.26*</td>
<td>1.19*</td>
<td>0.90</td>
<td>0.94</td>
<td>1.11*</td>
</tr>
<tr>
<td>Was born in 1965 or after</td>
<td>0.81*</td>
<td>0.79*</td>
<td>1.03</td>
<td>1.16</td>
<td>1.36*</td>
</tr>
<tr>
<td>Likes the current neighbourhood</td>
<td>1.22</td>
<td>1.28</td>
<td>1.10</td>
<td>1.31</td>
<td>1.22</td>
</tr>
<tr>
<td>Born in 1965 or after X likes the current neighbourhood</td>
<td>1.14*</td>
<td>0.73</td>
<td>1.10*</td>
<td>0.77</td>
<td>1.26</td>
</tr>
<tr>
<td>Left school aged 14 or less</td>
<td>0.71</td>
<td>0.86</td>
<td>0.89</td>
<td>1.18</td>
<td>0.82</td>
</tr>
<tr>
<td>Left school aged 17 or over</td>
<td>1.27</td>
<td>1.22</td>
<td>1.30</td>
<td>1.05</td>
<td>0.89</td>
</tr>
<tr>
<td>Born in 1965 or after X left school aged 14 or less</td>
<td>1.15</td>
<td>0.81</td>
<td>0.73*</td>
<td>0.49*</td>
<td>0.91</td>
</tr>
<tr>
<td>Born in 1965 or after X left school aged 17 or over</td>
<td>1.17</td>
<td>1.19</td>
<td>0.84*</td>
<td>1.18</td>
<td>0.88*</td>
</tr>
<tr>
<td>Has their own children</td>
<td>0.92</td>
<td>1.25*</td>
<td>1.08</td>
<td>1.22*</td>
<td>0.97</td>
</tr>
<tr>
<td>Born in 1965 or after * has their own children</td>
<td>1.10</td>
<td>1.23*</td>
<td>1.07</td>
<td>1.26*</td>
<td>1.06</td>
</tr>
<tr>
<td>Born in 1965 or after * financially okay</td>
<td>0.92</td>
<td>0.89</td>
<td>1.02</td>
<td>1.12</td>
<td>1.11</td>
</tr>
<tr>
<td>Born in 1965 or after * financially struggling</td>
<td>1.15*</td>
<td>0.75</td>
<td>1.28*</td>
<td>0.93</td>
<td>1.34*</td>
</tr>
<tr>
<td>Born in 1965 or after * has a car</td>
<td>0.96</td>
<td>0.72*</td>
<td>0.83*</td>
<td>0.91</td>
<td>1.08</td>
</tr>
<tr>
<td>n</td>
<td>9,593</td>
<td>8,699</td>
<td>8,218</td>
<td>7,863</td>
<td>7,496</td>
</tr>
<tr>
<td>Pseudo R²</td>
<td>0.030</td>
<td>0.033</td>
<td>0.036</td>
<td>0.035</td>
<td>0.032</td>
</tr>
</tbody>
</table>
For the set of responding sample members in the 8 waves, the $TWS_2$ at wave 8 were calculated as the product of the inversed predicted probabilities from the models in table (4.2), and wave 1 non-response/design weights as shown in equation (4.3).

$$TWS_{2i} = D_i * \prod_{t=2}^{8} r_{it}^{-1}$$

(4.3)

Where $TWS_{2i}$ is the interaction-based subgroup-tailored weight at wave 8 for respondent $i$; $r_{it}$ is the predicted probability for respondent $i$ from wave $t$ model ($t = 2, 3, \ldots, 8$); $i = 1, \ldots, n_{1-o}$ (where $n_{1-o}$ is the number of sample members who responded at every wave from 1 to 8); and $D_i$ is wave 1 non-response/design weight for respondent $i$.

The distribution of the $TWS_1$ will be presented and discussed, together with the $TWS_2$ and the $SWs$ in section 4.7.

**4.6.2 Modeling the response propensity separately for each sub-group**

To model the response propensity separately for each sub-group three different groups of weighting models were estimated. Remember that we have three sub-groups in the sample: retired sample members, sample members who were born in 1965 or after, and non-retired sample members who were born before 1965. However, the S-TWA focuses on the first two. Hence, for each of these two sub-groups, the weighting models excluded some of the variables used in the SWA which are not important in the given sub-group in terms of predicting response, and included the relevant proposed weighting variables. This makes the sets of weighting variables used in the creation of the $TWS_2$ for each of the selected sub-groups different from each other and from the set of variables.
used in the SWA. As for the weighting models of the third sub-group (non-retired who were born before 1965), this used the same variables from the SWA.

In the remaining part of this section we discuss, in detail, the results from modeling the response propensity separately for each sub-group. Our discussion here will be limited to the variables proposed for the SWA as the other variables result in similar results to the SWA.

**Modeling response propensity for retired sample members**

Some of the variables that were used in the SWA were excluded from this analysis, as described below and new variables were added. The added variables are our proposed variables for the S-TWA for the retired sample members. Furthermore, the weighting models were estimated using only the set of retired sample members. The results of the weighting models of the retired sample members are presented in table 4.3.

**Excluded variables**

*The dropped variables are employment status and number in employment in household.* Employment status is an important factor that predicts response propensity in the analysis of non-response because it is a good predictor of the probability of contact. Normally, those who are in full-time employment are more difficult to contact since they are less likely to be at home (Groves and Couper, 1998). In spite of that, employment status was excluded from the set of weighting variables in this case as all of the sample members in this sub-group are retired.
In any survey that contacts sample members at their home, a successful contact attempt with any household depends on whether some (or at least one) of the household members are (is) actually at home to respond to the contact attempt. So, the number of household members in employment can be negatively associated with successful contact attempts. Consequently, households with more individuals in full-time employment are less likely to respond compared to households that have less number of individuals in full-time employment. This is confirmed by our results from the SWA in table (4.1). However, dealing with retired sample members guarantees that there is at least one household member who is not in a full-time employment and hence it is more likely to successfully establish contact in this case. Since this applies to all retirees, this variable was excluded from the choice of weighting variables for retired sample members.

*Added variables (proposed for the tailored weighting of retired respondents)*

Five variables were added. *The first variable added is religion.* Religion was included in the model as a categorical variable with two categories. These are religious and non-religious (reference category). Most of the models in table (4.3) show that those who have a religion are more likely to respond than those who do not have a religion.

*The second variable added is respondent’s energy compared to average at their age.*

This variable was included in the weighting models as a dummy variable with three categories. These are has the same energy as average at the same age (reference category), has more energy compared to the average at the same age and has less energy compared to the average at their age. Table 4.3, shows that most of the models indicate that those who have more energy than average are more likely to respond than those who
have the same energy as average. In contrast, sample members with less amount of energy compared to the average at their age are less likely to respond than those who have the same energy as average at their age. This is due to the fact that ‘energy’ may be a strong indicator of the physical ability of a retired sample member to take part in the interview. Thus, retired individuals with more energy than average are likely to be in a good health condition, which may in turn increase the likelihood of successfully conducting the interview with older respondents. Those who have less energy compared to people at their age, it is less likely that they will be cooperative compared to those with same energy as average.

**The third variable added is whether respondent supports a political party.** This is a categorical variable with two categories: supports a political party and does not support a political party (reference category). Our response propensity models in table (4.3), show as expected, that when this variable is significant, those who support a political party are more likely to respond than those who do not. This is in line with our hypothesis suggesting that retired sample members who have political views may feel more obligated to respond to the survey.

**The fourth variable is subjective financial status.** The BHPS measures the subjective financial situation by asking respondents the question “how well would you say you yourself are managing financially these days?” In turn, respondents have to report their financial situation by selecting one of these options: living comfortably, doing alright, just about getting by, finding it quite difficult and finding it very difficult. Rearranging these options by combining the second option with the third, and the fourth option with the fifth, subjective financial situation was included in the models as a categorical
variable with three categories: having a good financial situation (reference category), financially okay and financially struggling. The results suggest that, for retired respondents, those who are better off are more likely to respond than those who are less well off. The models indicate that both those who are financially okay and those who are financially struggling are less likely to respond than those with a good financial situation. These results are similar to the general findings of the effect of wealth on the response propensity. However, recall that the evidence from the BHPS (for the whole sample) regarding financial situation is in contradiction with this finding (Uhrig, 2008). Thus, confirming our hypothesis, the results here indicate that the effect of financial situation on the response propensity is different for retired respondents than for the rest of the sample.

**The final variable added is having access to a car.** This was included in the model as a categorical variable with two categories: has a car and has no car (reference category). Most of the models in table 4.3 show that retired respondents who have access to a car are more likely to maintain response than those who do not have access to a car. Our explanation for this is that, for retired sample members, having a car for personal use is indicative of a good physical health and relatively good financial situation.
Table (4.3) Response propensity models for retired respondents: modeling response in wave $t$ conditional on responding in all of the previous waves.

<table>
<thead>
<tr>
<th></th>
<th>Wave 2</th>
<th>Wave 3</th>
<th>Wave 4</th>
<th>Wave 5</th>
<th>Wave 6</th>
<th>Wave 7</th>
<th>Wave 8</th>
</tr>
</thead>
<tbody>
<tr>
<td>Female</td>
<td>1.12**</td>
<td>1.19*</td>
<td>1.02</td>
<td>1.23*</td>
<td>1.40</td>
<td>1.38</td>
<td>1.19</td>
</tr>
<tr>
<td>White</td>
<td>1.31</td>
<td>1.68*</td>
<td>1.37*</td>
<td>1.13</td>
<td>1.26</td>
<td>1.64</td>
<td>1.59</td>
</tr>
<tr>
<td>Age</td>
<td>1.01*</td>
<td>0.99</td>
<td>1.25***</td>
<td>1.11***</td>
<td>1.18***</td>
<td>1.19***</td>
<td>1.25*</td>
</tr>
<tr>
<td>Age-squared</td>
<td>0.95*</td>
<td>0.98</td>
<td>0.99***</td>
<td>0.99**</td>
<td>0.99**</td>
<td>0.99***</td>
<td>0.99*</td>
</tr>
<tr>
<td>Home owner</td>
<td>1.30*</td>
<td>0.99</td>
<td>0.84</td>
<td>0.97</td>
<td>1.14*</td>
<td>1.47</td>
<td>0.84</td>
</tr>
<tr>
<td>Has GCE qualification or above</td>
<td>1.07</td>
<td>0.98</td>
<td>1.63*</td>
<td>1.20</td>
<td>1.41*</td>
<td>1.28</td>
<td>1.41</td>
</tr>
<tr>
<td>Others present in interview</td>
<td>0.88</td>
<td>1.18*</td>
<td>1.22*</td>
<td>1.14</td>
<td>1.41</td>
<td>1.13</td>
<td>1.78</td>
</tr>
<tr>
<td>Single-person household</td>
<td>0.99</td>
<td>0.97*</td>
<td>0.78**</td>
<td>1.17</td>
<td>0.64</td>
<td>0.73*</td>
<td>1.16</td>
</tr>
<tr>
<td>Household with children</td>
<td>1.32*</td>
<td>0.87</td>
<td>0.83</td>
<td>1.62*</td>
<td>0.73</td>
<td>0.79</td>
<td>1.11*</td>
</tr>
<tr>
<td>Living in a flat</td>
<td>0.60</td>
<td>0.73*</td>
<td>0.75</td>
<td>1.18</td>
<td>1.02</td>
<td>0.97</td>
<td>0.29</td>
</tr>
<tr>
<td>Living in other type of house</td>
<td>1.32</td>
<td>0.92*</td>
<td>0.86</td>
<td>0.70*</td>
<td>0.60</td>
<td>0.69*</td>
<td>0.66*</td>
</tr>
<tr>
<td>South-East</td>
<td>1.02</td>
<td>1.01</td>
<td>0.55</td>
<td>1.20</td>
<td>0.52</td>
<td>2.11</td>
<td>2.85</td>
</tr>
<tr>
<td>South-West</td>
<td>0.98</td>
<td>1.16*</td>
<td>1.12</td>
<td>1.39</td>
<td>0.63</td>
<td>1.27</td>
<td>1.93</td>
</tr>
<tr>
<td>East Anglia</td>
<td>1.41*</td>
<td>0.88</td>
<td>1.23*</td>
<td>1.35</td>
<td>0.67</td>
<td>1.51</td>
<td>1.20</td>
</tr>
<tr>
<td>The Midlands</td>
<td>1.32</td>
<td>0.73</td>
<td>1.01</td>
<td>1.43</td>
<td>0.46</td>
<td>1.77</td>
<td>1.82</td>
</tr>
<tr>
<td>The North</td>
<td>1.18</td>
<td>1.08</td>
<td>1.05</td>
<td>1.12</td>
<td>0.65</td>
<td>1.21</td>
<td>1.40</td>
</tr>
<tr>
<td>Wales</td>
<td>0.89</td>
<td>1.17</td>
<td>0.86</td>
<td>1.14</td>
<td>0.40*</td>
<td>1.42</td>
<td>1.24</td>
</tr>
<tr>
<td>Scotland</td>
<td>1.39</td>
<td>2.17</td>
<td>1.05</td>
<td>3.74*</td>
<td>0.50</td>
<td>0.96</td>
<td>0.87</td>
</tr>
<tr>
<td>Religious</td>
<td>1.03*</td>
<td>1.56*</td>
<td>1.34*</td>
<td>1.39*</td>
<td>1.16*</td>
<td>1.84</td>
<td>0.82</td>
</tr>
<tr>
<td>Has more energy compared to average at their age</td>
<td>0.92</td>
<td>1.06</td>
<td>1.24*</td>
<td>1.37</td>
<td>1.60</td>
<td>1.33*</td>
<td>1.46*</td>
</tr>
<tr>
<td>Has less energy compared to average at their age</td>
<td>0.46***</td>
<td>0.48***</td>
<td>0.49**</td>
<td>0.55**</td>
<td>0.53*</td>
<td>0.61</td>
<td>0.88</td>
</tr>
<tr>
<td>Supports a political party</td>
<td>1.08*</td>
<td>1.12*</td>
<td>0.86</td>
<td>0.94</td>
<td>1.10*</td>
<td>0.97</td>
<td>1.09*</td>
</tr>
<tr>
<td>Financially okay</td>
<td>0.90</td>
<td>1.10</td>
<td>1.13</td>
<td>1.38</td>
<td>1.39</td>
<td>0.89*</td>
<td>1.29</td>
</tr>
<tr>
<td>Financially struggling</td>
<td>1.04</td>
<td>0.87*</td>
<td>0.85*</td>
<td>0.93</td>
<td>0.88*</td>
<td>1.06</td>
<td>0.79*</td>
</tr>
<tr>
<td>Has a car</td>
<td>1.08*</td>
<td>1.16*</td>
<td>0.52</td>
<td>1.01</td>
<td>1.21*</td>
<td>0.65</td>
<td>1.20*</td>
</tr>
<tr>
<td>n</td>
<td>1,712</td>
<td>1,647</td>
<td>1,594</td>
<td>1,550</td>
<td>1,496</td>
<td>1,457</td>
<td>1,418</td>
</tr>
<tr>
<td>Pseudo R²</td>
<td>0.037</td>
<td>0.038</td>
<td>0.039</td>
<td>0.035</td>
<td>0.038</td>
<td>0.036</td>
<td>0.036</td>
</tr>
</tbody>
</table>

* The entries are odds ratios. In every wave response is modelled conditional on responding in all of the previous waves. The model in a given wave used variables from the previous wave. The reference categories of the categorical independent variables in the table are male, non-white, not a home owner, does not have a GCE or above degree, others not present when interviewed, multi-person HH, household with no children, living in a house, London, non-religious, has the same energy as average as their age, does not support a political party, having good financial situation and does not have a car. * $p < 0.05$, ** $p < 0.01$, *** $p < 0.001$. 
For the set of responding retired sample members in the 8 waves, the tailored weights at wave 8 were calculated as the product of the inversed predicted probabilities from the models in table (4.3), and wave 1 non-response/design weights as shown in equation (4.4).

\[ TW_{8\text{RR}} = D_i^* \prod_{t=2}^{8} \hat{r}_{it}^{-1} \]  

(4.4)

Where \( TW_{8\text{RR}} \) is the tailored weight at wave 8 for retired respondent \( i \), based on modeling the response propensity separately for retired sample members; \( \hat{r}_{it} \) is the predicted probability for retired respondent \( i \) from wave \( t \) model \( (t=2, 3, \ldots, 8) \); \( i=1, \ldots, n_{\text{RR}} \) (where \( n_{\text{RR}} \) is the number of retired sample members who responded at every wave from 1 to 8); and \( D_i \) is wave 1 non-response/design weight for retired respondent \( i \).

**Modeling response propensity for those who were born in 1965 or after**

As in the case of modeling the response propensity for retired respondents, the weighting models for those who were born in 1965 or after were estimated by changing some of the weighting variables used in the SWA and by using the set of sample members who were born in 1965 or after. The results of the weighting models of those who were born in 1965 or after are displayed in table (4.4).

Two variables were dropped.

The first is age.

Age is an important factor in predicting non-response. Published research indicates that, in general, elderly people are more likely to refuse to participate in the survey than younger respondents (Groves and Couper, 1998; Lepkowski and Couper, 2002).
However, other research suggests that the youngest respondents in the sample are more difficult to locate as they have a higher tendency to move house, and even if they are located, they are still difficult to contact because they are less likely to be at home (Stoop, 2005). This pattern is very common among the vast majority of younger sample members. In this research, respondents who were born in 1965 or after fell into the age group 16-26 by the time the first wave of BHPS was conducted. This age group forms the youngest age group in the sample. But, preliminary analysis for this age group showed that age is not an important factor to predicting non-response within this age group. Hence, the weighting models for those who were born in 1965 or after were estimated without including the variable age.

The second variable dropped is whether children in household.

This variable was used to estimate the weighting models in the SWA. It shows whether if there are children within the household. This is regardless of whether these children are the respondent’s own children (i.e. could be nephews, nieces, etc…). Non-response theory suggests that the presence of children in the household is associated with high levels of response. This is because the presence of children in the household indicates more social integration (e.g. taking the kids to school or nursery) and hence it is easier to locate and contact households with children than single-person households or households with no children (Groves and Couper, 1998; Uhrig, 2008). However, one of the proposed weighting variables for those who were born in 1965 or measures the respondent’s own children in the household. This variable somewhat substitutes for the presence of children in the household and therefore the latter was excluded from the weighting model of those who were born in 1965 or after.
Five variables that are added for the tailored weighting of those born in 1965 & after:

The first variable added is liking the neighbourhood:

It was included in the models as a categorical variable with two categories, likes their current neighbourhood and does not like their current neighbourhood (reference category). As shown in table 4.4, when this variable is significant, it indicates that those who like living in their neighbourhood are more likely to respond than those who do not like living in their neighbourhood. This result indicates that one’s attachment to the neighbourhood where they reside may be particularly important in predicting response for those who were born in 1965 or after. In general, individuals who are not attached to their residence neighbourhood are likely to move house and hence may be difficult to track and re-establish contact with. However, this is especially more likely for younger sample members (those who were born in 1965 or after in our case) who are usually more mobile compared to their older counterparts.

The second variable added is school leaving age.

In order to measure this variable, BHPS sample members were asked the following question: “how old were you when you left school”. In return, if not still at school, respondents reported the age at which they left school. The reported ages range between 9 and 22. These answers were categorized into three categories: left school aged 14 or below, left school aged 15 or 16 (reference category) and left school aged 17 or above. At the time of wave 1, there was a small number of respondents who were still in school. This group of sample members does not allow valid estimation of the weighting models if they are treated as a separate category. This is especially the case in the weighting
models after wave 2 as more cases from this category leave school as time goes on. Thus, these cases were classified with the category ‘left school aged 17 or above’ (since everyone in our sample aged 16+ at wave 1, eventually those who were still in school at the time of wave 1 will have left school aged 17+). Most of our models here suggest that both those who left school aged 14 or below and those who left school aged 17 or above are less likely to respond than those who left school aged 15 or 16.

**The third variable is having children in the household:**

In the BHPS data set there is a variable that refers to the number of the respondent’s own children in the household. The value of this variable ranges from between 0 and 9. This variable was used to indicate whether the respondent has children or not. It was categorized into two categories: has their own children in household (by combining the numbers from 1 to 9 in one category) and does not have their own children in household (reference category). As expected, the results suggest that those who have their own children within the household are more likely to respond than those who do not have children in the household.

**The fourth variable added is subjective financial situation:**

As in modeling the response propensity for retired sample members, financial situation here was included in the models as a categorical variable with three categories: having a good financial situation (reference category), financially okay and financially struggling. Unlike the findings for retired sample members, the evidence here suggests that those who are less well off are more likely to respond than those who are better-off. This result confirms that financial situation is indeed an important factor for predicting response for
both retired sample members and those who were born in 1965 or after. However, and more importantly, it shows that the effect of this variable is different for the two sub-groups. Thus, a weighting strategy like the SWA which might not recognize this as it estimates its weighting models by assuming that the effect of such variable is similar for all sub-groups may result in a set of weights that does not properly adjust for non-response in estimates of financial phenomena which are related to the sub-groups in question.

**The last variable added is having access to car:**

It a car was included in the model as a categorical variable with two categories: has a car and has no car (reference category). The results for this variable indicate that those who have a car for personal transport are less likely to respond that those who do not have a car. One possible explanation for this is that, for younger sample members (those who were born in 1965 or after), having a car may be a factor that stimulates the ‘not at home pattern’. Thus, young sample members who have a car may be less likely to be contacted successfully than those who do not have a car.
Table 4.4 Response propensity models for those who were born 1965 or after: modeling response in wave $t$ conditional on responding in all of the previous waves.

<table>
<thead>
<tr>
<th></th>
<th>Wave 2</th>
<th>Wave 3</th>
<th>Wave 4</th>
<th>Wave 5</th>
<th>Wave 6</th>
<th>Wave 7</th>
<th>Wave 8</th>
</tr>
</thead>
<tbody>
<tr>
<td>Female</td>
<td>1.09</td>
<td>1.36*</td>
<td>1.66</td>
<td>1.33</td>
<td>1.20*</td>
<td>1.95</td>
<td>1.25*</td>
</tr>
<tr>
<td>White</td>
<td>1.27**</td>
<td>1.18*</td>
<td>1.22*</td>
<td>1.07</td>
<td>0.58</td>
<td>1.24</td>
<td>1.17*</td>
</tr>
<tr>
<td>Home owner</td>
<td>1.12*</td>
<td>0.95</td>
<td>1.21</td>
<td>1.17</td>
<td>1.71</td>
<td>1.39**</td>
<td>1.57</td>
</tr>
<tr>
<td>Has GCE degree or more</td>
<td>1.28</td>
<td>1.08*</td>
<td>1.49</td>
<td>1.19*</td>
<td>1.29</td>
<td>1.63</td>
<td>1.46</td>
</tr>
<tr>
<td>Employed</td>
<td>0.71</td>
<td>0.94</td>
<td>1.07*</td>
<td>1.15*</td>
<td>1.37</td>
<td>1.13*</td>
<td>1.17</td>
</tr>
<tr>
<td>Others present in interview</td>
<td>1.28</td>
<td>1.45</td>
<td>1.47</td>
<td>1.54*</td>
<td>0.83</td>
<td>1.14*</td>
<td>0.99</td>
</tr>
<tr>
<td>Single-person household</td>
<td>0.80*</td>
<td>1.07</td>
<td>1.21</td>
<td>0.98</td>
<td>0.63*</td>
<td>0.87</td>
<td>0.69*</td>
</tr>
<tr>
<td>Living in a flat</td>
<td>0.79</td>
<td>0.65</td>
<td>0.65*</td>
<td>0.59</td>
<td>1.32</td>
<td>0.72*</td>
<td>1.83</td>
</tr>
<tr>
<td>Living in other type of house</td>
<td>0.84</td>
<td>0.66</td>
<td>0.55*</td>
<td>1.53</td>
<td>1.39</td>
<td>0.90</td>
<td>1.29</td>
</tr>
<tr>
<td>1 or 2 persons in employment</td>
<td>1.20</td>
<td>1.01</td>
<td>1.11</td>
<td>1.10</td>
<td>0.64*</td>
<td>0.69</td>
<td>0.77*</td>
</tr>
<tr>
<td>3 + persons in employment</td>
<td>0.90</td>
<td>0.53*</td>
<td>1.27</td>
<td>0.99</td>
<td>0.43*</td>
<td>0.78</td>
<td>1.93</td>
</tr>
<tr>
<td>South-East</td>
<td>0.69</td>
<td>1.15</td>
<td>2.31</td>
<td>0.89</td>
<td>1.53</td>
<td>0.61</td>
<td>0.37</td>
</tr>
<tr>
<td>South-West</td>
<td>1.13*</td>
<td>1.45</td>
<td>2.00</td>
<td>1.08</td>
<td>3.23</td>
<td>0.42</td>
<td>0.81</td>
</tr>
<tr>
<td>East Anglia</td>
<td>1.74*</td>
<td>1.21</td>
<td>1.19</td>
<td>1.25</td>
<td>1.07</td>
<td>2.37*</td>
<td>1.46*</td>
</tr>
<tr>
<td>The Midlands</td>
<td>1.05</td>
<td>1.21</td>
<td>1.16</td>
<td>0.69</td>
<td>1.67</td>
<td>0.70</td>
<td>0.64</td>
</tr>
<tr>
<td>The North</td>
<td>1.38</td>
<td>1.02</td>
<td>2.53</td>
<td>0.91</td>
<td>2.37</td>
<td>0.80</td>
<td>0.69</td>
</tr>
<tr>
<td>Wales</td>
<td>0.70</td>
<td>0.83</td>
<td>2.22</td>
<td>0.48*</td>
<td>1.30</td>
<td>0.53</td>
<td>0.39</td>
</tr>
<tr>
<td>Scotland</td>
<td>1.20</td>
<td>1.12</td>
<td>1.55</td>
<td>0.62</td>
<td>1.06</td>
<td>0.54</td>
<td>0.32</td>
</tr>
<tr>
<td>Likes their current neighbourhood</td>
<td>1.20*</td>
<td>0.98</td>
<td>1.42*</td>
<td>0.69</td>
<td>0.89</td>
<td>1.56*</td>
<td>0.97</td>
</tr>
<tr>
<td>Left school aged 14 or less</td>
<td>0.91</td>
<td>0.56</td>
<td>0.64*</td>
<td>0.40*</td>
<td>0.51</td>
<td>0.53*</td>
<td>0.49</td>
</tr>
<tr>
<td>Left school aged 17 or above</td>
<td>0.89</td>
<td>0.84</td>
<td>0.62*</td>
<td>1.04</td>
<td>0.77*</td>
<td>0.76*</td>
<td>1.06</td>
</tr>
<tr>
<td>Has their own children</td>
<td>0.86</td>
<td>1.18*</td>
<td>1.52</td>
<td>1.55*</td>
<td>0.97</td>
<td>1.63*</td>
<td>1.50</td>
</tr>
<tr>
<td>Financially okay</td>
<td>0.89</td>
<td>0.97</td>
<td>0.93</td>
<td>1.31</td>
<td>1.48</td>
<td>1.22*</td>
<td>1.11*</td>
</tr>
<tr>
<td>Financially struggling</td>
<td>0.84</td>
<td>0.83</td>
<td>1.14*</td>
<td>0.88</td>
<td>1.21*</td>
<td>1.25</td>
<td>0.90</td>
</tr>
<tr>
<td>Has a car</td>
<td>1.15</td>
<td>0.69*</td>
<td>0.86*</td>
<td>1.04</td>
<td>1.05</td>
<td>0.79*</td>
<td>1.18</td>
</tr>
<tr>
<td>n</td>
<td>1,933</td>
<td>1,862</td>
<td>1,798</td>
<td>1,757</td>
<td>1,695</td>
<td>1,651</td>
<td>1,576</td>
</tr>
<tr>
<td>Pseudo R$^2$</td>
<td>0.030</td>
<td>0.034</td>
<td>0.035</td>
<td>0.038</td>
<td>0.036</td>
<td>0.039</td>
<td>0.035</td>
</tr>
</tbody>
</table>

*The entries are odds ratios. In every wave response is modeled conditional on responding in all of the previous waves. The model in a given wave used variables from the previous wave. The reference categories of the categorical independent variables in the table are male, non-white, not a home owner, does not have a GCE or above degree, unemployed, others not present when interviewed, multi-person HH, living in a house, no one in employment in HH, London, does not like their current neighbourhood, left school aged 15 or 16, does not have their own children, having good financial situation and does not have a car. *$p<0.05$, **$p<0.01$, ***$p<0.001$.}
For sample members who were born in 1965 or after and who responded in the 8 waves, the tailored weights at wave 8 were calculated as the product of the inversed predicted probabilities from the models in table (4.4), and wave 1 non-response/design weights as shown in equation (4.5).

\[ TW_{1965+} = D_i \times \prod_{t=2}^{8} r_{it}^{-1} \] (4.5)

Where \( TW_{1965+} \) is the tailored weight at wave 8 for respondent \( i \) (who was born in 1965 or after) based on modeling the response propensity separately for sample members who were born in 1965 or after; \( r_{it} \) is the predicted probability for respondent \( i \) from wave \( t \) model \( (t=2, 3, \ldots, 8) \); \( i=1, \ldots, n_{1965+} \) (where \( n_{1965+} \) is the number of those were born in 1965 or after who responded at every wave from 1 to 8); and \( D_i \) is wave 1 non-response/design weight for respondent \( i \).

*Modeling response propensity for those who are non-retired and born before 1965*

The set of weighting variables used to estimate the weighting models for those who are non-retired and born before 1965 is the same as the set of weighting variables used in the SWA. However the models were only restricted to those who are non-retired and were born before 1965. Table 4.5 shows the results of modeling the response propensity in the 8 waves for this part of the sample. As expected, the results here are similar to the ones from the SWA. Overall, the results indicate that response is higher amongst females, white sample members, those with more education, employed individuals and members of multi-person households or households with children.
Table 4.5 Response propensity models for non-retired respondents who were born before 1965: modeling response in wave $t$ conditional on responding in all of the previous waves.

<table>
<thead>
<tr>
<th></th>
<th>Wave 2</th>
<th>Wave 3</th>
<th>Wave 4</th>
<th>Wave 5</th>
<th>Wave 6</th>
<th>Wave 7</th>
<th>Wave 8</th>
</tr>
</thead>
<tbody>
<tr>
<td>Female</td>
<td>1.14</td>
<td>1.38**</td>
<td>1.14</td>
<td>1.19*</td>
<td>1.13</td>
<td>0.98</td>
<td>1.53*</td>
</tr>
<tr>
<td>White</td>
<td>1.29**</td>
<td>1.87**</td>
<td>1.44*</td>
<td>1.67*</td>
<td>0.70</td>
<td>1.83</td>
<td>1.33**</td>
</tr>
<tr>
<td>Age</td>
<td>1.03*</td>
<td>1.08***</td>
<td>1.07**</td>
<td>1.14***</td>
<td>1.10***</td>
<td>1.17***</td>
<td>1.24***</td>
</tr>
<tr>
<td>Age-squared</td>
<td>0.99*</td>
<td>0.99***</td>
<td>0.99***</td>
<td>0.99***</td>
<td>0.99***</td>
<td>0.99***</td>
<td></td>
</tr>
<tr>
<td>Home owner</td>
<td>1.04</td>
<td>1.50**</td>
<td>1.38**</td>
<td>1.57**</td>
<td>1.13*</td>
<td>1.63*</td>
<td>1.21</td>
</tr>
<tr>
<td>Has GCE degree or more</td>
<td>1.25**</td>
<td>1.11</td>
<td>0.96</td>
<td>0.98</td>
<td>0.91</td>
<td>1.01</td>
<td>1.22*</td>
</tr>
<tr>
<td>Employed</td>
<td>1.07</td>
<td>1.02</td>
<td>1.25*</td>
<td>1.14</td>
<td>1.17*</td>
<td>1.08</td>
<td>1.20*</td>
</tr>
<tr>
<td>Others present in interview</td>
<td>1.08*</td>
<td>1.12</td>
<td>0.86</td>
<td>1.05</td>
<td>1.07</td>
<td>1.51*</td>
<td>1.49</td>
</tr>
<tr>
<td>Single-person household</td>
<td>1.29</td>
<td>0.91*</td>
<td>0.90</td>
<td>0.92</td>
<td>1.01</td>
<td>0.72*</td>
<td>0.83*</td>
</tr>
<tr>
<td>Household with children</td>
<td>1.25**</td>
<td>1.06</td>
<td>1.30</td>
<td>1.32</td>
<td>1.02</td>
<td>1.05</td>
<td>1.26*</td>
</tr>
<tr>
<td>Living in a flat</td>
<td>0.72</td>
<td>0.79*</td>
<td>1.09</td>
<td>0.87</td>
<td>0.77*</td>
<td>0.83</td>
<td>0.79</td>
</tr>
<tr>
<td>Living in other type of house</td>
<td>1.05</td>
<td>1.28</td>
<td>0.46*</td>
<td>0.89</td>
<td>1.49</td>
<td>0.65*</td>
<td>1.64</td>
</tr>
<tr>
<td>1 or 2 persons in employment</td>
<td>1.01</td>
<td>0.65*</td>
<td>0.93</td>
<td>0.96</td>
<td>1.25</td>
<td>1.08</td>
<td>0.71</td>
</tr>
<tr>
<td>3 + persons in employment</td>
<td>0.90</td>
<td>0.56*</td>
<td>0.81</td>
<td>0.61</td>
<td>0.58</td>
<td>0.34*</td>
<td>0.42*</td>
</tr>
<tr>
<td>South-East</td>
<td>1.09</td>
<td>0.80</td>
<td>1.37</td>
<td>1.75</td>
<td>1.41</td>
<td>1.19</td>
<td>0.80</td>
</tr>
<tr>
<td>South-West</td>
<td>1.18</td>
<td>0.78</td>
<td>1.12</td>
<td>1.32</td>
<td>1.58</td>
<td>0.91</td>
<td>0.88</td>
</tr>
<tr>
<td>East Anglia</td>
<td>0.92</td>
<td>0.84</td>
<td>2.05*</td>
<td>2.71*</td>
<td>0.89</td>
<td>1.34</td>
<td>1.17</td>
</tr>
<tr>
<td>The Midlands</td>
<td>0.92</td>
<td>0.72</td>
<td>1.25</td>
<td>1.42*</td>
<td>1.22</td>
<td>1.15</td>
<td>0.82</td>
</tr>
<tr>
<td>The North</td>
<td>1.31*</td>
<td>0.60</td>
<td>1.37</td>
<td>1.26</td>
<td>0.86</td>
<td>2.08**</td>
<td>0.89</td>
</tr>
<tr>
<td>Wales</td>
<td>0.90</td>
<td>0.56</td>
<td>1.36</td>
<td>1.34</td>
<td>1.70*</td>
<td>1.59</td>
<td>1.20</td>
</tr>
<tr>
<td>Scotland</td>
<td>0.84</td>
<td>0.45*</td>
<td>1.78</td>
<td>1.74</td>
<td>0.50</td>
<td>1.25</td>
<td>0.44*</td>
</tr>
<tr>
<td>n</td>
<td>5,948</td>
<td>5,190</td>
<td>4,826</td>
<td>4,556</td>
<td>4,305</td>
<td>4,044</td>
<td>3,884</td>
</tr>
<tr>
<td>Pseudo R²</td>
<td>0.029</td>
<td>0.033</td>
<td>0.034</td>
<td>0.033</td>
<td>0.032</td>
<td>0.034</td>
<td>0.034</td>
</tr>
</tbody>
</table>

*The entries are odds ratios. In every wave response is modeled conditional on responding in all of the previous waves. The model in a given wave used variables from the previous wave. The reference categories of the categorical independent variables in the table are male, non-white, not a home owner, does not have a GCE or above degree, unemployed, others not present when interviewed, multi-person HH, household with no children, living in a house, no one is in employment in HH and London * $p<0.05$, ** $p<0.01$, *** $p<0.001$. 


For sample members who are non-retired and were born before 1965 (remaining sample), and who responded in the 8 waves, the tailored weights at wave 8 were calculated as the product of the inversed predicted probabilities from the models in table (4.5), and wave 1 non-response/design weights as shown in equation (4.6).

\[ TW_{RR8} = D_i \times \prod_{t=2}^{8} \hat{r}_{it}^{-1} \]  

(4.6)

Where \( TW_{2t} \) is the tailored weight at wave 8 for respondent \( i \) (who is non-retired and was born before 1965) based on modeling the response propensity separately for sample members who are non-retired and were born before 1965; \( \hat{r}_{it} \) is the predicted probability for respondent \( i \) from wave \( t \) model \( (t= 2, 3, \ldots, 8) \); \( i = 1, \ldots, n_{1=0} \) (where \( n_{1=0} \) is the number of those who are non-retired and born before 1965 who responded at every wave from 1 to 8); and \( D_i \) is wave 1 non-response/design weight for respondent \( i \).

Since the three sub-groups in the analysis are non-overlapping, the sub-sets of tailored weights resulting from modeling the response propensity for each sub-group were then put together to form our second set of tailored weights (\( TW_{S2} \)) as follows:

\[ TW_{S2} = TW_{RR} \cup TW_{1965} \cup TW_{RR} \]  

(4.7)

**The distribution of the SWs, \( TW_{S1} \) and \( TW_{S2} \)**

This section discusses and present the distribution of the weights resulting from the SWA (SWs) and the two methods of the S-TWA (\( TW_{S1} \) and \( TW_{S2} \)). Table (4.6) presents the measures of central tendency and dispersion for the three sets of weights. For each set of weights, these statistics are presented separately for retired respondents, those who were born in 1965 or after and for all respondents.
In section of the standard errors of the three sets of weights under investigation, shows that these weights have very similar dispersion within all sets of respondents. This is confirmed by the coefficients of variations (CV) which are almost identical for the three sets of weights across the three groups of respondents. Thus, with the same amount of variation in all sets of weights, it seems reasonable to expect rather similar results in terms of precision for equivalent estimates constructed with SWs, $TW_{S1}$ or $TW_{S2}$.

However with respect to the average weight value, a different picture emerges. While $TW_{S1}$ and $TW_{S2}$ have the same average weight values across the three sets of respondents, SWs seem to have smaller weights sizes on average compared to the tailored sets of weights. This is also the case with the medians, and the first and third quintiles values indicating that, for most cases in the sample, $TW_{S1}$ and $TW_{S2}$ contains fairly larger weights compared to the SWs. These results suggest that the S-TWA resulted in somewhat different weights than the SWA in terms of the average weights value. Accordingly, we expect this to affect the magnitude of some of the estimates resulting from the S-TWA, possibly to an extent that makes them significantly different than their equivalent estimates resulting from the SWA.

Furthermore, we do not expect to find considerable differences between estimates resulting from $TW_{S1}$ and $TW_{S2}$ as the distributions of these two sets are very similar both in terms of dispersion and average weights value. This, in turn, suggests that our two approaches of sub-group tailored weighting may have similar effects on the resultant weights.
Table 4.6 The distribution of standard weights and tailored weights.

<table>
<thead>
<tr>
<th></th>
<th>Retired respondents</th>
<th>Born 1965 or after</th>
<th>The whole sample</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$SW_s$</td>
<td>$TW_{S1}$</td>
<td>$TW_{S2}$</td>
</tr>
<tr>
<td>Std.dev</td>
<td>0.66</td>
<td>0.68</td>
<td>0.69</td>
</tr>
<tr>
<td>Mean</td>
<td>1.98</td>
<td>2.12</td>
<td>2.10</td>
</tr>
<tr>
<td>CV</td>
<td>0.33</td>
<td>0.32</td>
<td>0.33</td>
</tr>
<tr>
<td>Min</td>
<td>0.49</td>
<td>0.54</td>
<td>0.59</td>
</tr>
<tr>
<td>Q1</td>
<td>1.61</td>
<td>1.71</td>
<td>1.73</td>
</tr>
<tr>
<td>Median</td>
<td>1.80</td>
<td>1.89</td>
<td>1.87</td>
</tr>
<tr>
<td>Q3</td>
<td>2.11</td>
<td>2.35</td>
<td>2.30</td>
</tr>
<tr>
<td>Max</td>
<td>6.37</td>
<td>10.86</td>
<td>10.05</td>
</tr>
</tbody>
</table>

*CV is the coefficient of variation (CV=Std.dev/Mean)
Chapter 5

Analysis and results
5.1 Introduction

In this part, we will be analysing the three sets of weight ($TW_{x_1}$, $TW_{x_2}$, and $SW$s). All these sets have been devised to fine-tune the collective non response among waves 1 and 8. This reflects that each member of the sample will have access to the weights of all these sets who will be responding to surveys first 8 waves. Hence, for this fundamental analysis, we will be using balance board of members who will be responding to waves 1 to 8 of the survey (i.e. 6,753 respondents). Out of this sample, respondents who have been retired are 1,402 in number and 1,525 are whose birth years were 1965 and above. This research emphases on if $TW_{s_1}$ and $TW_{s_2}$ have an impact on the sub groups estimates which are under analysis (which are retired and had birth years of 1965 and after) and also the estimates on the base of entire sample compared differently with SWs. It can be said that we analysis if the S-TWS proposed in this research will assist in adjusting the non-response different than as adjusted in SWA.

To analysis this, we will be conducting two different sets of analysis. First analysis is related to the retired respondents. We will be guesstimating a model to analysis the retired respondents for the elements of psychological well – being. According to Kim & Moen (2002), one of significant social aspects is psychological health which is considered to be also get affected in positive and negative way in later life for example retirements. Hence, it will probably will be more suitable to analyze these weights effect on the retired respondents. As the S-TWS weight set includes weights of sample’s two main sub groups, we will be analyzing the impact of S-TWA on the estimations of entire sample. Hence, we have aligned another model for the elements of psychological well-
being to be used for entire sample. For both type of analysis (complete sample and retired respondents), we guesstimate the same model by utilizing all three sets of weights which are SWs, $TW_{S1}$ and $TW_{S2}$ individually.

The analysis of other set is related to the ones born in year 1965 and after. For this analysis, we have devised a model to find out the elements of SRM (desire for residential mobility). According to Sadig & Banany (2015), DRM is basically a social phenomenon which states the wishes of individuals to alter their address. Most common between the young individuals is known as residential mobility, it will be significant to evaluate the S-TWA and SWA by analyzing the DRM for the ones born in year 1965 and after (the young ones of the sample). Similarly other analysis will be done related to the retired respondents, we analysis the elements of DRM for the ones born in year 1965 and after and for the complete sample individually. Hence, for both analysis we will guess same model by utilizing all three weight sets SWs, $TW_{S1}$ and $TW_{S2}$ individually.

Similarly, there will be total 12 models to be used in investigation. Out of these, 6 will be used for the psychological well-being analysis and other will be used for DRM analysis. To avoid ambiguity, we have determined the models as mentioned below.

**Physiological well-being**

Model 1 is projected by using SWs and retired respondents

Model 2 is projected by using $TW_{S2}$ and retired respondents

Model 3 is projected by using $TW_{S2}$ and retired respondents
Model 4 is projected by using SWs and complete sample
Model 5 is projected by using $TW_{s1}$ and complete sample
Model 6 is projected by using $TW_{s2}$ and complete sample

**DRM**

Model 7 is projected by using SWs and the people born in 1965
Model 8 is projected by using $TW_{s1}$ and the people born in 1965
Model 9 is projected by using $TW_{s2}$ and the people born in 1965
Model 10 is projected by using SWs and the complete sample
Model 11 is projected by using $TW_{s1}$ and the complete sample
Model 12 is projected by using $TW_{s2}$ and the complete sample

By using this strategy, a logical comparison can be drawn among these sets of weight which are under analysis for respondents of different sets. This is mainly the same model which have been projected for all sets of weights individually. Hence, differences among corresponding estimates drawn from the use of different weights set which can highlight the differences among the weights as the process of estimation will be constant. This will assist us to define the differences among S-TWA and SWA, however will also allow to make a comparison among the different strategies which have been adopted to establish personalized weights (for both sub groups, interaction based approach and modeling will be used individually).
5.2 Psychological well being

Measures of psychological well-being

Psychological well-being can be measured by using a range of variables available in BHPS. However, the most suitable variables might be the ones which are existing among the GHQ (General Health Questionnaire). According to Taylor, Jenkins & Sacker (2011), this is mainly due to the fact that GHQ variables can be used as consistent measures for psychological well-being. These will be total twelve items and can be acquired by asking the right questions such as mentioned below.

- Have you been able to work with full concentration recently?
- Have you lost sleep over something bothering you recently?*
- Have you been important part in several situations?
- Have you felt that you are talented enough to make decisions recently?
- Have you been feeling stress recently?*
- Have you been able to cope up with challenges recently?*
- Have you been enjoying your daily activities recently?
- Have you been able to encounter the challenges recently?
- Have you been feeling unsatisfied recently?*
- Have you lost confidence in yourself recently?*
- Have you been considering yourself insignificant recently?*
- Have you been happy recently, provided all the things same as usual?

Participants were asked to do rating of all items on the based on four point scale which are more less than usual, less than usual, same as usual and more than usual. To each
answers, codes have been given such as 0, 1, 2 & 3 respectively. * Questions have been reversely coded. The GHQ items have been accumulated to establish a basic score which calculates all the cases’ mental disturbances in these samples. This is called likert scale or score. The range of this scale is 0 to 36, where low score reflect better feelings of one’s well-being and high mental stress rated with high scores. Psychological well-being which is a dependent element which will be calculated through likert scale.

It must be noted that GHQ as mentioned in BHPS is mainly a questionnaire which can be self-completed. Hence, it is probable that the ones who fill the questionnaires in time will reflects good status in terms of health. This might not be the case for all the retired members of the sample (the older participants of the sample) which may have an influence on the estimates drawn from these analysis. However, this challenge is adopted on all sets of weights which are analyzed. Hence, by adopting the modeling approach consistent and making the weights variable, differences among the resultants estimates will be mainly because of the differences among the weighing structures. Hence, this analysis assists in accomplishing the analysis objectives.

In order to test the S-TWS impact on the descriptive statistics, we have divided the likert score into two sub categories determining the better psychological health and worst psychological health\(^3\). By using SWs, \(TWS_1\) and \(TWS_2\) individually, we will measure the proportion of retired respondents in the sample for each category to draw a comparison.

The outcome of proportions and linked standards errors are mentioned in table 5.1. This can be noticed from the table that the standard errors of these proportions are closely similar reflecting no significant change related to the effect on the projected precision

\(^3\) Values from 0 to 18 represent good psychological health while values from 19 to 36 indicate bad psychological health.
levels within all sets of weights. However, as $TWS_1$ and $TWS_2$ led to same proportions, SWs leads to slightly change proportions (having 1% difference). This outcome reflects that S-TWA will have diverse effect on the extent of the estimate in comparison to SWA.

Table 5.1 Proportions of retired sample members with good and bad psychological health.

<table>
<thead>
<tr>
<th></th>
<th>Using SWs</th>
<th>Using $TWS_1$</th>
<th>Using $TWS_2$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>%</td>
<td>SE</td>
<td>%</td>
</tr>
<tr>
<td>Good Ps. health</td>
<td>86</td>
<td>.0029</td>
<td>87</td>
</tr>
<tr>
<td>Bad Ps. health</td>
<td>14</td>
<td>.0029</td>
<td>13</td>
</tr>
</tbody>
</table>

* Ps.health is psychological health. SE is the standard error.

**Modeling psychological well-being**

In likert score analysis, the outcome variable is a continuous variable. The data structure (which is based on the numerous observations of each person) permits the use of panel models of data. Hence, we have projected OLS regression model’s random impacts to analysis the psychological well-being’s elements of the retired participants and the complete sample individually. As mentioned earlier, each model was projected three times by altering the weights among SWs, $TWS_1$, and $TWS_2$. According to Taylor, Jenkins & Sacker, 2011; Ryan & Frederic, 2006; Kohler, Behman & Skytthe, 2005), psychological well-being is related to the calculations of health, ethnicity, wealth, age and cohabitation. Hence, the variables applied for psychological well-being which is selected in parallel to these processes. These variables are for instance, age and race
where respondents is living with his/her partner, health status, income and savings. Furthermore, rest of the variables, for instance gender and time will be used in control model.

Before having a discussion about modeling psychological well-being’s outcome, we have to devise a criteria for determining the differences among the estimates of both substantive analysis (DRM and psychological well-being). We have opted the same method of testing hypotheses (incorporating confidence intervals) which will be adopted for substantive analysis as mentioned in chapter 2 to determine the important difference among the equivalent estimates adjusted with different weights. To avoid ambiguity, this approach is explained again below.

To determine the important differences among the equivalent coefficients projected with different sets of weights, we proceeded for hypotheses testing on the differences among the equivalent estimates accustomed with S-TWA and SWA by using 95% of CI (confidence intervals). Test will be done in two main steps. First step is all about establishing 95% of CIs of the difference among both equivalent coefficients which are accustomed with S-TWA and SWA. These CIs will determine the extent of values about the differences among two equivalents coefficients may resides. For instance, if \( \beta_{SW} \), \( \beta_{TW1} \), and \( \beta_{TW2} \) signify the provided set of equivalent population factors projected by equivalent coefficient set \( \beta_{SW1} \), \( \beta_{TW1} \), and \( \beta_{TW2} \) managed with SWs, \( TW_{S1} \), and \( TW_{S2} \) separately, we establish two CIs to analyze if \( \beta_{SW} \) is unlike than \( \beta_{TW1} \) and \( \beta_{TW2} \). CIs for these will be \((\beta_{SW} - \beta_{TW1})\) and \((\beta_{SW} - \beta_{TW2})\). These CIs are 95% and are provided in below 5.1.
(5.1).

Where standard error is \( S_{b_{SW} - b_{TWI}} \) of \( (b_{SW} - b_{TWI}) \) and is provided in 5.2 and \( i=1, 2 \).

\[
S_{b_{SW} - b_{TWI}} = \sqrt{S^2(b_{SW}) + S^2(b_{TWI}) - 2 \times \text{Cov}(b_{SW}, b_{TWI})}
\]  

(5.2)

Where variance of \( b_{SW} \) and \( b_{TWI} \) are \( S^2(b_{SW}) \) and \( S^2(b_{TWI}) \) respectively; and covariance of \( b_{SW} \) and \( b_{TWI} \) are \( \text{Cov}(b_{SW}, b_{TWI}) \); and \( i=1, 2 \).

The next step is to adopt the established CIs to test if there is a major difference among both equivalent coefficients accustomed with S-TWA and SWA (for instance is there a major difference among \( b_{SW} \) and \( b_{TWI} \) ? This is about testing about below hypothesis.

\[ H_0: \beta_{SW} - \beta_{TWI} = 0 \] against \( H_a: \beta_{SW} - \beta_{TWI} \neq 0 \); \( i=1, 2 \).

Where \( H_0 \) is rejected where there is a major difference among \( b_{SW} \) and \( b_{TWI} \), \( i=1, 2 \) when the necessary CI will not be 0.

Same test will be adopted for both substantive analysis (DRM and psychological well-being) and we show 95% CIs for difference among both equivalent estimates (CI of \( [b_{SW} - b_{TW1}] \) and CI of \( [b_{SW} - b_{TW2}] \)) in necessary outcome table.

Table 5.2 and 5.3 show the outcome of modeling psychological well-being for the retired participants and the entire sample respectively. Initiating with the outcomes from the
model of retired respondents (as mentioned in table 5.2), it can be observed that all equivalent estimates within all the models have same level of importance. The outcome is constant with the previous observation that have same contribution on the base of dispersion.

Furthermore, we have instantly observe, as projected that \( TWs_1 \) and \( TWs_2 \) will lead to same estimates. Majority of the coefficients leading to the outcome from two sets of weights are almost equal. And related to the coefficients outcome from SWs, these estimates are same to the estimates resulted from \( TWs_1 \) and \( TWs_2 \). Nonetheless, coefficient having better condition of health which resulted from SWs proves to be importantly unlike from the equivalent coefficients projected with \( TWs_1 \) and \( TWs_2 \). The variance is determined by two CIs is of the respective difference among \((b_{sw} - b_{tw1})\) and \((b_{sw} - b_{tw2})\), where b represents coefficient of better condition health. Both of these CIs will not be 0 determining that the estimate which is to be questioned (accustomed with SWs) is majorly different as compared to the equivalent estimates accustomed with \( TWs_1 \) and \( TWs_2 \). Concentrating on the models which will be used for complete sample (as mentioned in table 5.3), the outcome does not present proof of important differences among the estimates outcomes from the SWs and their equivalent estimates established with \( TWs_1 \) and \( TWs_2 \). As recommended from the outcome, the S-TWA and SWA might lead to major difference in outcome in regard to the estimates established from sub-groups which have been selected from custom made weighting. Zero will be included for all the CIs of the variance among \((b_{sw} - b_{tw1})\) and \((b_{sw} - b_{tw2})\). However we can observe that coefficient of better health condition which is estimated in the model with
SWs is quite different in comparison to models of equivalent coefficients estimated along with $TWS_1$ and $TWS_2$. The CI test conducted do not recommend that the variance is important, such variances only matter while interpreting the outcome of analysis and are significant for altering and updating the understanding related to social phenomena. Hence differences must not be considered insignificant.
Table 5.2 Random effects OLS regression models of the determinants of psychological well-being for retired respondents.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Using $SW$s</th>
<th>Using $TW$s$_1$</th>
<th>$95%$ CI of ($\hat{b}<em>{SW} - \hat{b}</em>{TW}$)</th>
<th>Using $TW$s$_2$</th>
<th>$95%$ CI of ($\hat{b}<em>{SW} - \hat{b}</em>{TW}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Years 1995 to 1998</td>
<td>0.131</td>
<td>0.030</td>
<td>-0.147</td>
<td>0.349</td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>0.841**</td>
<td>0.884**</td>
<td>-0.351</td>
<td>0.256</td>
<td></td>
</tr>
<tr>
<td>White</td>
<td>-0.979</td>
<td>-1.268</td>
<td>-2.245</td>
<td>2.832</td>
<td></td>
</tr>
<tr>
<td>Age</td>
<td>0.020</td>
<td>0.022</td>
<td>-0.020</td>
<td>0.016</td>
<td></td>
</tr>
<tr>
<td>Living with a partner</td>
<td>-1.027***</td>
<td>-1.042***</td>
<td>-0.452</td>
<td>0.482</td>
<td></td>
</tr>
<tr>
<td>Has savings</td>
<td>-0.135**</td>
<td>-0.335**</td>
<td>-0.073</td>
<td>0.473</td>
<td></td>
</tr>
<tr>
<td>Has a good health condition</td>
<td>-0.726***$^a$</td>
<td>-1.607***$^a$</td>
<td>0.321</td>
<td>1.441</td>
<td></td>
</tr>
<tr>
<td>Income/1000</td>
<td>-0.003</td>
<td>-0.004</td>
<td>-0.042</td>
<td>0.026</td>
<td></td>
</tr>
<tr>
<td>$n$</td>
<td>1,402</td>
<td>1,402</td>
<td></td>
<td>1,402</td>
<td></td>
</tr>
<tr>
<td>$\sigma$</td>
<td>2.79</td>
<td>2.89</td>
<td></td>
<td>2.89</td>
<td></td>
</tr>
<tr>
<td>$P$</td>
<td>0.46</td>
<td>0.47</td>
<td></td>
<td>0.47</td>
<td></td>
</tr>
</tbody>
</table>

*All models are estimated by using a balanced panel of retired sample members who responded in the first 8 waves. The reference categories of the independent variables are: years 1991 to 1994, male, non-white, does not live with a partner, has no savings and has a bad health condition. $^a$ indicates a significant difference between the equivalent estimates adjusted with the SWs and both sets of TWs. * $p < 0.05$, ** $p < 0.01$, *** $p < 0.001$. 
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Table 5.3 Random effects OLS regression models of the determinants of psychological well-being for the whole sample.

<table>
<thead>
<tr>
<th></th>
<th>Using SWs</th>
<th>Using TWs₁</th>
<th>95% CI of (b₂SW - b₂TW₁)</th>
<th>Using TWs₂</th>
<th>95% CI of (b₂TW₁ - b₂TW₂)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Years 1995 to 1998</td>
<td>0.262</td>
<td>0.213</td>
<td>-0.067</td>
<td>0.165</td>
<td>0.248</td>
</tr>
<tr>
<td>Female</td>
<td>1.217***</td>
<td>1.233***</td>
<td>-0.252</td>
<td>0.220</td>
<td>1.226***</td>
</tr>
<tr>
<td>White</td>
<td>-0.580**</td>
<td>-0.575**</td>
<td>-0.519</td>
<td>0.509</td>
<td>-0.631**</td>
</tr>
<tr>
<td>Age</td>
<td>0.003*</td>
<td>0.006*</td>
<td>-0.009</td>
<td>0.003</td>
<td>0.005*</td>
</tr>
<tr>
<td>Living with a partner</td>
<td>-0.482***</td>
<td>-0.485***</td>
<td>-0.180</td>
<td>0.186</td>
<td>-0.504***</td>
</tr>
<tr>
<td>Has savings</td>
<td>-0.225***</td>
<td>-0.223***</td>
<td>-0.127</td>
<td>0.123</td>
<td>-0.228***</td>
</tr>
<tr>
<td>Has a good health condition</td>
<td>-0.955***</td>
<td>-1.141***</td>
<td>-0.453</td>
<td>0.825</td>
<td>-1.162***</td>
</tr>
<tr>
<td>Income/1000</td>
<td>-0.001</td>
<td>-0.002</td>
<td>-0.006</td>
<td>0.008</td>
<td>-0.002</td>
</tr>
<tr>
<td>n</td>
<td>6,753</td>
<td>6,753</td>
<td>6,753</td>
<td></td>
<td></td>
</tr>
<tr>
<td>σ</td>
<td>2.92</td>
<td>2.93</td>
<td>2.93</td>
<td></td>
<td></td>
</tr>
<tr>
<td>P</td>
<td>0.36</td>
<td>0.37</td>
<td>0.37</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

*All models are estimated by using a balanced panel of those who responded in the first 8 waves. The reference categories of the independent variables are: Years 1991 to 1994, male, non-white, does not live with a partner, has no savings and has a bad health condition. * p < 0.05, ** p < 0.01, *** p < 0.001.
5.3 Desire for residential mobility (DRM)

*Measure of DRM*

For social surveys, it is not common practice to add a direct question regarding if participants which to alter their addresses. In BHPS, the participants are always asked a same question that if they would like to move from one place to another. For resultant variable, we will be utilizing this item. Furthermore, when the participants shared their interest of moving to new house, this is considered as a desire from his side for residential mobility. Hence, for this part of our analysis, the dependent variable will be the binary variable, showing if DRM is existing in participants or not. Equation 5.3 describes this variable.

\[
DRM_i = \begin{cases} 
1, & \text{if respondent } i \text{ has intention to move house} \\
0, & \text{otherwise}
\end{cases} \tag{5.3}
\]

*DRM modeling*

For modeling of DRM, we will be using logistic regression’s random effects. This was applied for the ones having year 1965 as their birth year and after and for complete sample individually. For all participants’ set, estimated model was used along with all sets of weights which are under analysis. For this analysis, the independent variables will be gender, household size, and age, and race, number of rooms of house, housing tenure and savings possessions. The selection of these variables are on the base
of residential mobility’s literature (Sanbonmatsu et al, 2011) and the accessibility of these variable related to analysis all 8 waves.

DRM modeling outcomes have been shown table 5.4 for those participants born in year 1965 and after and for complete sample, outcomes are mentioned in table 5.5. You can observe that both tables are showing outcomes of odd ratios. As earlier proceeded for psychological well-being’s analysis, 95% CIs will be used to differentiate the variance among the estimates established with SWs ($b_{sw}$) and their equivalent estimates established with $TWS_1$ ($b_{TWS_1}$) and $TWS_2$ ($b_{TWS_2}$) to test whether two S-TWS and SWA will outcome to different estimates.

Concentrating on the model for participants born in year 1965 and after (please refer to table 5.4), we have observed that the outcome estimates are same within all these models. Keeping the similar significance levels, majority of the coefficients are same on the base of magnitude. More estimates are outcomes from $TWS_1$ and $TWS_2$ as compared to estimates outcomes from SWs and both of the costumed weights.

However, SWs generated one main difference in comparison to $TWS_1$ and $TWS_2$. Mainly, ‘member of large household’ coefficient seemed to be more importantly different as compared to $TWS_1$ and $TWS_2$ estimated coefficients. This has been backed by two CIs of the variance among the estimate and its equivalent estimates which are established by $TWS_1$ and $TWS_2$. 0 will not be included in both CIs. This outcome is aligned with the
outcomes from the participants who are retired according to the model recommending that S-TWS might lead to outcome in some differences as compared to the SWA, mainly when we limit the analysis to sub-groups utilized to establish the tailored weights.

Moving to the models related to the complete samples (please refer to table 5.5), the outcome has not important variances within the estimates. On the base of 95% CIs test, it has been noticed that all CIs of the differences among the estimates managed in SWs and their equivalent estimates managed with $TWS_1$ and $TWS_2$ accordingly showing zero as a value of difference showing that both equivalent estimates are not dominantly different. Nonetheless, alike psychological well-being analysis, we noticed a variance among the ‘member of large household’ coefficient in this model projected with SWs and $TWS_1$ and $TWS_2$ estimated equivalent estimates. As mentioned earlier, these differences are of significant importance and they show that S-TWA might have an impact on the estimates of complete sample. On the base of outcome, it might be rational to assume important variances among the complete sample estimating the outcome from S-TWA and SWA when other sub-group are used for the tailored weights of sub-group.

In short, on the base of this analysis, the outcome recommends that weightings both approaches (SWA and S-TWA) are alike in terms of the complete impact on the estimates. Nonetheless, S-TWA might lead to different effect on few estimates. On the base of CIs test, these variances will be proved to be important. Considering the S-TWA estimated weighting models, indicates the sub-groups response process under analysis
effective as compared to the SWA weighting models, estimates which turns to be difference using S-TWA which are not biased to same extent as SWA generated equivalent estimates.

Moreover, both sub-group’s approaches related to tailored weighting (modeling response and interaction based used individually for all sub-groups) appear to be analogous in reference to the outcome weights. Weights do not appear to have a different effect on the estimates. Moreover, the S-TWA have an effect on the sub-groups’ established estimates which is in question, in comparison to the estimates established from analysis of complete sample. In the later scenario, though S-TWA has an outcome of few rational differences, out analysis depicts that these modifications might not be important as the ones used from analysis limited to the S-TWA selected sub-groups. It is depicting from these differences that S-TWS might have an influence on to complete sample estimate, and for other sub-groups, it could be a possibility to prove that this impact can lead to the outcome of important difference.
Table 5.5 Random effects logistic regression models of the determinants of the desire for residential mobility for those who were born in 1965 or after.

<table>
<thead>
<tr>
<th></th>
<th>Using SWs</th>
<th>Using TWs</th>
<th>95% CI of (βSW - βTW)</th>
<th>Using TWs2</th>
<th>95% CI of (βSW - βTW2)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Years 1995 to 1998</td>
<td>1.137</td>
<td>1.175</td>
<td>-0.168</td>
<td>1.170</td>
<td>-0.163</td>
</tr>
<tr>
<td>Female</td>
<td>0.866*</td>
<td>0.868*</td>
<td>-0.220</td>
<td>0.864*</td>
<td>-0.216</td>
</tr>
<tr>
<td>White</td>
<td>1.041</td>
<td>1.081</td>
<td>-0.793</td>
<td>1.021</td>
<td>-0.320</td>
</tr>
<tr>
<td>Age</td>
<td>1.045</td>
<td>1.044</td>
<td>-0.003</td>
<td>1.044</td>
<td>-0.003</td>
</tr>
<tr>
<td>Member of a large household</td>
<td>1.057* a</td>
<td>1.133* a</td>
<td>-0.126</td>
<td>1.136* a</td>
<td>-0.130</td>
</tr>
<tr>
<td>Lives in a house with 3 to 4 rooms</td>
<td>1.242*</td>
<td>1.255*</td>
<td>-0.246</td>
<td>1.251*</td>
<td>-0.242</td>
</tr>
<tr>
<td>Lives in a house with 5+ rooms</td>
<td>1.365***</td>
<td>1.386***</td>
<td>-0.285</td>
<td>1.377***</td>
<td>-0.276</td>
</tr>
<tr>
<td>Has savings</td>
<td>0.979</td>
<td>0.971</td>
<td>-0.088</td>
<td>0.970</td>
<td>-0.087</td>
</tr>
<tr>
<td>House owned outright</td>
<td>0.845*</td>
<td>0.826*</td>
<td>-0.180</td>
<td>0.838*</td>
<td>-0.192</td>
</tr>
<tr>
<td>House owned with mortgage</td>
<td>1.562***</td>
<td>1.560***</td>
<td>-0.221</td>
<td>1.532***</td>
<td>-0.583</td>
</tr>
<tr>
<td>n</td>
<td>1,525</td>
<td>1,525</td>
<td></td>
<td>1,525</td>
<td></td>
</tr>
<tr>
<td>σ</td>
<td>1.44</td>
<td>1.45</td>
<td></td>
<td>1.45</td>
<td></td>
</tr>
<tr>
<td>P</td>
<td>0.38</td>
<td>0.39</td>
<td></td>
<td>0.39</td>
<td></td>
</tr>
</tbody>
</table>

* The entries are odds ratios. All models are estimated by using a balanced panel of those who were born in 1965 or after and who responded in the first 8 waves. The reference categories of the independent variables are: years 1991 to 1994, male, non-white, member of a small household (3 members or less), lives in a house with 1 or 2 rooms, has no savings and tenant. * indicates a significant difference between the equivalent estimates adjusted with the SWs and both sets of TWs. * p < 0.05, ** p < 0.01, *** p < 0.001.
Table 5.5 Random effects logistic regression models of the determinants of the desire for residential mobility for the whole sample.

<table>
<thead>
<tr>
<th>Factor</th>
<th>Using SWs</th>
<th>Using $TW_{S2}$</th>
<th>95% CI of ($b_{SW} - b_{TW}$)</th>
<th>Using $TW_{S2}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Years 1995 to 1998</td>
<td>1.165</td>
<td>1.164</td>
<td>-0.048</td>
<td>0.049</td>
</tr>
<tr>
<td>Female</td>
<td>1.180*</td>
<td>1.171*</td>
<td>-0.120</td>
<td>0.138</td>
</tr>
<tr>
<td>White</td>
<td>1.241*</td>
<td>1.243*</td>
<td>-0.313</td>
<td>0.309</td>
</tr>
<tr>
<td>Age</td>
<td>0.964*</td>
<td>0.972*</td>
<td>-0.046</td>
<td>0.030</td>
</tr>
<tr>
<td>Member of a large household</td>
<td>1.053**</td>
<td>1.107**</td>
<td>-0.130</td>
<td>0.022</td>
</tr>
<tr>
<td>Lives in a house with 3 to 4 rooms</td>
<td>1.067*</td>
<td>1.068*</td>
<td>-0.132</td>
<td>0.130</td>
</tr>
<tr>
<td>Lives in a house with 5+ rooms</td>
<td>1.191**</td>
<td>1.195**</td>
<td>-0.153</td>
<td>0.145</td>
</tr>
<tr>
<td>Has savings</td>
<td>1.054</td>
<td>1.049</td>
<td>-0.053</td>
<td>0.063</td>
</tr>
<tr>
<td>House owned outright</td>
<td>0.836***</td>
<td>0.854***</td>
<td>-0.314</td>
<td>0.278</td>
</tr>
<tr>
<td>House owned with mortgage</td>
<td>1.587***</td>
<td>1.569***</td>
<td>-0.125</td>
<td>0.161</td>
</tr>
<tr>
<td>n</td>
<td>6,753</td>
<td>6,753</td>
<td>6,753</td>
<td>6,753</td>
</tr>
<tr>
<td>$\sigma$</td>
<td>2.25</td>
<td>2.27</td>
<td>2.26</td>
<td></td>
</tr>
<tr>
<td>$\rho$</td>
<td>0.60</td>
<td>0.61</td>
<td>0.61</td>
<td></td>
</tr>
</tbody>
</table>

* The entries are odds ratios. All models are estimated by using a balanced panel of those who responded in the first 8 waves. The reference categories of the independent variables are: years 1991 to 1994, male, non-white, member of a small household (3 members or less), lives in a house savings and tenant. * $p<0.05$, ** $p<0.01$, *** $p<0.001$. 
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5.4 Discussion

In this chapter, we have analyzed alternate approach of weighting (the tailored weighting of sub-group). The S-TWA (the sub-group tailored weighting) is on the base of choosing particular sub-groups from survey sample and tailoring the sub-groups non-response weight construction. Contrasting to SWA, on the base of S-TWA, the weights are established by utilizing the weighting variables set that have an impact on the response probability in the chosen sub-group irrespective of, if or not it will have an impact on the response probability in the balance sample. Also, the S-TWA estimated weighting models may have limit to the members of the sample from all the sub-groups. Furthermore, both approaches to conduct S-TWA is applied, modeling the response propensity and interaction-based approach individually for sub-group.

Chapter’s main findings have been summarized as below

1. S-TWA impact on the estimates which are usually same as SWA, in certain cases related to estimates precision levels.
2. On few estimates, the S-TWA generated different outcomes (on the base of magnitude) as compared to SWA.
3. It appears likeable for S-TWA to impact all sample estimates and sub-groups derived estimates chose for tailored weighting. Nonetheless, the impact appears to be important for the estimates established from the tailored weighting of the sub-groups.
4. Both approaches introduced of S-TWS seems to generate same set of weighting that is resulted from the estimates similar effects.

These outcomes concentrates on the numerous propositions in longitudinal surveys, for the establishment of non-response weighting. Firstly, the outcome recommends that different weights sets which are generated from the S-TWS is more or less difference as compared to the weights set that resulted from SWA. The variance is noticed as an outcome of different methodology which have utilized to establish the tailored weights. Altering the standard covariates (non-response) and limiting the subgroups weighting model for which tailored weights are established which lead to a results in tailored weights set which have different values of weights as compared to standard weights. As an outcome, the tailored weights might lead from few estimates to distinguish from the equivalent estimates established from standard weights. If non-response covariates both changes and respondents set used in S-TWA depicts the subgroups’ non-response process which is effective than SWA, S-TWA is considered to manage the sub-groups non-response under analysis significant than SWA.

Second, although our investigation here does not show evidence that the S-TWA results in significantly different estimates than the SWA when estimates are derived from full sample analysis, it shows that some of the total sample estimates may still change considerably in terms of their magnitude if adjusted with the S-TWA. We believe that such changes, sometimes, have different impact on the interpretation of the results, especially with sensitive measures in some of the socio-economic processes. Hence, different conclusions regarding some of the total sample estimates could still be drawn on the basis of the S-TWA.
Third, our analysis suggests that the two approaches of the subgroup-tailored weighting (*interaction-based approach and modeling the response propensity separately for each selected sub-group*) may substitute one another. However, one may still expect differences – maybe not to a large extent - between these two approaches if they are applied on a different data set or different sub-groups. This is especially so if the number of the proposed variables for the tailored weighting is large. Thus, if the S-TWA is considered, we recommend the application of the second approach (*modeling the response propensity separately for each selected sub-group*) because it has some advantages over the first one (*interaction-based approach*). One of these advantages is that the second approach avoids the complications associated with too many interactions in the weighting model. Another advantage is that it allows restricting the weighting model to sample members in the sub-group selected for tailored weighting, which in turn permits excluding variables that do not predict response in the sub-group in question.

The availability of a large number of weighting variables in longitudinal surveys is advantageous. However, any weighting approach that depends on using a large number of variables to model the response propensity in the sample, but assumes that the effects of these variables are the same for different sub-groups (such as the SWA), may not always explain the non-response process well in all sub-groups in the sample. This is because samples in longitudinal surveys are large, and are often composed of units from a number of sub-populations which are not necessarily homogeneous in terms of the factors responsible for non-response. Successful weighting, in our opinion, depends on an independent and profound understanding of the non-response process in each of the major sub-groups in the sample rather than the number of variables included in a single weighting model. Even in the same survey sample, the
cause of non-response may differ vastly across some sub-groups suggesting different sets of weighting variables (both in terms of scale and type) for weighting. Thus, looking at the non-response reasons in the sample as a whole may lead to ignoring variables that may appear insignificant in general while they are in fact important to explain non-response in some sub-groups. The findings in this chapter have demonstrated this. For example, it is known that factors like ‘age’ are powerful weighting variable while factors such as ‘religion’ are weak predictors of non-response; though, the results of this investigation showed the exact opposite within the subgroups on which we have focused. At first glance, it may be hard to understand how a – well known - powerful auxiliary as ‘age’ could not be important in predicting response while a variable such as ‘religion’ is significant. However, once the cause of non-response is understood at a sub-group level, it can all be explained.

We expect similar findings if the S-TWA is applied in other panel studies, such as Understanding Society for example. However, in such a large longitudinal survey, the application of S-TWA might be, to some extent, tricky. This is because identifying the number of sub-groups that the tailored weighting should be based on is a subjective matter. S-TWA may be more appropriate for specific analyses where the analyst wants the best possible weights for a specific purpose. As for general-purpose public-release weights, it could be challenging to produce the best possible set of tailored weights because, in longitudinal survey samples, sub-groups maybe identified in a number of dimensions. Therefore, it would be difficult to identify a number of sub-groups that allows the execution of the best subgroup-tailored weighting. However, it should be pointed out that the more sub-groups used to create tailored weights (bearing in mind that the relevant sample sizes should be large enough to estimate non-response well) the stronger the effect of the overall set of tailored weights will be.
Additionally, even if the number of the required sub-groups is accurately identified, the survey organization will face the problem of identifying “which specific sub-groups should be used for tailored weighting?” as this maybe a subjective matter too.

Sub-groups can be non-overlapping (e.g. the sub-groups used in the analysis of this chapter). In this case, the sub-sets of tailored weights can be put together to form an Overall Set of Tailored Weights (OSTW). Accordingly, the OSTW can be beneficial in analyses that target the whole sample or analyses restricted to sub-groups. However, the sub-groups selected for tailored weighting maybe overlapping (e.g. sub-groups of males, disabled and white respondents). In this case, producing a OSTW is not possible via this method and, therefore, a number of sets of tailored weights may need to be released separately. However, this type of sub-group tailored weighting may not be appropriate for total sample estimates adjustment.

Thus, a future research may investigate a procedure that decides on:

- The number of sub-groups required for an effective overall set of tailored weights.
- Whether sub-groups should or should not be overlapped.
- Which specific sub-group should be selected for tailored weighting.

Finally, as the S-TWA uses a different set of variables compared to the one used in the SWA, researchers who are deciding between tailored weights and standard weights should pay attention to the set of variables used to create the tailored weights. This is because weights are also powerful in dealing with non-response bias if they are created using a set of variables that is strongly correlated with the main variable in the analysis (the dependent variable). Therefore, standard weights may also be a good choice if its weighting variables are more correlated with the dependent variable in
the analysis. In this case it is a tradeoff between the reward of the tailored weights and the relationship between the dependent variable and the weighting variables used to create the standard weights. Thus, if a survey organization considered S-TWA as an alternative, it may still want to keep standard weights in the public data files. Moreover, if a set of tailored weights is included in the data files, the survey organization should properly document the process of weights creation as well as clearly stating the variables used to create the weights.
Chapter 6

Conclusion, Recommendations
6.1 Conclusions:

The major findings of this thesis can be summarized in four main points:

1- The effect of the S-TWA on estimates is generally similar to that of the SWA, in particular in terms of estimates precision levels.

2- On some estimates, the S-TWA produces different results (in terms of magnitude) than the SWA.

3- It seems possible for the S-TWA to affect both total sample estimates and estimates derived only from the sub-groups selected for tailored weighting. However, the effect seems to be stronger (significant) on the estimates constructed from the sub-groups selected for the tailored weighting.

4- The two introduced approaches of S-TWA appear to produce similar sets of tailored weights that result in the same effect on estimates.

This research focused on unit non-response weights in longitudinal surveys.

Usually theses weights are built using the standard weighting approach (SWA). The (SWA) suffers some limitations and this thesis attempted to overcome these.

Most major longitudinal surveys in the world today construct unit non-response weights using (SWA) which ignores variables that are considered important only at sub-groups levels. In this thesis it was shown that adopting (SWA) may lead to biased estimates with low precision.

As a result, a new approach (S-TWA) was suggested by the researcher which was based on taking important variables for members of the sample in certain sub-groups.

A main finding of this research is that weights arrived at by (SWA) may not be appropriate when used for estimation at a sub-group level.
It was also shown that when some sub-groups in the sample have important variables that are not the same as variables for the whole sample the S-TWA leads to less biased and more precise as compared to the SWA. This may be due to the fact that expectation of response to the questionnaire on these variables in the sub-groups is higher than the response for the whole sample. However when no subgroups have specific important variables the approaches lead, in general, to similar results.

Another result revealed that the standard errors of estimates using (S-TWA) are, in all cases, lower than when using (SWA).
6.2 Recommendations:

In light of the above results the following recommendations may be made:

1- Data analysts who use weighting in their analyses are recommended to recognize the problem referred to in this research and use (S-TWA) beside the (SWA) especially when it is known that some sub-groups in the sample have specific variables important to weighting.

2- Users of the weights provided by the organizations should not assume that they are automatically applicable to all members in the sample. If it turned out that some sub-groups in the sample have important variables different form those used in deriving the weights by (SWA) the analyst should use S-TWA for deriving appropriate weights.

3- Survey organizations in Sudan should review their weighting systems and attempt to implement the tailored weighting approach for more development in the non-response weighting.
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