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Abstract

This thesis investigates Question answering system in general and then applying it in a specific domain: Arabic language and Holy Quran. A corpus of questions and answers from Albagarah and Alfatihah chapters was built, using three types of files: excel worksheet, texts and database table. This corpus was collected from many resources and validated by Islamic scholars from Gabrah college. The thesis contains six chapters: Chapter one defines the problem statement, objectives and motivation, and research methodology. Chapter two gives a general introduction and history to question answering systems, natural language processing, and corpus. Chapter three reviews related work in Arabic language processing, Holy Quran, Corpus, question answering systems. Chapter four covers special characteristics and challenges of processing Arabic language in the Holy Quran. Chapter five contains methodology, methods, and experiments. Six sets of experiments were done. The first one uses baseline NLP question answering system removing stopwords, diacritics, and special symbols. The second uses Lucene indexing and تفاعيل pattern. The third uses indexing and فاعيل، فاعيل، فاعيل pattern. The fourth uses the dynamic corpus built from real user questions. The fifth uses Exaggeration formulas pattern. The sixth uses singular, dual and plural pattern. Finally there are results and discussion. The experiments showed that removing stop words and diacritics enhanced the search results; also the new patterns added more value to the question answering system and enhanced recall and precision.
المستخلص

هذه الأطروحة تستكشف أنظمة الرد الآلي بصورة عامة ومن ثم تطبيقاتها في مجال خاص وهو اللغة العربية والقرآن الكريم تم بناء ذخيرة لغوية لبعض الأسئلة والأجوبة المقابلة لها من سورة البقرة والفاتحة؛ تم استخدام ثلاثة أنواع من الملفات ملف نصي، ورقة عمل (إكسيل)، جدول قاعدة بيانات. تم تجميع هذه الذخيرة من مصادر عديدة وتم تحكيم إجابات الأسئلة بواسطة علماء من كلية جبرة العلمية. يتكون هذا البحث من ستة أبواب: الفصل الأول يحتوي على المشكلة والأهداف والدوافع، ومنهجية البحث. الفصل الثاني يعطي مقدمة عامة وملحة تاريخية لأنظمة الرد الآلي، ومعالجة اللغة الطبيعية، ومنهجية البحث. الفصل الثالث يستعرض الأعمال ذات الصلة في معالجة اللغة العربية، القرآن الكريم، الذخائر اللغوية، وأنظمة الرد الآلي. ويغطي الفصل الرابع بعض الخصائص والتحديات الخاصة باللغة العربية في القرآن الكريم. يحتوي الفصل الخامس على المنهاجية والأساليب والتجارب. وقد أجريت ست مجموعات من التجارب. أول واحد يستخدم أساسيات معالجة اللغات الطبيعية في نظام الرد السؤال بإزالة كلمات التوقف، والشكل، والرموز الخاصة. يستخدم الثاني الفهرسة في حزمة لوسين ونمط تفعيل Lucene ونمط تفاعيل. يستخدم الثالث الفهرسة في حزمة لوسين ونظام تفاعيل Lucene وتفاعيل، وفاعيل، وفاعيل، والرابع يستخدم في بناء ذخيرة لغوية ديناميكية لجميع الأسئلة من المستخدم الحقيقي. يستخدم الخامس نمط الصيغ المبالغة. يستخدم السادس نمط المفرد، والمثنى والجمع. وأخيرا هناك نتائج وتحليلها. وأظهرت التجارب أن إزالة كلمات التوقف و الشكل عززت...
نتائج البحث. كما أضافت الأنماط الجديدة المزيد من القيمة لنظم الرد الآلية وتعزيز الاستدعاء والدقة.
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<thead>
<tr>
<th>Abbreviation</th>
<th>Full Form</th>
</tr>
</thead>
<tbody>
<tr>
<td>IDE</td>
<td>Integrated Development Environment</td>
</tr>
<tr>
<td>ANSI</td>
<td>American National Standards Institute</td>
</tr>
<tr>
<td>EBCDIC</td>
<td>Extended Binary Coded Decimal Interchange Code</td>
</tr>
<tr>
<td>NLP</td>
<td>Natural Language Processing</td>
</tr>
<tr>
<td>POS</td>
<td>Part Of Speech Tagging</td>
</tr>
<tr>
<td>QA</td>
<td>Question Answering</td>
</tr>
<tr>
<td>IR</td>
<td>Information Retrieval</td>
</tr>
<tr>
<td>IE</td>
<td>Information Extraction</td>
</tr>
<tr>
<td>AI</td>
<td>Artificial Intelligence</td>
</tr>
<tr>
<td>NER</td>
<td>Named Entity Recognition</td>
</tr>
<tr>
<td>CR</td>
<td>Concept Relational</td>
</tr>
<tr>
<td>ABI</td>
<td>Attribute-Based Inference Abi</td>
</tr>
<tr>
<td>QIRS</td>
<td>Quick Information Retrieval System</td>
</tr>
<tr>
<td>CBR</td>
<td>Case-Based Reasoning</td>
</tr>
<tr>
<td>MSA</td>
<td>Modern Standard Arabic</td>
</tr>
<tr>
<td>MADA</td>
<td>Morphological Analysis And Disambiguation For Arabic</td>
</tr>
<tr>
<td>SVM</td>
<td>Support Vector Machines</td>
</tr>
<tr>
<td>VSO</td>
<td>Verb, Subject, Object</td>
</tr>
<tr>
<td>WN</td>
<td>Wordnet</td>
</tr>
</tbody>
</table>
CHAPTER I
Chapter one Introduction

1.1 Background

Internet data, increasing rapidly and growth in the last decade. Search engine and informational retrieval systems retrieve all documents that relevant to the query, this process depending on matching of keywords in documents and then retrieve the corresponding documents. These retrieved documents may not contain the required information, although if it found it may be in an unknown position in the document. One of the techniques to solve this problem is question answering systems. A Question answering system is a process of entering a question and processes it to find an exact answer for the question. Many processes were done to reach the exact answer explained through this research.

Arabic language which is the main language of the Holy Quran, also it took attention in the recent decades, so there would be a breakdown for the computerization of the Arabic language and the Holy Quran will be among the folds of this research.

1.2 Problem statement

This PhD project investigates the applicability of Question-Answering methods from Natural Language Processing research to answering Islamic users’ questions, supplying answers from the Quran. We will review Question-Answering systems developed by NLP researchers for a range of other domains, including education[1], biology and medicine [2], linguistics [3], and general answers from the Web [4]. In general, Question-Answering systems share three components: (1) Question Classification, as different types of question (definition, factoid, list, yes/no etc) require different processing [5]; (2) Information Retrieval, to fetch and rank the documents that are relevant to the question; and (3) Answer Extraction, to extract the required definition, fact, or other information from the retrieved documents. To apply this generic architecture to Question-Answering from the Quran, we treat each verse as a separate document or record; hence, the Information Retrieval stage aims to find and rank Quran verses which have the best match with the users’ question. Given that each “document” or target Quran verse in this case is a short text, the third
stage of Answer Extraction may not be applicable or appropriate: for many users, the “answer” they want is just the relevant verse (or verses), for the reader to interpret themselves. For some users it may be helpful to extract and highlight the part(s) of the verse most pertinent to the question; but some scholars hold that it is not appropriate to “extract” and reformulate the words of Allah into another sentence.

To evaluate the applicability of different Question-Answering methods for answering Islamic users’ questions, the research will include collating a “gold standard” corpus of Islamic questions asked by real users, and answered by Islamic scholars. We compare Q-A systems based on stemming and keyword-match (e.g. [6], [7]) against Q-A systems using Key-word matching and removing stopping words. Our evaluation will show us whether, for the task of finding Quran verses relevant to the question without “answer extraction”, stemming and keyword-matching methods suffice; and whether there is significant added value from more sophisticated key-words matching and removing stopping words architectures.

1.3 Objectives

Our overall aim is: to investigate the applicability of Question-Answering methods from Natural Language Processing research to answering Islamic users’ questions, supplying answers from the holy Quran. This breaks down into the following objectives:
- To adapt a question answering system based on stemming and keyword-match to holy Quran-Q-A-1.
- To adapt an alternative question answering system using key-words matching and removing stopping words to holy Quran-Q-A-2.
- To collate a “gold standard” corpus of Islamic questions asked by real users, with answers -relevant Quran verse or verses - as judged by Islamic scholars.
- To comparatively evaluate the two different approaches to Quran-Q-A.
- To build a question answering system framework for Arabic and Islamic application.

1.4 Scope

The research investigates Question-Answering research and systems, a broad research field; but will focus on how the general methods adapt to the specialized
task of Question-Answering from the Quran. As shown below, the overall research project breaks down into more specific objectives and work-packages, each of which is challenging but not insurmountable.

1.5 Arguments and Motivations

A clear motivation is to apply an academic research theory on Question-Answering to a useful domain with many potential users. Quran websites attract millions of users, and a Quran website augmented with an automated Question-Answering system could become very popular and useful. The research is also academically valuable, publishable in journals such as Applied Ontology Journal or Applied Artificial Intelligence Journal or International Journal of Computational Linguistics and Applications.

1.6 Research Methodology

1.6.1 Tools: software and hardware

1.6.1.1 Software: The software which is used in this project

- Java.
- Lucene search engine package.
- NetBeans IDE 8.5.2.
- Microsoft word.
- Microsoft soft Excel for some statistical calculations.
- Diagram designer.

1.6.1.2 Hardware requirement

- PC computers
- Network and internet connection.

1.7 Thesis layout

The thesis consists of six chapters, structured as follows: The first chapter explains general background, Chapter two general introduction to terms and concepts, chapter three related work, chapter four Arabic language and Holy Quran, chapter five is for experiments and results, chapter six is for conclusion and recommendations.
1.8 Contributions

1. Building Corpus from question and their answers from two Holy Quran chapters (Albagarah and Elfatihah).
2. Designing a general algorithm for Holy Quran question answering system.
3. Developing Six prototypes for Holy Quran question answering system.
4. Designing a general conceptual framework for the Arabic Question answering system.
CHAPTER II
2 Chapter two Background and Related Work

Natural language processing is one of the important computer science branches, which deals with languages understanding and generation; one of the important applications is question answering systems which apply many NLP techniques. For this this chapter contains more details and discussions about NLP and question answering system. This part explains general concepts, some computational linguistical terms, and their classifications. Also in question answering system history take place, its components, techniques used and domains.

2.1 Natural language processing

It is a branch of computer science that concerns with generating and understanding natural language processing, this includes the three main skills for language which are: reading, writing and speaking. In general, computer see the text but it doesnot understand it and need some knowledge to reason, for this many processes were done depending on many linguistics theorems and many tools. In this part the researchers review this area in more details.

2.1.1 Terms

In this part the researchers will discuss some important terms in language and then discusses how can computer deal with these terms and their usefulls in computation.

• **Synonymy**: different words that have the same meanings.

  Different: diverse, unlike.

  Refer: mention, state.

• **Antonyms**: words have opposite meaning.

  High: low.

  Big: small.

• **Hypernyms**: words that refer to a general category and a specific instance of that category.

  Color is a hypernyms of red.

• **hyponyms**: is the inverse of hypernym.

  Red is a hyponyms of color.
• **Polysemy**: poly means many and semy means sense in general a word that has two meaning or more such as the word get and set.
  
  Accept: agree, admit.

• **Homophones**: are words that have different meanings, but the same pronunciation.
  
  Fisher: fissure.

• **Homographs**: words that have different pronunciations, but have the same spelling.
  
  The plural of axis, axes - the plural of ax or axe
  
  Frequent: visit a place with regularity, occurring regularly to

• **Homonyms**: are words that have the same pronunciation or spelling, but have different meanings.
  
  Meat: Meet.
  
  Bee: Be.

In computation linguistics these terms are very important, because we can build many relationships between words to use it in the semantic process after building many rules and laws. Many tools can be built depending on these relations in computational languages, one of these tools is Wordnet. These relations can be used with words only, also an application can apply this is: information retrieval and question answering system query expansion. Another term used in a word sense is:

• **Synset**: which is a semantic relation between word senses.

• **Patterns**: defined by Cambridge English dictionary\(^2\) as: "a particular way in which something is done, is organized, or happens" and some times called template.

• **Corpus**: defined by Cambridge English dictionary\(^3\) as : "a collection of written or spoken material stored on a computer and used to find out how language is used ".

\(^2\) [http://dictionary.cambridge.org/dictionary/english/pattern](http://dictionary.cambridge.org/dictionary/english/pattern)

\(^3\) [http://dictionary.cambridge.org/dictionary/english/pattern](http://dictionary.cambridge.org/dictionary/english/pattern)
2.1.2 Natural language processing and techniques

Also, many techniques are common in language computation such as: stemmer and tokenizer. In the following part the researchers discuss them in more details.

- **Removing**: is the process of removing some texts that not belong to the main text such as code, some symbols such as ?, . and ", removing diacritics.
- **Encoding**: is the process of changing the type of encoding character from system to another, such as: ANSI to EBCDIC and EBCDIC to Unicode. It used to display characters in the right way.
- **Tokenizing**: is the process of dividing the sentences to words depending on the sentences separator which is vary from sentence to another and the boundary of the words of the sentence. It is defined by [8] as "Tokenization is the task of cutting a string into identifiable linguistic units that constitute a piece of language data" . Many separators can be used such as: space, , , -.etc.
- **Stemming**: is the process of removing some additional characters from the word to categorize a group of words into one main category to help in semantic analysis. It is defined by [9] as "is the task of correlating several words onto one base form"
- **Morphological analysis**: is the process of dealing with relationship of the words with the same inflection (structure of the word depending on its position and its classification in the sentence).
- **Part of speech tagging, POS tagging**: is the process of "Automatically assigning parts-of-speech to words in text is" [8], which hepls in finding accuarte answers in question answering system[10].
- **Segmentation**: is the process of splitting the text in to meaningful parts such as: words, sentences.
- **Capitalization**: is the process of writing the first character in the word with capaital letter. This characteristic is very important in named entity recognition NER to identify the right answers.
2.2 An introduction to question answering system

Question answering (QA) system is a big research area in many fields and domains, which can help users in specific or general domains to find exact and precise short answers if found, instead of returning a ranked documents that contains phrase or word(s) in phrase matches any words of documents in information retrieval. Many fields of science intersect with QA such as information retrieval (IR), information extraction (IE), Natural language processing (NLP), artificial intelligence (AI), and computational linguistics.

[2] Explain that the main aim of QA is to provide users with exact and precise answers by using Information extraction (IE) and NLP techniques.

[11] Explains that in question answering systems we must consider the following factors: applications, users, question types, answer type, evaluation, and presentation.

2.2.1 History

In this part the researchers need to revise the history of question answering system from the earlier time till now. What is the technologies was used, methods and applications and other things.

[12] proposed Chatter bot which is a program that simulate conversation between people and machine (robot answer the user question) in Tamil language. The system initiate the conversation user can write its query (from simple to definition questions to complex) in any way then the system which is called POON GKUZHALI reformulates the question and gives the answers. Each question is processed separately, also can be references for the other question in knowledge base.


One of the first question answering system is the BASEBALL: AN AUTOMATIC QUESTION-ANSWERER which is used to answer the question about base Ball in America for one season. The system accepts the question in English phrase and then compares it with data stored in punched cards if the answer is extracted then the system answer the question. The system has a four NLP
routines which are: question read-in, dictionary look-up, syntactic analysis, and content analysis [14].

[15] explained that many question answering system described and revised in translation and conversation. These systems were classified as inferential, text based, and data based. Also, he explained the difficulties facing peoples at that time such as: measuring, ambiguities, translating, and searching.

[16] represented that most of the question answering system in that time developed for syntactic, semantic, and logical analysis for texts. They used small subset of data, but the main problems was the generality of questions, grammar, and semantics.

[17] explained the semantic models in that time were based models of human cognitive processes and were applied to a small dataset of English. Most of these models are tentatives because semantic processes are not drafted rigorously.

[13] Nasa Manned Spacecraft Center supported Lunar as research prototype for geologist to easy access, analysis, and evaluate chemical data on Lunar rock and soil that sent by Appolo moon mission. The query put in formal query language and then use some predicate calculus, then manipulated to drive inferences or access database directly to drive other inferences.

[18] proposed an English language question answering system for a large relational database of aircraft flights (PLANES system). PLANES uses augmented transition network for matching phrases with a specific meaning compared with history keeper and concepts case frames; These used for judging the significance of the questions. Also PLANES used dialogue to deal the question partially to clarify the question and the system solve the problem of ellipsis and pronoun reference. The system accepts the natural language question if it is wrong in grammar, then the system returns explicit answers in form of text, number, and graph if possible. Also the system is tolerant with grammar and spelling errors, online, interactive, easy, and gives about 75% and 90% and more right percentages.

[19] proposed QUEST which is a question answering system to simulate answers that produced by human in open class question (when, who, etc.) and closed class question (is y true or false). The system identifies the relevant information sources, these sources organized in graph structure. It used artificial intelligence and
computational linguistics concepts, also the system intended to be psychological of question answering.

[20] proposed MURAX which is used robust linguistic methods are used in answering closed class questions using acorpus to answer general question using an online encyclopedia. The methods inspect the answer is a noun phrase and return the relevant texts to the users. These matching text used with question to assure phrase relation implied by the question. The query build autamatically and then passed to the IR to find relevant result which is analyzed. Noun phrase extracted as result and new relation for various hypotheses.

[21] proposed QACID which is an ontology-based question answering system. It is accepted the user queries in natural language then it retrieves the information from formal ontologies. The system applied in cinema domain. The approach it depends on collections of user queries, also the system present simple adaptation to deal with multilingual capabilities, inter-domain portability, and changes in user information requirements.

[22] proposed VNEWSQA/ICT which is question answering system deal with questions that accepted by the system then use two models one to deal with Vietnamese language as natural language processing and the other deal with Vietnamese semantics. The system extract the answer extracted from titles of Vietnamese news in the domain of information and communication technology.

We notice the question answering systems ranging from simple text question answering systems with the earliest problems of measuring, ambiguities, translating, and searching to advanced question answering system that used semantics and syntactic models specially, and from specific domains to general domains specially that systems which used English language.

2.2.2 Question answering (QA) system Definitions

Question answering (QA) system is a specialized type of information retrieval that returns precise short answers to queries posed as natural language questions [5]. Also [23] defined it as Question Answering (QA) Systems allow the user to ask questions in a natural language and obtain an exact answer. [24] defined it as: Question answering (QA) system is a specialized area in the field (IR)of
information retrieval which is concerned with providing relevant answers in response to question proposed in natural language processing. I can define it as a system that accept a question from users in natural language then processes it by applying natural language processing techniques to obtain an exact and short answers instead of retrieving full documents as result of the users questions if found by applying many AI and linguistics methods.

2.2.3 Question answering system Components

In general, Question answering system has three main components: Question classifier, Information retrieval (IR) and answer extraction. Each one of these three components can be applied as a module with its characteristics that it can vary from system to another, domain to another, language to another. Figure[1] below explains the general main components of question answering system.

![Figure 2—1: General architecture for question answering system](image)
2.2.4 Question classifier (Analysis)

[25] determine that: there are three types of methods that used in classifying texts those are: template based approach, machine learning approaches and knowledge based approach.

There are many different types of questions, used to identify the answers (two categories of questions in Tasks and Program Structures to Roadmap Research in Question & Answering (Q&A) which is guide to build QA system).

The first taxonomy is: Arthur Graesser’s Taxonomy of Inquiries which contains eighteen questions: Verification, Comparison, Disjunctive, Concept completion, Definition, Example, Interpretation, Feature specification, Quantification, Causal antecedent, Causal, Consequence, Goal orientation, Enablement, Instrumental /Procedural, Expectational, Judgmental, Assertion, Request / Directive. The second category is: The 13 conceptual question categories used in Wendy Lehnert’s QUALM: Causal Antecedent, Goal Orientation, Enablement, Causal Consequent, Verification, Disjunctive, Instrumental /Procedural, Concept Completion, Expectational, Judgmental, Quantification, Feature Specification, Request.

[26] explains that Arabic is one of the most rich and more complex, morphologically, also Qur'anic Arabic is more complex, for this we need to applying morphological analysis to identify structure such as: morphemes, affixes, roots, part of speech, stem, etc.

There are many preprocessing methods and techniques used in analyzing text such as:

2.2.4.1.1 Tokenizing the question

Lexical analysis is the process of converting a sequence of characters into a sequence of tokens. Tokenizing the question means divide the question phrase entered by users to words to use each one in matching with other words in the database or knowledge base or information resources for the system. We can use the
words as it is instead of using any other linguistics techniques in search but this decrease the answers e.g. WordNet.

2.2.4.1.2 Stemming words after tokenizing

[27] defined it as method of word standardization for matching terms morphological related. In Arabic language, we add affixes: (prefix, infix, and suffix) to modify the meaning of the word. By stemming word the matching words in the result may be increased by finding many words have the same meaning.

2.2.4.1.3 Parser

The parser is used to find out the grammatical structure of sentences and sometime tagging words as in Stanford parser. Also, there is a chunking which is a partial parsing which is deal with partial syntactic structure.

2.2.4.1.4 Part of speech (POS) tagging

Part of speech is to put words into classes or lexical categories. Eight types of POS which are noun, verb, adjective, adverb, pronoun, preposition, conjunction, interjection, and sometimes numeral, article or determiner.

The tag is grammarian agree, where part of speech tagger is to processes a sequences of words to find the corresponding POS to each word-tagging can be done manually or by machine or both to disambiguate word structure or word category. We use tagging with systems that check the syntax.

2.2.4.1.5 Ontology

[25] defined ontology as a technology used to enable the domain knowledge at the high level and improve the query time used in question answering system. We use an ontology with systems that check the semantics of the sentences and words.

Many other features used in question analysis, such as: Sentence boundary detection which it concerns with where the sentence begins or ends, Sentence pattern detection many structure used to define these sentences such as 9/1/2015 6:14:10 PM for date and time, Named entity detection. Also in this part, we need to remove: stop word (common words in a language that has less value in research), diacritics to enhance the word matching in this stage.
All the analysis and processes to formulate and rephrased the query entered by users, to find accurate and suitable answers.

In this part some important techniques to expand the query by adding new key words to the main key words of the query after making the important preprocessing. These techniques are: language resources (lexicon[28], dictionary[29] and thesaurus[9]), ontology[25], stemmer (Khoja[30] stemmer which abstract the word to its root and Arabic light stemmer [31] which remove some prefixes and affixes) and patterns[32].

At last we can summarize this stage in three main processing: Analyzing the query to find the main key words to answer the question, classification the question to identify the type of question, reformulate the query to enhance it and to pass it to the IR system.

2.2.4.2 Information retrieval (IR)

From this[11] said that :this part has been active research area since mid 1950s. [33] explained that standard IR is: "Information retrieval (IR) has most usually been constructed as the problem of selecting texts from a database in response to some more-or-less well-specified query". Also [34] define it as :"Information Retrieval (IR) is the discipline that deals with retrieval of unstructured data, especially textual documents, in response to a query, which may itself be unstructured like sentence or structured like Boolean expression". Search depends on query users and full text search, meta data, indexing, etc.

The goal of IR is to retrieve accurate documents contain results and ranked[35] depending on users queries. In IR if the key words matching any words, lexical or semantically in the document resources (structured, semi structured, unstructured) depending on many methods such as: Boolean, probabilistic, vector space and semantic this leads to a good performance. Also IR has the following features: matching partially or full, induction inference, probabilistic model, the source of data is documents, the query may be in natural language or not, matching may be relevant, etc.

When the query passed to the IR system, the system search in one corpus or many corpora to find the relevant document(s), that matches the phrase or key words
in the query then the IR system must return Ranked the documents depending on many criteria's such as: matching full phrase, matching key words, number of key words matches, etc and filtering the documents to find the repeated documents to decrease the number of candidate documents.

The main problems of dealing with IR systems in Arabic stated by [26] in three main points as follows:

1. The search engine retrieves the relevant documents but not the exact answer, this means you need to search inside the documents for answers.
2. The quality of data because users of social media explains their opinions.
3. Challenges of Arabic language.

2.2.4.3 Answer Extraction

In information retrieval the search engine returns the documents that contains the keys or terms in query after preprocessing the query, then you need to search inside the documents because their main aim is to retrieve only documents [36]. But in information extraction there is a deep processes inside the documents to extract structured texts from unstructured texts [37].

The answer depends on the application answer source which were divided into three categories: structured data (databases), semi-structured data (for example, comment fields in databases) or free text [11].

In this part there are three main processes which must be done: first when the IR returned the relevant documents after identifying the type of answers by parser such as Named Entity Recognition (NER) and taggers (here some answers are identified directly in this stage). Second part is used ranked candidate answers by the previous steps then the system uses a set of heuristics to extract the relevant word or phrase also depending on many criteria such as full phrase matching, number of key words in the result, distance between number of key words etc. Then the candidate answers returned depends on many measurements such as probabilities of number matched words between query and answers, the type of question and its expected answers, the relationship between Is-A and its answers in a definition questions, the maximum count of NE (Named Entity) occurred in the question and
candidate answers, the distance between matched terms in passage[38], these measurements are for Name Entity Recognition.

[39] explains that many criteria's can be decided about the right answers based on a set of characteristics that describes:

- The interoperability between question and answers types.
- The redundancy of answers across the stream.
- The overlap and non-overlap information between question-answers pair and the supporting text.

Also [40] explained many features to evaluate answers, these features are:

- Relevance: we need to find the relevance between documents in the system.
- Correctness: the answer must be right.
- Conciseness: we need to count the number of byte answers and remove unimportant part of the answers.
- Completeness: the answer must be complete, if we had to use additional sources.
- Coherence: an answer must be consistent.
- Justification: the answer must be supplied with sufficient inference tools to determine why the answer had been chosen.

2.3 **Question answering system domains**

In general question answering system classified into two main domains: open domain and closed domain [41].

2.3.1 **Open domains**

Question answering system open domain deals with general questions about anything rely on universal ontology and information such as web. Many question answering system proposed in the domain such as : [42] proposed Processing Definition Questions in an Open-Domain Question Answering System, [43] proposed Designing an interactive open-domain question answering system, and [44] proposed Domain Ontology Construction using Automatic Concept Relation Learning for Question Answering Systems.
2.3.2 Closed domains

Closed domains answering systems deals restricted and specific domain (cinema, health, sport) Many researches in many areas were done such as:

- Health: [45] proposed Creation and use of language resources in a question-answering e-health system.
- Biomedicine: [48] presented Multilingual Question/Answering System applied to trusted health information, and [5] proposed Usability survey of biomedical question answering systems.

2.4 Question answering system frameworks and architectures

Many architectures proposed in question answering system, which is vary in its components and shapes, but in general, most of these architectures Agree on its basic components.

Core question answering architectures proposed by [43], this architecture consist of the many parts question, question classification, web retrieval, web documents, documents processing, factoid question to determine the type of questions if factoid or no factoid to use suitable answer extraction for the factoid or nonfactoid answers.

An architecture of base line serial system with no feed back proposed by [49], this system has the following processing: keyword preprocessing (split, bind and spell), construction of question representation, derivation of expected answer type, keyword selection, keyword expansion, retrieval of documents and passages, identification of candidate answers, answer ranking and answer formulation.
A generic architecture for question answering system proposed by [11] which is depending on requests from users and responses from the system. The users enter question, this question analyzed by user model, dialogue context and response generation, then send two messages to candidate document selection to select candidate documents and answer extraction. Then the candidate documents selections send these documents to answer extraction to select right answers and ranked them.

An other intelligent system architecture proposed by [50] which is PIQUANT’s system architecture. The system consist of four part question analysis, answering agents, knowledge sources, and answering resolution. The search use two methods: semantics and keyword search. Answering agents consist of four types: knowledge based, statistical, definition and CYC based(CYC: a large-scale investment in knowledge infrastructure [51]). The system also uses many resources such a corpus, database and ontology.

Also PiQASso designed by [52], the system accepts the question and parses it through MiniPar parser, then the system classifies question and expands it by using WordNet. The system search paragraph in documents to search for the relevant paragraph with matching relation and type, also using WordNet. The last steps to score and rank answering to display the answer.

A question answering architecture for Hindi proposed by [46], the system classifies user question depending on some rules and parsing it. After this the system formulates the query to use their words for matching answers from corpus, then the system retrieves passages after scoring and ranking.

A semantic processing model for Vietnamese architecture designed by [22], the system use a Vietnamese dictionary to determine question words and their syntactic categories, the grammar rules used to determine phrase, analyze and syntactic structure, by using semantic representation rules to determine the semantic representation of the question, lastly, there is a matching semantic representation of the question with semantic representation of the database.
A Quranic question answering system architecture proposed by [26]. The system has two main parts: Online and Offline. The first part for question analysis (classification and processing), information retrieval to retrieve verses that containing answers and answer extractin which containing (Arabic NER and extract answer). The second parts containing Quranic ontology, Off line processing for Quran verses to weight vector of concepts of each verse. The system merge the two parts to extract the right answer.

2.5 Corpus:

This term until now there is no agreement to it[53], but we can use this definition which is: A corpus is “A collection of naturally occurring language text, chosen to characterize a state or variety of a language ” [54]. The singular is a corpora. Many and large texts written and spoken, these texts can be used for more statistical and researches to reach to good informations and knowledges. These texts can be collected from many resources such as: conversations, perliamints documents, medicine records, news papers etc. It can be use one language or two or more which is called comparable corpora[53].

2.5.1 History and features

The first corpus created in early 1960s designed by Nelson Francis and Henry Kucêra, which is Brown Corpus. It is a standard corpus of American English which consisting of 1,014,312 words.

It comes from the Latin word, which means the body. A corpus (singular is corpora) is a linguistics approaches the study of language in use as expressed in examples through corpora. It is a collection of examples in real world texts that used in analysis of bodies corpora (large bodies of data) to produce a large set of data suitable for computer processing such as: which pattern is associated with grammatical and lexical features and how these patterns are varieties within sentences and registers

A corpus gives users good features for languages such as: frequent words and phrases in languages, differences between spoken and written languages, use of
tenses and prepositions, uses of phrasal verbs, use of words in formal and informal situation, uses of words in conversations, etc.

2.6 Chapter summarization

This chapter investigates natural language processing in general, some term and its techniques. Also question answering system explained and their components, domains and frameworks. Finally a corpus introduced with its features and history.
3 Chapter three: related work

There are many researches were done in this area. We will divide this part to three parts, which are: general question answering systems, Arabic computation and corpus, Arabic question answering systems and Islamic computation and question answering systems for holy Quran.

3.1 General question answering systems

Many question answering systems were proposed from early sixties, but we will concentrate our studies in some important system and see some of its characteristics.

[55] proposed REQUEST which is question answering system implemented in lisp, it had the ability of analyzing and answering many types of questions and deal with 500 of databases. The goal of the request is to build an interactive machine that communicates between people and computer. He thought about the conflicting requirements between human and machine, and taking into consideration three important characteristics: the use of restricted English; Linguistic analysis based on a transformational grammar; and a two phases, compiler like organization. Its goal is to cover limited scope of semantics. The system has more than one hundred transformational rules for grammar. One of the draw backs of Request: can't be applied in general domains, limited coverage of questions, it covers small database from 1967 to 1973.

[56] proposed a system uses a clue words that used to defined the suitable topic from all topics that used to retrieve the documents and interacts with user to explain are these clue words are suitable for the reformulated query. The system modifies the clue words in each query as a constraint then these words classify to groups for Named Entity Recognition. The system uses these clue words to expand the search space and retrieve documents to increase possibility of getting answers candidate, and then displays the expected documents that contains answers, then interact with users to determine the appropriate answer. This stage repeated until the user reach to the right answers. Although the system use a small topics of questions, sentence generation method for interaction is need to improve.
[57] proposed approach to identify the word sense in the sentences. They explain that word sense disambiguation can see as classifier for context and classes to provide evidence. Each occurrence of the word can be evidence, and these occurrences can give finite sets of senses from resources. word sense disambiguation algorithms can be classified as corpus base approach and knowledge base approach. The system uses database and the relevant relationships created by WordNet. Then designing an algorithm to serve many and wide groups of words in specified domain. The evaluation of the algorithm compared with heuristic approach shows that there is a higher precision recall rates for the algorithm. However, the system has a high precision but it used only five words for its experiments which is not suitable for evaluation the system results.

[58] they used domain ontology as source of knowledge for question answering system. They state that the ontology can supply the term with many other meaning of the term if it defined well. They explained that automated ontology solved many problems of building manual ontology such as: difficult and time consuming task, the dynamicity, potential size, and complexity of a specific domain increase the difficulty of building manual ontology. The solution of these problems is to use automated ontology. They proposed methodology to build an empty ontology to update one by extract relation from unstructured data using Naïve Bayes classifier, which extended to learn concepts relations from extracted association. Then the predicted relations used to model the domain concepts for the resulting ontology. In addition, they proposed framework for the concepts relational Ontology based for question answering system processes. The question answering system framework consist of a dynamic concept relational (CR) ontology construction module to extract new concepts from the web and then keep it in Ontology knowledge base, an answer extraction module.

Then they proposed Concept Relational Ontology-based Question Answering system (CRO-QAs) that consists of question analysis component, answer extraction component, automatic ontology construction component. To extract the answer from the ontology they used Attribute-Based Inference (ABI), which was introduced by [21]. The system use three types of questions: factoid, list, and definition. The relation extraction evaluated using benchmark data sets. The experiment explained
that the system can be used to construct generic domain ontology with high accuracy. Then the system developed to question answering system framework. However, the system is more complex and use only three types of questions.

[59] explains answering system based on CBR (case-based reasoning), which is a problem-solving technology based on experience, this technology used historical and valid answers to answer new question. Also he illustrates the CBR advantages which are:

- Easy access to knowledge.
- Easy maintenances the knowledge database.
- Does not need domain experts interference.

The system applied in distance teaching platform. By applying CBR to the answering system, the system does the following:

- Classify and extract the questions.
- And classify and extract the answers which stored in the library.
- Build a case base that data complete, accurate, easy, organized retrieval and maintenance.

The main challenge of the system when a new question is entered, the system can improve itself by adding the question and its answers to the database.

The system used automatic segmentation, questions similarity calculation, improve search efficiency which they can improve search efficiency. The system uses the method of redundant storage the keyword to improve the speed. The results of experiments show that the system can improve the accuracy and intelligence of answering systems.

### 3.2 Arabic question answering system

[60] proposed an Arabic question answering system QARAB which is accepts the question in natural language (Arabic language text) and tries to find short answers to the questions under the following assumptions: the answer strings extracted from the Al-Raya newspaper published in Qatar and all the answers appear in one documents. The system has four main processes, which are: enter the question, matching the key words of the question with the database of answers, retrieve passages which contain candidate answers and displaying five ranked
answers with its document references. The system tagged the question words and add it to lexicon if it is not there. Then the system classified the question types to determine the type of answers. The system uses QIRS Quick Information Retrieval system, which is retrieved passages that matches the queries, then the system parsing these passages to recognize named entity to be possible first five answers.

Two experiments were done: question answering using the modified-word strategy (bag of words) and question answering using the root-based strategy (question expansion). These two experiments were judged by the users that testing the system by entering the question and then see the results are correct or not correct by using MRR (Mean Reciprocal Rank) give result about 86% of correctness in general. The system uses a simple type of question, but not used complex question such as what, why and how.

[61] proposed QASAL which is an Arabic question answering system used natural language techniques to handle Arabic factoid questions. QASAL consist of three components: Question Analysis, Passage Retrieval, and Answer Extraction. Then QASAL uses NooJ’s platform, and developed to answer Definition questions (questions asked for person profile, full name of concepts, or an organization) by using three modifications: first, using of question patterns, second, using of the Google search engine and the Web as resources, and last using of a list of lexical patterns to extract answers. The system results obtained are recall equal to 100% and precision equal to 94%. However QASAL targeted only factoid and definition questions and uses lower of question numbers.

[28] introduced QAS which is an Arabic question answering system models that using Arabic grammar and morph-syntactic patterns. The NLP system has many modules which are Tokenizer, Tagging System (or type finder), Feature Finder, Proper Noun Phrase Parser. The IR models retrieves all relevant documents based on Salton’s vector space model. The system uses dependency on data redundancy instead of complicated NLP analysis. The system is limited because the number of available tools developed for the Arabic language, also the system experimented by using twenty five documents and twelve queries.

[62] develops Yes/No Arabic question answering system that contains three question analysis module, text retrieval module and answer selection module.
The first module removes the following: the question mark, the interrogative particle, the stop words, the negation particles, and the other processes, which are tokenizing, tagging, and parsing. The system checks the question depending on nominal and verbal sentences, and then the system generates the required logical representation. After this check if the question negated or not, else reject it. In the verbal sentences, the system returns a list of synonyms and antonyms for the verb and in the nominal the system returned the root depending on the thesaurus provided by the Microsoft word Arabic supported version. The main idea of the system is logical representation, it used 12 Logical representations for the Nominal and verbal Sentences. These representations described based on the syntactic knowledge extracted from Arabic sentences that determine the structural role of certain words. For the semantic, the system uses certain word meanings and how these meanings joined in sentence representations forms. After these processing there are two types of information retrieval: document technique and paragraphs technique. Each document split into paragraphs and each one with its reference number and then tokenized, then it ranked by a mathematical formula. Also the documents use tokenizing and removing some addition like stopping word, then ranked documents depending on mathematical formulas. Last the yes or no answers generated after some processes. The system uses a corpus of 20 Arabic documents and a collection of 100 different yes/no question. The results comparing with answers generated manually they found that the paragraph techniques results better than documents. A percentage of error results are about 12% was due to the failure of the automatic tagging, the syntax of the user question, different words have the same root. However, the system uses a few numbers of documents and questions, and the system does not solve the problem of conditional responses.

3.3 Question answering system and holy Quran computation studies

There are many studies for holy Quran such as: [9] which provide a novel diacritic-less searching approach to retrieve relevant verses that match a user’s query through automatic query expansion techniques. [63] proposed a system that retrieves any Qurnic verses and text and any other knowledge that related to holy Quran and its citation. Also [64] build QurAna which is a Corpus of the Quran annotated with
Pronominal Anaphora which characterized by large number of pronouns tagged with antecedent information, maintenance of an ontological concept list out of these antecedents and covering classical Arabic text. This corpus can be useful for applications in Modern Standard Arabic (MSA), will enable researchers to find patterns and rules to build new anaphora resolution approaches, and can be used to optimize, train, and evaluate existing approaches.

[65] proposed SPARQL an ontology semantic approach to extraction of knowledge from holy Quran. In this approach, the system reformulates the question to use it against the Quran ontology stored and annotated in the knowledge base. The ontology consists of noun concepts and its relationships. If the query matches the relevant answers, then return the answers which is verses.

However, there is a lack in question answering systems for holy Quran, but there is only one system, which is Albayan (according to my knowledge).

[26] proposed an Arabic question answering specially for holy Quran. The system has three main stages: input the question to make the preprocessing and analyzing the question to classify question. In the second stage the relevant verses retrieved semantically offline using Quranic data. Finally the answer extracted from the relevant verses and their Tafseer (the general meaning of this answer). Many preprocessing were done for the question and results such as tagging by POS, applying morphological analysis by MADA (Morphological Analysis and Disambiguation for Arabic), question classification done by rule-based approach; the system uses an SVM (support vector machines) classifier for training data from a corpus of questions and its relevant answers. Also, they proposed a new taxonomy for named entity recognition NER, which is a subtask of answer extraction to define concepts, names, and locations. Lastly, they constructed an Arabic Question Classifier. Evaluation results display that the overall system can reach until 85% accuracy, using the top three results. However, the classifier cannot determine the correct answer if the type of the question is of the second type (when we use question begins with the verb to be).
3.4 Chapter summarization

This chapter revised the related work for question answering system in three areas: general question answering system, Arabic question answering system and question answering system applied in the Holy Quran.
CHAPTER IV
4 Chapter four Arabic language and holy Quran

Now a days, natural language processing takes palce in computation. Some of Latin languages take attention earlier and reach maturity, but Arabic language has taken attention in the last two decades for its importance. Also, Holy Quran which is written and cited in Arabic language also take place for its importance. This part of the thesis, explains Arabic language and its characteristics, challenges, ambiguity, Holy Quran, its role to save Arabic language, and its sciences.

4.1 Introduction to Arabic language

The Arabic language is a Semitic language, it is one of the official languages of the United Nations, depending on it is ranked as fifth language, it is spoken and written by over 300 million person in the world. It is used diacritics "the orthographic convention of leaving out short vowels and other distinguishing marks in written text" which can change the meaning and pronunciation. Also it is the language of the pre-Islamic poet. Also it (classic) doesn't change more than 50 century. It can be classified into three categories:

1. Classical Arabic: Classical Arabic or Quranic Arabic is the standard form of the language used in the holy Quran, the Scripture text for Muslims. In general it used diacritics and some symbols to make reading of holy Quran right and precise.
2. Modern Standard Arabic: it is more familiar and formal format of the language in all Arabic countries which is used in most conversations. It is used in education, media, newspapers etc.
3. Colloquial Arabic dialects: where each of the 27 Arab countries has their own dialect. Dialects are different from country to another and from region to another region in the same country.

4.2 Arabic language characteristics

The Arabic language has many characteristics, general and grammarian characteristics in this part we will discuss some characteristics depending on these two categories:
4.2.1 Arabic language general characteristics

Many studies were done, but [73] explains the following characteristics:

(a) Arabic language written from right to left.
(b) It has three numbers: singular, plural and dual.
(c) It has two genders: feminine and masculine.
(d) Arabic words formed from roots which are triconsonantal and Quadriliteral roots.
(e) Gender affects to nouns and adjectives.
(f) The feminine nouns accept masculine numerals and vice versa.
(g) Suffixes and prefixes refer to the complete actions in the verbal tense.
(h) The suffix "ta" refers to grammatical gender "feminine".
(i) Richness of vocabulary.

Other features explained by [74] which are:

(j) There is no complete formal description of Arabic language.
(k) Arabic language is inflectional language.
(l) Arabic word can consist of particles and affixed pronouns.
(m) Arabic high syntactical flexibility.

Also [75] states the following characteristics:

(n) Arabic dialects vary depending on geography and social factors.
(o) It is the language of Quran.

Other features are in Arabic script explained by [76] which are:

(p) Cursivity: The Arabic word letters stuck with each other, this lead to increasing the number of forms of Arabic letter.
(q) The shapes of Arabic letters changing from position to other (isolated, initial position, medial, and final.
(r) Arabic character width is variable, in spite of they don't have capital or small letters.
(s) Some Arabic letters that have diacritical points.
(t) Hamza is used as vowels in Arabic language.
(u) Arabic language uses diacritics to explain vowels.
4.2.2 Arabic language grammarian characteristics

In general, Arabic words classified into three main categories: Nouns, verbs and particles, each with its sub categories.

4.2.2.1 Nouns categories

Arabic nouns are divided into main categories such as:

- **Definite or indefinite**: The definite nouns categories are:
  1. The Proper Noun. 
  2. The Definite Noun with (AL ..) 
  3. The Pronoun 
  4. The Relative Nouns 
  5. The Demonstrative Nouns 
  6. The Indefinite Noun added before a definite noun from the above. 
  7. The Noun Addressed by (Yaa) 

- **Gender**: nouns gender categories are:
  1. Masculine. 
  2. Feminine. 

- **Number**: nouns numbers categories are:
  1. Singular. 
  2. Dual. 
  3. Plural. 

- **Derivation**: all nouns are either
  1. Not derived and nothing is derived from them, 
  2. A source of derivation (also known as a gerund), or 
  3. Derived from a gerund

4.2.2.2 Verbs categories

In general Arabic verbs based on a set of three, four and five characters as the roots of the words which is fixed and derived verbs. It has many categories, but the main category depends on time: past present and imperative. But when we use vowel we change the grammatical function: gender, number, person and voice. Also
can be classified as: genders (masculine, feminine), sound and weak, voice (active, passive), and numbers (singular, dual, plural).

4.2.2.3 Particles

We can divide particles into the following: preposition particles, the particles that resemble verbs, conjunctions, particles used for alerting, vocative particles, particles for affirmative answers, particles used for negative answers, extra, particles that introduce an explanatory sentence, gerundival particles, particles use for prodding, the particles used to indicate the nearness in time or certainty, conditional particles and interrogative particles.

4.3 Arabic natural language processing (ANLP)

Natural language processing for the English language started earlier and reach its maturity depending on the researches done in this area, but with the Arabic language it is different, in the last three decades Arabic natural language processing take place in Arab worlds and some universities and scientific institutions of Western. There are many motivations for Arabic natural language processing, [71] explains four motivations which are:

1. Transfer of knowledge and technology to the Arab World.
2. Modernize and fertilize the Arabic language.
3. Improve and modernize Arabic linguistics.
4. Make information retrieval, extraction, summarization, and translation available to the Arab user.

Also, there are other motivations such as:

6. Designing tools for Arabic natural language processing.
7. Designing a good Arabic search engine.

4.4 Arabic language challenges

Many challenges facing Arabic language. Many studies were done in this part, but one of the important studies that one done by [71] which states that: there are two types of problems: social and linguistics structure. These problems are:
1. The first problem was: the foreign names when it's written in Arabic there is no consistency such: "Washington could be spelled 'واشنطن', 'واشنغطن', 'واشنطن', 'واشنطن', 'واشنغطن'.

2. The lack of Arabic named entity recognitions.

3. Arabic language is structured and derivational language.

4. Arab peoples using their local dialect at home and within the community.

5. Using of diacritics instead of dedicated letters to represent short vowels.

6. Arabic letters can be changed depending on its position in the word.

7. The Arabic names do not use capital letters

8. There are no symbols used to identify sentence boundaries.

9. The conflict of using diacritics in Arabic text.

4.5 Arabic language ambiguity

An ambiguity concept in linguistics means one word has two meaning or more, or one pronunciation or more Ambiguity in language is one of the important research area in computation linguistics. Many studies of the ambiguity were done, but one of the important studies done in Arabic language done by [77]which state that there are levels of the ambiguity (in linguistic domains; phonological, morphological, syntactic and semantic levels), another taxonomy of ambiguity mentioned by [78], those types of ambiguity are: syntactic, lexical, structural, anaphoric (repetition of a word or use of a linguistic unit, such as a pronoun, to refer to the same person or object as another unit), ellipses(omission of a word or words) and semantic, also [71] added and explained another type of ambiguity which is Constituent boundary ambiguity. Also [67] states one of the important features that Arabic language doesn't have, which is capitalization property; which specifically impacts and confuses the recognizable proof of the Arabic Named Entities. We will focus on morphological, syntactic and semantics levels.
4.5.1 Arabic language morphological ambiguity

There are two strategies to deal with a morphological level, which are stem-based morphologies, and root-based morphologies. One of the main problems in Arabic language computation is a morphological problems, because until now there is no good solution specially in POS taggers, syntactic parsers, and machine translation[77]. In the following part, we give some examples to explain some morphological ambiguity in the Arabic language. [77] explained the sources of morphological ambiguity which are:

1. Changing in the orthographic operation produces inflected form that can belongs to two stems or more.
2. When we double sounds in the same lemma, it pronounced but not written.
3. When we use diacritics, it can change the meaning of the same word.
4. Adding some prefixes and some suffixes can be homographic with each other.
5. Adding some prefixes and some suffixes to the word can produce an original homograph.
6. Uninflectional words (homographs) can give different meanings.

For more details return to [77].

4.5.2 Arabic language syntactical ambiguity

Syntactic ambiguity concerned with sentence structure, most studies in Arabic language ambiguity were done in morphological ambiguity, but there are some studies in syntactical ambiguity, one of these important studies that one made by [79] which explains the source of difficulties in Arabic parsing, these difficulties are:

1. Arabic sentences are complicated and long.
2. The sentence structure is complex because there are some factors affecting such as: grammatical relations, order of words and phrases.

One of the main problems is sentences order, [80] clarified that the basic order is VSO (verb, subject, object), and VOS, SVO, and VO orders are also possible.
4.5.3 Arabic language semantic ambiguity

[78] explained that "Semantic ambiguities coming from polysemous lemmas", this phenomenon is called [81] lexical semantic ambiguity. [82] explains many models were done for semantics Ambiguity and those models made mapping word matching one word and this wrong. Also [83] explained that ambiguous words have multiple entries within a lexical network. Also [84] explained the role that semantics plays in Arabic language processing in the relationships between words, he stated some of the important relationships between words which must be considered, these relationships are: synonym المترادفات, antonym المضاد, hypernym الأصل, hyponym الفرع, holonym تحتوي على, meronym توجد في and the type of word (POS).

4.5.4 Some of the proposed solutions to resolve the problem of linguistic ambiguity in the Arabic language

There are some proposed solutions for language ambiguity in general and particularly in Arabic language, there are general solutions explained by [78] those solutions are:

1. Lexical ambiguity: it can be solved by the syntactic analyzer.
2. Syntactic ambiguity: it can be solved by the semantic analyzer.
3. Structural ambiguity: it can be solved by the semantic analyzer.
4. Anaphoric ambiguity: it can be solved by syntactic analysis within a sentence.
5. Semantic ambiguity: it can only be solved at the semantic level.

Also [85] mentioned the morphological problem can be solved by rule-based or stem-based and finite state morphology. Also [86] mentined that a lexicon has two features: syntactic features to resolve syntactic ambiguity and lexical features to resolve lexical ambiguity. Another solution for semantics ambiguity is presented by [78] which is used graph to represent each word and to retrieved from semantic lexicon. A new methodology designed by [65] which ontology for concepts. Another solution used in question answering system is mentioned by [87] which states that some systems exploit general taxonomy for question (who, where, when, etc.) for semantic classes.
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4.5.5 Arabic language tools

Arabic language is one of languages that rich in traditional resources[84], but there is a lack of Arabic digital language resources[88], and most of these tools designed for Roman language and suitable for Arabic language[89], and the computational community take advantage of building these resources[66]. These resources are intelligent and non-intelligent[90]. Also these resources are available internal or external[91]. Many Arabic language tools were proposed, we will explain some of these tools (Most of these tools mentioned above in pages 11-12 ) in the following part briefly:

1. **Stemming**: is the process extract affixes from the word, many stemmer were developed for Arabic language such as: Khoja stemmer for root extraction and light stemmer for removing prefix and suffixes[92].

   https://sourceforge.net/projects/arabicstemmer/files/latest/download

2. **Corpus**: It is a collection of examples in real world texts, one of the important corpuses is KSUCCA[93] which is designed by King Saud University and KACST [94] which designed for King Abdulaziz City for Science and Technology.

   http://arabicorpus.byu.edu/

3. **Arabic Part of Speech Tagging**: Arabic language word carries clitics and inflectional[95] for this we use Part of Speech Tagging (POS) as in the Arabic word وسِيَاَكُولُونَاهَا (wasayakolonaha) the root is أكل аkl and it consists of following: a conjunction, a future particle, an inflectional prefix the verb stem, an inflectional suffix, and a pronominal object.


4. **Arabic Word net**: We need to use a tools to deal with Arabic word disambiguation, which is defined as "the task of automatically assigning a meaning to an ambiguous word in a given context" [96]. More than 40 wordnets (WNs) were building[97]. For the Arabic language Arabic word net is built based on Princeton WordNet for English[98]. One of the important application in this area is Word net Browser [99] is a Java stand alone application used to searching for concepts and to modify data from lexicographers.
5. **Parser**: parsing is the process of analyzing sentences or string of symbols by using grammar rules. It consist of three parts: lexicon, morphology, and syntax[100]. Many parser were vailable, but one of these most used parser is Stanford parser, which is available in: 

6. **Treebank**: it is a text f corpus that annonated to explain syntactic and semantic structure. One of the important Treebank is Penn Treebank[101], which is available at: https://www.cis.upenn.edu/~treebank/.

7. **Spell checker**: it is the process of checking the words characters are right or may be wrong, many tools were built such as: 
https://www.spellchecker.net/arabic_spell_checker.html.

4.6 **Holy Quran**

4.6.1 **Introduction**

Holy Quran is the word of Allah, carried by the angel Gabriel to prophrt Mohammed 1355-1378 years ago[90], it is written in (C 600. CE) in classic Arabic[102]. It is the centreal religious text of islam [103]. [68] mentioned that it is the source of religious legislation for Muslims. Holy Quran contains many knowledge which ranges from Humanities such as history, legal and law such as moral and science[63]. It cosists of 114 surah (chapters) and 2636 Ayah (verses)[65] and varies in length [104], it is made up of 77,430 words [105], it is divided into 114 chapters which and each surah has its name [106]. Muslims peope take their inspirations and beliefs from two sources: the Quran and Sunnah[107]. Also [108] states that all Muslims should recite Holy Quran in Arabic language regardless of their native language.[67]

4.6.2 **The role played by the Holy Quran to save Arabic language**

The main language of the Holy Quran is the Arabic language. Holy Quran is the miracle of the prophet Mohamed (peace be upon him), which challenges the Arabs to produce the like of the Quran, or Surah or one verse, and they could not so far. [109] explains that Holy Quran save Arabic language and stated that Arabic
language is a live language because it's resistant to the causes of extinction and to it coincided with the evolution of semantics add to their wording.

An other one mentioned that[110]: there were no languages immortalized by its book, but only the Quran, which is immortalized the Arabic language.

4.6.3 Holy Quran sciences

Many sciences of the Holy Quran mentioned by [111] Those are: recitations, interpretations, scientific Mutoon, memorization, etc. Many books written in Holy Quran sciences, and each one categorized it into many chapters depending on many characteristics, these categorizations in general are the same, but there are some omission and additions in each category by the authors. Here are some references and categories, and their sciences:

1. مواقع العلوم من مواقع النجوم للبلقيني 50 types of sciences.
2. البرهان في علوم القرآن للزركشي 47 types of sciences.
3. الإتقان في علوم القرآن للسيوطي 80 types of sciences.
4. الإتقان والإحسان علوم القرآن لإببة عقيلة 154 types of sciences.

These categories are classified depending on many characteristics. We can explain some of these types depending on category 1 [112] such as:

1. The reasons for the descent of the Quran and its times and its Proceedings such as: مکی which is a descence in Makkah، مدنی which is a descence in Madinah, on travel, on urban, at night, at midday, the first decent and the last decent, etc.
2. The Sanad: it is the science of the way leading to the Matn(Is what ended up talking to him said or done or report to the Messenger of Allah in Islam Mohammed bin Abdullah). There are many categories such as: متواتر, the ones, abnormal, الناشاذ, narrators الأحاد and the الرواة.
3. Performance in reading such as: stopping, الوقف, starting, الابتداء, slurring, الهمزه.
4. The Words: Strangely, الغريب, inflected، المعرّب, common، المشترک, synonyms، التشبیه، المجازات، المترادفات، metaphor، simile،
5. Meanings related to judgments.
6. Meanings related to words.
4.6.4 Holy Quran applications

Last decades holy Quran takes attention from scholars (computation, linguistics and Islamic scholars), but until now there has been a lack in scientific Islamic and holy Quran application, in the following parts we will explain some of these applications briefly.

The first application is project Ayat (آيات)\(^4\), which is designed in for King Saud University, designed for PC, mobile and social media Facebook and twitter. Its resources were grouped from multiple sources. It has the following features: search, Quran interpretation, listening to the holy Quran. Its main problem is the meaning of words and verses are not revised.

The second application is Quran flash\(^5\) which is designed by volunteers and then commercial. It has characteristics of using many types of reading Quran (Qira’at), many types of Mashaf (Madinah and Makkah), display the types of chapters (Mekki or Medani graphically) and one of the important characteristics is: zoom.

4.7 Chapter summarization

This chapter gives general introduction to Arabic language and its characteristics, Arabic NLP, Arabic language challenges, Arabic language ambiguity and some proposed solutions, Arabic language tools. Also Holy Quran investigates: its roles to save Arabic language, its science and applications.

\(^4\) http://quran.ksu.edu.sa/index.php#aya=1_1&m=hafs&qaree=husary&trans=ar_mu.

\(^5\) http://www.quranflash.com/books/Medina1/?ar&aff#
CHAPTER V
5 Chapter five: The experimental design and results

Our main goal of this thesis is to build question answering system for holy Quran, that can help Muslims to find answers from holy Quran, and to enhance this system to find good results to help researchers in this field.

In this part, explains tools used, methodology, building corpus, building six prototypes each one have some characteristics different from others, and discussing results.

5.1 Tools and methodology

Many tools and applications used in this project. These tools are

5.1.1 Java programming language

Java is one of the important programming languages and computing platform for many applications. It's released by Sun Microsystems in 1995. Many applications use Java specially web application high potential in the field of programming web, games, databases, and many other applications. It has many compilers and editors such as text pad, Eclipse platform, and NetBeans platform. In addition, Java has the following characteristics:

- Secure.
- Fast.
- Reliable.
- Java works in many machines such as laptops, datacenters, game consoles, supercomputers, cell phones.

There are a lot of applications and websites that will not work, unless you have Java installed, and more are created every day. From laptops to datacenters, game consoles to scientific supercomputers, cell phones to the Internet, Java is everywhere!

We use Java program to connect with Microsoft access to search and retrieve the required information from (verses from chapter or the relevant files which contains the required information) the database or the files from the directory to the user interface.
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5.1.2 Microsoft Excel

Microsoft Excel is an electronic spreadsheet program. It has replaced Lotus, which is the industry standard spreadsheet earlier. Excel is part of Microsoft Office. It used for storing, organizing, and manipulating data. It consists of one or many sheets. Each one is a table that contains cells, and each cell represents the intersection of a row and a column. We used it for storing, organizing and manipulating data for building our corpus. In addition, we use it to build some charts and some important calculations.

5.1.3 Microsoft Access

It is a relation database engine produced by Microsoft with graphical user interface and software development tools. It is a part of Microsoft office tools. Access supported many programming languages such as Java and visual Basic. It used for storing and manipulating many types of data.

In this project, it used to store our questions and their results (chapters and verses), then the user can access the right result for the query after many processing needed by a Java program.

5.1.4 Lucene search engine

Apache Lucene is a text search engine with high performance, full search featured library written in Java, it is suitable for nearly any application that requires full-text search, especially cross-platform which is an open source project available for free. It can be enhanced and modified depending on user user requirements to be more efficient. The project used it to stem words and designing patterns to enhance the results of search.

5.1.5 Diagram designer

Diagram Designer is a software that helps in creating flowcharts, diagrams. It has many features of easy editing, object manipulation free and customizable.

5.2 Building data set for holy Quran questions and answers

Our first task was extracting an example set of questions and answers from the Holy Quran (Surat Al-Fatiha and Al-Baqarah Chapters) to be the core of a
question and the answers corpus to be used as a gold standard corpus. Frist part explains the main and general steps of designing the corpus and then more details

5.2.1 Procedures of collecting data:

This corpus collected and prepared from many resources, many steps were done, these processes are:

1. Collecting questions from real users.
2. Collecting questions from the internet.
3. Combining the two groups of questions in one resource Microsoft excel.
4. Collecting answers from AlFatihah’h and AlBagarah verses from مصحف المدينة النبوية للنشر الحاسوبى.
5. Combining all these data set in many sources: first one: each verse in a text file, second one: Access database containing the verses, answers, some other details, third one is csv file.

5.2.2 Types of data:

The data type is text collected from the internet and written text from real users.

5.2.3 Clean the data:

The data were collected, have many problems, which are: writing Holy Quran verses use diacritics to clarify how to read this verse, Holy Quran uses special characters, also data collected from internet uses some time English characters in Arabic texts. To solve these problems, many processes were done which are:

Removing diacritics and some symbols were removed using Microsoft Access tool Find and replace which is found in editing part: some characters replaced with others such as ḍ with ḍ, some English characters were removed from the text such as : u, some diacritics were removed by using find the diacritics and replace it with nothing.
5.2.4 Details of building corpus:

This work was done by reading the holy Quran and devising suitable questions relating to each verse and its answer, which is the verse number in this chapter or any other related verses number(s) in other chapter(s). These questions and answers written in Excel spreadsheet, see table [1] below.

Table 5—1: Quran QA spreadsheet header

<table>
<thead>
<tr>
<th>رقم السورة</th>
<th>السورة</th>
<th>الآية</th>
<th>رقم السورة</th>
<th>السؤال</th>
</tr>
</thead>
<tbody>
<tr>
<td>NO</td>
<td>Question</td>
<td>chapter</td>
<td>Verse</td>
<td>Chapter No</td>
</tr>
</tbody>
</table>

Our example dataset contains 215 questions and more answers because several verses can be answers to one question. Also the last column is for comments to explain some verses when it needs more explanation to be clear. These questions were then validated and revised in Gabrah College by Islamic and Arabic scholars. Table [2] has some examples from the validated spread sheet.

Table 5—2: Quran QA sample after expert validation

<table>
<thead>
<tr>
<th>الرقم</th>
<th>السورة</th>
<th>الآية</th>
<th>الاسم</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>2</td>
<td>لمن الحمد؟</td>
</tr>
<tr>
<td>2-4</td>
<td>2</td>
<td>2-3</td>
<td>ما هي صفات الله التي ذكرت في سورة الفاتحة؟</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>222</td>
<td>أين يؤتي النساء؟</td>
</tr>
<tr>
<td>4</td>
<td>2</td>
<td>228</td>
<td>هل الرجال والنساء على درجة واحدة ولم؟</td>
</tr>
<tr>
<td>4</td>
<td>2</td>
<td>284</td>
<td>هل يحاسبنا الله على ما نبديه أو نخفيه في أنفسنا؟</td>
</tr>
</tbody>
</table>

A second example Quran QA dataset containing 47 questions was extracted from an Islamic web site. In this source there are some problems in presenting data, as it used some English letters like r and U. We extracted the questions and related answers from the website as illustrated in Table [3].
Finally we combined the two sources in the third spreadsheet containing 263 Quran questions and their answers. This spreadsheet was sorted by verse numbers. It was easy to check there is no duplication here because we only covered two chapters of the Quran; but if we continue there may be duplications and so we may need another column as a cross-check key to show the chapter number and the verse or verses. Each answer that includes more than one verse was marked in the end of the rows. With the combined spreadsheet the data was processed as follows:

To differentiate the two different sources we changed the font type and size as in Table [4].

<table>
<thead>
<tr>
<th>رقم</th>
<th>السؤال</th>
<th>السورة</th>
<th>الآية</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>ما هي السبع المثاني ؟</td>
<td>1</td>
<td>1-2-3-4-5-6-7</td>
</tr>
<tr>
<td>7</td>
<td>من هن الأزواج المطهرة ؟</td>
<td>2</td>
<td>25</td>
</tr>
<tr>
<td>16</td>
<td>حتى إذا كان شرط قوم موسى يؤمنوا في أن الكلام الذي يسمعوه هو كلام الله ؟</td>
<td>2</td>
<td>55</td>
</tr>
<tr>
<td>21</td>
<td>لأولاده إذا كانت وصية إبراهيم لأولاده ؟ و كذلك وصية عقوب</td>
<td>2</td>
<td>132</td>
</tr>
</tbody>
</table>

Table 5—4: Differentiate between sources

<table>
<thead>
<tr>
<th>السؤال</th>
<th>1</th>
<th>2</th>
</tr>
</thead>
<tbody>
<tr>
<td>لمن الحمد؟</td>
<td></td>
<td>2</td>
</tr>
<tr>
<td>ما هو الكتاب الوحيد الذي لا يوجد أي ريب أو شك فيه ؟</td>
<td>2</td>
<td>2</td>
</tr>
</tbody>
</table>

If the question and its answers are found in both the two sources: colored yellow as in Table [5].

Table 5—5: repeated ansers and questions from many resources

<table>
<thead>
<tr>
<th>السؤال</th>
<th>15</th>
<th>16</th>
</tr>
</thead>
<tbody>
<tr>
<td>مكرر 29</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>كم عدد السماوات ؟</td>
<td>15</td>
<td></td>
</tr>
<tr>
<td>ما عدد السماوات ؟</td>
<td>16</td>
<td></td>
</tr>
</tbody>
</table>
If there are two questions repeated and followed by another two repeated questions we colored first yellow and second blue as in Table [6].

Table 5—6: double repeated question from different sources

<table>
<thead>
<tr>
<th>Question</th>
<th>Repeated Times</th>
</tr>
</thead>
<tbody>
<tr>
<td>كم عدد السماوات؟</td>
<td>2</td>
</tr>
<tr>
<td>ما عدد السماوات؟</td>
<td>2</td>
</tr>
<tr>
<td>لماذا علم الله نبيه آدم؟</td>
<td>2</td>
</tr>
<tr>
<td>لماذا تعلم آدم عليه السلام من الله جل جلاله وكأن هذا العلم ليس عند الملائكة؟</td>
<td>2</td>
</tr>
</tbody>
</table>

If there are three questions repeated from the two sources but the second and the third interleaved in spreadsheet sorting we colored them as yellow and blue and red as shown in Table [7].

Table 57—: Three repeated question from different resources

<table>
<thead>
<tr>
<th>Question</th>
<th>Repeated Times</th>
</tr>
</thead>
<tbody>
<tr>
<td>من هو الذي لم يسجد آدم؟</td>
<td>2</td>
</tr>
<tr>
<td>من الذي رفض أمر الله تعالى بالسجود لأدم عليه السلام؟</td>
<td>2</td>
</tr>
<tr>
<td>أين أمر الله آدم وزوجه أن يسكنوا؟</td>
<td>2</td>
</tr>
<tr>
<td>أمر الله تعالى آدم وزوجه أن لا يقربا شيئا ما هو؟</td>
<td>2</td>
</tr>
<tr>
<td>عندما خلق الله تعالى آدم عليه السلام وحواء لماذا كان سكنهما؟</td>
<td>2</td>
</tr>
<tr>
<td>ما الشيء الذي منعه الله تعالى عن آدم وحواء في الجنة؟</td>
<td>2</td>
</tr>
</tbody>
</table>

Finally we add a new column for verse English translation by Abdullah Yusuf Ali, who "was a British-Indian Islamic scholar who translated the Qur'an into English. His translation of the Qur'an is one of the most widely known and used in the English-speaking world. He was also one of the trustees of the East London Mosque." Our final version of the Quran QA corpus is illustrated in Table [8].
Table 5—8: the last table for corpus.

<table>
<thead>
<tr>
<th>السؤال</th>
<th>نص الآية</th>
<th>Translation</th>
<th>رقم الآية</th>
<th>رقم السورة</th>
<th>اسم السورة</th>
</tr>
</thead>
<tbody>
<tr>
<td>بِبِسْمِ اللهِ الرَّحْمَنِ الرَّحِيمِ</td>
<td>In the name of Allah, Most Gracious, Most Merciful.</td>
<td>1</td>
<td>1</td>
<td>الفاتحة</td>
<td></td>
</tr>
<tr>
<td>لَهْـمَـن الحمد</td>
<td>Praise be to Allah, the Cherisher and Sustainer of the worlds;</td>
<td>2</td>
<td>1</td>
<td>الفاتحة</td>
<td></td>
</tr>
<tr>
<td>ماهي صفات الله التي وردت في سورة الفاتحة</td>
<td>Most Gracious, Most Merciful</td>
<td>3</td>
<td>1</td>
<td>الفاتحة</td>
<td></td>
</tr>
</tbody>
</table>

5.3 Proposed Arabic question answering system conceptual framework model

Depending on the features of the Arabic language and its characteristics (mentioned later), we propose the following framework, which uses data flow diagrams designed by Diagram Designer. It has many processes which must be applied for each question. The framework is very simple and clear. It uses many semantics and syntactic approaches and it can be developed.

5.3.1 The natural language processes in the model

The model has many linguistics techniques which must be applied for each Arabic text in question answering system figure [1], these natural language processing are:

- **Tokenizer**: it used to tokenize each sentence to words to be the key word for search.

- **Replacer**: it used to replace character in a place of another character such as ٍ with ِ.

- **Remover**: to remove some symbols such as: (,), and diacritics such as: ﺒ, ﻹ, ﺑ, ﻡ, ﺻ.
- Stemmer: it is used to produce related words to the key word by adding some pattern to the word to expand the query.

5.3.2 The process steps in the model

The following parts explain process steps for this model.

- Input user question: to read a question from user in natural language.

- The question checked in the database question to check if this question is entered before?

  I. If the answer is yes, then the system retrieves its answers from answers database and display it.

  II. If the answer is no, then the system store the question in the question database and index it. Also the system must do the following processing:

    1) Tokenizer: to split the question into words to be key words for searching.

    2) Question classifier: to classify question in many categories depending on many characteristics

    3) Stemmer: is a technique used to remove additional characters from inflected or derived word to its original word stem (root).

    4) Replacer: is the process of replacing some character with another, such as: \ with \ in Arabic language.

    5) Remover: to remove some characters, diacritics, symbols, and signs.

  III. After these processes, the system processes the query words to expand it depending on many resources such as: dictionary, corpus, thesaurus, and new patterns.

  IV. The system displays the words of last query to check by the user to select the suitable words for the query by removing the unwanted words.
V. The system uses these words to search for documents internally in a corpus (off line) or externally in web resources (on line).

VI. The system extracted answers from documents and ranked it.

VII. Answers displayed to check it if valid index the answer and store it in database answers. Else terminate.

Figure 5—1: The proposed framework for Arabic question answering system.
5.3.3 Framework characteristics
Many characteristics distinguish this framework such as:

1. This framework has the three main parts of the question answering system query processing, document retrieval, and answer extractions.

2. Also, it has the ability of interaction with users to make the system easier.

3. Other characteristics this framework can be used for information retrieval.

4. It can be extended by adding other features and NLP methods.

5. The framework can be applied in many areas such as: a question answering system for Holy Quran, a question answering system for communication systems for customers help.

6. We can use the framework to build many corpuses for each area by adding any new data.

5.3.4 Drawbacks of framework
The framework has the problem of heavy load if we apply all these techniques, also in query expansion, there is also another load.

5.4 Building prototypes for question answering system
In this part six programs were built(prototypes), then making comparison between these prototypes and discussing these results. Also enhancement done for these programs and make another comparison and discuss these results.

5.4.1 The First prototype
We built our prototype using Java standard edition version 8, the following figure[5-2] explains the main steps.
The system involves the following steps:
1. The input string (user query) is tokenized into a string for each word.
2. Use tokenized strings as keywords for search.
3. The tokenized words are stored in an array of string
4. Then the tokenized words are compared with the database (after making the connection and storing their fields in variables), each one with the all words in the record; if any word matches then display the record.

The system works as follows:
1. Accepting a question as in figure[5-3].
Then the above processing steps must be done as follows:

2. The string is tokenized into words.

3. Using the tokenized keywords for search.

4. Then the tokenized words are compared with the database, each one with the all words in each record (verse). If any word matches then display the record. This may lead to unnecessary results as in the following figure [5-4] (only part of result).

5. Also at this stage if we use Modern Standard Arabic in our question which is the standard language in use today we may not find direct matches to Quran verses (we can use the English translation and the question as an evidence) because verses use diacritics. If we search about: الحي القيوم there is no result as in Figure [5-5] and [5-6].
6. To solve these two problems we remove some diacritics such as: (ْ،َ،ً،ُ،ِ，ْ) and some stop words such as : (ما،من،كيف،متى); this enhance the system results such as in Figure [5-7] and [5-8].
7. We notice that the number of results becomes 5 instead of 151. Also if we removes punctuations from verses as well we find results instead of no results as in Figure [5-9] and [5-10].
A number of observations can be summarized as follows:

- Tokenization is a very important stage because we need to make comparisons between each word in the question and each word in the verses.
- Removing stop words and diacritics increases the efficacy and efficiency of the system.
- The link between the answers and any other fields in the database table can decrease answers; for this we remove the question as evidence in search, but we can add another field to increase the efficiency such as سبب النزول.
- The system needs a lot of memory because it uses a lot of strings and arrays of strings; the system stores the entire Quran QA database in memory.
- Finally, we summarize the results in table 9, which shows the increase of the matching answers after removing diacritics (little) and stop words (more).

**Table 5—9: Table of first comparisons**

<table>
<thead>
<tr>
<th>question</th>
<th>Number of results recalls and its percentages</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>No removing Stop words and diacritics</td>
</tr>
<tr>
<td>من هو الرحمن الرحيم</td>
<td>0 = 0%</td>
</tr>
<tr>
<td>Who is the Most Most Gracious and . Merciful</td>
<td></td>
</tr>
<tr>
<td>من هم بني اسرائيل</td>
<td>0 = 0%</td>
</tr>
<tr>
<td>Who are the children of Israel</td>
<td></td>
</tr>
<tr>
<td>ما هو الصيام</td>
<td>0 = 0%</td>
</tr>
<tr>
<td>What is fasting</td>
<td></td>
</tr>
</tbody>
</table>
5.4.2 The second prototype

The second prototype depends on indexing, which used by Lucene search engine. The system search through our corpus, which contains the following files (Holy Quran: Al-Baqarah and Al-Fatihah chapters, verses of each chapter).

Searches using Lucene search engine packets, which is used reverse indexing which indexes words in files and give each word index to tag the words and files that contain these words, table 10 give examples of indexing process in the second prototype:

<table>
<thead>
<tr>
<th>Word</th>
<th>Documents contains the words</th>
</tr>
</thead>
<tbody>
<tr>
<td>الرحمن</td>
<td>1-1.txt, 1-3.txt, 2-163.txt</td>
</tr>
<tr>
<td>الحج</td>
<td>2-150.txt, 2-189.txt, 2-196.txt, 2-197.txt</td>
</tr>
<tr>
<td>الشيطان</td>
<td>2-36.txt, 2-168.txt, 2-208.txt, 2-268.txt, 2-275.txt</td>
</tr>
</tbody>
</table>

Also, figure[5-11] shows part of the indexing result of verses files.
Figure 5—11: The indexing of holy Quran verses (Al-Baqarah and Alfatihah)

The following figure displays the second prototype processes as follow:

1. **Insert user**
2. **Tokenizing query**
3. **Removing: stop words and diacritics**
4. **Replacing some**
5. **Use patterns to generate**
6. **Generate key words**
7. **Open the indexed files containing**
8. **Compared each key word with each word in the file key word**
9. *** Check if there is any matching**
10. **Display yes/no answers**

Figure 5—12: second and third prototypes processes
Then the system applies the following steps:

The user inserts its query through the search program as figure [5-13].

![Figure 5—13: Inserting query in second prototype](image)

Then the search program makes many processes for the query, these processes are:

1. Removing stopping words such as (من، هو، كيف، etc.).

2. Stemming the original words that the query uses to search.

3. Displaying these words after stemming, as in figure [5-14]:

   الرحمان الرحيم
   14 total matching documents
   1. C:\Users\adany\Desktop\project\alfateha\1-3.txt
   2. C:\Users\adany\Desktop\project\alfateha\1-1.txt
   3. C:\Users\adany\Desktop\project\alfateha\2-163.txt

   [Figure 5—14: The main words for the query after stemming some letters](image)

4. Then the system search index to find these words, if it found then the system reads the file that corresponding to these words and display its contents and as in figure[5-15].
5.4.3 The third prototype

The third one builds by adding new patterns for irregular plural (broken plural جموع التكسير in Arabic language) depending on Lucene search engine (second prototype) applying in Quran verses corpus, in this part we use these patterns (فاعيل لفاعل، فاعيل ففاعل) instead of one weigh in prototype 2 which is فاعيل لفاعل to increase the precision of results, because the system return each broken plural to its singular and use all the words that produced as a new words for searching. We find only one word in AlBagarah and Elfatihah chapters, which is تصرف the plural word is تصرف then pattern is تفاعيل تفاعيل for more details return to figure[5-16]. When we use the word تصرف which is singular and appeared in AlBagarah chapter verses 164. We use the query: هل للرياح تصرف in all prototypes we find the following results as in figures [5-16]:

![Input interface](image)

**Figure 5—16: entering the query "هل للرياح تصرف"**
1. The first prototype result

Your Question is:
 هل للرياح تصريف

Figure 5—17: The first prototype result for the query "هل للرياح تصريف"

2. The second prototype result:

السؤال بعد التعديل هو: هل رياح تصريف
2 total matching documents
بعد مئات وليست فيها من كل دابة وتصريف الرياح والمستخر بين السماء والأرض فأعلى لم تعلو (164)
هل ينظرون إلا أن يتأثرون في ذلك من الأمور وضمن الأمر وعليه ترمج الأمور (210)

BUILD SUCCESSFUL. (total time: 31 seconds)

Figure 5—18: The second prototype result for the query "هل للرياح تصريف"

There are wrong results because Lucene software have less stop words but, for this we need to enhance by adding some stop and common words that affects in search and give wrong results such as the Arabic word هل.

3. The third prototype result: when we use the plural تصريف in the query we find the following results:

4. The first prototype result figure [5-19].

Figure 5—19: The result of question for the word تصريف
5. The second prototype result

The result of question for the word تصاريف

There is an enhancing in results, because when the user enter the query that has the word تصاريف which is plural of تصريف the word is reformulating and give the singular تصريف and used it as a new words added to the query as a key word for this a new answer appeared instead of no answer in the first prototype.

6. The third prototype result:

When we enter the question the system gives you 2 screens the first for the query after stemming figure [5-21] and the second for the singular patterns as in figure[5-22].

![Enter query:](image)

**Figure 5—21: Displaying main query words**
5.4.4 Some important notices and observations for the three prototypes

From these results we notice that the first system give only one matching result, because it has many stopping words that decrease the precision of results, the first prototype removes the words: هل يسبب الأذى. from the query where the second prototype doesn't remove these words; for this there are many wrong results (37 from 38) and one matching. Secondly, the first prototypes uses database to store Quran verses where the second prototype uses indexing files and each one contains one verse. This makes the second prototype faster than the first because the systems scan only the files that contain the relevant words, where the first scans the entire database to find the relevant documents. Also the second [6] and the third prototypes [7] distinguish from the first prototypes by using some patterns that change the plural in broken plural to singular, also the third one have three patterns where the first one have only one pattern. These patterns help the system to check if the word in broken
plural in the weight of: فعل or تفاعل or فعل افعل then it returns to its singular. Unfortunately, in the two chapters were used as corpus AlFatihah and AlBagarah chapters we find only one verse matching these rules as in the above figures.

5.4.5 Experiments and results
In this part we discuss our experiments, which it judged By Scholars form Jabrah college. We use 30 question from corpus applied in the three prototypes. The following tables and figure, explain the results.

Table 5—11: General table results for the three prototypes

<table>
<thead>
<tr>
<th>Question Number</th>
<th>Prototype (1)</th>
<th>Prototype (2)</th>
<th>Prototype (3)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Right answer</td>
<td>Matching</td>
<td>Right answer</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>12</td>
<td>0</td>
<td>3</td>
<td>0</td>
</tr>
<tr>
<td>13</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>16</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>22</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>31</td>
<td>1</td>
<td>8</td>
<td>1</td>
</tr>
<tr>
<td>32</td>
<td>1</td>
<td>29</td>
<td>1</td>
</tr>
<tr>
<td>76</td>
<td>1</td>
<td>4</td>
<td>1</td>
</tr>
<tr>
<td>91</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>110</td>
<td>1</td>
<td>7</td>
<td>1</td>
</tr>
<tr>
<td>111</td>
<td>1</td>
<td>31</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-----</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
</tr>
<tr>
<td>119</td>
<td>1</td>
<td>4</td>
<td>1</td>
</tr>
<tr>
<td>121</td>
<td>1</td>
<td>8</td>
<td>1</td>
</tr>
<tr>
<td>132</td>
<td>1</td>
<td>6</td>
<td>1</td>
</tr>
<tr>
<td>137</td>
<td>1</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>165</td>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>168</td>
<td>0</td>
<td>7</td>
<td>1</td>
</tr>
<tr>
<td>179</td>
<td>1</td>
<td>16</td>
<td>1</td>
</tr>
<tr>
<td>187</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>188</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>199</td>
<td>0</td>
<td>4</td>
<td>0</td>
</tr>
<tr>
<td>201</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>214</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>226</td>
<td>1</td>
<td>5</td>
<td>1</td>
</tr>
<tr>
<td>238</td>
<td>1</td>
<td>9</td>
<td>1</td>
</tr>
<tr>
<td>239</td>
<td>1</td>
<td>6</td>
<td>1</td>
</tr>
<tr>
<td>241</td>
<td>0</td>
<td>4</td>
<td>0</td>
</tr>
<tr>
<td>251</td>
<td>1</td>
<td>13</td>
<td>1</td>
</tr>
<tr>
<td>275</td>
<td>1</td>
<td>13</td>
<td>1</td>
</tr>
<tr>
<td>281</td>
<td>1</td>
<td>8</td>
<td>1</td>
</tr>
<tr>
<td>Summation</td>
<td>21</td>
<td>193</td>
<td>24</td>
</tr>
</tbody>
</table>
We use table [5-12] to generate the following tables and charts depending on the following formula:

\[
\text{Percentage} = \frac{\text{number of right or wrong answer}}{\text{Total number of answers}} \times 100\%
\]

Total number of answers

<table>
<thead>
<tr>
<th>Table 5—12: Percentages of right and wrong answers</th>
</tr>
</thead>
<tbody>
<tr>
<td>Prototype (1)</td>
</tr>
<tr>
<td>Number</td>
</tr>
<tr>
<td>-------</td>
</tr>
<tr>
<td>Total of question</td>
</tr>
<tr>
<td>Right answers</td>
</tr>
<tr>
<td>Wrong answers</td>
</tr>
</tbody>
</table>

Figure 5—24: Displays percentages of right and wrong answer for prototype 1
We notice that the prototypes 2 and 3 gives a more right answer because they used stemmer which increase the accuracy.

Table 5—13: Displays percentages of right and wrong answer in matching

<table>
<thead>
<tr>
<th></th>
<th>Prototype (1)</th>
<th>Prototype (2)</th>
<th>Prototype (3)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Number</td>
<td>Percentage</td>
<td>Number</td>
</tr>
<tr>
<td>Right answers</td>
<td>21</td>
<td>10.88%</td>
<td>24</td>
</tr>
<tr>
<td>Wrong matching answers</td>
<td>193</td>
<td>89.11%</td>
<td>2270</td>
</tr>
</tbody>
</table>

Also, we notice that in matching there an increasing in the precision results and vice verse the stemming decrease the precision of results.

5.4.6 The fourth prototype (Enhanced prototype1)

We built a new prototype depending on the framework proposed in figure[1-1] and prototype1, to add new features and enhance the prototype1. We use only the feature of checking the question if it answered or not, if the first choice, the question
answered directly without many linguistic processes, else applied the linguistics and search processes if there is an answer display it, else display no answer and save the question in a file. All the previous prototypes they don’t have this feature (storing the question of the users), but this prototype has this feature. The following figure displays these details:

![Diagram of question processing](image)

**Figure 5—26: depicts prototypes 4 processes**

The following steps discusses these processes in details.

1. Enter the question and then question stored in a string.
2. Storing the stop word in string (one line) instead of storing these stop words in many strings, each one in string (it takes about 60 line may be increase).

3. Check string is empty or not.

4. We use a function to remove stop words.

5. Removing diacritics such as ًَٰ and replace other characters such as ِ with ُ, ِِ with ِ، which they are stored in a string.

6. Tokenizing the string to words.

7. Check these words with question if there matching then display the answer directly; else

8. Display no answer and store the question in another file to check by the system administrator and to build a corpus electronically by different users.

1. First: the system compares between the query and the previous query in the database, if it found, then the system read the answer directly and display it.
2. Second: if there is no matching question in the database, then the system checks the answers, if there is any matching then the system display it.
3. The system saves in the file of the questions that have answers and tagged it with its answer.
4. If the question doesn't have an answer or then the system saves it in a file of questions that doesn't have an answer to check by administrators and scholars; is it right or wrong.

AT last, two main files produced from users' questions by the system: the first one contains the questions that have answers, the second one contains the questions that don't have answers.

In the following parts illustrates the system work and some contents of the files by figures.

1. The system accepts the query first in a dialog box as in figure 26:
Figure 5—27: The system asked the user to enter its question.

1. The user inserts the question as in figure [5-28]:

Figure 5—28: Accepting user query from the system.

2. The system displays the results as in figure [5-29]:

Figure 5—29: The result of the question in figure two
5.4.6.1 Challenges

Some challenges facing us, but the main problem is caused by the orthography of holy Quran, especially that symbols used as diacritics instead of the character such (pointed by arrow as in the following verse: (وأو المد، ياء المد، ألف المد)): that written in Holy Quran as in figure 28, because the system doesn't display this symbol in a text file as in the following verse:

![Symbol Image]

and most Muslims use Modern Standard Arabic (MSA). In the following we can If the user insert the following query: من هو الرحمن, then system search for the word الرحمن in the files to find the matching word, but the system doesn't find it because the word have another orthography shape, also this word appeared as the user writes it instead of the differences between the two words. The figures below describe this.

- The first figure below describes the answers in the text file and the word الرحمن underlined is different as it's written in a text file.

**Figure 5—30:** The word الرحمن as its appeared in the file

- The answer of the above question presented as follows:
If we change the word الرحمن in the text file the results appear as follow:

The system replies as in figure instead of three answers that displayed by other systems as in figure [5-33].

Also the following figure displays the answer of the same question answered by another system which display three answers from the same answers.
5.4.6.2 The automatic corpus and its importance

The final result of this system is building two corpora for the questions that answered, and not answered by the system. The following figure displays some examples of the questions.
5.4.6.3 **The automatic corpus importance**

This corpus can be useful for many linguistic purposes, specially for Arabic language, which it can be used for spelling correction, frequent words, common mistakes in Arabic language, and many other features.

- **The prototype features:**

  Depending on the first prototype this prototype has many features distinguish from it:

  1. The main feature is to build corpuses directly, without any significant effort.

  2. It can be applied in many domains (applied in the holy Quran and communications company for customer care domains).

  3. Less code, although it has many new functions (less than 175 instead of 242 lines).

5.4.7 **The fifth prototype (Enhanced prototype1 sing exaggeration formula)**

5.4.7.1 **Exaggeration formulas**

In Arabic language Exaggeration formulas used to confirm the meaning and its repetition[113], and formula means the pattern of this word used to refer to exact meaning refer to it and no other formulas that meaning. Exaggeration formulas have five pattern in the Arabic language which are: مَفْعُول فِعْل, فَعُول, فَعِل, فَعِيل, فَعْل Fa'el, Fa'al, Fa'el, Fa'ol, Fa'ol, Fa'al Mifa'l, Faal. These pattern are very common in Arabic language, especially in the holy Quran, such as: Most Merciful الرازق, the generous, Knowing العليم, الولد Most Gracious, The Grateful. For this we built our prototype to enhance the question answering system to solve this problem the following figure illustrates this.
Some details mentioned in the following parts to clarify the above processes ans system works:

The pattern فَعَال، فَعُول، فَعِيل : first the system check the number of the characters of the word if 6, then check the first two numbers if the first is ١ and the second is ٩ then remove them, and check the third one in the new word if it is ١, or ي, or و then change to the other two characters and save it. This done without any consideration to the diacritics.

5.4.7.2 Method used :
In general the system work as depicted in figure[5-36]. And following steps illustrated this.
1. Read the query from the user: the system read the query from user to process it.
2. Remove symbols and diacritics: the system removes some symbols and diacritics that affects in search such as ُ، ْ، َ، ِ، ٌ، ٍ، َّ، ْ، ُ، ُ، ِ، ّ.
3. The system tokenizes the questions (string of words) to split word each one in string such as من هو الرحمن الرحيم: the result of this step is four separated words: who من، he هو، Most Gracious الرحمن، Most Merciful الرحيم.
4. Remove stop word: in this step the system remove the common words in the language such as: من، هو. The result of this step is the key word الرحمن الرحيم.
5. The system use the key words to expand the query words by adding many pattern that match one of the formula exaggeration as mentioned below.
6. Classifying question: when the final key word prepared then the system check if the key words match one of the question types of Arabic language presented by [114] the the system choose the suitable corpus for this question, else the search the answers.
7. The system displays the verses matches the key words, else displays no no answer.

5.4.7.3 Experiments
Our experiments depend on a corpus and question answering system, which presented in [5], also this enhancement depends on the prototype that proposed.

Some details mentioned in the following parts:

1. The weight فعال، فعل، فعل: first the system check the number of the characters of the word if 6, then check the the first two numbers if the first is ١ and the second is ٢ then remove them, and check the the third one in the new word if it is ١، or ي، or و then change to the other two characters and save it. This done without any consideration to the diacritics. The following code explains this:

2. The weight مفعل: first the system check the number of the characters of the word if 5, then check the the first one if the first is م and the fourth one is ١ then, and check the the third one in the new word if it is ١، or ي، or و then change to the other two characters and save it. This done without any consideration to the diacritics. The following code explains this:
5.4.7.4 Some examples and comparisons:

Here are some examples and results done by the system in the:

1. First the system accepts the question from the users, if we insert the query: من هو الرحيم
the system removes the word من and the word هو, then the word الرحيم formulated to the following words: الرحيم, رحام, رحوم, رحيم then the system displays the answers depending on the matching words.

Figure 5-36: Answers displayed by prototype 5

From figure: [5-36] we notice that the number of results here becomes 11 answers instead of 5 answers as in table 10, which explains that there is a good improving in results.

Also a comparison between prototype one and five depending on table 10 and the following formula:

\[
\text{Percentage} = \frac{\text{number of right or wrong answer}}{\text{Total number of answers}} \times 100\%
\]
5.4.8 Prototype 6 singular, dual, and plural

These experiments depend on theoretical linguistic features of the Arabic language specifically concerning nouns. In the Arabic language the noun class is divided into sub-categories as in the figure[5-38] below:
Depending on this noun category-set, we built our prototype, which deals with the word: if the word is in the singular, then replace it by a plural, or dual and vice versa. The following part explains the nounnumber system in Arabic:

- **Singular** is used to indicate one person or thing, the Arabic word here must be abstracted from any mark for dual or plural, such as: ولد (boy), كرة (football).

- **Dual** is used to indicate two persons or things, such as: ولدان (boys), كرةين (football). The indicator here is: ان depending on its position in the sentence.

- **Plural**: in the plural parts there is some complexity, because plural is divided into sub-categories: regular plurals or sound plurals, irregular plurals or broken plurals, and the collective. Sound plural are also divided into two sub-categories: masculine and feminine. The broken plural changes the singular weight in irregular changes without fixed rules, where fixed rules are used in sound masculine plural (adding: ون at the end of the singular) and sound feminine plural (adding: ات at the end of the singular). The collective plural, which is called a noun plural, is used as a
singular to explain the plural by deleting the feminine mark (ة) or (called ya alnasab ياء النسب). Table [5-15] gives some examples to clarify this.

Table 5-15: Examples of noun number features in the Arabic language

<table>
<thead>
<tr>
<th>متغيرات</th>
<th>نوعه</th>
<th>علامته</th>
<th>الجمع</th>
<th>علامته</th>
<th>العلامة</th>
<th>نوعه</th>
<th>المتغيرات</th>
</tr>
</thead>
<tbody>
<tr>
<td>ملحوظات</td>
<td>متغيرات</td>
<td>ملحوظات</td>
<td>متغيرات</td>
<td>ملحوظات</td>
<td>متغيرات</td>
<td>ملحوظات</td>
<td>متغيرات</td>
</tr>
</tbody>
</table>

Table 5-15: Examples of noun number features in the Arabic language

<table>
<thead>
<tr>
<th>متغيرات</th>
<th>نوعه</th>
<th>علامته</th>
<th>الجمع</th>
<th>علامته</th>
<th>العلامة</th>
<th>نوعه</th>
<th>متغيرات</th>
</tr>
</thead>
<tbody>
<tr>
<td>ملحوظات</td>
<td>متغيرات</td>
<td>ملحوظات</td>
<td>متغيرات</td>
<td>ملحوظات</td>
<td>متغيرات</td>
<td>ملحوظات</td>
<td>متغيرات</td>
</tr>
</tbody>
</table>

5.4.8.1 The theoretical model

Depending on the above outline description of the Arabic language noun system, characteristics of Arabic noun number used to extend the Question-Answering system. The extension builds patterns from the words entered depending on three
weights (4,6,8); these are general and used in the Holy Quran frequently. Then check its weight: if the weight is found then apply the rule of this weigh as in the following algorithms:

1. Check the weight of the word:
   if (6 or 8) then apply the following:
   
   originalword = acceptedword
   
   if the first 2 characters of the acceptedword are \( \text{ال} \) then remove it

   for I = 1 to 8
   
   begin
   
   finalword = the original word
   
   newword = the original word + ان Or newword = ال + the original word + ان;
   
   finalword = Finalword + newword
   
   newword = the original word + ات Or newword = ال + the original word + ات;
   
   finalword = Finalword + newword
   
   newword = the original word + ين Or newword = ال + the original word + ين;
   
   finalword = Finalword + newword
   
   newword = the original word + بين Or newword = ال + the original word + بين;
   
   end;

5.4.8.2 The practical implementation of the system

As in figure[5-36] used in prototype 5, Exaggeration formulas pattern substituted with singular, dual and plural with or without \( \text{ال} \), also a corpus of Quran questions and answers was used to answer the questions entered by the users to test the system. Only one question here is shown as an example. Finally we carried out a comparison between original and extended systems.
The system works as follows:

1. The system first accepts the query “Who is the believer?” from the user as in figure [5-39]:

![User Query](image)

The system displays the results as in figure [5-40].

![Results](image)

5.4.8.3 Example question and answers

1. The system searches for the query used by the user
2. The query expansion generates the expanded query: "Who is the believer, the believers, the believers” which is one word that uses many patterns.
3. First the system displays the new pattern for only one word the المؤمن generate the following patterns (new 14 words) for search as in table [5-16]:

**Table 5—15: the result word (patterns) of the query and some remarks**

<table>
<thead>
<tr>
<th>ملاحظات</th>
<th>نوعها من حيث التذكير و التأنيث</th>
<th>نوعها من حيث العدد</th>
<th>الكلمة</th>
</tr>
</thead>
<tbody>
<tr>
<td>معرف بال / نكره</td>
<td>مذكر مؤنث</td>
<td>مفرد مؤمن</td>
<td>the word</td>
</tr>
<tr>
<td>Definite Noun with AL / indefinite</td>
<td>feminine masculine</td>
<td>plural dual singular</td>
<td></td>
</tr>
<tr>
<td>نكره indefinite</td>
<td>√</td>
<td>√</td>
<td>مؤمن</td>
</tr>
<tr>
<td>مؤمنات indefinite</td>
<td>√</td>
<td></td>
<td></td>
</tr>
<tr>
<td>مؤمنان indefinite</td>
<td>√</td>
<td></td>
<td>Two</td>
</tr>
<tr>
<td>مؤمنين indefinite</td>
<td>√</td>
<td></td>
<td>Two</td>
</tr>
<tr>
<td>مؤمنون indefinite</td>
<td>√</td>
<td></td>
<td></td>
</tr>
<tr>
<td>مذكر مؤنث</td>
<td>مذكر مؤمن</td>
<td>المؤمن</td>
<td></td>
</tr>
</tbody>
</table>
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| Definite | believer | المؤمنات |,this is a column with no content |
| Definite | believers | المؤمنين | Two believers |
| Definite | المؤمنون | Believers | |
| Definite | المؤمنان | Two believers | |
| Definite | المؤمنتان | Two believers | |
| indefinite | نكره | مؤمنتين | Two believers |
| indefinite | نكره | مؤمنتين | Two believers |
| Definite | معرف بال | المؤمنتين | Two |
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4. The second process is removing stop words, some symbols, and diacritics which affect the search results.

5. The system uses the generated patterns to make a match between the patterns and the corpus. If any match is found then store the results; if there is not any new answers then display the results.

### 5.4.8.4 Comparison between baseline and extended systems

The following section compares a baseline Quran QA system, and the new extension. First we apply the same question; the answer is:

![Message](image)

**Figure 5—40: the answer of the question**

When the question is: من هم المؤمنين، the answer is: من هم المؤمنين، only one answer appeared as appeared in figure [39]:

**Your Question is:**

من هو المؤمن

**Figure 5—41: the answer of the question**

We notice there is only one answer because it depends on the key word matching techniques, instead of 5 answers as appeared in the extended system.
5.4.8.5 Experiments and results
In this part we discuss our experiments and results, which were judged by Islamic scholars from Gabrah college. We used 30 questions from our Quran question answering corpus applied in the systems. The following tables and figure explain the results.

Table 5—16: General table results

<table>
<thead>
<tr>
<th>Question Number</th>
<th>QA (1)</th>
<th>QA (2)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Right answer</td>
<td>Matching</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>12</td>
<td>0</td>
<td>3</td>
</tr>
<tr>
<td>13</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>16</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>22</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>31</td>
<td>1</td>
<td>8</td>
</tr>
<tr>
<td>32</td>
<td>1</td>
<td>29</td>
</tr>
<tr>
<td>76</td>
<td>1</td>
<td>4</td>
</tr>
<tr>
<td>91</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>110</td>
<td>1</td>
<td>7</td>
</tr>
<tr>
<td>111</td>
<td>1</td>
<td>31</td>
</tr>
<tr>
<td>119</td>
<td>1</td>
<td>4</td>
</tr>
<tr>
<td>121</td>
<td>1</td>
<td>8</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-----</td>
<td>-----</td>
<td>-----</td>
</tr>
<tr>
<td>132</td>
<td>1</td>
<td>6</td>
</tr>
<tr>
<td>137</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>165</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>168</td>
<td>0</td>
<td>7</td>
</tr>
<tr>
<td>179</td>
<td>1</td>
<td>16</td>
</tr>
<tr>
<td>187</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>188</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>199</td>
<td>0</td>
<td>4</td>
</tr>
<tr>
<td>201</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>214</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>226</td>
<td>1</td>
<td>5</td>
</tr>
<tr>
<td>238</td>
<td>1</td>
<td>9</td>
</tr>
<tr>
<td>239</td>
<td>1</td>
<td>6</td>
</tr>
<tr>
<td>241</td>
<td>0</td>
<td>4</td>
</tr>
<tr>
<td>251</td>
<td>1</td>
<td>13</td>
</tr>
<tr>
<td>275</td>
<td>1</td>
<td>13</td>
</tr>
<tr>
<td>281</td>
<td>1</td>
<td>8</td>
</tr>
<tr>
<td>Summation</td>
<td>21</td>
<td>193</td>
</tr>
</tbody>
</table>
From table [5-18] depending on the final summation the following tables generated depending on the following formula:

Percentage = number of right or wrong answer x 100%

Total number of answers( of right or wrong answer)

Total of right answers= 71

<table>
<thead>
<tr>
<th>QA</th>
<th>QA1</th>
<th>QA2</th>
<th>Differences</th>
</tr>
</thead>
<tbody>
<tr>
<td>No of questions</td>
<td>30</td>
<td>30</td>
<td>0</td>
</tr>
<tr>
<td>No of right answers</td>
<td>21</td>
<td>66</td>
<td>45</td>
</tr>
<tr>
<td>No of wrong answers</td>
<td>50</td>
<td>5</td>
<td>45</td>
</tr>
<tr>
<td>% right</td>
<td>29.5</td>
<td>92.9</td>
<td>45.2</td>
</tr>
<tr>
<td>% wrong</td>
<td>70.5</td>
<td>7.04</td>
<td>35.2</td>
</tr>
<tr>
<td>% wrong (matching)</td>
<td>25.9</td>
<td>81.4</td>
<td>4.1</td>
</tr>
<tr>
<td>% right (matching)</td>
<td>10.8</td>
<td>18.3</td>
<td>7.7</td>
</tr>
</tbody>
</table>

Figure 5—42: Comparative table for results

Also from table 4 we can generate the following chart as in figure [5-42]:
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From all the above experiments we notice that:

1. The increase of right answer in extended QA 2.
2. The decrease of wrong answers in extended QA 2.

5.4.9 Experiments Summary

Six prototypes were built, each one has its characteristics. The following table illustrates this in details:

Table 5—17: Prototypes summarizations

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>NLP processes</th>
<th>Corpus</th>
<th>Pattern used</th>
<th>Storage means</th>
<th>Notices</th>
</tr>
</thead>
<tbody>
<tr>
<td>Prototype No</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>Stop word, diacritics, tokenizing, key word matching</td>
<td>Dynamic corpus used</td>
<td>Not used</td>
<td>Database</td>
<td>Less stop words</td>
</tr>
<tr>
<td>2</td>
<td>Stop word, diacritics, tokenizing, key word</td>
<td>Dynamic corpus used</td>
<td>One pattern used</td>
<td>Text files</td>
<td>Lucene search engine</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>---</td>
<td>---</td>
<td>---</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>Stop word, diacritics, tokenizing, key word matching</td>
<td>Dynamic corpus used</td>
<td>Text files</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>فياعيل</td>
<td>Lucene search engine used</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>Stop word, diacritics, tokenizing, key word matching</td>
<td>Used and using the users query to build dynamic corpus</td>
<td>Not used</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Text files</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>Stop word, diacritics, tokenizing, key word matching</td>
<td>Dynamic corpus used</td>
<td>Eight patterns used</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>فياعيل، تفاعل، فياعيل، وفُعاعيل، وفاعلول، وفاعيل</td>
<td>Database</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>and exaggeration formulas</td>
<td>More addition stop word and more aptterns</td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>Stop word, diacritics, tokenizing, key word matching</td>
<td>Dynamic corpus used</td>
<td>Many patterns used using singular, dual, plurals in Arabic numbers system</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Database</td>
<td>More addition stop word and more aptterns</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 5—18: Prototypes summarizations

Depending on [115] many criteria’s to evaluate computational Quran search. The following table describes the 13 criteria’s (that used to compare between many application and tools) to be applied in question answering system prototypes. The following following illustrate this.

1. Search techniques: it used semantic and Keywords Search.
2. Query analyzer: Stem, and Lemma of query words.
3. Quranic Ontologies: not used.

5. Quran Datasets: part of Holy Quran (Alfatihah and AlBagarah Chapters), and some questions.

6. Number of dataset types: Three types of data set: questions, Holy Quran verses (Alfatihah and AlBagarah Chapters), and translations of Holy Quran verses (Alfatihah and AlBagarah Chapters) by Abdullah Yusuf Ali [36].

7. Query types: one word, two words, sentences, and questions.

8. Results types: Verse.

9. Availability: not available.

10. Result Ranking: non ranked.


5.5 Chapter summarization

In this chapters, many experiments were done, a corpus built from two chapters of the Holy Quran verses and real question collected from users and internet, six prototypes were building each one have some characteristics different from others, and discussing results, lastly comparative table and evaluation criterias were applied.
CHAPTER VI
6 Chapter six: Conclusion and recommendation

This chapter concludes the thesis and summarize the contribution of this thesis and the direction of future works.

6.1 Conclusions

Applying question answering system in the holy Quran field is very important, because most of the Muslims need to search about some verses to find judgment or knowledge. In this study Question answering system for holy Quran applied for only two chapters Bagrah and Fatihah (البقرة والفاتحة). A corpus of verses and chapters was built (only AlBagrah and Alfatihah chapters), and their translations. Also corpus of questions collected and revised by scholars from the Gabrah Academic College. Six prototypes depending on many characteristics (key word match and removing stop words, indexing and using Broken plural, exaggeration formula, singular, dual, and sound plural, and extracting and ranking answers). The the corpus applied on these prototypes, varies in results, but in general each prototype enhances the results: recall and precision. Designing these prototypes and their methods help computation linguistics researcher to adapt their systems to enhance query expansions and the question answering system results in precision and recall. The thesis contains six chapters, these chapters structured as follows:

Chapter one defines the problem statement, objectives and motivation, and research methodology.

Chapter two gives a general introduction and history to question answering system, natural language processing, and corpus.

Chapter three reviews the related work in many fields: Arabic language, Holy Quran, Corpus, question answering systems.

Chapter four important introductions to Arabic language and its characteristics, Holy Quran characteristics and its role in safe Arabic language.

Chapter five contains methodology, methods, experiments 6 experiments were done (first one uses base NLP question answering system removing stopwords,
diacritics, and some symbols, the second uses indexing and فعاعيل pattern, the third uses indexing and فعاعيل, فعاعيئل pattern, the forth uses dynamic corpus build by real user question, the fifth uses Exaggeration formulas pattern, the sixth uses singular, dual and plural pattern), results and discussions.

6.2 Recommendations for further research

1. Applying all the patterns in one prototype to add more enhances to the question answering system for Arabic language.

2. Applying these prototypes in other domains, such as Hadith, Tafseer and Arabic Bible.

3. Use an ontology for semantic analysis in matching questions.
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8 Appendices

8.1 Some examples of the result of applying corpus in question answering systems

<table>
<thead>
<tr>
<th>رقم السؤال</th>
<th>السؤال</th>
<th>ممن الحمد؟</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>الحمد لله رب العالمين (12)</td>
<td></td>
</tr>
</tbody>
</table>
وأما الذئ على الملكين بباب هازرت وما زوارت وما يغمان من أخذ حتى يقولوا ألا نحن فمن لم يتحرر فيتنمو منهما ما يعترف به بين المرأة وروجها وما هو من عميين به من أخذ إلا إذن الله ويثعومون ما يضره ولا يتعفوه ولقد علموا لنم أشراما ما في الآخرة من خلاف وليست ما شروا به أنفسهم لى كأنوا يعلمون(102)

واتسوا الحج الحمزة للذين أعطىهم الله وإن أحسنتم فما استنسر في absl store ولا تخلقوا ومسككم حتى يبلغ الهلال محله فمن كان ملككم مرضا أو به آدم من رأيته فقله من تحلى أو صدقة أو شهد إذا استمر من تنج مبلغة إلى الحج مما استنسر من الهلال فمن لم يزيد في النجاء ثلاثة أيام في الحج وتبعة إذا رجعت تلك عشرة كمالة ذلك من لم يكن بقله حاضر في المسجد الحرام واتقوا الله وأعلموا أن الله ضراح العاقب (196)

| يكتب عليمكم إذا حضر أحدكم النوم إذا ترك حيرا الوصية للذين والأقرجين بالمغفرة حقا على الملكين | بيم وصف الله تعالى المتقين المومنين (121)

| الشهير الحرام بالشهير الحرام والحرمتين قصاص من اغتدى عظيم فاتدوا عليه بعمها ما اغتدى عظيم واتقوا الله وأعلموا أن الله مع المتقين |

| لا تتركوا المشركات حتى يؤمن واجنة متمهنة خبر من مشركة ولؤه أو أحببكم ولا تتركوا المشركون حتى يؤمنو ولابعد من من شريك ولؤه أو أحببكم أتوك يدعو إلى النار والله يدعو إلى الجنة والغفرة بابنه ويبيت ابنه للناس لعلهم يبتذرون (221) |}

| الشهير الحرام بالشهير الحرام والحرمتين قصاص من اغتدى عظيم فاتدوا عليه بعمها ما اغتدى عظيم |
واتقوا الله واعظوا أن الله مع المتقين (194) 

أما النبي ﷺ بما أنزل إليه من ربه والمؤمنون كنّهم أمان بالله وسلامته وكتبنا ورسلنا لا يُبْعِزَنَّ أنْحَدُرُ مَنْ رَسَلْنَا وقُلْنَا سَمِعَنا وآطعنا غُفْرَانَكَ رَبَّنَا وإِلَيْكَ المَصِيرُ (285) 

والمظاهر مناع بالغوروف حقاً على المتقين (241) 

وإذا قيل لهم: إمنوا بما أنزل الله ﷺ وعَمِّنَما أَنزَلَ إِلَى هّم من رَبِّهِ وَالْمَوْعِظَةَ لِلَّمُتَّقِينَ (66) 

ذلك الكتاب لا يُزِّبُ فيه ضُحى للمتقين (2) 

فجعلناها نكالاً لما يُنِينَ ينها وما خلفها ومؤعَّة للمتقين (66) 

ليس البرّ أن تَوَّلُوا وُهُجْمَ فَقْرَ المشرق والمغرب وكلّ البرّ من أمّ بِن وَالْيَوْمِ الآخرتيَّة والكتاب وأنبيّت واتي المال على حَبِّ ذوي الفرقة والأنبياء والمساكين والذين السبيل والمسلمين وفى الزقاب وأقيم الصلاة واتى الزكاة والمولون يعهدرهُ إذا عاهدوهُ الصادقين وفى الأسابيع والشراء وحين الناس أولئك الذين صدقو وآولئك هم المتقون (177) 

بِصِحْفِ الله الْرَّبِّ وَيَوْبِي الصَّدَقَاتِ وَاللَّهُ لَا يَحْبَّ كُلَّ غَافِرٍ أَثِيمٍ (276) 

إِنَّ الَّذِينَ كَفَّارُ وَمَا تُعْتَرَفُ أَوْلِيكَ عليهم لغةً الله والملاكَةِ والناس أجمعين (161) 

بِسْمِ الله الَّذِي لا رَحْمَةَ الرَّحْمَانِ الرَّحِيمِ (1) 

وخلقوا الخلق الله ﷺ وأصحّوا بِنَّهْرَ مَا في السماوات والأرض كلّن له فائدة (13) 

<table>
<thead>
<tr>
<th>رقم</th>
<th>مصطلح</th>
<th>الله تعالى</th>
<th>الكفار والمنافقين</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>بم وصف</td>
<td>13</td>
<td></td>
</tr>
</tbody>
</table>
صدًّا اللَّٰلَّ وَمَنْ أَحْسَن مَنْ اللَّٰلَّ صّبْغَةً وَنَحْنُ لَه أَعْبَد ونَّاسِطَ وَإِلَيْهِ نُرُجُونَ (115)

إِنَّ اللَّٰلَّيْ يُزَهِّرُونَهُمْ فِي ذَٰلِكَ صِرَطَهُمْ وَلَنْ نُضِلَّنَّ فِي نَارٍ أَوْ أَصْحَابٍ النَّارٍ (9)

فَإِنْ أَنْتَوْا فَإِنَّ اللَّٰلَّ غَفِرَ رَحِيمٌ (192)

فَإِنْ أَنْتَوْا فَإِنَّ اللَّٰلَّ غَفِرَ رَحِيمٌ (8)

فَأَيْنَمَا وَلُّوا فَثَمَّ وَجْهٌ اللَّٰلَّ إِنَّ اللَّٰلَّ وَاسُعٌ عَلِيمٌ (115)

يَخَادَعُونَ اللَّٰلَّ وَالَّذِينَ آمَن واَوَمَا يَخَادَعُونَ إِلَّا أنْفُسَهُمْ وَمَا يَشْعَرُونَ (1)

هل يَشَعِّرُ اللَّٰلَّ بِذَٰلِكَ الْكَافِرُ وَيَمْتَعُّهُ فِي طَغْيَانِهِمْ يَعْمَه وَلَنْ يَكُونَ لِلْكَافِرِينَ وَالَّذِينَ كَفَرُوا وَكَذَّبُوا بِآيَاتِنَا أَصْحَابُ النَّارٍ هُمْ فِيهَا خَالِدُونَ (22)

لَهُ كَافِرٌ اللهَ يَسْتَهْزِئُ بِهِمْ وَيَمْتَعُّهُمْ في طَغْيَانِهِمْ يَعْمَه وَلَنْ يَكُونَ لِلْكَافِرِينَ وَالَّذِينَ كَفَرُوا وَكَذَّبُوا بِآيَاتِنَا أَصْحَابُ النَّارٍ هُمْ فِيهَا خَالِدُونَ (22)

إِنَّمَا يَقْرَضُ اللَّٰلَّ قَرْضًا حَسَنًا فَيَضَاعَفَهُ لَهُ أَضْعَافًا كَثِيرَةً وَيَقْبَضُ وَيَبْسِطُ وَإِلَيْهِ تَرْجَعُونَ (245)

۴۱۶۰ total matching documents
للكافرين (24)

على الله ما لا تعلمون
بلي من كسب سِبْتَه وَاحْتَضنَّ بِه خطيئته
فَأَوْلَئِكَ أَصْحَاب النَّار مَنْ فِيهَا خَالِدُونَ

وَذَٰلِكَ قَالَ إِبْرَاهِيمُ رَبِّ اجْعَلْ هذَا بَيْداً أَمَّنَ
وَأَزْرِقْ أَهْلَهَا مِنَ الْمُّرَّاتَ مِنْ أَمْنِ مِنْهُم بِاللَّهِ وَاليَوْمِ
الأُخْرَ قَالَ وَمَنْ كَفَرَ فَأَصْفَعَهُ فَقِيلاً ثُمَّ أَصْطَرَهُ إِلَى
عذاب النَّار وَبَسَطَ المُصِبَرَ

إِلْيَبْرَاهِيمِ نَبِيَّاً مَّنْ أَنْزَلَ اللَّهُ مِنَ الْكِتَابِ
وَيَشْتَرَوْنَ هُمْ مَا اقْتَلَوْنَ فِي بُطُونِهِمْ
إِلَّا النَّار وَلَا يَكْفِنَ اللَّهُ الْيَوْم الْقِيَامَةَ وَلَا يَكْفِينَ وَلَيْمَ
عذاب أَلِيمٍ

أَوْلَيْكَ الْيَبْرَاهِيمِ اشْتَرَوْا الصَّالِحَةَ بِالْهَدَى
وَالْعَذَابَ بِالمَغْفُورِ فَمَا أَصْبَرَهُمْ عَلَى النَّارِ

اللَّهُ وَلَيْلَ الَّذِينَ امْتَنِعُوْنَ يُخْرِجُهُمْ مِنَ الْظُّلْمَاتِ
إِلَى النَّور وَلَيْلَ الَّذِين كَفَرُوْا وَأَوْلَيْهِمْ النَّافِئُونَ
يُخْرِجُوْنَهُمْ مِنَ النَّور إِلَى الْظُّلْمَاتِ أَوْلَيْكَ أَصْحَابُ
النَّار مَنْ فِيهَا خَالِدُونَ