THE DISTRIBUTION OF R¥/(1- R') IN THE AGGREGATED
LINEAR REGRESSION MODEL
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ABSTRACT 2
This study deals with sumple lincar regression model in the grouped data.
The coefficient of determination R’ based on grouped data will always be
higher than that based on ungrouped data. Since the increments of the R?
will be smaller for smaller number of data group poimnts, therefore the
statistic R'/(1- R’) was taken which shows the significance of these
increments. The data concemed with moanthly income and monthly total
expenditure (10000 §.D) are collected from 1000 families in different
arcas in Khartoum.  The results show the good fitting of the exponential
maodel (o the aggregated data depending on some statistical critena.
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INTRODUCTION
In the fiting hinear regression models to the relation between household
mcome and expenditure on distinet commodities it has for some time been
standard practice to avoid large-scale computations by grouping the
mdividual houscholds into a small number of income classes, and then to
fit regression hnes 1o the class means. weighted by the number of
househalds in cach class As far as estimation is concerned, this method
has been justificd by Prais and Aitchison'', who have shown that: (1) the
regression estimates are unbiased, (1) they have a larger vanance than
estimates based on individual observations, and (ii1) this loss of efficiency
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depends on manner of grouping and is lcast if the observations are

grouped together according to the value of the explanatory variable
income. Prais and Aitchison did not deal with the effect of grouping on the
correlation coefficient, although they noted that the correlation coefficient
based on grouped data is quite unsatisfactory estimate of the cerrelation in
the population and in consequence of little statistical interest. This view
now is keeping with the current trend of emphasizing regression rather
than correlation It is true that in the regression model R’ the coefficient
of determination, is a mere sample statistic that admuts of no listic
interpretation. Sull, as long as it 15 continued to compute R*, one should
admit that a certain importance fo it is attached. In fact high values are
regarded as satisfactory and low values as waming evidence that much
remains unexplained
In this respect the results of grouped data are completely unreliable as they
lead to much larger values of R’ than individual observations. While this
ntself 13 widely understood, it is believed that it is rarcly appreciated to
what extent grouping may increase R’ Gollnick fitted Engel curves for
two broad food groups to individual observations as well as to the same
data grouped by income classes of varving importance. The results of this
study showed that the slopes of the regression lines are hitle affected,
while the correlation coefficients are considerably mcreased as more and
more houscholds are grouped together'"
For mosk commodities taken separately, income seldom accounts for more
than 20 percent of the individual vanation of expenditure™ The
proportion is larger for broad commodity groups, and it may reach a quite
respectable level if onc considers, say, all food expenditure with total
expenditure in lien of income as the explanatory vanable
The pnimary purpose of this study 15 to examine the effect of grouping on
the coefficient of determination, and so on the distribution of the statistic
RA(1- R’) which gives the sienificance of little increments on the R’ from
agervgated model, considening the regression model with fixed values of
explanatory vanable and additive disturbances as the only random
element The discussion relies to a large extent on approximations which
permit i the end to evaluate the increase in R that under usual conditions
of budget survey analvsis may be expected to occur if (N) houscholds are
grouped into (2) mcome classes.
THE MODEL :
Consider the simple linear regression model

AR e v T Lk (1)
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Where @ and P are unknown constants, u, 1s the disturbance term wiich
satisfies the following assumptions:

(1) u;, = N(0,0° )

(1) Eup=0 Vi=] iLj=12...N
(1) Bux=0 7 i=12...N .

mmn'm&lhmdul{l}i::
i —u+ﬂx, skt
where & lnd[! ucllwlm:qummmm:mdﬂlﬂ

o @)

It is casy to show that the slope {3 is unbiased estimator for B, ie Ef =p
Now, consider the regression model for a sample of N observations (x,.vy)
which 1s from the outset divided into g groups of n, observations cach, so

that +=1.2, . g and =12, .., within each group, t,l =N At this stage
1=l

no assumption was made whatever about the nature of the groups %, are

fixed and given, and v, are in repeated samples defined by

ye=a P oxtu, (4)
Where u, satisfics the above assumptions

Overall sample means are denoted by a double bar and group means by a
single bar, so that

Vol 2(1) 2001 58 ' Yood (V)Y e



3 -
Kucs Xy Y=§Z_Z!"u
i=lj=l i=1j=1 .
g AS5)
Ki=— D x ¥i=—
2 T 2

The sums of squares and cross-products of the variables, centered around
the overall sample means arc:

S = 2200y -0

i=lj=l

n; - 2
szq = iz{lu "‘!F'I] s

1=1j=1
The corresponding expressions calculated from the weighted group means
arc -

. 6)

: 2
S5z ’=E“iﬁ;'§]
i=l AN

l -
Sxy = 2 ni(X, -XNFi - V)
i=1

Therefore the lincar regression model for gronped data becomes:

§i =@+ BT +4, sl

here i satisfics the assumptions of the ordinary regression model. and the
least squares cstimators of this modcl arc

=

A1

A9

a=y-p%
Therefore, the estimated model for eq.(8) is -
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It is easy to show thart'"! EB B
The cocfficient of determination in the simple lincar WMh Ad

55 rawas S >
R = il —ame
In the ordinary regression model (2), the sum nrmﬂw 18

3%y, N5

‘SSR“ =ﬁs,‘!. = i’lﬂ {(12)
> xl-Nx?
=1
And the sum of squares of totals s
- 2 2
S8ty =Sy =Yy =N¥ (13)
=]
Eq.(11) becomes -

N
[ xiw -NE§[)
R? = =t (14)

] N
[T« N2 [Ey2-N7?)

While, in the aggregated regression model (10), it is noted that
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g =12
' [3ni%;¥; - NXY

SSpeg = BSgy = "‘s (15)
Zniff-“ﬂﬁz
i=1

& 2 "
SSTN_=S?5:=ZIIJi -N? {(16) -

i=|
Thercfore, the R® in the aggregated model 18

5 b
[Z"iii?l -Nx ﬂ!
R. = =l an

. [iﬂifiz = Niz][iﬂ:?f -N§?]

i=l i=1

But the means in equation (12) are equal to the overall means in equation
(17 1e

x=x y=V (18)
And 1t is casy to prove that the following inequalities hold

g N
PERBTEIR AT

i _2 i 2
nx; <) x|
i=1 ot (19

N
g sy

i=] i=l

Therefore, from equations (18) and (19), it is concluded that
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R} >R? (20)

Thus the coefficient of determination based on grouped data will always
be higher than that is based on ungrouped dala

EFFICIENCY OF THE MODEL

Any simple increment in the coefficient of delcrmination may not be
significant especially for the  economic vanables. Thercfore, one may
take the statistic R7/(1-R°) which show the real significance of these
increments :

Now. it could be shown that the stanstic I= R/(1-R) decreases
exponentually with increase in size of group according to the model

ik = a+ P50k k=12..8 (21

depending on
I.  F-test from ANOVA .

R} Coefficient of determination for cach aggregated model

i
3. x’4est for observed and estimated values.
4. Theil’s Usstatrstic test for the forecasting power of the modcl
The vaule of F from ANOVA table using ungrouped data is
computed from

SSRep SSReg

= ~ b A22)
MSeror  [SSTor —SSReg J/N -2

while in grouped data, S8y, and SSy, arc computed from equations (15)
and (16), and the degree of freedom of the error becomes N-g.

The ” statistic is computed from -
A

2=y he) e A23)
k=1 Tk
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where L 1s the obscrved value of RE i1 —Ri}.undihulhc estimated

value of k computed from eq (21)
The Theil's U-statisne which 15 used to test the forccasting power of the
model(21) is defined by

U= — SSRes ene (24)

f': +1.Eig

k=] k=]

0<U<l , when U-»0 that means a very high forecasting power of the
model, while U-»1 shows the weak forecasting power of the model .

THE DATA

Data were collected from 1000 Sudanese fanubies from different arcas in
Khartoum city. This data contains two vanables, the monthly income( 100
SDD) represented by x and the monthly total expenditure{100 SDD)
represented by v, we have aggregated the data according to ten classes of
mncome as in the followng table

Table(l): Income classes for the aggregated data
Classes | No.of | Income classes( 100 SDD)

<300 , 00-600

<200 , 200400 , 400-600

<150, 150-300 , 300-450 , 450600

<120, 120-240 , 240-360 360-480 , 480600

<100, 100-200 , 200-300 , ID0-4K) , 400-500, SOO-600

[=a3 AT oy ) 12N B

<86 . 86-172 | 172-258 | 258-344 , 344430, 430-5]160,
S16-600

<73 . 75, 150-225 , 225-300 . 300-3750,375-450 , 450-
525 , 525-600

<67 ,67-134, 134-201 _ 201-268 . 268-33, 335-402 , 402-
4690 , 469-536 , 536-600

L (=]
= -] o S ES S

<60 . 60-120 , 120-180 . 180-240 |, 240-300, 300-360
J60-420 , 420-480 , 480-340 , S40-600
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RESULTS® AND DISCUSSION:
For ungrouped data with 1000 observations, onc gets the following results:
¥i=303.597 + 0.537 % =12, .. ,1000

R=0.70 F=2332.846
After aggregating the data according to Table (1), one gets the following

results

Table (2): Aggregated data for group 2

o X; Yi
988 750.84 717.57
42 411852 2387 84

¥, = 3397965 + 04972%,

i=1,2 Rf=099998 F=49899002

Group 3
Table (3): Aggregated data for group 3
n X ¥i
029 714 12 " 69S 59
SLak 3619 12 1617 31
20 5195 40 2951.60
§i=339.5263 + 04975%,  =1,23 R3=09996 F=2491503
Group 4
Table (4): Aggregated data for group 4
n ii ;rl
50 56102 560 61 |
R 1801 60 1318.09 :
=% = 3280.69 " 1880, 77 .
16 5480.00 1211.83 |
::il = 320247 + 05189, =1.2.34 R% =) 994 F=163004

Vol. 211) 2001
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Group 5
Table (5): Aggregated data for group §
= T -
g 1 Xj ¥i
e 641 12 SIS .
99 19w [ 126591
s | v BE 173964
e TR a1 | B ) ) T
4 x 5607 14 333633
Vi = 3228396 < 05160, i#12,34,5 R2=0970  p=1mm
Group 6
Table (6): A data for group 6
n, ii 5’1
= 776 603 80 ST
" 153 1263 54 1092 .06 5]
=~ 222431 1421.92
12 1139 85 187533
12 4659.00 243440 -
8 600000 3727.40
Vi=3159227+0 237K, =1 234,56 RI=09757  F=319911.35
Group 7
Table (7): Aggregated data for group 7
1 e -
it X Yi
712 s B A G A T T A
08 1134 74 S CHERR
| em— 77 20928 | 142202 _1
1y | 299im 1337w ]
9 178644 1833.75
——— 4882 86 258839
9 5944 44 3696.57
:fi'illlmm.ﬂﬁﬁ, ™1134,567 Rg-nm F=28737 539
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Group 8 ;
Table (8): Aggregated data for group 8
o~ Xy Yi
712 577.17 - 592.59
208 1134.74 1018.22
36 2002 .44 1422.02
19 2991.84 1837.94
3 3786.44 1833.75
7 4882 86 2588.59
| 9 594444 369.57
¥i=310.3371 +0.5299%; i=12,34,56,78 R%‘;D.Dﬁla =24641 07
Group 9 :
Table (9): ﬁigm“ﬁd data Eo_rirnup 9
Ey -' X Vi
471 483.84 D13.11
197 /5788 §25.32
61 1556.62 1260.25
27 2180.74 1433.74
19 2991.84 J837.94
5 3570.00 1772.23
5 4145.60 2256.20
[ 4946 67 2413.63
9 594444 2696.57
? §= 3111479+ 0.5290 ii i=1,2,3456789 RE =0.9620 F=2135087.95
Group 10 ;
Table (10): Aggregated data for group 10
- Xi Yi
349 435.91- 470 47
459 784.64 766.34
74 144376 1210.66
25 1979.44 1429.44
11 2539.55 1410.08
21 3103.33 1912.26
4 3975.00 1128.54
3 4469.33 2569.64
5 5000.00 2687.90
9 5944 44 3696.57
¥i-3068236+05338X;  i=1.23,4,56785.10 RE =0.9371 F=14749.77
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The results of Tabies (2)-(10) are summarized in Table (11)
Table(11): The results of all aggregated regression models

No. of | Groups E R2 F
B k_

] 2 0.4972 099998 | 49899002

2 3 0.4975 0.999% 2491503

3 4 0.5189 0.9940 165004

4 5 0.5160 0.9740 I

[ 6 0.5237 09757 311991135

6 7 0.5268 09667 28737.54

7 8 0.5299 09613 20641.07

5 9 0.5290 0,9620 25087.95

9 10 0.5338 0.9371 14749.27
ungrouped | 0.5370 0.7000 2132.85

From Table (11), one notes that there 15 no significant difference between
the regression cocfficients. This um:huhhuhuofﬂk except

R’ for ungrouped data. Therefore, one computes I~ Rkiu Il ) for
cach group, as in Table (12).

Table(12): The values of I, for all aggregated regression models

No_ of groups Groups(G) | L
1 2 45000 000
p 3 2499 000
3 4 165,667
4 5 37 482
5 6 40,184
3 7 29.030
7 8 24 826
] 9 25.337
'] 10 14.900

To fit the exponential model as in equation (21) to the data in Table(12),
QUASI-NEWTON which I8 one of the non-lincar estimation methods is used .

to get |
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14 =27.6301 + expl{16.561-2.9012Gy) k=12, 9 ... (29
R=0.99998 F=35459 28
Very mman’mrmuwhdmm

exponential model to the data And by using 1’ u-hwﬂsh
Table(13) is constructed as follows

Table(13): Chi-square test for the observed and estimated values of 1,

. | b Iy (= Ty Iy

1 45000.000 4499999 0.000
SIALE D 2499.000 2499273 0 000
Frsy 165 667 163.478 0.029
AL 17 462 35 103 0.159
RYAN, L. 40 184 28.049 5259

6 | 29030 27,653 0.068

7 24 826 27638 0.285

L) 25.337 217635 0190

9 14 900 27,637 5 865

1 | Ly =11857

The tabulated 1 is xinuﬁml!.ﬁl.thmmiﬂuﬂhﬂwm

the observed and estimated values of |, . Thes means that the exponential mode!
reflects a good representation for the data
Figure (1) shows the good fitting of the exponential model to the data

RN MR M " (s
i ; : ;i H i
? 3 4 5 L] r [3 o 0
Grorure

Figure(1): Fitting the exponential model for the 1,
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The forecasting power model (25) by using equation (24) 15 U=0.005, This
value supports obtained resulis
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