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Abstract 

       In this research we considered the geometrical interpretation of the wave 
equation. We have constricted the geometrical set up for the problem such as 
fiber bundle and it's coresection . We have also utilized Lorentzian geometry   
to formulate our problem, where we have described our boundary conditions 
on Cauchy hyper-surface. This has led to a parallel construction of Green's 
Function appropriate to a global description of wave equation on differential 
manifold. The formulation of the solution yields the local solution on space 
time as known before.    
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 الخلاصة

كما  قمنا بصياغتها هندسيا كحزمة  في هذا البحث تناولنا  التفسير الهندسي  لمعادلة الموجة .         
التي  استخدمنا  فيها هندسة لورنتز لمناسبتها  للصياغة الهندسية  لمعادلة  و،  و مقطعها من الألياف

لي السطوح الزائدية. مما ساعدنا  الموجة ، وكذلك قمنا بوضع  الشروط الحدية علي  مسألة كوشي ع
والتي ينتج  ،علي صياغة  وتعميم الصورة الموسعة لدالة قرين لمعادلة الموجة علي المانيفولد التفاضلي 

 ف من قبل.ر عَ المكان الرباعي كما هو مُ  - مانالز  ضاءفي ف وضعيعنها  الحل الم
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Introduction:  

     The thesis  developed Green’s function techniques for both single and 
multiple dimension problems in differential  equations,[1, 2] then  applied 
these techniques to solve and describe the different sorts of boundaries and 
boundary conditions which can occur for the N-dimensional problem and 
write the solution for the N-dimensional problem in terms of the Green’s 
function[3, 4] . As the geometric meaning  of Green’s function, the thesis 
discusses the solution theory of geometric wave equations as they arise in 
Lorentzian geometry[5, 6],  for a normally hyperbolic differential operator the 
existence and uniqueness properties of Green functions and Green operators  
has been discussed including a detailed treatment of the Cauchy problem on a 
globally hyperbolic manifold both for the smooth and finite order setting,[7-
10]  An introduction to the theory of distributions on manifold is also 
discussed [5, 11], The thesis is composed of  five chapters. 

     In the first chapter the Green's function methods was  described and 
developed to n-dimensional spaces, Section 1.1 described an Inner product 
and was used to introduce the notation of orthognality in a Hilbert spaces  and 
the geometry of Hilbert spaces is  almost in complete agreement with the 
intention of linear spaces [12, 13] . Also described some important classes of 
bounded linear operators on Hilbert space, including Projections, adjoint 
operators, unitary operators, and self-adjoint operators.  also the  ( Riesz 
representation ) Theorem 1.1.8 was proved, which characterizes the bounded 
linear functional on  Hilbert spaces , some general definitions of unbounded 
operators, adjoin and self-adjoint of linear differential operators was given . 

      Section 1.2 was aimed to describe the theory of one- dimensional Green’ s 
function for a second order ordinary linear differential equation with a 
homogeneous boundary conditions, and concerned with a self-ad joint 
equation (1.13) and gave some properties of the Green Function and 
generalization to equation of nth  order [14, 15]. 

      Section 1.3 extended the study of one- ndimensional  Green's functions of 
linear ODEs  to higher  dimensional Green's functions of linear PDEs of 
mathematical physics, and represented a geometrical structure called an m-
dimensional manifold or surface in the n-space. The section also considered 
Cauchy problem[16-18]. 
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        In the second chapter the stage for the relevant analysis on manifolds 
was set, In Section 2.1 the test function and test section spaces was introduced 
and investigated their locally convex topologies. The central result will be 
Theorem 2.1.9 establishing the LF topology for compactly supported smooth 
sections as well as important properties like completeness of this topology. 
Moreover, continuous linear maps between test section spaces has been 
studied[19-21],  Section 2.2  discussed  differential operators and their 
symbols. In particular, introduced a global symbol calculus based on the 
usage of covariant derivatives[22, 23]. and showed that differential operators 
have adjoints for various natural pairings and compute the adjoints explicitly 
by using the global symbol calculus, in Theorem 2.2.19 . Section 2.3 led to  
the definition of distributions or, more precisely, of generalised sections. and 
defined  the topolpgyweak*  and explain the support and singular support of 
generalized sections[24, 25] . 

       Chapter 3 contains a rough overview on Lorentz geometry, as Proper 
actions and locally homogeneous Lorentzian 3-manifolds[11], Deformations, 
Einstein Universe. Section 3.1 recalled some basic concepts from semi-
Riemannian geometry like parallel transport and the exponential map of a 
connection. Section 3.2 mainly focused on true Lorentzian geometry on 
aspects related to the causal structure. Also, for the wave equations,  recalled  
some features of general relativity[26, 27]. This gives the notions of time 
orientability, causality, and ultimately, of Cauchy hypersurfaces[10]. Also 
discussed the characterization of globally hyperbolic spacetimes by the 
existence of smooth Cauchy hypersurfaces in Theorem 3.7.22.[28, 29] 

     Even though Chapter 4 deals with the local construction of Green 
functions and needs already geometric concepts like parallel transport and the 
exponential map.Section 4.1 starting  with the wave equation  on flat 
Minkowski spacetime and obtaining  the advanced and retarded Green 
functions by constructing an entirely holomorphic family    CR 


 of 

distributions[5, 6, 30] .Section 4.2  used the exponential map to transfer the 
Riesz distributions to the curved situation, at least in a small normal 
neighborhood of a given point. However, the curvature will now cause 
slightly different features of the Riesz distributions which results in the failure 
of  2,pR  being a Green function of the scalar d’Alembert operator[31-34]. 
the Section 4.3  formulated an heuristic Ansatz for the true Green function 
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coefficients. As an application of this general approach, the Hadamard 
coefficients for the Klein-Gordon equation in flat spacetime explicitly was 
computed and obtained an explicit formula for the advanced and retarded 
Green functions in Theorem 4.3.8. Section 4.4 showed   how a true Green 
function with good causal properties can be obtained from the Hadamard 
coefficients[35]. The result is a parametrix which can be modified in a second 
step to obtain the Green functions in Theorem 4.4.15. As a first application 
we use the local Green functions to construct particular solutions of the 
inhomogeneous wave equation for distributional and smooth inhomogeneities 
in Section 4.5 in Theorem 4.5.9.[36, 37] 

       Chapter 5 is then devoted to the global situation. First the notion of the 
time separation on a Lorentz manifold was recalled  in Section 5.1 which is 
then used to prove uniqueness of solutions in Theorem 5.1.8 with either future 
or past compact support provided the global causal structure is well-behaved 
enough[8, 38]. Section 5.2 contains the precise formulation of the global 
Cauchy problem as well as its solution for globally hyperbolic spacetimes and 
discusses  both the smooth situation as well as certain finite differentiability 
versions of the Cauchy problem in Theorem 5.2.10.[39-41]The continuous 
dependence on the initial values in the Cauchy problem follows from general 
arguments using the open mapping theorem[42, 43]. This feature is then used 
in Section 5.3 to obtain global Green functions  and the corresponding global 
Green operators[3, 4]. The difference of the advanced and retarded Green 
operator provides an “inverse” to the wave operator in the sense of a specific 
exact sequence discussed in Theorem 5.3.16.[44, 45] 
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Chapter (1) 

Green’s Functions on N-dimensional Spaces 

(1.1) Linear Differential Operators  

(1.1.1) Inner Products:  

Definition (1.1.1):[46] 

An inner product on a complex linear space X is a map  (. , . ) ∶ X × X → C 
,Such that, for allݔ, .ݕ ݖ ∈ ,ߣ	݀݊ܽ	ܺ 	ߤ ∈   ܥ
(a)  (x ,by + μ z ) = λ (x, y ) + μ (x, z ) (linear in the second argument )  
(b)  (y,x  ) = (x, yതതതത ) (Hermitian symmetric ) . 
(c)  ( x , x ) ≥ 0  ( nonnegative ) 
(d)  (x , x ) = 0  if and if x = 0 (positive definite ) . We call a linear space with 
an inner product an inner product space or a pre- Hilbret  space .  

Definition (1.1.2): 

A norm on X	if	X	 is a linear space with an inner product   (.,.) , then we can 
define a norm on X by   

	 ‖x‖ = ඥ(x, x)																																												(1.1) 

Thus, any inner product space is a normed linear space. We will always use 
the norm defined in (1.1) on an inner product space.  

Definition (1.1.3):[12] 

A Hilbert space is a complete inner product space.  

In particular, every Hilbert space is a Banach space with respect to the norm 
in (1.1). 

( 1.1.2) Orthogonality: 

If	x , y are vectors in a Hilbert space H, then we say that x and y are 
orthogonal			x ⊥ 	y, if	〈x, y〉 = 0 ,The subsets A, B are orthogonal, A ⊥ B  if   
x ⊥y   for  every  x ∈	A and y ∈ B.  the orthogonal complement Aୄ of a subset 
A is the set of vectors orthogonal to A. Aୄ = {x ∈ H ∣ x ⊥ y	for	all	y ∈ A}   
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Theorem (1.1.4):(Projection) [17] 

Let M  be a closed linear subspace of a Hilbert space H . 

 (a) For each x ∈	H there is a unique closest point y ∈ M  such that  

‖x − y‖ = min
z ∈ ℳ

‖x − z‖                          	(1	.2) 

 (b) The point y	∈ M closest to x ∈H is the unique element of M with the 
property that (x - y) ⊥M.  

  The decomposition x = y + z		, with			y ∈ M		, z ∈ N			is unique if and 
only if   M ∩ N = {0} 

  Definition (1.1.5): 

A Projection on a linear space X is a linear map 

P: X → X		such	that		Pଶ = P																																(1	.3	) 
	assciated		with		x = m + n		with			, y ∈ M		, z ∈ N 

hince		ran	P = M		and	N 
Theorem (1.1.6): 
 let	X	be	a	linear	space. 

          (a)		if	P: X → X	is	a	Porojection	, then	X = 	ran	P⊕ ker P.		 

											(b)if			X = M⊕N,where	M	and	N	are	linear	subspaces	of		X,	 

						then	there	is	a	Porojection	P: X → X				 

	with	ran		P = M	and	 ker 	P = N							 
Definition(1.1.7):Orthogonal Projection  
Orthogonal Projection on Hilbert space H is a linear map P: X →
X	that	satisfies	  

Pଶ = P	.	     〈Px, y〉 = 		 〈x, Py〉			for	all		x, y ∈ H. 

Orthogonal Projection is necessarily bounded 

 Theorem (1.1.8) ( Riesz Representation ) 

If	φ	is	abounded	linear	functional	on	a	Hilbert	space	H	then	there	is 
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	a	unique	vector	y ∈ H    Such that:    

φ(x) = 〈y, x〉			for	all		x, y ∈ H,		                 					(1.4	) 
proof. if ߮ = ݕ	݀݊ܽ	0 = 0, so let that ߮ ≠ 0, then ker ߮ is proper closed 
subspace of H, and anone zero vector ݖ ∈ 	ݖ such that ܪ ⊥ ker ߮. we define 
a linear map ܪ:݌ ⟶   by ܪ

(ݔ)݌ = 	
(ݔ)߮
(ݖ)߮

 .	ݖ

then ݌ଶ = ܪ so theorem (1.1.6) implies that ,݌ = ܲ	݊ܽݎ ⊕   Morover .ܲݎ݁݇

ܲ	݊ܽݎ = 	ݖߙ} ∣ α ∈ C}, ker ܲ = ker߮, 

so that ݊ܽݎ	ܲ ⊥ ker P.	It  follows   that P is an orthognal projection,and  

ܪ = 	ݖߙ} ∣ α ∈ C} ⊕ ker߮  

is an orthognal direct sum,then  

ݔ = ݖߙ + ߙ						,݊ ∈ ݊	݀݊ܽ	ܥ ∈ ker߮ 

taking the inner product of this decompostion with z, we get  

ߙ =
,ݖ〉 〈ݔ
ଶ‖ݖ‖

 

and evaluating ߮	݊݋	ݔ = ݖߙ + ݊,	we find  

(ݔ)߮ =  .(ݖ)߮ߙ

so                                              ߮(ݔ) = 	 ,ݕ〉  ,〈ݔ

where                                      	

ݕ =
തതതതതതത(ݖ)߮

ଶ‖ݖ‖
 .ݖ

thus, every baunded linear functional is given by the inner product with a 
fixed vector. 
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(1.1.3) Bounded Operators: [13] 

 Definition (1.1.9) The Adjoint of an Operator: 

The adjoint of a bounded operator on a Hilbert space. Is defining as adjoint 
A∗∈B (H)   of an operator A ∈ B(x)  such  that 

                         〈x, Ay〉 = 〈A∗x, y〉						for		all		x, y ∈ H.	             (1.5	) 

The definition implies that 

                     (A∗)∗= A	(AB)∗ 			= 				B∗A∗ 

Definition (1.1.10) Self-adjoint Operators:[3] 

Abounded linear operator				A ∶ H → H				on a Hilbert space H	 is Self-
adjoint		if					A∗ = 		A	.	Equivalently, a bounded linear operator		A	on  H	 is self-
adjoint if and only if 

〈x, Ay〉 = 			 〈Ax, y	〉	for	all	x, y	 ∈ H	 

Example (1.1.11) :[47] 

Let k :Lଶ([0,1]) → Lଶ([0,1])  be an integral operator of the form  kf(x) =
∫ k(x, y)f(y)dyଵ
଴  , is self- adjoint if and only if  k(x, y)=  k(y, x)തതതതതതതത . 

Given linear operator  A				 ∶ 		H						 → 					H  we may define sesquilinear form , 
a:	H × H	 → ∁	 

by	a(x, y) = 	 〈x, Ay〉	.	if A is self-adjoint, then this form is Hermitian 
symmetric, or symmetric, meaning that 

a(x, y) = 		 a(y, x)തതതതതതതത 
It follows that the associated quadratic form q(x) = a(x, x),	 

Or                                                   q(x) = 	 〈x, Ax〉                                    (1.6	) 

Is real-valued. We say that A is nonnegative if it is self-adjoint and 

〈x, Ax〉 	≥ 		0		for	all	x	 ∈ H	 

And  A is positive, or positive definite  , if it is self-adjoint 

And		〈x, Ax〉 		> 	ݔ	݋ݎ݁ݖ݊݋݊	ݕݎ݁ݒ݁		ݎ݋݂		0	 ∈ H. 

 If A is a positive, bounded operator, then 
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(x, y) = 	 〈x, Ay〉 

Defines an inner product on H .  

If, in addition, there is a constant c > 0 such that 

                       〈x, Ax〉 				≥ 	c	‖x‖ଶ										for	all	x	 ∈ H			                (1.7	) 

Then we say that A is bounded   from below , and  norm associated 
with		(. , . )	is	equivalent		to	the		norm			associated	with	〈. , . 〉 

Corollary (1.1.12): 

If  A is a bounded operator on a Hilbert space then‖A∗	A‖= ‖A‖ଶ			,If   A is 
self-adjoint   ,  then  ‖A‖ଶ = ‖Aଶ	‖ 

Definition (1.1.13) Unitary (Orthogonal ) Operators:    

A linear map U ∶ Hଵ → Hଶ	between real or complex Hilbert spaces			Hଵ 
and		Hଶ is said to be orthogonal or unitary, respectively, if it is invertible and 
if 〈u୶	, u୷〉ୌమ			=	〈x, y〉ୌభ					for	all	x, y	 ∈ H . Since 		Hଵand Hଶ	are isomorphic as 
Hilbert spaces if there is a unitary Linear map between them, Thus, a unitary 
operator is one-to-one and onto, and preserves the inner product. 

        U			 ∶ 		H						 → 					H		is unitary  if and only if  

                                             U∗U = UU∗ 	= 		1					                        (1	.8	) 

Example (1.1.14): 

 The operator U ∶ 	 Lଶ	(T) → 			 ݁ଶ	(z)	that maps a function to its Fourier 
coefficient is   unitary.  Explicitly, we have 

          Uf	 = 	 (c୬)୬∈୸,										cn =
ଵ

√ଶπ		∫ f(x)eି୧୬୶	ଶπ
଴ 	d(x)			           	(1.9	) 

Thus, the Hilbert space of square inferable   functions on the circle is 
isomorphic to the Hilbert space of sequences on   Z   .  

(1.1.4) Unbounded Operators:  

Definition (1.1.15): 

The definition of an unbounded linear operator A			 ∶ 				D(A) ⊂ H → H	, 
acting on Hilbert space  H therefore includes the definition of its domain  
D(A)	.		An operator  A෩ is an extension of A. or A is a restriction of A෩,  
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If			D൫A෩൯ ⊃ D(A) and A෩x = Ax				for					all							x ∈ D(A),	 we can write     
A෩ ⊃ A	or	A ⊂ A	෩ . The adjoint of an unbound operator A:				D(A) ⊂ H → H	 is 
an operator  A∗ 		 ∶ 				D(A∗) ⊂ H → H	,then 〈Ax, y〉 = 	 〈x, A∗y〉			 

for		all		x ∈ D(A)	and	all	y ∈ D(A∗)	                              (1	.10)		 

 

Definition (1.1.16): 

Let				A ∶ D(A) ⊂ H → H is densely defined unbounded linear operator on 
Hilbert space H  the adjoint operator A∗ 		 ∶ 				D(A∗) ⊂ H → H is the operator 
with domain, 

D(A∗) = {y ∈ H	there	is	a	z ∈ H	}, 

with					〈Ax, y〉 = 	 〈x, z〉				for	all		x ∈ 	D(A) 

If y  ∈ D(A∗)		 then we   define A∗y = z  ,  where z is the unique element such 
that  〈Ax, y〉 = 	 〈x, z〉				for	all	x ∈ D(A)	,	we can say that the adjoint of 
differential operator is another differential operator ,which we obtain by using 
integration by parts, the domain D(A) defines adjoint boundary conditions for 
A, and the domain D(A∗)		defines adjoint boundary conditions for	A∗, the 
boundary conditions ensure that the boundary terms arising in the integration 
by parts vanish. 

Definition(1.1.17): 

An unbounded operator A is self-adjoint if 

 A* = A  meaning that  D(A*) = D(A) , And A* x =Ax for all 	ݔ ∈  , (ܣ)	ܦ

An unbounded operator A is symmetric if  A* is an extension of A meaning 
that ,		D(A∗) 	⊃ 	D(A)	and	A∗	x = 	Ax    for all  x ∈ D(A).  

Proposition (1.1.18):  

if  A : D(A)	⊂ H→H ,is a densely defined linear operator on a Hilbert space H 
with  a bounded inverse  Aିଵ : H → H, then   (A∗	)ିଵ =(Aିଵ)* 

Definition(1.1.19): 

 The adjoint of a differential operator, we   consider differential operators 
acting on smooth functions,take a linear ordinary   differential operator  
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                                       Au =∑ a୨	u(ढ़)୬
ढ़ୀ଴                                     	(1	.11) 

Where  u(୨) denotes the   ढ़th derivative of u, and the coefficients aढ़ are real or 
complex-valued functions. Our goal is to study B V	Ρs 

( boundary  value problems),For  (ODs) of the form 

௨ܣ                                    = f	,  and   ܤ௨ = o ,                              (1	.12)  

where ܤ௨ = o denotes a set of linear boundary conditions. 

(1.2)  One-dimensional Green's  Functions: 

(1.2.1) Introduction: [2, 48] 
We are concerned with   a self-ad joint equation of the form 

L(y	) = [P(x)y ,], 	+ q(x)y = f(x)                         (1.13)  

Where   P(x)	and	q(x)are	continuous functions of x			on a given interval 

 : 0I a x b and p x    

Domain and Range of  The Operators (1.2.1) 

	Lଶ[a, b] is the Hilbert Space of all square integrable functions on [a, b], 

since  i.e., f ∈ Lଶ(a, b])	 if  ∫ |f|ଶdx < ∞.ୠ
ୟ  

let S be the linear manifold of		Lଶ[a, b] 

such that for		y(x)ϵ	S,					L(y)ϵLଶ[a, b]  and y(x) satisfies given boundary 
conditions,then S	and	Lଶ[a, b] will be the domain and range spaces of the 
differential operators L			involved in the problems. S	will be called the space 
of testing functions of the operators, from equation (1.13)			with 

Bଵ	:				aଵy(a) + aଶy ,(a) = 0 

Bଶ	:				bଵy(b) + bଶy ,(b) = 0 

If	Lି ଵdenotes the operator inverse to equation (1.13)	with	Bଵ. Bଶ 

y(x) = Lିଵ	f(x). 

Since L	is a differential operator, we expect   Lିଵto be an integral operator.  
thus y will be of the form   
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      dttftxGxy
b

a
 ,                            	(1	.14)           

then G(x, t) defined on a ≤ x ≤ b, a ≤ t ≤ b  is called the Green's Function of 
the differential problem . 

let	yଵ(x) be a solution of the homogeneous equation satisfying conditionBଵ, 
but not Bଶ and yଶ(x) a solution satisfying condition Bଶ but not 
Bଵ,then	yଵ(x), yଶ(x) will be linearly independent, we shall call yଵ(x) and 
yଶ(x) respectively the left hand and right hand solutions,their Wronskian is 
non-vanishing. 

i.e.	W(x) = W(yଵ,yଶ) ≠ 0 ,where 

W(x) = yଵ(x)yଶ,(x) − yଶ(x)yଵ,(x) then 

(x)ݕ  = A(x)yଵ(x) + B(x)yଶ	                               	(1	.15)  

be the solution of (1.13).Then 

  A,(x)yଵ(x) + B,(x)yଶ(x) = 0		                                  (1.16) 

A,(x)yଵ,(x) + B,(x)yଶ,(x) =
୤(୶)
୔(୶)

	                                  (1.17) 

Solving (1,16) and (1,17) for Aᇱ(x) and	Bᇱ(x) we have 

Aᇱ(x) = − ୷మ(୶)୤(୶)
୔(୶)୛(୶)

, 		Bᇱ(x) = ୷భ(୶)୤(୶)
୔(୶)୛(୶)

				                               (1.18) 

we now show that   A	(b) = 0, B(a) = 0 

 from (1.16)			y,(x) = A(x)yଵ,(x) + B(x)	yଶ,(x) 

hence                0 = aଵy(a) + aଶyᇱ(a) 

= aଵ{A(a)yଵ(a) + B(a)yଶ(a)} + aଶ{A(a)yଵᇱ(a) + B(a)yଶᇱ(a) 

= B(a){aଵyଶ(a) + aଶyଶᇱ(a)} 

Since aଵyଶ(a) + aଶyᇱ(a) ≠ 0, we have B(a) = 0. Similarly using condition 
Bଶ we can prove that  A(b) = 0	,	using the  Abelᇱs formula 

P(x)W(x) = constant = C 

 we get   A(x) = ∫ ୷మ(୲)୤(୲)
େ

	dt.											C = P(t)W(t)ୠ
୶  
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B(x) = න
yଵ(t)f(t)

C
	dt.											

୶

ୟ
 

using(i)	we get 

y(x) = ∫ ୷భ(୶)୷మ(୲)
େ

f(t)dt +ୠ
୶ ∫ ୷భ(୲)୷మ(୶)

େ
f(t)dt୶

ୟ 				  

		= ∫ G(x, t)f(t)dtୠ
ୟ 			                                              (1.19) 

where  	G(x, t) = ቐ
୷భ(୶)୷మ(୲)

େ
												a ≼ x ≼ t ≼ b

୷భ(୲)୷మ(୶)
େ

											a ≼ t ≼ x ≼ b
					                     (1.20) 

from the symmetry of x and t in	G(x, t)	,	we	can	rewrite	(	1.19)	as 

y(t) = ∫ G(x, t)f(x)ୠ
ୟ dx							                          	(1.21)         

( 1.2.2) Properties of  Green's  Function:[43, 49] 

The Green,s function G(x, t) of a self-adjoint homogeneous boundary-value 
problem. 

L(y)=0       a≤ x ≤ b 

Bଵ:	aଵ	y (a) +aଶy ,(a) = 0 

Bଶ:		bଵ	y (b)+bଶy,(b) = 0 

is characterized by the following properties 

(i)				G(x, t) is continuous in the domain a ≤ x,				t ≤ b. 

(ii) 		பୋ(୶,୲)
ப୶

  is discontinuous at  x = t , with the jump given by  

பୋ(୲ି଴,୲)
ப୶

−		பୋ(୲ା଴,୲)
ப୶

= ିଵ
୮(୲)

                                    (1	.22)  

where  பୋ(୲ି଴,୲)
ப୶

= [	பୋ(୶,୲)
ப୶

]୶ୀ୲ when x ≤ t , and பୋ(୲ା଴,୲)
ப୶

= [	பୋ(୶,୲)
ப୶

]୶ୀ୲ when 
x ≥ t 

(iii) with	x		as the independent variable,	G(x, t) satisfies the differential 
equation L(y) = 0 except at x = t. 

(iv)	G(x, t) as a function of	x satisfies the boundary conditions BଵBଶ. 
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(v)	G(x, t) = G(t, x). 

the above properties are said to define G(x, t). 

Remark (1.2.2) 

If G(x, t) is regarded as a function of t	,	then the jump (1.22) could be 
expressed in the form 

∂G(x, x + 0)
∂t

= 		
∂G(x, x − 0)

∂t
=

1
p(x)

 

Remark (1.2.3):[50] 

	(L	G(x, t)	as	a	distribution),  let	L(y) = ⨍(x)  

on a = −∞, b = ∞, then	y(x) = ∫ G(x, t)⨍(t)dtஶ
ିஶ	    

take y(x) = Lି ଵ⨍(x), then   L(y) = (LLିଵ)⨍(x) = ⨍(x) 

∫ LG(x, t)⨍(t)dt = ⨍(x)ஶ
ିஶ	                                       (1.23) 

where L is a function on x by using ܿܽݎ݅ܦ  Function ݏ,

න ݔ݀(ݔ)ߜ = 1
ஶ

ିஶ
 

ܿܽݎ݅ܦ  Function has the following sifting property	ݏ,

∫ ݔ)ߜ − ݐ݀(ݐ)⨍(ݐ = ஶ(ݔ)⨍
ିஶ …                                  (1.24) 

Comparing (1.23) and (1.24) we have  

,ݔ)ܩܮ (ݐ = ݔ)ߜ − (ݕ)ܮ A solution of, (ݐ = ݔ)ߜ −  satisfies properties (ݐ
(݅), (݅݅) and (݅݅݅) of a ݏ,݊݁݁ݎܩ function and hence is a fundamental solution 
of the equation(ݕ)ܮ = 0. 

(1.2.3) Generalization to Equation of nth Order :  

Consider the BVP 

(ݕ)ܮ = ଴ܲ(ݔ)ݕ(௡) + ଵܲ(ݔ)ݕ(௡ିଵ) +⋯ ௡ܲ(ݔ)ݕ = 0							 … .  (ܯ)
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BC:∑ ௝ܽ௞
௡
௜ୀଵ (ܽ)(௡ି௜)ݕ + ∑ ܾ௞ݕ(௡ି௜)(ܾ) = 0(݇ = 1, … , ݊)	… . (ܰ)௡

௜ୀଵ  

where the ݌௜(ݔ)are continuous and ݌଴ > 0 on the interval 

ܫ = ܽ ≤ ݔ ≤ ܾ. 

the ݊݁݁ݎܩ,s function of the BVP (M), (N) is a bivariate function 

,ݔ)ܩ ,(ݐ ܽ ≤ ,ݔ ݐ ≤ ܾ 

Characterized by the following properties 

,ݔ)ܩ	(݅) ,ݔ Is continuous in(ݐ  and has continuous derivatives with respect to  ݐ
݊	ݎ݁݀ݎ݋	݋ݐ	݌ݑ	ݐ	ݎ݋	ݔ −  .ܫ	݈ܽݒݎ݁ݐ݊݅	ℎ݁ݐ	݊݋	2

(݅݅) డ
೙షభீ(௫,௧)
డ௫೙షభ

ݔ	discontinuous at	ݏ݅ =  with a jump given ݐ

                             		డ
೙షభீ(௧ି௢,௧)
డ௫೙షభ

− డ೙షభீ(௧ା௢,௧)
డ௫೙షభ

=                                                 (ݐ)ܲ/1−
,ݔ)ܩ	(݅݅݅) (ݕ)ܮ	 satisfies the equation (ݐ = 0	except at ݔ =  		ݐ

,ݔ)ܩ	(ݒ݅)  .(ܰ) satisfies the boundary conditions ݔ as a function of (ݐ

In addition if ܮ is a self-adjoint differential operator, thenݔ)ܩ,  ,is symmetric (ݐ

,ݔ)ܩ			 (ݐ = ,ݐ)ܩ              (1.25)                                		,	(ݔ

 Note: 	݈݁݅ݏ݅ݒܽ݁ܪ  unit functio	ݏ,

(ݔ)ܪ = ቄ ݔ						1 > 0
ݔ								0 < (ݔ),ܪ			,   0 =           (26 .1)                                 (ݔ)ߜ

Theorem (1.2.4) 

,ݔ)ܩ	ݐ݁ܮ	  .of the homogeneous problem   ݊݋݅ݐܿ݊ݑܨ	ݏ,	݊݁݁ݎܩ is the(ݐ

(ݕ)ܮ = ᇱ(ᇱݕ݌) + ݕݍ = 0					                            (1.27) 

ଵܤ ∶ ܽଵ(ܽ) + ܽଶݕᇱ(ܽ) = ଶܤ,0 ∶ ܾଵ(ܾ) + ܾଶݕᇱ(ܾ) = 0 , 

݌ > 0, ܽ ≼ ݔ ≼ ܾ. 

then 

(ݕ)ܮ =  (1.28)                                   				(ݔ)݂

with conditions ܤଵܤଶ is given by				(ݔ)ݕ = ∫ ,ݔ)ܩ ௕					ݐ݀(ݐ)݂(ݐ
௔  
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the converse holds. 

Green's Function as a Convolution Kernel (1.2.5):[51] 
One of the technique of operational calculus, is integral transforms, the 
following examples illustrate Laplace, Fourier, Mellin and Hankel transforms 
= 		 	(ߦ)ܨ௡(ߦ݅−)

Definition(1.2.6): 

Let (ݔ)ܩ be a frequency function and let  

(ݔ)݂ = ∫ ݔ)ܩ − ஶ∅		(ݐ
ିஶ  (1.29)                             		ݐ݀	(ݐ)

then the kernel	(ݔ)ܩ	is said to be variation diminishing if the number of sign 
changes in ݂(ݔ) never exceeds the number of sign changes in  

∞−			on (ݔ)∅ < ݔ < ∞. 

Green’s Function as Reproducing Kernel(1.2.7): 

 Let ܺ be a real or complex inner product space of function on	ܴ. A function 
,ݔ)	ܭ ,ݔ  of two variables (ݐ 	ݐ ∈ ܴ  is called reproducing kernel for the space 
ܺ if  
(ܽ) For each fixed ݐ		ݔ)ܭ, (ݐ ∈ ܺ. 

(ܾ) For every ݂(ݔ) ∈ ܺ	, the reproducing property 

(ݔ)݂																 = ,(ݐ)݂) ,ݔ)݇  .holds , ((ݐ

The reproducing  property of  the Green’s function  actually emanates from 
the reproducing (i.e., sifting) property of the Dirac’s delta function									 

ݔ)ߜ −   ଶ[0,1]  byܮ for if we define an inner product in.(ݐ

(݂, ݃)௧ = ∫ .(ݐ)݂ ଵݐ݀(ݐ)݃
଴                                (1.30) 

 The suffix in the bracket indicating variable of  integration, then 

(ݔ)݂  = ∫ ݔ)ߜ(ݐ)݂ − ஶݐ݀(ݐ
ିஶ = ,(ݔ)݂) ݔ)ߜ −  ௧)                          (1.31)(ݐ

The Green’s function of an operator of (ܦ)ܮ satisfies 

,ݔ)ܩ(ܦ)ܮ (ݐ = ݔ)ߜ −  .(ݐ

Suppose we define an inner product of ݂, ݃		by 
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(݂, ݃) = ∫ .(ܦ)ܮ(ݔ)݂ ஶݐ݀(ݐ)݃
ିஶ  , 

Then (݂(ݐ), ,ݔ)ܩ (௧(ݐ = ∫ .(ݐ)݂] ,ݔ)ܩ(ܦ)ܮ ஶݐ݀	[(ݐ
ିஶ  

= ∫ ஶ(ݐ)݂
ିஶ ݔ)ߜ − 	ݐ݀(ݐ =  (1.32)                           (ݔ)݂

Thus with appropriate inner product. a Green’s function can be made to act as 
a reproducing kernel.  

Energy Inner Products (1.2.8):[18] 

Some of the specific of inner products are particularly suited to the   
variational methods in finite elements Energy inner products is an example. 
Definition (1.2.9): 

A linear operator A in inner product space X  is said to be positive definite if 
(Ax, x) > unless	x = 0 

The operator is said to be symmetric if 

										(Ax, y) = (x, Ay) for all	x, y, ∈ 	X	. 

Definition (1.2.10): 

    Let X= )1,0[2L  

        where 
1

0

( , ) ( ) ( )tf g f t g t d t                          (1.33)   

Let A be a positive definite and symmetric operator on X. 

Then a new inner product on X be induced  byA with the relation 

       
1

0

, , .
A

f g A f g A f t g t d t    

Clearly    AA fggf ..   

Such inner products are called energy inner product, for f g  we have the 
energy norm (or energy integral) 
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1
1 2

0

.Af A f f d t
 

  
 
  

They are so called, because they are used to minimize the protential energy of 
physical systems. 

Example (1.2.11): 

Let x denote the linear space of function f(x) in  0,12L which are n-fold 
integrals i.e., 

   
   

1

0

.
nx x t

F x f t d t
f n


   

Introduce in X an inner product by means a bilinear differential expression  

                                 
1

00

,
n

i i
A

i
F G a i t F t G t d t



 
  

 


      
            (1.34) 

Where 1,......,2,1,0,0,0 1  niaaa no and A is an operater 

        
 in

i

i
i

i tFtaAF 



1

1                                (1.35) 

integration by parts in(i) leads to  

              











1

0 1

1, dttGtFtapGF ii
n

i

ii
A  

=           
1

10

1
n ii n i

i
i

Q a t G t G t d t


 
  

 


 

where P, Q are constants, If conditions are imposed such that     P=Q=0, the 

    ),(,,),( FGAGFGAFGF A   
A is thus symmetric  

also                        2

0
, 0

n
i

i
i

A F F o a t F t


      

   1 , 2 , . . . , 0ii n F t    

            Hence 0 0.f F    
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Hence A is positive definite. Thus the inner product  AGF ,  is an energy inner 
product. 

Now let, G  tx, be the Green’s function of the BVP, 

DE: 0Ay  

B :sc       





n

ri

rixi
i

i Fxa 0.1  1, 2,...,r n  

At    10  xandx  . 

Reproducing kernel for the inner product space. 

It can be verified that G  tx,  is the reproducing kernel for the problem. 

Definition( 1.2.12) (Kernel of an operator): 

Let      n
nnn

n aDaDaDDp   .......2
2

1
1  be a polynomial operator.  

Then                       

    ker : 0n n
np D f C p D f    

is called the kernel of the operator  .Dpn  

Definition(1.2.13) (L-Spline):  

Let a function  xs  be defined on [a, b]. We say that  xs  is an L-Spline of 
ordern, if there exist is an nth  degree polynomial  xpn  and a sequence of 

 knots bkxxxax kk  1210 ........... such that 

i. On every non-empty interval      1,i i nx x s x Ker P D   
ii. If every ix   has multiplicity j, then s  has a continuous  jn 1 th 
derivative in a neighborhood of .ix If .  
Our concern in this note is to define an L-Spline as a Green’s function. 
Let     Ker  Dp n   and  
            .10,00......0'0 12   nn   

                                  if     0
0 0

t t
t

t


 

 
 


 

 
Then  t is called the Green’s function of the IVP 
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 
     1

0

0 ' 0 . . . 0 0 .
n

n

p D y

y y y 



                          (1.36)
 

 
If the knots ix  have multiplicity ir  then an L-spline  xs can be represented  
as  

        







k

i

r

j
i

j
ij

i

xxaxgxs
1

1

0


                         (1.37)  

 

Where ija  are real numbers and .ker npg   
 
Definition( 1.2.14): 
A function  xf is said to be locally integrable on I if 
i.  xf is defined on I with the possible exception of a set s, of isolated points 
of I called the singularities of f . 
ii.  xf is continuous in I except the singularities The integral of f over any 
closed sub-interval of I containing no singularities of f in   its interior exists 
either as proper Riemann integral or as an absolutely convergent improper 
integral. A locally intergrable function f will be 
written as ( ).f Loc I  

(1.3)  Higher Dimensional Green’s Functions  

Let D be a domain in an n-dimensional Euclidean space xE  of points 

 nxxxx ....,, 21


. 

               A PDE of order m of the  form. 

1 2

1 , 2 . . . . . . . 1 2
, , . . . , 1 2 . . . . . .

n

m

i i i n i i i n
i i i n

u x
A L u x f x

x x x



 

                   


              (1.38) 

Where miii n  ....21    and L is a partial differential operator of order less 
than m is called 

 Quasilinear if it is linear only in its highest derivatives. 
 Semilinear if it is linear in all its derivatives. 
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 Linear if u and all its derivatives are linear and the coefficients are all 

functions of 


x only, 
 Non-linear otherwise. 
Given a linear partial differential operator 

 
2

, 1 1

n n

ij i
i j ii j i

u x u x
L u a x b x c x u x f x

x x x

 

    

 

                                          
         (1.39)    

  Where    1 2 1 2, , . . . . . , , , , . . . . . ,n nx x x x D u x u x x x
     

 
 

the inverse of  uL  is an integral operator, the kernel of  which is a the 
Green’s function. It satisfies the equation. 

   1 2, , . . . . . . , nL u x x x x 
   

 
            (1.40)                                                           

Where 





 

x  is the n-dimensional Dirac delta function. from  (1.39) case n=2 

is  































 n

ji ji
ij

ji xx
uxau

xx
G

1,

2

,                      (1.41)                                                                 

And     

  












n

ji
jiijji xaQ

1,
,                             (1.42) 

                                          



n

i
iiQ

1

2  

By transformations  
                             .,.....2,1,,......, 21 ninii      
 
(1.3.1) Partial Differentials of Mathematical Physics:[18, 52] 
           take the  linear  PDEs of the form 

hu
t
u

t
uu 








  2

2
2

           
                  (1.43) 

Where h is a given function of positive ;  ,,   
are certain physical constants and 2 is the Laplace operator in coordinates 
of the relevant space. For example in Cartesian coordinates. 
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 In one dimension:         
2

2
2x


 

      
. 

 In two dimensions:       
2 2

2
2 2x y

 
  

   

     

 In three dimensions:     
2 2 2

2
2 2 2x y z

  
   

    

 In n   dimensions:       
 

2 2 2
2

2 2 2
1 2

. . . .
nx x x

  
    

    

(1.3.2)  Manifolds : [53] 

Any consideration of a PDE draws heavily upon geometrical concepts. Hence 
we explain certain terms related to geometrical structures in a Euclidean n-
space. In the Cartesian xy-plane, an equation of the form  xfy   denotes 

a curve. For example both functions   2
121 xy  represent the same circle  

122  xy  In 3R , equations      tzztyytxx  ,,        denote 
a space curve. 

A curve     , 1, 2,..., ,i ix x t i n a t b    in n-space is called a nC curve if 

each   .n
i Ctx   Since the mapping  abau   t maps the unit interval 

 1,0I  onto  ba ,  in a one-one continuous manner, there is no loss of 

generality in assuming the parameter interval to be    . . 0,1I ie t .A curve in n-

space is defined to be a continues map .: nRIx 


it is closed curve if 

   10


 xx  , a curve  .: nRIx 


 is plane curve. 

In the three-dimensional space 3R , a surface may be represented by two 
parameters ,u v as 

     vuzzvuyyvuxx ,,,,,   

Provided       
 
 

 
 

, ,
0 , 0 .

, ,
x y x z
x v u v

 
 

 
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S in general if m<n, then for real independent parameters 1 2, , .. . , ns s s ,  

the equations                              

1 2( , , . . . , )mx x s s s  

i.e.,   1 2( , , ..., )i i mx x s s s           1, 2, ...,i n                 (1.44) 

represent a geometrical structure called an m-dimensional manifold or surface 
in the n-space. If m=n-1, the manifold is called a hypersurface. A curve is a 
one-dimensional manifold. An equation of the form  

 1 2, , . . . , nf x f x x x c
    

 
represents a hypersurface. If the parameters   

1 2, , .. . , ns s s  appear in the first degree, the manifolds are called planes. 
In particular: 

 A zero dimensional plane is a point  
 A one-dimensional plane is a straight line 
 An (n-1)- dimensional plane is a hyperplane 
 When m=n the plane is the whole space. 

   If mL is an m-dimensional  subspace of nR  and  
nRx 0      is a fixed 

vector, then mLx 0  is an m-dimensional plane parallel to mL . If nRx  , 
then the equation 

  0)(2,  cxbxxa               …(1.45) 

is called a quadratic hypersurface, where a  xx , is a quadratic form,  xb  is a 
linear form and c is a constant. 

 if the running coordi-nates of the point x  are 1 2, ,..., nx x x  ,then (1.45) can 
be written in the form 

, 1 1
2 0

n n

i j i j i i
i j i

a x x b x c
 

                             (1.46) 

 the following canonical forms  are noteworthy: 
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a) 222
2

2
1 .... rxxx n                      (Sphere) 

b) 22 2
1 2
2 2 2

1 2

. . . 1n

n

xx x
a a a

                          (Ellipsoid) 

c) 
22 2 2 2

11
2 2 2 2
1 1

... ...k

k

xx xk x n
a ak a an





                      (Hyperboloid) 

d) 2 2 2
1 1 2 2 1 1... 2 0.n nx x x xn            (Paraboloid) 

 
the equation 

          222
11

2
... raxaxax nn   

Is the sphere with radius r and centre 
 1 2, , ..., na a a a  

     we can now introduce the notation of a family of curves and surfaces. If t 
is real parameter, the equation 

  0;, tyxf                                 (1.47)                                                                                      
represents a single infinity of curves on plane. 
the curve will then be represented by  
                                   00 ;,; tsyytsxx   
  In general the system  

                             1 2; , , ..., 1, 2, ...,i i kx x s t t t i n   

defines a k-parameter or k-fold infinity of curves in n-space. More generally, 
for m<n, the system  

                  1 2 1 2, , ..., ; , , ..., 1, 2, ...,i i m kx x s s s t t t i n   

defines a k-fold family of manifolds. 
                 If m=2 the system 

                    1 2 1 2, ; , , ..., 1, 2, ...,i i kx x s s t t t i n   
defines a k-fold infinity of surfaces. 

 (1.3.3)  Domain and Range of Operators:[54] 
Let dV denote the Euclidean volume element of an n-dimensional region T. 
for example, in n-space with Cartesian coordinates  
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                                   1 2 . . . .nd V d x d x d x  

For n=3 in polar coordinates  

                               ddrdrdV sin2  

  nCf   if f  is continuous  w.r.t 1 2, , . . . , nx x x of order n  , 

     A function  xu  defined on a domain T is said to be squar-integrable in 
the Lebesgue sense if  

                                      .2 dVuT  

the space of all such square integrable functions is denoted by  TL2 . 

an inner product in  TL2  is defined by      uvdVvu T,  

Which induces the norm  

                                  2
1

22
1

,  dVuuuu T  

   the operators we are going to discuss are 
t


 ,2 and   2

2

t


 

 and their domains will be subsets of  TL2 satisfying additional conditions. 

   The domain of 2  is a subset of  TL2
 wither its members having 

piecewise continuous, square integrable second derivatives and satisfy certain 
boundary data on the boundary of  T, the domain of the operator 

t
  is the 

subset of  TL2  whose members u are  such that 
t

  is piecewise continuous 

and square integrable over T and satisfies initial condition such as   .00, xu  

the domain of the operator 
2

2

t
  is a subset of  TL2  such that its members u 

have piecewise continuous second derivative
2

2

t
u


 . 

Also 
2

2

t
u


  are square integrable and initial conditions such as  
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    00,,00, 




 x
t
uxu  

 are satisfied. 

  the domain of a combination of these operators is the intersection of the 
domains of the operators involved. 

(1.3.4)  Boundary and Initial Value Problems: 

           The problem of finding a solution with conditions related to the 
boundary is called a boundary value problem (BVP). 

    Let G be a domain in the (n-1)-dimensional subspace 1nE  of the variable, 

say 1 2, , . . . , nx x x  . then the following is a Cauchy problem. 
                 Find the regular solution u(x) of the equation 

2 21

2 2
1

0
n

i i n

u u
x x





 
 

                                (1.48)   

Satisfying the conditions 

   1 2 1, , ..., , 0nu x x x f x                                          (i) 

 1 2 1

0

, , ..., ,
( )

n

n n

n x

u x x x x
g x

x




 
  

                    (ii) 

               For  1 2 1, ,..., nx x x x G    

  and f , g are sufficiently smooth functions defined in G. 

   Conditions (i),(ii) are called Cauchy conditions or initial conditions are 
called Cauchy data and the system (1.48), (i)-(ii) is called a Cauchy problem 
or initial value problem (IVP). G is called the initial manifold or initial 
domain. In the IVP G is the hypersurface obtained by the intersection of the 

n-dimensional region T and the hyperplane 0nx . An initial domain may 
not be a proper subset of the boundary. 

 For example in 2E  consisting of points (x ,t), the initial domain may be 
0t  or a subset of it.             



23 
 

 In general elliptic equations are associated with boundary conditions and 
hyperbolic and parabolic equations with initial conditions. 

 Example(1.3.1): 
take the PDE: 

02

2

2

2









t
u

x
u

 

ICs :      xg
t
uxfxu 



 ,0,  

The D’ Alembert’s solution to the Cauchy problem is  

       





tx

tx
tdssgtxftxftxu 0,

2
1

2
1

2
1,  

The   solution exists, is   unique and depends continuously on the data  xf  
and  xg . Hence the Cauchy problem for the wave equation is well-posed. 

diffention(1.3.2)Vectorial Differentiation :Inner and Outer Derivatives. 

      Let  xu  be a scalar-valued 1C  function of position  1 2, , ..., nx x x x  
i.e., and 

ix
u


   are continuous. 

 aP is a given point in space with position vector  1 2, ,..., na a a a  and 

 1 2, ,..., nb b b b a given unit vector. The vectorial equation of the ray from 

P parallel to bis given by  

, 0x a sb s     

If  xQ  is any point on this ray, then the coordinates of Q are given by the 
equations 

 nisbax iii ,....,2,1,                                     (1.49)                                                                               

The limit  

   
s

auxuLim
s
u

s







 0
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If exists, is called the directional derivative of u at P in the direction of the 

unit vector b. For example, in 3-space , ,u u u
x y z

  
  

   
  

re-present the 

rates of change of u in the directions of the x- and y- and z-axes respectively. 
In an n-space  

  1 1

n n
i

i
i ii i

xu u ub
s x s x 

  
 

                           (1.50) 

thus 
 





 n

i i
i x

b
s 1

denotes differentiation in the direction of the 

vector b. It is possible to express the directional derivative 
s
u

  in (1.50) in 

terms of vector differential operator   defined by    

1 2

, , . . . ,
n

u u ug r a d u u
x x x

   
       

 

u is called the gradient vector of the scalar function u. 

     using the inner product notation   

       1 1 2 2. ... n nu v u v u v u v    Where        1 2 1 2, ,..., , , ,...,n nu u u u v v v v      

        we can express the relation (1.50) in the form  

. .u d xb u u
s d s


   

                         (1.51) 

If the angle between the vector b  and u  is y, then 

cosu
s
u





                                  (1.52) 

s
u

  is maximum when =0, i.e., b is parallel to grad u. this means the vector 

grad u is in the direction of maximum increase of u. 

 let  xu  be scalar 1C  function and   0xu   be given surface in n-spase. Then 

ds
xd is a unit tangential vector to S at the point x . 
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Now  s
x

x
u

s
x

x
u

s
u n

n 














 ....1

1
     .0. 

ds
xdu  

 hence u is a normal vector to the surface u=0,
u
un


  

  If 0 u , then the directional derivative of f along the unit normal n to u=0 

is given by  fn
n
f



 . , And is called the normal derivative of the scalar 

function  xf  at x  of the surface   0xu .Sine 
ds

xd  is a unit tangent vector 

to the surface, 

   0: xuS , if  xf  is a scalar function, then                            

f
ds

xd
s
f



 .  

Is a tangential derivative or inner derivative of f on the surface S. 

     In case 0.  u
ds

xd , then 
ds

xd  is not a tangent vector to s and 
s
f


  will 

not be a tangential derivative is called an outer derivative. the directional  of a 
vector function can also be defined on the same lines as of a scalar function as 
given in(1.51) 

 let                         1 , , ...,n nw x w w w     

Be a vector function with components 
1Cwi  being functions of 

 1 2, , ..., nx x x . Then the directional derivative of w  in the direction of the 

vectorb is given by  

      . .i i

i

dx dxw w d xw w
s x ds ds xi ds

               
                  (1.53) 

where bsax  ,the difference in the formula (1.51) and (1.53) should be 
marked. 
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Vectorial Integration-Green’s theorem, (1.3.3) (Gauss’ Divergence Theorem )    
Let w be a vector field in a region T bounded by a closed smooth surface 

T such that 1 ( )w C in T and w C in T T T      And n in the outward 
drawn unit normal to T , then by the divergence theorem of Gauss. 

 .
T T

w d V n w d S


                                 (1.54)                                                           

where  d v  is the volume element of  T  and  d s  the surface element of T . 
the  integral on the left of (1.54) denotes multiple integral of the nth  order in 
T and that on the right denotes multiple integral of the (n-1)th order over  

T .if v is a scalar function and n is a unit normal to the surface cv , then 

normal derivative of v  (i.e., the directional derivative of valong n ), which 
we denote by 

 
vn

n
v



 .

                        
 (1.55) 

If we put    vuw  .   then 

vuvuw 2.  and    . . . . . dvn w n u v u n v u
dn

      

Hence (1.54) leads to the first form of Green’ theore     

                               
 2.

T T

vu v u v dV u dS
n


    

                               (1.56) 

 It is assumed that in (1.56) 2, Cvu  in T and Cvu , in T, 

            1Cv  in TTU  , 2Cv  in T and 1Cu   in T. 

Interchanging u and v in (1.56) subtracting we get the second form of Green’s 
theorem 

            
  dS

n
uv

n
vudVuvvu TT  















 
22                                  (1.57) 

 where                                
1,u v C in T U T   and 2,u v C inT  in T . 

 let u v  be harmonic in T , then (1.56) gives   

 2

T T

uu d V u d S
n


 

                                (1.58)                                                                             
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If we take 1v  in (1.57) then we get  

2

T T

uu d V u
n


 

   

Remark(1.3.4): 

 (a) for a three-dimensional closed volume T, T is a surface. 

 In Cartesian coordinates .dzdydxdV   ds  is a surface element. 

 (b) for a two-dimensional closed plane region T, dv dx dy  and T  is a 
curve and d S d s . 

Example(1.3.5): 

 in  two-dimensional space  .Form of the Gauss’ theorem (1.54) is 

   dsndxdyw CT   Here  T
y

j
x

i ,







  is a plane region by a 

closed curve C and ds the element of arc. The unit tangent vector t  and the 
unit normal vector n at point  yxx ,  of C are given respectively by  

 21 ,,,, nn
ds
dx

ds
dyn

ds
dy

ds
dx

ds
dyj

ds
dxit 






 






  

       If          yxgyxfyx ,,,,     then ,
y
gg

x
f








 
  dx

dxg
dx
dyfwn 

hence we get two-dimensional form of Stoke’s theorem 

              
   













 gdxfdydxdy

y
g

x
f

CT                     (1.59) 

 Example(1.3.6): 

 In three-dimensional space 

   1 2 3 1 2 3, , , ,n n n n       

 332211  nnn   

zyx 











 321   
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Hence by (1.54), we have  

31 2
T

d x d y d z
x y z

   
     

    

 1 2 3T dy dz dz dx dx dy                                         (1.60) 

in the n-dimensional region in Cartesian coordinates we have  

1 2 1 1... ...i i i nd V x d x d x dx dx dx   

1 2 1 1. ... ...i i i nmdS dS dx dx dx dx dx    

And                        

 1 2 , . . .T n T id x d x d x i d S                      (1.61)                                                                            

Diffention (1.3.7) Adjoint Operator and Green’s Theorems: 

  Given      )()( xfuL  then  

 )()( uLuuvL                             (1.62) 

when L  is  linear partial differential operator with n  independent variables. 

and  vu ,  are continuously differentiable functions,                                                                  

and                         

( )vL u u L                                             (1.63) 

Where ),( vup  is an n -dimensional bilinear vector function  L and L  
are called adjoint operators. 

                                   ( ) ( ) ( , )dvL u uL v p u v
dx

   . 

         The role of the differential operator 
dx
d  is assumed by the operator 

  in higher dimension.    

  
TT

dVdVvLuuvL )()(  
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dSn
T



                      (1.64)                  

(1.64) is the analogue of Green’s formula. 

           Let )(, 2 TLvu   and that )(uL  and )(vL  be continuous in T , 

then using the inner product  

                                     
T

fgdVgf ,),(   

then  (1.64) can epressed as 

                         



T

dSnuvLuLv )),(())(,(  

In case the right hand side of (1.64) vanishes then 

)).(())(,( uvLuLv                   (1.65) 

In view of relation  (1.65) ,the use of the term adjoint operators for L  and  
L  is justified Multi-index. If nppp ,......2,1  are  non –negative integers , 

then  

1 2( , , . . . , )np p p p  

Is called a .indexmulti    The following conventions are adopted in its 
use : 

         (a)   1 2 ... np p p p    . 

          (b)   
2

1
1 2 ...

p p p pn
nx x x x   where 1 2 )( , , ..., nx x x x  

           (c)   1 2! ! ! . . . !np p p p  

          (d)     1 2

1 2

!. . .
( ) ! !

n

n

pp pp p
q q q q p q q

     
              

 

           (e) If .
ix

Dr



  then the aldifferentimulti  operator    
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                  ),.....,( 21 nDDDD  operates as follows 

1 2

1 2

1 2

1 2

... n

n

pp pp
n p

p p
n

p
D D D D

x x x


 

  
 

            (f) 1 2 . . .p p p p na a  

If we denote unit vectors along the orthogonal coordinate vectors ix by k  
then   12

il and  

                    
n

n x
l

x
l

x
l












 ...
2

2
1

1  

 the multi operator    1 2, , ..., nD D D    is not to be confused with the vectorial  
differential operator  

121

...
x

l
xxx i

n 





















   

while powers of  appear in the sense of inner product, a of power D is 
product of its consituents 

. For example, for n=3 

                          2
3

2

2
2

2

2
1

2
2

x
u

x
u

x
uu












   but if          

  1,0,1p  and 2p  and  
31

2

3
0
21 xx

uuDDDuD P




       

The convention of multi-index enables us to make the following definition of 
adjoint: 

 Definition(1.3.8): 

A linear partial differential operation of order m  can be represented as: 

   



mp

p
p uDxauL ,          Tx                                 (1.66)   

Where 



31 
 

     1 2 1 2 1 2, ,..., , , ,..., , , ,...,n n np p p p D D D D x x x x   ,  The adjoint operator 
to L is given  by  

                    



mp

pp vaDvL ,1                                  (1.67) 

If LL  , the operator is called self-ad joint. 
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chapter (2) 

Distributions and Differential Operators On Manifolds 

(2.1) Test Functions and Test Sections: 
(2.1.1) The Locally Convex Topologies of Test Functions and Test 
Sections:  

Definition( 2.1.1):[19] 

 FELet  be a vector bundle of rank  N  , The dual frame will  be denoted  
by  where  UEe * are the local sections with   


  ee   

for  Es   we have  Ues  

   such that            

 ess U                                                       (2.1)                                  

we define the seminorms 

                             

    ,)(,,,, sup
,...1

p
s

seekxPU
xI

I

N
eI

kp 
 









                                 (2.2) 

where    n
n NiiI 01 ,.......,     denotes a multi index of total length       

niiI  ......1   . Clearly, the integer 0N    on the choice of the local base 
sections. In case we have just functions, i.e. sections of the trivial vector 

bundle CME    ,  we can find                

        

      , , , , (f) ,sup
I

I
p k
I e

s
PU x k e p

x







                             (2.3)                                  

 of  the seminorm   Mf   

Lemma (2.1.2) : [24] 

For all choices of a chart  xU ,  , a compact subset UK    , an integer 0N  
and local base sections    UonEofe  , the map 

  Ne ,......,1
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    0)(:,,,, REeekxPU U

                              

(2.4) 

is a well-defined  seminorm . 

Definition( 2.1.3) Symmetrized covariant differentiation  

 Let    be a covariant derivative for a vector bundle  E → M and let  a 
torsion-free covariant derivative on M . Then 

)()(: *1 EMTSEMTSD kkE                                            (2.5)                                           

is defined by 

     





  




 





 11

1

1
11 ,...,,..,.,......, k

k

X
E

Xk
E XXssXXsD 

           
(2.6)   

where  .)(,......,),(,)( 11
* MTXXandEsMTS k

k 


                                           

Proposition (2.1.4 )[55] 

The operator ED is linear, well-defined, and satisfies the following properties: 
 i.) For  CME    with the canonical flat covariant derivative and   

 Mf   we have    

                                                                            (2.7)   

ii.)  For  )(,)( EMTSsandMTS k     we have 

                                    sDsDsD EE  

          
             (2.8)   

iii.) Locally in a chart   xU ,    we   have 

  .
iix

E i i E
U

x

D s d x s d x s  







 
        

 
                          (2.9)  

Lemma (2.1.5): 

For all choices of a compactum     , and 0N     the map  

                     

  0, )(: REP ek                                         (2 .10)  

is a well-defined  seminorm .. 

Definition (2.1.6) (  -Topology):[21]    

E 

fdfD 

UK 



34 
 

The natural  Fréchet  topology of )(E is called the    - topology. 
Analogously  , we  call the natural  Fréchet  topology  of  )(E  the k  -   
topology. 

Remark( 2.1.7) (   -Topology): 

 i .)  A sequence  )(Esn
   converges  to s  with  respect to the 

 ( k -Topology)   if and only if    converges  uniformly on all compact 
subsets of  M with all derivatives to s . Similar, the convergence in the     

k - topology is the local uniform converges in the first  k  derivative.   

ii.)  If  M is compact, we can use    MK  . This shows that the  k  -topology 
is even a Banach  topology since we can also take the maximum   k 0  . 

Proposition (2.1.8):[56] 

 For a vector bundle  ME    the subspace  of compactly supported 
sections is dense in   with  respect  to  the  

   -topology. Analogously,  Ek
0  is dense in  Ek  in   

k  -topology for all  0Nk   . 

Theorem (2.1.9) ( 
0 -topology): [20, 57] 

 Let   0Nk  . The inductive limit topology on  )(0 Ek enjoys the 
following properties: 
  i.)   )(0 Ek  is a Hausdorff  locally convex complete and sequentially 
complete topological vector space. 

      the topology does not depend on the chosen sequence of exhausting 
compacta. 

ii.)  All the inclusion maps     )()( 0 EE kk
K  are continuous and the  

  -topology is the finest locally convex topology on )(0 Ek  with this 
property  every  is closed in )(0 Ek and induced  topology on 

)(0 Ek  is the   k
K - topology . 

iii.) A sequence  )(0 Es k
n   is a k

K  -Cauchy sequence if and only if there 

ns

 M0

 M

k

)(Ek
K
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exists a compact subset  with  )(Es k
Kn   for all   nsandn is   

k
K -- Cauchy sequence. An analogous statement  holds for convergent 

sequences. 

iv.)   If V  is a locally convex  vector  space, then a linear map     VEk  0:     

is k
0    -continuous if  and only if each  restriction        is 

 k
K   continuous, it suffices  to consider an  exhausting sequence of compact . 

 v.)    If  M is non compact   )(0 Ek  is not first countable and hence not 
metrizable.  

(2.1.2) Continuous  Maps  Between Test Section Spaces: 

Proposition( 2.1.10):[3, 58] 

Let  NM :   be a smooth  map. Then the pull-back     MN   :

is a continuous linear map with respect to the   -topology. 

Definition (2.1.11) (Proper Map) : 

A smooth map NM :   is called proper if    MK 1  is compact for all 
compact  NK   . 

Proposition 2.1.12   

Let NM :  be a smooth proper  map. Then     MN   00
* :    is 

continuous in the  -topology. 

Lemma( 2.1.12 ):[59] 

 Let  FE  :  be a vector bundle  morphism  and  *F   Then  
      pppp ss   )( *       for  pp Es   and  Mp  defines a smooth 

section  ** E    called the pull-back of by .  

Proposition 2.1.13  Let   FE  :  be a vector bundle morphism. Then   

   *** : EF    

is continuous with respect to the    - topology. 

 

MK 

    VEk
KEk 


:

0


0
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(2.2)  Differential  Operators  
(2.2.1) Differential  Operators and Their Symbols: 

  Let  ME   and MF    be vector bundles over M  . 

Definition( 2.2.1) (Differential operators) :  

 Let  )()(: FED     be a linear map.  Then D  is called differential operator 
of order     0Nk  if the following conditions are fulfilled. 

  i.)  D can be restricted to open subsets MU   , i.e. for any open subset          

         MU    there exists a linear map  

                               )()E(: UU FDU
      

 such that 

  

    UU SU DSD                               (2.11) 

for all sections     )(Es  . 

     ii.) In any chart   xU ,  of  M   and for every local base sections 

)()E( UU Ffande     we  have  

                 
   

iri

r
iri

U

k

r
U xx

sfD
r

Ds



 

 ...!
1

1
...1

0





           (2.12)         

 with locally defined functions  ,...1 UD iri
U

 
         , totally symmetric 

in   .,...,1 rii The set of differential operators     FED  :   of  order 

0Nk      is denoted by );( FEDiffo pK and we define  

);();(
0

FEDiffoFEDiffo pUp K

K






                   ( 2.13)

 

Remark( 2.2.2) (Differential operators):  

i.) Clearly ,    );( FEDiffo pK  is a vector space and we have 
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    FEDiffpFEDiffp kk ;; 1                                ( 2.14)               

 for all  0Nk  . Thus  2 ( ; )D iffop E F is a filtered vector space. Note 
however that (2.13)  does not  yield a graded vector space. 

ii.) The restriction of a differential operator D is important since we also want          
to   apply   D  to  sections    which are   only   locally    defined   . 

iii.) If we are given an atlas of charts and local bases and locally defined 
functions 


rii

UD ...
,

1  then we  can define a global differential operator  D by 

specifying  its local form as in (2.12), provided  the  functions 

rii

UD ...
,

1       
transform in such a way that two definitions  agree on the overlap of any  two  

charts in that atlas. 

  iv.) Differential operators are local, i.e.    supp .Ds s  

Lemma (2.2.3) (Leading Symbol):[23] 

 If  )()(: FED      is a differential operator of order  0Nk     , locally 
given by (2.12), then the  definition  

  







  efD

k
D

kii
iki

UUK 







 ...
!

1)(
1

...1                        ( 2.15) 

yields a globally well-defined tensor  field , called the leading symbol of  D 

                                              EFTMSD k
k .)(                             (2.16) 

we can interpret the leading symbol     )(D       also as a section 

  FEHomTMSD k
k ,.)(                                           (2.17) 

for  ݇	 < 0   

 0);( kPDiffo                                        (2.18) 

and  for  ݇ ≥ 0   inductively 

  ,);(,);();(
1





 


aDiffoLDHomDPDiffo pK

k
k  

                 
(2.19) 

where   ܮ∝ denotes the left multiplication of elements in the module with   ܽ. 
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As before we set 

);();(  k

Zk
PDiffoPDiffo



  
                           

(2.20) 

and  

                                                 );();( 1   kk PDiffoPDiffo                            (2.21) 

 whence  (2.20) is again  filtered  . Moreover, );( kPDiffo is a k-vector 
space and a left ࣛ-module via 

 ).())(( eDaeDa                              (2.23) 

where ܽ ∈ ࣛ,   eandPDiffoD k );(            

 If  g  is yet another		ࣛ -module then the composition of differential operators 
is defined and yields again differential operators. In fact, 

);();();( gPDiffoPDiffogPDiffo kk                                   (2.24) 

holds for all ,k . It follows that 

):()(    PDiffoPDiffo                                  (2.25) 

is a filtered  subalgebra of all  k-linear  endomorphisms    ofEnd . 

 Moreover, by definition we have 

).,();( 
 HomPDiffo                                               (2.26) 

 Theorem(2.2.4): 

ࣛ	ݎ݋݂           = ℓஶ(ܯ)	ܽ݊݀	ߝ = ,(ܧ)ஶ߁ ݂ =  the algebraic definition  (ܨ)ஶ߁
of  ).;( PDiffo    yields the usual differential operators ).;( FEPDiffo   

(2.2.2)  A Global  Symbol Calculus for Differential Operators: 

    For the operator of symmetrized covariant differentiation  ED     as in 
Definition 2.1.3 we have in any chart  xU ,  and with respect to any local base 
sections e        

   ,...
...

1
1 termsorderloweredxdx

xx
SsD ii

iiU
E 




 







                        (2.27)        
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for every section   )(Es  .[44] and is an easy consequence of the local 

expression     
ix

i
U

E dxD


  together with a simple induction on .   

Now  let   ),( FEHomTMSX k    be  given. Then locally we can write 


 



efX
k

X ikiU

iki









 ...
!

1
1

...1

  
                  (2.28) 

 this indicate  how we can define a differential operator out of .EDandX        
we use the natural pairing    sDofpartTMS kEk  and apply the 

         sDofpartEthetoXofpartFEHom kE, .This gives a well-defined section 
of F.   

  we adopt the following convention, best expressed locally as 

   termsorderlowerf
xx

SXKSDX ii

k
kE iki





 







...
!, 1

...1                       (2.29) 

 with other words, this is the natural pairing of   
   timeskVVwithtimeskVV ** ......       restricted  to symmetric tensors 

without additional prefactors. Indeed, note that the tensor indexes of 

  sD kE    are given by     ,...
...

! 1
1 termsorderloweredxdx

xx
SksD ii

iiU
E 




 







    

according to our convention for the symmetrized tensor product ∨. 

Definition(2.2.5)[3] (Standard Ordered Quantization):     

Let   ,X S TM Hom E F    be a notnecessarily homogeneous  

section and let  0h . Then the standard ordered quantization      
    XofFEestd

s

  :( )    is defined by 

       ,
!

1,
!

1
0

sD
r

X
i
h

r
sXestd rEr

r

r












                                      (2.30) 

     for )(Es   , 
      FEHomTMSXwithXXWher rr

r
r ,     are 

the homogeneous parts  of   X  .  note that by definition of the direct sum there 
are only finitely  many  rX   different  from zero whence  the sum in (2.30)  is  
always  finite. 
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Theorem(2.2.6)(Global Symbol Calculus):[60] 

The standard ordered quantization provides a filtration preserving  ℓஶ(ܯ) −
  	݉ݏℎ݅݌ݎ݋݉݋ݏ݅	ݎ݈ܽ݁݊݅	

),;()),((:
0

FEDiffpFEHomTMSstd k

k






                                    (2.31) 

such that for )),(( FEHomTMSX k     we have 

                                 
                X

i
std

k

k 








 ))((
  

                                (2.32) 

Proof. From the local expression of    sDE   it is clear that  Xestd  is  indeed a 
differential operator. Note that the sum is finite and for  

),;()),(( FEDiffpFEHomTMSXX kk    

the differential operator  Xestd  has order k.  

         Mffor      we clearly have       XfestdfXstd   

since the natural pairing is  M -bilinear. This shows that std  is a filtration 
preserving  M -linear  map. 

                            





 U

kE
k

U sD
k

X
i
h

k
sXstd

!
1,

!
1

    

                     
 termsorderlowerf

xx
SX

i
h

kk ii

kk
iki





















...!!
1

1

...1             

hence (2.32) is clear by the definition of k  as in (2.15). Now let 

),;( FEDiffopD   be given.Then 

                                  0















 Destd

h
iD k

k

k   

hence     Destd
h
iD k

k







  is a differential operator of order at most  1k . 

 By induction we can find    01,...,, DDDD kkk     with  
)),,(( FEHomTMSD   

 such that 
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,

0
















 



k

r
r

r

DistdD



                                  (2.33) 

which proves surjectivity. The injectivity is also clear, as )(Dk   is uniquely 
determined by D  and by   induction the above 01,........,DDk   are unique as well. 

Remark(2.2.7)(Global Symbol Calculus): 

i.)  where CMFE   is the trivial line bundle and   TMS    is  identified , 
there is a unique algebra isomorphism 

)*()()(:
0

MTpolTMS k

k






                                          (2.34)                     

with    ff  
    

and      pXx pp       for    MTSMf 0    and  

 MTX     where   MTp
  . 

ii.) For )),(( FEHomTMAX  

 with  )(TMX     and  )),(( FEHomA   
we simply   have 

).()( S
i

sestd E

X
                                            (2.35) 

 also 

)(estd                                             (2.36)       

is just a is		ℓஶ(ܯ)-linear operator. 

(2.2.3)  Continuity Properties of Differential Operators: 

Theorem(2.2.8) (Continuity of Differential Operators): 

Let   );( FEDiffopD k  be a differential  operator of order k. Then for all 
0N    the map 

 )()(: EED k                                        (2.37)                         

is well- defined and continuous with respect to the   ytopoand eek log   . 

Proof.  If  xU ,  is a chart and )()( UU FfandEe     are local base 
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sections then                               ,
...!

1sup)(,,,,
0

1
...1

...,1

,






 








r
iri

r
iri

UI

I

iri
eI

kp
p

xx
spD

rx
DsfekxPU







  

                                

    ,
...

supsup 1

,

...,1

...1

,

p
xx

s
x

pD
x

c iri

r

J

J

eJ
kp

r
iri

iri
UI

I

eI
kp 

























                     

         

 

                                      serekxPUDekxPUc
rUiri

iri







,,,,max,,,max
..........1

,
........1

  

                                           ,,,,,,,,,,
r

sekeKxPUDfeekxPUc    

where c   is a combinatorial factor depending only on kand   , and  

                                

      ,sup)(,,,,,,
...1

...,1

,

p
x

D
DfekxPU I

iri
U

I

iri
eI

kp 













  

But this is the desired estimate to conclude the continuity with respect to the
ytopoand eek log   . 

Corollary(2.2.9): 

A differential operator );( FEDiffopD   is continuous with respect to the 
ytopoe log . 

In the proof of Theorem 2.2.8 we have made use of the quantities 

    

            ,sup)(,,,,,,
...1

...,1

,

p
x

D
DfekxPU I

iri
U

I

iri
eI

kp 













                                (2.38) 

which are easily shown to be seminorms on  );( FEDiffop
 For a fixed   0Nk    

these make );( FEDiffop Frechet space .then  

).;()),((: FEDiffopFEHomTMSstd k
k

oe



                                (2.39)        
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is a continuous isomorphism with continuous inverse. However,  all 
differential operators   );( FEDiffop    will have to be equipped with an 
inductive limit topology similar to the construction of the ytopoe log0   .  

   then  consider the restriction of );( FEDiffopD   to compactly supported 
sections )(Ek

K
  ,  Since    sSuppDsSupp   we have 

                                                   )()(: FED ek 



                                  (2.40) 

for all closed subsets   MA  . Since in the estimate 

   seekxPUDfeekxcPUDsfekxPU }{,,,,}{},{,,,,)}({,,,,                               (2.41) 

we have the same compactum on both sides, we find that 

                                        )()(: FED e
K

ek
K                                              (2.42)     

is continuous in the ytopoandytopo K
k

K loglog  
 .  

Theorem(2.2.10): 

Let  );( FEDiffopD k be a differential operator of order 0Nk    then for all  

0N restriction 

                                      )()(: 00 FED eek                                                (2.43) 

 is continuous in the ytopoand K
k log0  

  . Moreover  

)()(: 00 FED                                            (2.44) 

is continuous in the  ytopolog0 
  

 (2.2.4)  Adjoints of Differential Operators: 

 For a section  )()( MTEandEs top      the natural pairing of 
EandE   gives a density     )( MTEs top    , which we can integrate, 

provided the support is compact[61]. Therefore we define 
                          

M M
Sss ,.)(,                                      (2.45) 

 whenever the support of at least one of s or µ is compact. 
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Lemma(2.2.11): 

The pairing (2.45) is bilinear and non-degenerate. Moreover s, 

 ,, fsfs     for  Mf   

Proof. 

        Let )(Es   be not the zero section and let   Mp  be such that  
  0ps . Then we find an open neighborhood  pofU   and a section  

)(0
 E  with compact support    Up sup       such that 

                                              00  psands   

Using local base sections this is obvious. Now choose a positive density 

       )( MTtop     then   )(0 MTE top     will satisfy   

0,, s .This shows that (2.45) is non-degenerate in the first argument. 
The other non-degeneracy is shown analogously. The second statement is 

clear. 

    In particular , .,.   restricts to a non-degenerate pairing 

     
.)*()(;.,. 00 CMTEE top                                   (2.46) 

As an immediate consequence we obtain the following statement. First recall 
that an operator 

                           WVD :                                            (2.47) 

is adjointable with respect to bilinear pairings 

CVV
VV

 ~;.,. ~,
      and      ,~;.,. ~,

CWW
WW

                         (2.48)                                          

if there is a map   

                                                      VWD T ~~:      

    such that 

.~,~, ~,
~,

wDvwDv T
VVWW

                                     (2.49)                                
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If the pairings are non-degenerate then an adjoint    TD   is necessarily unique 
(if it exists at all) and  both maps   TDD ,    are linear maps. Clearly,   TD  is 
adjointable , too with   

  DD TT    . 

 Thus in our  situation, adjointable  maps with respect to the pairing (2.45) or 
(2.46) have unique adjoints and  are necessarily linear. 

Proposition(2.2.12):[3] 

Let  );( FEDiiffopD k   be a differential operator of order  k . Then 
)()(: 00 FED      is adjointable with respect to (2.45) and the (unique) 

adjoint 

      )()(: MTEMTFD toptopT                      (2.50) 

is again a differential operator of order k    . 

Proof.   Let    Iiii xU , be a locally  finite  atlas and let  

   UiUi FfandEe \\     

 be local  base sections. Moreover let     Iii  be a locally finite partition of 
unity  subordinate to the atlas with supp  i  being compact. As usual, we 
write 

                                               

iri
i

r
iri

U

k

r
U xx

s
fD

r
sD

i 


 
 .........!

1
1

...1

0



   

where    iiiiiU UseSwitheSS
i

 



     for  )( MTF top    

 we write  

                         n
iii xdxdf

Ui
 .......1

  

with  ii U    . Here    n
ii xdxd  .......1    denotes the unique locally 

defined density with value 1 when evaluated on the coordinate base vector 
fields 

      
nxx 



 .,.........1

. Then we compute 
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    
 

i
n

i Uixi
i

M

xdxDsiDssD    1, 

 

                         
 

i
n

i Uixi
iiri

i
r

iri
U

k

r
ii xdx

xx
s

D
r   
















 1
1

...1

0 .........!
1





  

Note that the integrand consists of compactly supported functions only. Thus 
we can integrate by  parts and obtain  

        

   
 

i
n

i Uixi
ii

iri
Uiiiri

rk

r

r

xdxsD
xxr

sD    














 1...1
1

0 .........!
1, 


  

  Now the function   
 iri

Uii D ...1    has compact support in   iU   from  i . 

Thus it defines a global function in    M
0 . It  follows that  

   
 

   












i Uixi

n
iii

iri
Uiiiri

rk

r

r

i xdxdeD
xxr

.......
.........!

1 1...1
1

0


      

 is a global section in )**(0 MTE top   with compact support in .iU   . 
Since the .i  are locally finite , the sum 

                                                          
i

i
TD                                              

is well-defined and yields a global section 

                                 )**(0 MTED topT     such that 

                                  TDsDs ,,   

this shows that D  is adjointable. Thus 

                          
)**,**( MTEMTFDiffopD toptopkT 
 

 follows. then    

                                             )()(: FED    

 be a differential operator of order zero. Thus D  can be viewed as a section of  

                                  FEHomDeiFEHom ,..,,  . 

 Then in  Ds  we can simply apply the pointwise transpose of D  to the
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ofpartF *  . This defines  TD  pointwise in such a way that 

                           DssDT   .  Clearly  TDsDs ,,      . 

for differential operators of order 1 k  the adjoint has order   , too. Thus 
let        MfandFEDiffopk ;  ,then we have ,                                                 

 fDsfDsDsf T,,,   

and   

                                           ,,,, fsDsDffDs                  
 

.,,,  TT fDsDfs   

hence by the non-degeneracy of    .,.  we conclude that 

                  
    )**,**(,, 1 MTEMTFDiffopDfDf toptopkTT    

by induction. But this shows  

           
)**,**( MTEMTFDiffopD toptopkT   ,as wanted. 

Corollary (2.2.13): 

          Let .);( FEDiffopD k  Then for the leading symbol  

   )**,**( MTEMTFHomTMSD toptopkT
k      

 we have                       
MT

T
k

kT
k topidDD 

  1                                    (2.51) 

where  T
k D

 
denotes the pointwise transpose from    ** ,, EFHomtoFEHom

   
    

Proof. From the local computations in the proof of Proposition (2.24) we 
obtained 

    n
iii

iri
Uiiiri

rk

r

r

i xdxdeD
xxr





 



.......
.........!

1 1...1
1

0


  

   termorderlowerxdxde
xx

D
k

n
iiiiki

i
k

iri
Ui

k





 .......

.........!
1 1

1
...1 




  

Since   
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   1  ii
T iandiD   We conclude that   

   termorderlowerxdxde
xx

D
k

D n
iiiiki

i
k

iri
U

k

U
T

i





 .......

.........!
1 1

1
...1 




  

     termorderloweridD
MT

T
k

k
top  

1  

Remark (2.2.14) (Other Pairings): 

 i.) There are several variations of the above proposition. On one hand one can 
consider the natural  pairing of     1and  α- densities for any C   to 
obtain 

CMTEMTE toptop 
 )*()*(:.,.

1

00


                        (2.52) 

then 
  

CMTEMTED toptop   )*()*( 00


                              (2.53) 

and obtain differential operators 

CMTEMTFD toptop 
 )*()*(

11 
                             (2.54) 

by the same kind of computation as in Proposition 2.2.12. There, we 
considered the case         α = 0 = β. 

i.) Another important case is for complex bundles E  with a (pseudo-) 
Hermitian fiber  metric Eh     Then we can use the C -sesquilinear  pairings 


M

tshts ,),(,                                        (2.55)                   

where    




 

 )*,
1

MTandEts top 
 and at least one has compact 

support. Clearly,   this extends to 

                                  

    
  CMTEE top 

 )*(.,.
1

0



   
                                   (2.56)       

in a C -sesquilinear   way. While TDD   is     C -linear  now the adjoint *D    
depends on D  in an antilinear way. 

 iii.) A very important situation is obtained by merging the above possibilities. 
For a Hermitian vector   bundle  ME   with Hermitian  fiber  metric h we 
consider the sections                     
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                                                          )*( 2
1

0 MTE top          

On factorizing sections we can define 

                                                     

M

tshts ,~),(,                                       (2.57)                                               

since µν is a 1-density. Then the pairing extends to a 

CMTEMTE toptop   )*()*(:.,. 2
1

0
2
1

0                                       (2.58)     

which is not only non-degenerate but positive definite. Thus 

                         )*( 2
1

0 MTE top   

 becomes a pre-Hilbert space. Moreover, taking  E to be the trivial line bundle 
with the canonical  fiber  metric gives a pre-Hilbert space              

)*( 2
1

0 MTE top ,  For a vector bundle E → M ,we then have the pairing 

 M
ss ,)(, 

  
                                (2.59) 

   *EandEsfor    , at least one having compact support. Clearly, 

                          
      




 ,, ss                                 (2.60) 

with the original version (2.45 ) of the pairing  .,.    since 0        it  easily 
follows that  (2.60) is  non-degenerate  and satisfies  

            
 fsfs ,,                                   (2.61) 

for all  Mffor   . For the action of differential operators we again have 
adjoints . 

Theorem(2.2.15): 

   Let  );( FEDiffoOD pk
 be a differential operator of order  0Nk  .  Then 

   there exists a differential operator   

);( ** EFDiffopD kT   



50 
 

 such that 


 TDsDs ,,                               (2.62) 

for all      *FandEsfor      , at least one having compact support 

Remark (2.2.16): 

 i.) Note that TD  as in Theorem 2.2.15 depends on the choice of  µ > 0  while 
the adjoint as in  Proposition 2.2.12 is intrinsically defined, though of course 
between different vector bundles . However, we shall not emphasize the 
dependence of TD  on µ in our notation. It should become 

ii.) Analogously to Corollary 2.2.13 we see that the leading symbol of  TD  

 is given by  

      T
k

kT
k DD  1                        (2.63) 

where again    )*,( *EFHomDT
k

  is the pointwise  adjoint of   
   ),( EFHomDT

k
 . 

then its covariant divergence is defined by 

),()( XYtrXdiv Y   

in local coordinates (U, x)  we have 

            
 

i

i
u

x

d i v X d x X


 
    

 
                               (2.64) 

Clearly, we have for    Mf     and  TMX   the relation 

         ).()()( XfdivfXfXdiv                                  (2.65) 

Definition(2.2.17)(Covariant Divergence): 

 Let   be a torsion-free covariant derivative for M and let  E   be a covariant 
derivative for E. For   ETMSX  

  we define 

              .)()( X
x

dX
i

xidiv i

S

E 





                                    (2.66) 

Lemma(2.2.18): 

           By (2.66) we obtain a globally  well-defined operator 



51 
 

),()(: 1 ETMSETMSdiv E  
                               (2.67) 

which is given on factorizing sections by 

  )(...)...(
1

111 ... sXdivXXsXXdiv E
Xsk

k

e
k

e
E   


                      (2.68) 

  




k

me
me

K

e

X sXXX
1,

1 ,... ...                            (2.69)        

where    EsandTMXX k
 ,........,1 . 

Theorem(2.2.19)(Neumaier): 

 ),( EFHomTMSXLet K   and let FEand  , be given then the adjoint 
operator to  


.,.torespectwithXstd  is explicitly  given by  

                        





 FEHomT

std
kT

std div
i

hNwhereXNX ,2

2
exp1   

and where we use the induced covariant on    ** ,, FEHomandFEHom  

(2.3) Distributions on Manifolds. 
(2.3.1) Distributions and Generalized Sections: 

For   nRM    we define distributions as continuous linear functionals on the 
test function spaces: 

Definition(2.3.1) (Distribution) : 

A distribution u on M  is a continuous linear functional   

                  CMeu 
0:                         (2.70) 

The space of all distributions is denoted by     MDorMe 
0  .  

 

Remark(2.3.2)(Distributions): 

 i.) The continuity of course refers to the   FL   topology of    Me
0   as 

introduced in Theorem 2.2.9 In  particular, a linear functional is continuous if 
and only if for all compacta  MK  the restriction 
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                       CMeu KeK


 :                               (2.71) 

is continuous in the    -topology. This is the case if and only if for all 
 MeK

   we have constant 00 Nandc    such that 

                                                 (2.72)         

Analogously, we could have used the seminorms ,,, kxPU   avoiding the 
usage of a covariant deriva-tive but taking a maximum over finitely many 
compacta in the domain of a chart.  we can combine this to   

                          ,PKcu                                     (2.73)                                            

In the following, we shall mainly use this version of the continuity. 

Since each  is a Fréchet space,    u restricted to   MeK
   is  continuous 

iff  it is sequentially continuous. This gives yet another criterion: A linear 
functional 

  CMeu 
0:  is continuous iff for all   Men

 0 with  

   n  in the    
0e  - topology we have  

                                                   (2.74)                                  

ii.) The minimal 0Ne  such that (2.2.3) is valid is called the local order  
  Konuofurdo K . Clearly, 

     this is a quantity independent of the connection used for  ,Pk  and can 
analogously be obtained  from the seminorms   as well. The 
independence follows at once from the various estimates between the 
seminorms of u is defined as 

                0sup Nurdourdo K
K

                                            (2.75)                                 

and the distributions of total order k   are sometimes denoted by   MD k . 
Their union is denoted by  MDF  and called distributions of finite order. 

iii.) The distributions  MD  as well as  MD k   and  MDF   are vector 
spaces. We have       kforMDMD k  .  It can be shown that already for 

nRM   all the inclusions   are proper. 


Ke

    





,max PKcu

 MeK


    uu n 

,,, kxUP

       MDMDMDMD F
k  
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iv.)  If korderhasu   it can be shown that u extends uniquely to a continuous 
linear function                   

                                         CMu 
0:                                                 (2.76)                                       

with respect to the 
0   -topology  provided  k .  

Example(2.3.3) (δ-functional): 

   For Mp   the evaluation functional 

                                                                                  (2.77)   

is clearly continuous and has order zero. More generally, if     is a 
tangent vector then  

                                                                                       (2.78)    

is again continuous and has order one . 

Definition(2.3.4)(Generalized Section):[62]  

Let ME    be a smooth vector bundle. Then a generalized section (or: 
distributional section) of  E  is a continuous linear functional 

                   CMTEs pot  **
0: .                                                         (2.79)    

The generalized sections will be denoted by  E  . 

Remark(2.3.5)(Module Structure): 

The generalized sections  E   become a -module via the 
definition 

                                     fssf .                                              (2.80) 

Indeed  f  is   -continuous and hence (2.80) is indeed a continuous 
linear functional     Esf . . The module property is clear. 

Remark(2.3.6)(Order of Generalized Sections):[63] 

The continuity of   Es    is again ex-pressed using the seminorms   of  
  CMTEs pot  **

0:     in the following  way.  For every  compactum 

MK   there are constants 0c  and ∈ 0N  such that 

    CpMp    0:

MTv pp 

  pp vv :

 M


0
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                       ,,max  





PKcs                                           (2.81) 

for all  MTE pot
K

**:   . Again, the local order of Kons  is defined to 

be the small   such that (2.81) holds. This also defines the global order 

                                                                                   (2.82)                                                         

as before. As in the scalar case, a generalized section  Es   with 
global order   Ksdro   extends uniquely to a  0  -continuous functional 

                                CMTEs pot  **
0:                                 (2.83) 

for . We shall denote the distributional sections of   Ebyorder     

note  that  E0  are not just the continuous sections. 

  We also want to topologize the distributions. Here we use the most simple 
locally convex topology: 

Definition (2.3.7) (Weak∗ Topology): 

The   topolpgyweak *  for  E  is the locally convex topology obtained 
from all the seminorms 

                                                                        (2.84) 

where  MTE pot **
0:  in the following we always use the 

topolpgyweak *  for  E  . We have the following properties: 

Theorem( 2.3.8): 

 ( topolpgyweak *  of  E  ) 

 i.) A sequence   Esn   converges to  Es   if  and  only  if  for 
all  MTE pot **

0    

                     ssn      .                                          (2.85)                                     

ii.)    E   is sequentially complete, i.e. every Cauchyweak *  sequence 
converges. 

iii.) The inclusions    EEK   are continuous in the 
ytopoweakandk log*   for all   0Nk  . 

   
K

K sordsdro sup

k

    ssP 
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iv.) The map     EsfsE        is  Mfallforcontinousweak *  . 

 v.) The sections  E0   are sequentially  Eindenseweak * . 

 

(2.3.2) Calculus with Distributions: 

Definition( 2.3.9) (Restriction and Support): 

  Let   MU   be open   and    Es   . 

i.) The restriction Us  is defined  by 

                             wss U                                              (2.86) 

for   U
pot MTE **

0   ,  i.e.  for  MTE pot **
0   with  

USupp     

ii.) The support of  s  is defined by 

                              .
0\

AsSupp
AMs

closedMA



                                         (2.87) 

Definition(2.3.10)(Singular support): 

Let   Es  . 

 i.) S  is called  regular in  Mp    if there is an open neighborhood  
pofMU   such that 

                                                 .UU Es                                                                

ii.) The singular support of   s    is 

                           sing supps p M s is not regular in p   

The singular support of s indeed behaves similar to the support. 

Theorem (2.3.11)(Generalized sections with compact support): [64] 
  Let  Es   have compact support. Then we have :  

  i.) s  has  finite  global order   0sord . 
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ii.)  s  has a unique extension to a linear function 

              ,: **
0 CMTEs pot                                                          (2.88)                                   

  which is continuous in the   -topology. 

Conversely, if   ,: **
0 CMTEs pot   is a continuous linear functional 

then its restriction to    ,**
0 MTE pot  is a generalized section of E    

with compact support. 

Proposition (2.3.12):[65] 

Let  Es   be a Generalized sections ,then  there exists a unique 
extension s~ of  s to a linear  functional  

             ,:~ ** CcompactissSuppSuppMTEs pot          (2.89)                          

i)      s~   coincides with   s on   ,**
0 MTE pot 

 

ii)   SuppsSuppifs :~
 

Definition(2.3.13)(Push-forward of Distributions): 

Let  NM :  be a smooth map. The push-forward of compactly supported 
generalized densities 

        NTEMTE potpot **
0

**
0* ,:                         (2.90) 

is defined on  Mf     by 

              ff *
*                                       (2.91)                                                                                                      

Proposition(2.3.14)(Push-forward of Distributions):  

 Let NM :   be a smooth map. 

 i.) The push-forward     MTof pot *
0*      is a well-defined 

generalized density with compact  support 

                                       NTpot *
0*                                     

The map  *  is linear and continuous with respect to the topolpgyweak * . 

ii.) Assume   is in addition proper. Then the push-forward extends uniquely 
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to  MTpot *    and gives a linear continuous map 

     NTMT potpot **
* :                                         (2.92)                   

with respect to the topolpgyweak * ,  Explicitly, for all   N 0   the push-
forward  of*  is  given by 

                          *
* )(   ,                                (2.93) 

iii.) We have 

 MTM potidid *
0

*)(
   

and 
        ***)(                                    (2.94) 

Definition(2.3.15)(Differentiation of Generalized Sections):[66, 67] 

  Let  ;diffop E F  then 

                   FED  :                                     (2.95) 

is defined by  

          TDssD )(                                     (2.96) 

for all   Es   and      MTF pot **
0    . 

This definition indeed gives a reasonable notion of differentiation of 
generalized sections as the following  theorem shows   

Theorem(2.3.16):[22] 

 i.) For all   Es    the definition (2.96) gives a well-defined 
generalized section   EDs    and the map 

                                      FED  :                                       (2.97) 

is linear and continousweak* . Moreover, we have for all  0N  

                                         FED k  : .                                     (2.98) 

ii.) The map  D  is the unique extension of     FED  :    which is 
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linear and  continousweak* .  

iii.) With respect to the   M  -module  structure of    FandE     , 
the map D  as in (2.97)    is a differential operator of order   k  in the sense of 
the algebraic definition of differential operators, i.e. 

                 ( ( ), ( ))kD Diffop E F                                           (2.99) 

iv.) We have     

                            sSuppsDSupp                                                    (2.100) 

and   sSuppSingsDSuppSing                                         (2.101)   

v.)  For every open subset  MU     we have 

                                               UUU sDsD                                                              (2.102)   

(2.3.3) Tensor Products  

Definition(2.3.17)(Vector-valued Generalized Sections):[68] 

 Let   ME    be a vector bundle and   V  a finite-dimensional vector space, 
then a V  -valued generalized section of  E  is a continuous linear map.  

       VMTEs pot   **
0: .                                     (2.103) 

the set of all  V  -valued generalized sections of  E  is denoted by  
 VE; . 

Proposition(2.3.18):[69] 

For a  finite-dimensional vector space V   and a vector bundle  ME   we 
have the canonical isomorphism 

        VEvsvsVE ;                                           (2.104)  

Remark(2.3.19): 

For the external tensor product 
                    FEFE  :                                           (2.105)                      

one immediately obtains 
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              tSuppsSupptsSupp                                    (2.106)                                            

whence we also have 

                  FEFE  
000: .                                          (2.107)                                                       

It can be shown that for compactly supported s and t, the abve equations hold. 
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 chapter(3)

Lorentz Geometry and Causality 

 (3.1) Basics Concept   
In this section ,we introduce elementary notions on 3-dimensions Minkowski 
space , its relationship to the hyperbolic plane, and its isometries. 
(3.1.1) Affine Space and Its Tangent Space:[70] 

 We define n-dimensional affine space  nA  to be the set of all n-tuples of real  
numbers   npp ,...,1 . An affine space could be defined over any field,but we 
will restrict to the field of real numbers. Elements of affine space will be 
called points. 

                for   n
n Appp  ,...,1 and 



















nt

t

t
.
1

: ,we define : 

    n
nn Atptptp  ,...,11                                         (3.1) 

Thus the vector space nR , considered as a Lie group, acts transitively 
on nA   by translations; the translation by  nRt  , denoted  t , is defined  
as follows: 

                                                       
nnn

t AAR :  

                                        tppt ,                                            (3.2) 

(3.1.2)The Inner Product and   12 -dimensional Minkowski Space:[71, 72] 

 A Lorentzian vector space of dimension 3 is a real 3-dimensional vector  
space V endowed  with  an  inner  product  of  signature  (2,1).   The 
Lorentzian  inner  product  will  be  denoted: 

RVV   

  uvuv .,   

We also fix an orientation on V . The orientation determines a nonde-
generate alternating trilinear form 
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RVVV
Det
  

which takes a positively oriented orthogonal basis 321 ,, eee   with inner 
products 

1.,1.. 332211  eeeeee  

 to 1.  The oriented Lorentzian 3-dimensional vector space determines  
an alternating bilinear mapping VVV  , called the Lorentzian cross-
product, defined by 

  wvuwvuDet .,,  .                                 (3.3) 

We call the affine space modeled on V  Minkowski space and denote it E . 
This is an oriented manifold, since V  is oriented. Alternatively, E can 
be defined as a 3-dimensional, oriented, geodesically complete,1-
connected,flat Lorentzian manifold.  

(3.1.3) Light, Space and Time. The Causal Structure of Minkowski 
Space:[73, 74] 

The inner product induces a causal structure on V :  a vector  0V  is 
called 

• timelike if  0. VV , 
• null (or lightlike) if   0. VV  , or 
• spacelike if 0. VV . 
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We will call the corresponding subsets of  V respectively  VVV ,, 0 . The 
set  0V  of null vectors is called the light cone. 

(3.1.4) Null Frames: 

 The restriction of the inner product to the orthogonal complement  S  of 
a spacelike vector s is indefinite having signature (1, 1).  The intersection 
of the light cone with S  consists of two null lines intersecting 
transversely at the origin, for a unit spacelike vector s: 

   sss . 
  sss

The basis defines linear coordinates (a, b, c) on V: 
  scsbsav :  

so the corresponding Lorentz metric on E is:                                    

                                     
2d a d b d c  

(3.1.5) Relationship to The Hyperbolic Plane: 

Let H2 ⊂ V the set of unit future-pointing timelike vectors, that is 

 1.2  vvVvH , denote the restriction of the Lorentzian metric to 2H , 
denoted  2dH , is positive definte for  2, Hvu  :    vuvudH .,cosh 2   

the resulting metric is a Riemannian metric with constant curvature 

−1, and we identify H2 with the hyperbolic plane. 

Geodesics in the hyperbolic plane correspond to indefine  planes in V, 
which are precisely the planes that intersect H2, equivalently, these are 
Lorentzian-perpendicular planes to spacelike vectors. Thus spacelike 
vector s is identified with a geodesic in H. 
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(3.1.6) Components of The Isometry Group: 

The group  1,2O  has four connected components. The identity 
component  1,20SO consists of orientation-preserving linear isometries 
preserving time-orientation. It is isomorphic to the group   RPSL ,2  of 
orientation-preserving isometries of the hyperbolic plane.  The group 
 1,2O  is semi direct product 

                                       1,22/2/1,2 0SOZZO   

(3.1.7) Transvections , Boosts, Homotheties and Reflections:[75, 76] 

 In the null frame coordinates ,the one-parameter group of linear isome-
tries 

                             





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








 t

t
t

e
e
00

00
001

:

(for Rt ) fixes s and acts on the (indefinite)   plane s⊥. These trans- 
formations, called boosts, constitute the identity component   1,10SO of 

the isometry group of V .The one-parameter group R+  of positive 
homotheties 

 

(where s ∈ R) acts conformally on Minkowski space, preserving orien- 

tation.  The involution 
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
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




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
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





















010
100

001
:  

preserves orientation, reverses time-orientation, reverses s, and inter- 
changes the two null lines Rs− and Rs+. 

(3.2) Proper Actions and Locally Homogeneous Lorentzian 
3-Manifolds 

(3.2.1) Groups of Isometries :[77] 

Definition(3 . 2 . 1 ) :  

Let X  be a locally compact space and G  a group acting on X . We 
say that G  acts properly discontinuously on X if for every compact  

XK  , the set: 

                                    0 KKG                                         (3.4) 

is finite,  

Theorem (3.2.2):[78] 

Let X  be a Hausdorff manifold and let  G  be a group that acts freely and 
properly discontinuously on X  . Then GX   is a Hausdorff manifold 

Remark(3.2.3): 

A group that acts properly discontinuously on E is discrete. But the converse, 
which holds for Riemannian manifolds, is false for group actions on E  

Definition(3 . 2 . 4 ) :  

Let X  be a topological space and G  a group acting on X . Let XF   be 
a closed subset with non-empty interior. We say that F is a fundamental 
domain for the G-action on X if  ; 

• ;FUX G   
• for all.       FFG intint,  

Theorem(3.2.5): 
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Let X  be a topological space and G  a group acting on X . Suppose there exists 
a fundamental domain F  for the G -action on X . Then G  acts properly 
discontinuously on X  and: 

                                GFGX                                      (3.5) 

Definition(3.2.6): 

A Margulis spacetime is a Hausdorff manifold GE  

where G  is free and non-abelian. 

(3.2.2) Examples of  Margulis Spacetime ; Crooked Planes : 

 Definition(3.2.7):[79] 

Let  1,2RX  be a future-pointing null vector.  Then the closure of the 
following halfplane: 

     uXXuXWing
                                                        

(3.6) 

is called a positive linear wing. 

In the affine setting, given   XWingpEp  ,  is called a positive 

wing, observe that if  1,2Ru   is spacelike: 

              uWingu  

           uWingu  

                0  uWinguuWingu  

The set of positive linear wings is   1,2OS -invariant. 

Definition(3.2.8):[80] 
Let  1,2Ru  be spacelike. Then the following   

                                 0.   xxuXuStem  

is called a linear stem. For  uStempEp  , ,  is called a stem . 

Observe that  uStem is bounded by the lines  uRanduR and thus respectively 
intersects the closures of   uWing  and   uWing  in these lines. 
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Definition(3.2.9): 

Let  Ep and 1,2Ru  be spacelike. The positively extended crooked plane 
with vertex p  and director u  is the union of: 

•  ;uStempstemthe   

•  ; uWingwingpostivethe  

•  ; uWingwingpostivethe   

It is denoted    upC , . 

(3.2.3) Crooked Halfspaces and Disjointness: 

 The complement of a crooked plane in   EupC ,  consists of two 
crooked halfspaces, respectively corresponding to uandu  . A crooked 

halfspace will be determined by the appropriate stem quadrant,. 

Definition( 3.2.10): 

 Let Vu  be spacelike and  Ep . The associated 

stem quadrant is: 

                             0,,   baubuapupQuad                            (3.7) 

The stem quadrant   upQuad ,  is bounded by light rays parallel to  
  uandu . 

Definition(3.2.11):[81] 

Let Ep  and Vu  be spacelike,the crooked half-space  upH ,  is the 
component of  complement of   upC , containing int   ),( upQuad . 

by defintion crooked halfspaces are open. While the crooked planes 
   upCupC ,,, are equal, the crooked halfspaces    upHupH ,,, ,are 

disjoint, sharing   upC , as a common boundary. 
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Definition(3.2.12):[82] 

Let E  and Vuu 21 ,  be spacelike.The vectors are said to be 
consistently oriented if the closures of the crooked halfspaces  

   21 ,, uHanduH  intersect only in o. 

Definition(3.2.13): 

Let Vuu 21 ,  be a pair of consistently oriented ultraparallel spacelike 
vectors.The set of allowable translations  

for 21 , uu is: 

     VupQuadupQuaduuA  2121 ,,int),(  

where Ep  can be arbitrarily chosen. 

(3.3) Deformations. 

(3.3.1) Lorentzian  Transformations and Affie  Deformations: 

Let  EIsom  denote the group of all orientation-preserving affine trans-
formations that  preserve  the  Lorentzian  inner  product  on  the  space of 
directions;   EIsom  is isomorphic to   1,21,2 RSO  then the projection is   

                                          1,2SOEIsom
l


 

Definition(3.3.1):[78, 82] 

Let   1,2SOg   be a non identity element; 

• g  is hyperbolic if it has three, distinct real eigenvalues; 
• g  is parabolic if its only eigenvalue is 1; 
• g  is elliptic otherwise. 

We also call   EIsom  hyperbolic (respectively parabolic, elliptic) if its 
linear part  L  is hyperbolic (respectively parabolic, elliptic). 

Let  1,20 SO  be a subgroup. An affine deformation of 0  is a 
representation 

 EIsom 0:                             (3.8) 
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(3.3.2) The Lie Algebra   VasR,2 : 

The Lie algebra  R,2 is the tangent space to  RPSL ,2 at the identity 
and consists of the set of traceless 22  matrices[83].The three-
dimensional vector space has a natural inner product , the Killing 
form ,defined to be  

                                                wvTrwv ,
2
1,                                               (3.9) 

A basis for   R,2 is given by 

,
10

01
1 










E   ,
01
10

2 







E     ,

01
10

3 









E
 
                       (3.10) 

Evidently, 1,, 2211  EEEE  , 3 3, 1E E  and jiforEE ji  0,  

that  is ,  R,2 is isomorphic toV as a vector 

 VzEEyEx
z
y
x

V 































 321  

the adjoint action of  RPSL ,2 on  R,2 : 

  1 gvgvg corresponds to the linear action of   VonSO 1,2

 Using these 
identifications, set: 

   1,2,2 0SORPSLG     VRg  ,2 . 

(3.3.3) The Margulis invariant: 

Let Gg  be a non-elliptic element. Lift g to a representative in  RSL ,2 ; 
then the following element of g  is a g -invariant vector which is 
independent of choice of lift: 

   






  IgrTggFg 2

                                     (3.11) 

where  g  is the sign of the trace of the lift. 

We define the non-normalized Margulis invariant of    0 g to be: 
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    gp Fgug ,~                                    (3.12)

 If  gp  is hyperbolic, then gF  is spacelike and 

 
 

 






 


 IgrTg

gTr

gX g 24

2
2

0   

  is the unit-spacelike vector,  then 

                                                    0, gXgug                                   (3.13)

In Minkowski space,  g  is the signed Lorentzian length of a closed 
geodesic in 

                                            g
E


. 

 

 

(3.4)  Length Changes in Deformations: 

Let   G 010 :  be a holonomy representation and let 
 EIsom0:  be an affine deformation of  0 , with corresponding 

cocycle   gZu ,0
1  . 

The affine deformation   induces a path of holonomy representations t  
as follows: 

                                         Gt 1:  , 

                                       ggtuexp , 

where  0g , and u  is the tangent vector to this path at t . 

Conversely, for any path of representations t  

      gtOgtut
2exp                                        (3.14) 
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where   gZu ,0
1  u and  0g  .Suppose g  is hyperbolic.  Then the 

length of the corresponding closed geodesic in   is  

                                                  






 

2

~
cosh2 1 gTrgl  

where g~  is a lift of  g  to   RSL ,2 .  With t ,  since the Margulis invariant 
of   can also be seen to be a function of its corresponding cocycle u 
,then  

                                                                   ggu  :  
and              

    
20

gi
dt
d u

tt


                                              (3.15)        

 so we may interpret u  as the change in length of an affine deformation 

Although  ti  is not differentiable at 0  for parabolic g , 

                             
      gTrg

dt
d

utt 
 ~

20                                
(3.16) 

(3.4.1) Deformed Hyperbolic Transformations:[84] 

Let  RSLg ,2   be a hyperbolic element, thus a lift of a hyperbolic 
isometry of 2H .  Given a tangent vector in  RiV ,2 , and  

  gVgV .exp:                                    (3.17) 

and 

                    VgVggV   exp.exp.: 1                               (3.18) 

 Therefore,  
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whose trace is    sgTr cosh2 , the eigenvalue frame for the action of g on

 Ri ,2  is 

,
00
10

,
01
00

,
10

010




























 
ggg XXX  

where  

 

 

 

 

then  RiV ,2     

 

         









 

ac
ba

gXcgXbgXaV 0                                (3.19) 

then  

  
cba

cbasa
cbasgrT V






2

2
2 sinhsinh2

coshcosh2                                  

(3.20) 

 (3.4.2) Deformed Parabolic Transformations:  

 ,
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0
exp,
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p  where   20  pTrandr          
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








00
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gX c                               (3.21) 

 then the  Trace of the deformation of    is  

                                                                                                                                                                              

 

 

 

 

010
gg XgXg 

  g
s

g XegXg 21

   cba
cba

crcbaprT V 


 2

2

2 sinhcosh2

  g
s

g XegXg 21



72 
 

(3.5) Einstein Universe.  
The Einstein Universe nEin  can be defined as the projectivisation of the 
lightcone of  2,nR  .We will write everything for 3n . 

Let  2,3R   denote the vector space 5R  endowed with a symmetric bi- 
linear form of signature (3, 2).  Specifically, for  51 ,..., xxX   and  

  5
51 ,..., RyyY    

set:           5544332211. yxyxyxyxyxYX   

Let X  denote the orthogonal hyperplane to X :   0.2,3  YXRYX  

Let 2,3N  denote the lightcone of 2,3R  : 

                          0.0\2,32,3  XXRXN                                          (3.22) 

the quotient of 2,3N  under the action of *R  by scaling: 

                                          
*2,3

3 / RNEin                                               (3.23) 

Denote by  V  the image of 2,3NV  under this projection. Wherever 
convenient, for  54321 ,,,, vvvvvV  we will also write: 

                                54321 :::: vvvvvV                               (3.24) 

Denote by nEi ˆ    orientable double-cover of 3Ein .Alternatively: 

                                 
 RNnEi /ˆ 2,3

3                                    (3.25) 

Any lift of           3n̂Ei  to 2,3N  induces a metric on 3Ein  by restricting , · to the 
image of the lift.  For instance, the intersection with 2,3N   of the 

sphere of radius 2, centered at 0 , consists of vectors  X  such that: 

                                                   2
5

2
4

2
3

2
2

2
1 1 xxxxx                                (3.26) 

It projects bijectively to 3n̂Ei  endowing it with the Lorentzian product 
metric 22 tdgd  , where 2gd is the standard round metric on the 2-spher 2S , 
and 2td  is the standard metric on the circle 1S . 
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Thus 3Ein  is conformally equivalent to: 

XXwhereSS  ~,~/12  

Here I  factors into the product of two antipodal maps. 

Any metric on 3n̂Ei     pushes forward to a metric on 3Ein .  Thus 3Ein inherits 
a conformal class of Lorentzian metrics from the ambient space- time 2,3R . 
The group of conformal automorphisms of  3Ein is: 

                                                   2,32,33 SOOPEinConf   

As  2,3OS  acts transitively on 2,3N ,  3EinConf acts transitively on 3Ein . 

(3.6 ) Preliminaries on Semi-Riemannian Manifolds  
(3.6.1) Parallel Transport and Curvature:[85] 

  Let E  be a covariant derivative for a vector bundle ME   as before. Then 
the curvature tensor R  of   E  is defined by 

                                ssssYXR YXXYYX ,,                           (3.27) 

for  MTYX ,  and  Es  , A simple computation shows that 
 MisR   -linear in each argument and thus defines a tensor field 

                            MTEEndR *2)(                                                    ( 3.28) 

There are certain contractions we can build out of R . The most important one is 
the pointwise trace of the   RofPartEEnd   . This gives a two-from 

                    ,,, sYXRstrYXRtr                                                   (3.29) 

i.e. a section  MTRtr *2  .The following lemma gives an interpretation of 
Rtr : 

Lemma(3.6.1): 

Let E be a covariant derivative for a vector bundle ME    . 

 i.) The two-form  MTTtr *2   is closed , 0Rtrd . 

ii.) The two-form Rtr  is exact. In fact,     

                                          dRtr                                         (3.30) 
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where     MT *    is defined by 

                           



E
XX 

                                                  (3.31)                     

with respect to any chosen positive density  *Etop   .  

 

 
Definition (3.6.2) ( UnimodularCcovariant Derivative):[86] 

 A covariant derivative E  is called uni-modular if 0ERtr . 

Let   MRI :  be a smooth curve defined on an open interval I .  

then a section    Es #  with  

                                                           
0#  s

dt
d                                         ( 3.32 ) 

if  e   are local base section of E over some  open subset    UIandMU    

 the ( 3.32 )  is equivalent to  

                 tetAtstetstets  












.
.#0   

i.e. 

                                           0
.
.

. 













 tstAts 


                                      (3.33 )   

Proposition(3.6.3): 

 Let E  be a covariant derivative for  ME    and let 

   MRI :  be smooth curve. Let Iba , . 

 i.) For every initial condition     aa Es    there exists a unique solution  
   aEts   (3.32). 

ii.) The map    bss ay     is a linear isomorphism     ba EE    which is denoted 
by                                 

                                           baba EEP   :,                                  (3.34 ) 
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Definition(3.6.4)(Parallel Transport): 

The linear isomorphism      baba EEP   :,  is called the parallel transport along 
  with respect to E . 

(3.6.2) The Exponential Map: 

In the case MTE   a covariant derivative has additional features . First, we 
have another contraction of the curvature tensor R  given by 

                          YXZRztrYXRic ,,                                       (3.35) 

or )(, MTYX  . The resulting tensor field 

                  )( ** MTMTRic  
                                       (3.36) 

is called the Ricci tensor of    . Note that the trace in (3.35) only can be defined 
for MTE   . The third contraction   YXZRztr ,  would give again the Ricci 
tensor up to a sign. Thus (3.35) is the only additional interesting contraction. 

    For a covariant derivative   on MT  we have yet another tensor field , the 
torsion 

                        YXXYYXTor YX ,,                                     (3.37) 

which gives a tensor field 

             )( *2 TMMTTor  
                                            (3.38) 

then   is called torsion-free if   0Tor .  

Theorem (3.6.5) (Geodesics) :[87, 88] 

Let    be a covariant derivative for  MTM   . 

 i.) For every MTv pp  there exists a unique solution MRIvp   of  

(         tttt
k

i
k

i 



....

   with   pv0
.
 and maximal open interval  RIvp   around 0. 

ii.) let R and MTv pp    if   denotes the geodesic with    pv0
.
 then 

   tt   
.

 is the geodesic with     vp  0
.

 

iii.) There exists an open neighborhood  MT of the zero section such that 

for all pv  the geodesic with   pv0
..
  is defined for all  1,0t . We set 

   1exp vpp   for this geodesic . 
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iv.) for   MTvp  the curve   pp tvt exp    is the geodesic   vwith  0
.

   

v.) The map exp MMT   is smooth. 

vi.) The map     MMvpvMT ppp  exp,:exp                                      ( 3.39)             

is a local diffeomorphism around the zerosection. It maps the zero section onto 
the diagonal and for all Mp  

                             MidTT ppp exp0                                 (3.40) 

Definition (3.6.6) ,(Exponential Map): 

 For a given covariant derivative   the map  MMT :exp  given by .)v   of 
Theorem 3.6.5 is called the exponential map of  . 

Definition( 3.6.7): 

An open subset  MU   is called 

i.) geodesically star-shaped with respect to  Mp   if there is a star-shaped                         
 exp exp :p p p VV V with V V U   

ii.)  geodesically convex if it is geodesically star-shaped with respect to any 
point Up  . 

Definition(3.6.8)(Geodesic Completeness): 

The covariant derivative  plete if all geodesics are defined for all times. 

(3.6.3) Levi-Civita Connection and The D'Alembertian: 

Definition(3.6.9)(Semi-Riemannian metric): [34] 

A section )( *2 MTSg   is called semi-Riemannian metric if the bilinear form 

MTonMTSg ppp
*2  is non-degenerate for all Mp  . If in addition  pg  is 

positive definite for all  Mp then g  is called Riemannian metric. If  pg  has 
signature   ,,...,  then  g  is called Lorentz metric. 

Remark (3.6.10) (Semi-Riemannian Metrics): 

 i.) The signature of a semi-Riemannian metric is locally constant and hence 
constant on a connected manifold, since it depends continuously on p and has 
only discrete values. 

ii.) For Lorentz metrics also the opposite signature   ,,...,  is used in the 



77 
 

literature.  

A semi-Riemannian metric specifies a unique covariant derivative and a unique 
positive density 

Proposition(3.6.11):[89] 

Let g  be a semi-Riemannian metric on M  . 

 i.) There exists a unique torsion-free covariant derivative  , the Levi-Civita 
connection, such that    

.0 g                                         (3.41) 

ii.) There exists a unique positive density   )( *MTtop
g    such that 

1),...,( 1 vv npg                                                   (3.42) 

whenever 1 , . . . , nv v form a basis of  ,p p i j ijT M with g v v     in a chart   xU ,   

we have 

1| | det( ) || ... |,n

g
u gij dx dx   

 
                            (3.43) 

iii.) The density 
g  is covariantly constant with respect to the Levi-Civita 

connection, 

  
 .0 g       

                                     (3.44) 

Thus  unimodular. 

Remark(3.6.12)(Semi-Riemannian Metrics) : 

    Let g  be a semi-Riemannian metric on M  . 

 i.) For a semi-Riemannian metric we have a notion of geodesics, namely those 
with respect to the corresponding Levi-Civita connection. 

ii.) The covariant divergence   Xdiv  of a vector field  )(TMX   and the 
divergence with respect to the density  g

 , i.e. 

g

g
gdiv





 )(                                           (3.45)  

coincide: we have      

 ),()(  gdivdiv                                           (3.46) 
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since 0 g  then  

              
                              )()()(  gdivdivdiv                                         (3.47) 

on a semi-Riemannian manifold 

iii.) Since )( *2 MTSg    is non-degenerate it induces a musical isomorphism 

,,.)(:  
pp

b

ppp TgTb vvv                                (3.48) 

which gives a vector bundle isomorphism 

.: * Tb                                        (3.49)   

the inverse of  b usually denoted by 

*:# T                                          (3.50)  

 extending band#  to higher tensor powers we get musical isomorphisms also 
between all corresponding contravariant and covariant tensor bundles. If locally 
in a chart  ),( xU   

,
2
1| ji

jiU dxdxgg                                         (3.51)  

then  ii
ji

b dxvgv   , where  ,i
i

x
vv



  If  ,jig denotes the inverse matrix to the jig  

from (3.51),i.e.  kikj
ij gg   g  , then 

ki
i

i
ij

x
g  




#                                             (3.52) 

 or a one-form   i
i xd   . This motivates the notion  as b  lowers the indexes 

while # raises them. Finally, we have the dual metric locally given by 

   
,

2
1|1

ji
ji

U xx
gg








                                          (3.53) 

which is a global section   )( 21 TMSg   . 

iv.) The metric   )( *2 MTSg   can equivalently be interpreted as a 
homogeneous quadratic function  on TM  via the usual canonical isomorphism 
from Remark 2.2.7, the function 

)()( 2  polg
 
                                             (3.54)                                               

is then usually called the kinetic energy function in the Lagrangian picture of 
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mechanics. Analogously  )( 21 TMSg    , gives a homogeneous quadratic 
function 

  )(21   Tpolg                                     (3.55) 

v.) Using the inverse matrix   jig  we have the following local Christoffel 
symbols of the Levi-Civit connection 

1 ( ).
2

j ijk k i
ij j i

g ggg
x x x

 
   

  
 


                                        (3.56)         

Since  Proposition (3.6.11, iii.) for a semi-Riemannian manifold  gM ,  the 
Ricci tensor Ric is in fact symmetric 

)( *2 MTSRic  ,                              (3.57) 

we can compute a further “trace” by using the metric  g . Note that while Ric 
can be defined for every covariant derivative this further contraction requires g  
. One calls the function 

)(,1   Ricgscal
 
                                    (3.58)    

the scalar curvature. Locally, scal is just 

.| ji
ij

U Ricgscal                                                    (3.59)  

 

Definition(3.6.13)(Gradient and D’Alembertian) :[90] 

 On a semi-Riemannian manifold   gM ,  the gradient of a function is defined by 

)()( #  dffgrad                                         (3.60)  

and the d’Alembertian of a function  )( 

f   is 

                                     ( )f div gradf e M �                                              (3.61)  

In case of a Riemannian manifold we write  ).( fgraddivf   instead and call    
the Laplacian. 

Proposition(3.6.14):[91] 

  Let  gM ,  be a semi-Riemannian manifold and let  xU ,   be a chart of M  . 

 i.) The gradient of )( f   is locally given by 
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( ) .ij
U i j

fgrad f g
x x
 


                                   

(3.62)  
 
 

ii.) The divergence of   )( X is locally given by 

.|)( ik
kii

i

U X
x
XXdiv 



                                      (3.63)  
 
 

iii.) The d’Alembertian of  )( f   is locally given by 
2

| ( ).ij k
U iji j k

f ff g
x x x
 

  
  

�                                               (3.64)  
 
 

iv.) The d’Alembertian is a second order differential operator with leading 
symbol 

  1 22 ( ).g S TM   �                                                (3.65)  
 
 

Moreover, with respect to the global symbol calculus induced by the Levi-
Civita connection we  have 

 2 1( ) 2 ,i std g � 


                                                             (3.66)  
 
         

whence     

1 21 , .
2

f g D f  �                                                           (3.67)  

Remark(3.6.15)(Hessian): 

  Sometimes   ).(
2
1 *22   SfD  is also called the Hessian 

  ).(
2
1 *22   SfDfHess                                    (3.68) 

Then the d’Alembertian is the trace of the Hessian with respect to  1g  . 
Moreover, the gradient    ).(:   Mgrad   is a differential operator of 
order one, the same holds for the divergence  .)(: Mdiv     

Remark( 3.6.16): 

Take the Leibniz rules 

            ggradffgradggfgrad                             (3.69) 

                  ),()()( fXxdivfXfdiv                                    (3.70)  

( ) ( ) ( )f g g f grad g f grad f g f g   � � �  
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  2 ( ), ( ) ,g f grad f grad g f g    � �                                  (3.71)                                                                                      

   for  )(,  gf   and   )(  X , they can easily be obtained from the 
definitions. 

Example(3.6.17) (Minkowski  Spacetime) : [92, 93] 

We consider the n-dimensional Minkowski spacetime. As a manifold we have   
nRM   with canonical coordinates     110 ,...,, nxxx . Then the Minkowski 

metric Mon  is the constant metric 

              
                          ji

ij xddx  
2
1                                         (3.72) 

with   1,...,1,1 diagji . One easily computes that in this global chart all 
Christoffel symbols vanish: ),( M is flat. Moreover, we have for the above 
differential operators 

                         
,

1

1
00 i

n

i
i xx

f
xx

ffgrad













 




                                       (3.73) 

                     ,
1

1
0

0




 





n

i
i

i

x
X

x
XXdiv                                    (3.74) 

                           
2 21

2 20 1
.

n

ii

f ff
x x





 
 
 

�
 
                                     (3.75) 

This shows that □is indeed the usual wave operator or d’Alembertian as known 
from the theory of special relativity, . Finally, the Lorentz density with respect 
to  is just the usual Lebesgue measure 

                                          .|...| 10  n
g xdxd                                 (3.76) 

(3.6.4) Normally Hyperbolic Differential Operators: 

Definition (3.6.18) (Normally Hyperbolic Operator):[94, 95] 

   Let ME   be a vector bundle over a Lorentz manifold  gM , . A differential 
operator    EED  :  is called normally hyperbolic if it is of second 
order and 

                                                            .2)( 1
2 EdigD                                (3.77) 

Recall that    .)( 2
2 EEndTMSD    which explains the second tensor factor 

in (3.77) . 
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Example(3.6.19)(Connection D’Alembertian): 

 Let E  be a covariant derivative for  ME   and let   be the Levi-Civita 
connection. This yields a global symbol calculus whence by 

2 1 1 21 1( ) (2 ) 2 , ( )
2 2

E
E E

i std g id g id D       � 
                

               ( 3.78) 

a second order differential operator is given with leading symbol                                                                         

  2 1 1
2( ) ( (2 )) 2E E

i std g id g id      � 


                                                                 ( 3.79) 

by Theorem 2.2.6. Thus � is normally hyperbolic for any choice of E  

called the connection d’Alembertian with respect to E  . 

 

(3.7) Causal Structure on Lorentz Manifolds: 
(3.7.1) Some Motivation from General Relativity: 

In general relativity the spacetime is described by a four-dimensional manifold 
M   equipped with a Lorentz metric g subject to Einstein’s equation [96, 97]. 
One defined the Einstein tensor 

                                                
,.

2
1 gscalRicG                                        (3.80)  

which is a symmetric covariant tensor field 

                                                   ).( *2 MTSG                                                  (3.81) 

It can be shown that the covariant divergence of G  vanishes, 

                                   ,0Gdiv                                     (3.82) 

while   G   itself needs not to be covariant constant at all. Physically, (3.82) is 
interpreted as a conservation law. Einstein’s equation is then given by 

                                , kG                                      (3.83) 

where ).( *2 MTST   is the so-called energy-momentum tensor of all matter 
and interaction fields on M  excluding gravity. The constant  k  is up to 
numerical constants Newton’s constant of gravity. More generally, Einstein’s 
equation with cosmological constant  are 

                                         ,TkgG                                               (3.84) 
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where R  is a constant,  

(3.7.2)  Future and Past on a Lorentz Manifold: 

Having a fixed Lorentz metric g  on a spacetime manifold M  we can now 
transfer the notions of special relativity, to  gM , [98]. In fact, each tangent 

space   pp gMT ,   is isometrically isomorphic to Minkowski spacetime  ,nR   
with   1,...,1,1 diag , by choosing a Lorentz frame: there exist tangent 
vectors MTe pi   with ni .,..,1  such that 

  ijijjip eeg  ,                                 (3.85)    

Remark(3.7.1)(Local Lorentz frame):  

The pointwise isometry from  pp gMT ,  to  ,nR  can be made to depend 
smoothly on p  at least in a local neighborhood : For every Mp  there exists a 
small open neighborhood U  of p  and local sections  ).(,...,1 Un Eee   such 
that for all Uq   

                                   ijjip qeqeg ,
                               

(3.86) 

in general the frame   ne ii ,...,1  can not be chosen to come from a chart  
Uonx   , then there exists a unique smooth function   1,1:  nOU  such that  

                                               
),(~)()( ppp j

j
iie 

   
                                         (3.87) 

since the Lorentz transformations  1,1 nO  are precisely the linear isometries of 
 ,nR  . As in special relativity one  states the following definition: 

Definition(3.7.2): 

Let   gM ,  be a Lorentz manifold and MTv pp  a non-zero vector. Then pv

called 

  i.)  timelike if    0, ppp vvg  ,  

ii.)  lightlike or null if    0, ppp vvg , 

iii.) spacelike if   0, ppp vvg . 

Non-zero vectors with    0, ppp vvg  are sometimes also called causal. To the 
zero vector,. 
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Definition(3.7.3)(Time- orientability):  

  Let  gM ,  be a Lorentz manifold. 

i.)   gM ,  is called a time- orientable if there exist a timelike vector field         
)(TMX  . 

ii.) The choice of a timelike vector field )(TMX   is called a time-
orientation. 

iii.) With respect to a time-orientation, a timelike vector  MTv pp   is called 
future directed if pv  is in the same connected component as  pX . It is called 
past directed if  pv  is future directed. 

Definition(3.7.4): 

Let  gM ,   be a time-oriented Lorentz manifold and   Mqp ,   [74]. Then we 
define 

 i.) qp   if there exists a future directed, timelike smooth curve from  qtop . 

ii.) qp   if either qp   or there exists a future directed, causal smooth curve 
from qtop . 

iii.) qp   if   qp   but  qp  . 

Definition(3.7.5)(Chronological and Causal Future and Past):[99] 

Let  gM ,  be a time-oriented Lorentz manifold and  Mp  . 

 i.) The chronological future of p  is 

                                        .qpMqpI                                     (3.88) 

ii.) The chronological past of p   is 

                               .pqMqpI                                     (3.89) 

iii.) The causal future of p  is 

                                .qpMqpJ                                      (3.90) 

v.) The causal past of p  is 

                                 .pqMqpJ                                      (3.91) 
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Definition(3.7.6)(Future and past compactness): 

Let  gM ,  be a time-oriented Lorentz  manifold. Then a subset MA   is called 
future compact if    ApJM   is compact for all  Mp  and past compact if 

  ApJ M   is compact for all Mp  . 

 

Definition(3.7.7)(Causal Compatibility): 

Let  gM ,  be a time-oriented Lorentz manifold and MU   open. Then  U  is 
called causally compatible if for all Mp  we have   

                                              UpJpJ UU                                                     (3.92) 

(3.7.3) Causality Conditions and Cauchy-Hypersurfaces: 

Definition(3.7.8)(Causal Subsets):[29] 

Let MU   be an open subset. Then U  is called causal if there is a geodesically 
convex open subset  MU   such that  UU c 1  and for any two points  

1, cUqp   ,the diamond  qpJU ,  is compact and contained in 1cU  . 

Definition(3.7.9)(A Causal and Achronal Subsets):[100] 

 Let  MA  be a subset of a time-oriented Lorentz manifold. Then  A  is called 

 i.)  a chronal if every timelike curve intersects A in at most one point. 

ii.)  a causal if every causal curve intersects A   in at most one point 

Theorem(3.7.10)(A Chronal Hypersurfaces): 

 Let   gM ,  be a time-oriented Lorentz manifold and MA   achronal. Then  A  
is a topological hypersurface in M  if and only if A  does not contain any of its 
edge points. 

Definition(3.7.11)(Cauchy hypersurface):[29, 101] 

 Let  gM ,  be a time-oriented Lorentz manifold. A subset M  is called a 
Cauchy hypersurface if every inextensible timelike curve meets   in exactly 
one point. 

Definition(3.7.12) (Cauchy Development):[102] 

 Let MA   be a subset. The future Cauchy development MADM  )(  of A is 
the set of all those points Mp  for which every past-inextensible causal curve 
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through p  also meets A ,  Anolgously,  one defines the past Cauchy 
development  )(ADM

  and we call 

                          )()()( ADADAD MMM
                               (3.93) 

the Cauchy development of A . 

Remark(3.7.13)(Cauchy Development): 

Let MA   be a subset, the physical interpretation of )(ADM
 is that )(ADM

 is 
predictable from Analogously, )(ADM

  consists of those points which certainly 
influence  A  in their future. We have  )(ADA M

 . 

Remark(3.7.14): 

 For MA   we clearly have 

                          )())(( ADADD MMM
                                          (3.94) 

and hence 

                            )())(( ADADD MMM                                 (3.95) 

Moreover, for   MBA   we have 

                            )()( BDAD MM
                                  (3.96) 

and  

                              )()( BDAD MM                               (3.97) 

Definition(3.7.15)(Causality Condition): 

Let  gM , be a time-oriented Lorentz manifold. 

 i.)  M  is called causal if there are no closed causal curves in  M  . 

ii.)  An open subset  MU  is called causally convex if no causal curve 
intersects with U in a disconnected subset of U  . 

iii.) M  is called strongly causal at Mp  if every open neighborhood of p
contains an open causally convex neighborhood. 

iv.)  M is called strongly causal if  M  is strongly causal at every point  Mp  . 

(3.7.4) Globally Hyperbolic Spacetimes: 

Definition(3.7.16)(Globally Hyperbolic Spacetime):[103] 
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A time-oriented Lorentz manifold  gM ,  is called globally hyperbolic if 

  i.)   gM ,  is causal, 

 ii.)  all diamonds  qpJ M ,  are compact for  Mqp ,  . 

Definition(3.7.17)(Time Function):[38] 

Let  gM ,  be a time-oriented Lorentz manifold and  RMt :  a continuous 
function. Then t is called a 

 i.)  time function if  t  is strictly increasing along all future directed causal 
curves. 

ii.)  temporal function if t  is smooth and grad t  is future directed and timelike. 

i.)  Cauchy time function if  t is a time function whose level sets are Cauchy 
hypersurfaces. 

v.) Cauchy temporal function if t  is a temporal function such that all level sets 
are Cauchy hyper-surfaces. 

Remark(3.7.18)(Time Functions): 

i.) With the other sign convention for the metric a temporal function has past 
directed gradient. 

ii.) If t is temporal, its level sets are (if nonempty) embedded smooth 
submanifolds since the gradient is non-zero everywhere and hence every value 
is a regular value. Note that they do not need to  be Cauchy hypersurfaces at all 
, In fact, remove a single point from Minkowski spacetime then  the usual time 
function is temporal but there is no Cauchy hypersurface at all 

iii.) The gradient flow of t  gives a diffeomorphism between the different level 
sets of t . Since every timelike curve intersects a Cauchy hypersurface precisely 
once we see that this gives a diffeomorphism 

                                              
0t

MtM  ,                                        (3.98) 

and all Cauchy hypersurfaces are diffeomorphic to a given reference Cauchy 
hypersurface 

0t , this gives a very strong implication on the structure of M . 

iv.) By rescaling t  we can always assume that the image of t  is the whole real 
line as the image of t  is necessarily open and connected (for connected M  ). 
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Theorem(3.7.19): 

Let     gM , be a connected time-oriented Lorentz manifold. Then the following 
statements are equivalent: 

  i.)  gM ,  is globally hyperbolic. 

ii.) There exists a topological Cauchy hypersurface. 

iii.) There exists a smooth spacelike Cauchy hypersurface. 

In this case there even exists a Cauchy temporal function t and  gM ,  is 
isometrically diffeomorphic to the product manifold 

                      2
tR with metric g d t g                                           (3.99) 

where  )(   R  is positive and 2 *( )tg S T    is a Riemannian metric on   
depending smoothly on t . Moreover, each level set 

                           MgRtt  ,                                              (3.100) 

of the temporal function t  is a smooth spacelike Cauchy hypersurface.  

Example(3.7.20)(Minkowski strip): 

We consider   ba ,  an open interval with  ba and 2RRM  as 
open subset of Minkowski space. Then t  is not a Cauchy hypersurface for any 
t . This is clear from the observation that there are inextensible timelike 
geodesics not passing 

through t  . In fact, M  is not globally hyperbolic at all: while M  is causal (and 
even strongly causal) , the metric is of the very simple form 

                                  22 xdtdg                                   ( 3.101)  

Proposition(3.7.21): 

 Let  RM   with Lorentz metric 

                                      gtftdtdg
2
1

                                             ( 3.102) 

where  g   is a Riemannian metric on   and    Rf   is positive. The time-

orientation is such that 
t
  is future directed. Then   gM , is globally 

hyperbolic if and only if g  is geodesically complete. 
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Theorem(3.7.22): 

Let  gM ,  be globally hyperbolic and let M  be a smooth spacelike 
Cauchy hypersurface. Then there exists a Cauchy temporal function t  such that 
the 0t Cauchy hypersurface coincides with  . 

(3.8)The Cauchy Problem and Green's Functions .  
Having the notion of a Cauchy hypersurface we are now in the position to 
formulate the Cauchy problem for a normally hyperbolic differential operator 
[104]. Here we still be rather informal only fixing the principal ideas 

   Thus let  gM ,  be globally hyperbolic and M  a smooth Cauchy 
hypersurface which we assume to be spacelike throughout the following. At a 
given point Mp   the tangent plane MTT pp  is spacelike whence there 
exists a unique vector  MTn pp which satisfies 

                                                        
0),( ppp Tng

 
                                  (3.103) 

                                        
1),( ppp nng
 
                                  (3.104) 

                                         pn is future directed 
 
                                  (3.105) 

This vector is called the future directed normal vector of pat . Taking all 
points   p

  
we obtain the future directed normal vector field of  , i.e. the 

vector field                                                    MTn                                              (3.106) 

such that (3.103), (3.104), and (3.105) hold for every p  . Since    is a 
smooth submanifold, n is smooth itself. We consider now a normally 
hyperbolic differential operator  EDiffopD on some vector bundle ME   . 
Then this operator gives the homogeneous wave equation 

                                             
                                        (3.107) 

or more generally 

                                                                           (3.108) 

where  is a given inhomogeneity and  is the field we are 
looking for. Having specified the inhomogeneity which physically corresponds 
to a source term, we can try to find a solution  which has specified initial 
values and initial velocities on  . More precisely, we want 

                                                                    (3.109) 

0uD

vDu 

 Ev   Eu 

u


 
  Euu 0
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and                                                                                     (3.110) 

for  are given the fundamental solutions 

   such that  

                                                                                 (3.111) 

where   is the -distribution at  viewed as -valued 
generalized section of  , i.e. for a test section 

    we have   

                                                                        (3.112) 

Definition(3.8.1)(Green's functions): 

Let . A generalized section   which satisfies (3.111) is called 

fundamental solution of . If a fundamental solution   in addition 
satisfies                                                                       (3.113) 

then is called advanced or retarded Green function of  , respectively. 
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Chapter(4) 

The Local Theory of Wave Equations 
 (4.1) The D'Alembert Operator on Minkowski Spacetime 
We consider  the d’Alembert operator on flat Minkowski spacetime. 

(4.1.1) The Riesz Distributions:[105] 

Let                                                        
2

2t


  


�                                                       (4.1) 

with  and    by using Minkowsky metric we have  

                                                                  (4.2) 

on    clearly   is a homogeneous quadratic polynomial then  

                                                              (4.3) 

Definition(4.1.1): 

Let     then  

                                                                 (4.4) 

where the coefficient is  

               
2

1 22,
1

2 2

n

c n
n

 
 





        

   

                                     (4.5) 

Remark(4.1.2)(Gamma Function)[35, 106]: 

 The Gamma function  

                                                      (4.6) 

is known to be a holomorphic function with simple poles at  

 we have the following properties: 

  i.) The residue at    is given by 

0xt   nxxx ,...,1
 

   xxx , 

nR  22 RPol

       2
1

1

222010 ,..., xtxxxx
n

i

in 




 

  nhaveC   Re

        




 






else
IforxncxR

n

0
0, 2 



  CC  ,....2,1,0\:

0Nnforn 

0Nn
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                                       (4.7)        

ii.) For  one has the functional equation 

      with                                       (4.8) 

iii.) For   we  obtains from (4.8) immediately 

                                        (4.9) 

iv.) For  we have  Euler’s integral formula 

                                                
                                   (4.10) 

in the sense of an improper Riemann integral. 

v.) For all   we have  Legendre’s duplication formula 

                                                           (4.11) 

 Thus  

                               (4.12) 

since the nominator has clearly no zeros.  

Lemma( 4.1.3): 

 Let   be an orthochronous Lorentz transformation and   
Then 

                                                          (4.13) 

If is the time-reversal    then 

                                                                 (4.14) 

 

Lemma(4.1.4): 

Let  . 

 i.) For every     the function 

                                   (4.15) 

is holomorphic. 

 
!
1

n
res n




 ...,2,1,0\  Cz

   zzz  1   11 

0Nn

  !1 nn 

  0Re z

  
 
0

1 dtetz tz

 ...,2,1,0\  Cz

   zzz z 22
2
1 21 





   

     00 220, NkknNkkiffnc  

 nL   1,1   nRe

      RR

 nLT  1,1 00 xx 

      RR

  nRe

nRx

  xR  



93 
 

ii.) For every test function  the function 

                                                                            (4.16) 

is holomorphic. 

Lemma(4.1.5): 

In the sense of continuous functions we have: 

 i.) For  we have 

 

ii.) For  the function  and we have 

                                                      (4.17) 

iii.) For  we have 

                                    (4.18) 

 iv.) For  we have 

   2R R   �                                      (4.19) 

Proof.  At the first part  We have 

 

 

 

And  

            

(4.20) 

For the second part we recall that in   the function  is smooth as well 
as in .In    we compute 
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Now if  then is still larger than  for positive 

. Thus the partial derivative  is the continuous function

 (α−2) which continuously extends to  by setting it 

zero outside of  . We have 

                          

Thus grad  is twice the Euler vector field on  , Using (4.17) we compute for  
 

        

                                             

For the last part we use (4.17) twice and obtain 

                                     2 2ij
i jR R

x x
    
  

 
�  

                                                         

                                           (4.21) 

 
       

    jxijRn
n

jxijRn
nc

nc 




 2

2
1

2
,2

, )20.4(








    j
ij xR 


2

2
1




 

  kn 2Re    222Re  kn n

Nk  0





Ii R
x



     02
2

1  


IinxR j
ij


nR

 0I

 222
#






















 j
iijk

ikj
ij

i
i

i x
xx

xx
dx

x
grad

 nR
  nRe

      j
k

ik
ij

ji
ij

x
xR

xx
RgradR













 


 



22

122222

     gradR
x

xR k
k  



 2

 

   

   

   

     

  
     


















































































 






RnRn

RnR

RnRxx

RxRx

x
x

RxR
x

xR
x

i

il
il

k
i

ijk
jk

l
il

ij

k
ijk

ijk
jki

ij

k
jki

ij

2
2

222

2.
2

1

2
1

11

12
1

11

1

22
22

1

.)

     


  



 RRnn
2



95 
 

Since   is a holomorphic family of distributions for  by 
Lemma 4.1.4 ii.) the equation  (4.21) and the previous Definition 4.1.1 coincide 
as they coincide for  by Lemma 4.1.5, iv.). Thus we can define 
inductively for   

   2R R k   �                                         (4.22) 

Lemma(4.1.6): 

Let  and define  by  

                                                 2kR R k   �                                                          (4.23)   

where is such that . Then (4.23) does not depend on the 
choice of  and yields an entirely holomorphic family of distributions which 
extends the family  

 . 

Definition(4.1.7)(Riesz Distributions): 

For  the distributions  are called the advanced Riesz distributions 
and the  are called the retarded Riesz distributions. 

Theorem(4.1.8)(Green's  Function of � ): 

 The Riesz distributions  are advanced and retarded Green functions for the 
scalar d’Alembert operator �  on Minkowski spacetime [5, 107] 

(4.1.2)The Riesz Distributions in Dimension n = 1, 2: 

Propostion(4.1.9): 

Let  then the advanced and retarded Green functions of   

 
2

2t





�  are explicitly given as the continuous functions  

                                                      (4.24) 

  and 

                                                                         (4.25) 

moreover , for we have 
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                                               (4.26) 

Remark(4.1.10)(Riesz Distribution in One Dimension): 

i.)  take  in the sense of distributions directly to show that 

                                                                   (4.27) 

ii.) The functions  then  

                                                                              

                                                      (4.28) 

in case  . by using  the coordinates  with 

                                  (4.29) 

then . We have 

                                   (4.30) 

 In order to evaluate  we  introduce  new coordinates on  . We pass to 
the light cone coordinates  

      and                                             (4.31) 

i.e.  

              and                                            (4.32) 

Since this is clearly a global diffeomorphism we can evaluate in these 
new coordinates. the function η in these coordinates is 

                    (4.33)   

Moreover, the future and past  can be described by 
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                                   (4.34) 

And  

                                                                  (4.35) 

then we have for   

                                   (4.36) 

                            (4.37) 

whence  is factorizing in these coordinates. This suggests to consider the 
following functions 

                                                             

                               (4.38) 

 

for . Since the prefactor  is still holomorphic for all . 

lemma(4.1.11): 

In the light cone coordinates the d’Alembert operator is  
2

u v



 

�   										                                                 (4.39) 

 Proposition (4.1.12):[108] 
Let  be the light cone coordinate on  then the distributions  

                                                     (4.40) 

are advanced and retarded Green functions of  � of order zero . 
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(4.2)The Riesz Distributions on a Convex Domain: 
We pass now from Minkowski spacetime to a general Lorentz manifold  
and try to find analogs of the Riesz distributions at least locally around a point 

 . The main idea is to use the Riesz  distributions on the tangent space 
 , which is isometric to Minkowski space , and push forward the Riesz 

distributions via the exponential map[108]. 

(4.2.1) The Functions and  : 

From Proposition 3.6.11, ii.), we can use this density to identify functions and 
densities once and for all. In particular, this results in an identification of the 
generalized sections   of a vector bundle  with the topological dual 
of   and not of  as we did before. for   , and 

a test section   we first map  and then 
apply   we set 

                                            (4.41) 

and drop the explicit reference to    to simplify our notation. Since 

                                   (4.42) 

is indeed an isomorphism of LF spaces, we have an induced isomorphism of the 
topological duals which is (4.48). Let  be a suitable open star-shaped 
neighborhood of   and, let be the corresponding open 
neighborhood of  such that 

                                   (4.43) 

is a diffeomorphism. Then we define the function 

                                    (4.44) 

Proposition 4.2.1:    

Let  be a time-oriented Lorentz manifold and  . Moreover, let  
be geodesically star-shaped with respect to  . 

  i.) The gradient of    is given by 

 gM ,
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                                   (4.45) 

for  . 

ii.) and we have  

                                    (4.46)    

iii.) On   the gradient of  is a future resp. past directed timelike vector 
field. 

iv.) and we have   

                                 (4.47) 

(4.2.2) Construction of Riesz Distributions  : 

For     the Riesz distributions  are even continuous functions on 
Minkowski space , as such we can simply push-forward via at least on the 
star-shaped  continuous functions on  continuous functions 
defines a distribution after multiplying with the density  . 

Remark(4.2.2): 

 Let    be  continuous functions on the tangent space of , we view 
 as a distribution as usual via  

                                                      (4.48) 

for ,using  we can write this as follows ,let with 
then the continuous function can be viewed as a 

distribution on  

                                                            (4.49) 

                    (4.50) 

                                                       (4.51) 

                                                                          (4.52) 

                                                                (4.53) 
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 Definition(4.2.3)(Riesz Distributions on U ): 

 Let  and  let   be a geodesically star-shaped open neighborhood of 
 . Moreover, let   be the corresponding star-shaped open 

neighborhood of   . Then the advanced and retarded Riesz distributions  
 are defined by0 

                            (4.54)                

for  and  . 

Proposition(4.2.4): 

Let   be a geodesically star-shaped around  , then  Riesz 
distributions   have the following properties : 

i.) If then is continuous on  and given by  

 

 ii.) for then  the function is even  . 

iii.) for all    and  

 

Proposition 4.2.5 (Symmetry of ) Let  be geodesically 
convex and  .[90, 108] 

  i.) If  then  

                                (4.55) 

for all  . 

ii.) For all  we have  

                                (4.56) 

(4.3) The Hadamard Coeffcients: 
  Differently from the flat situation, the Riesz distribution  does not 
yield a fundamental solution for �  . we had to exclude the value of  needed 
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for   explicitly. Instead, from 

   
2

2, 1 , ,
2
p

U U

n
R p R p


 


  

   
 

�
�

 
(4.3.1) The Ansatz for The Hadamard Coeffcients:[109]  

  We consider a normally hyperbolic differential operator   D B �  

 on some vector bundle  over   with induced connection  and  
 as in Section 3.6.4. Moreover, for  we choose a 

geodesically star-shaped open neighborhood  on which  is 
defined as before. According to our convention for distributions, the Green 
functions are now generalized sections 

                                                            (4.57) 

as we take care of the density part using  . The pairing with a test section 

 yields then an element in  The equation to solve is  

                                                                       (4.58) 

where is viewed as  -valued distribution on  and  is defined 
as usual.The Ansatz for   is now the following. Since the  have 
increasing regularity for increasing  we try a series 

                                     (4.59) 

With smooth section  

                                       (4.60) 

Then (4.59) should be thought of as an expansion with respect to regularity.  

    First we note that a scalar distribution like   can be multiplied with a 
smooth section like  and yields a distributional section 

                                 (4.61) 

In Remark  2.3.5 it is only necessary that one factor of the product is actually 
smooth. We compute now (4.58). First we assume that the series (4.59) 
converges at least in the   so that we can apply  componentwise. 
This yields 
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                        (4.62) 

by the Leibniz rule of a normally hyperbolic differential operator , Inserting the 
properties of   from Proposition 4.2.4 yields then 
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                 (4.63) 

We view (4.63) as an expansion with respect to regularity. Thus, we ask for 
(4.62) in each “order” i.e. (4.62) should be fulfilled for each component in front 
of the  . This yields the following equations. In lowest order we have 
for  the equation 

    ,
00
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while for  we have the recursive equations 
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                                 (4.65) 

for    . Equivalently, we can write this for   as 
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 
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Since (4.66) also makes sense for   it seems tempting to unify (4.64) and 
(4.66). To this end, we take (4.66) for  and multiply this by  
yielding 
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   0 0
2,

1 , 0
2p U

E
p p p Ugrad R p V n V R p

 
 




     
 
�                                    (4.67) 

which is equivalent to 

        0 0
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

  
 


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we obtain the condition 
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E
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                          (4.69) 

whose limit  exists and is given by 
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V R p R p V
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since is holomorphic in α for all  . Since moreover  we 
can evaluate the condition (4.65) further and obtain 
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2 2,
U

E
p p U p pgradR p

V V R p V 
  �                           (4.71) 

Thus we conclude that (4.66) for   implies (4.65)  iff   . This 
motivates that we want to solve (4.65) with the additional requirement 

                                                                             (4.72) 

Definition(4.3.1)(Transport Equations):[110] 

Let  and let  be normally hyper-bolic. Then the recursive 
equations 

11 2 2
2p

E k k k
grad p p p pV n k V k DV         

 
�                                    (4.73) 

together with the initial condition 

                                   (4.74) 

are called the transport equations for   corresponding to  

 Remark(4.3.2)(Transport Equations): 

Let  be normally hyper-bolic.  

i.) According to our above computation, the transport equation for   implies  

                  0 0
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E
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ii.) The transport equations are the same for the advanced and retarded  

thus we only have to solve them once and can us the same coefficients  for 
both the Green Functions.  

Definition (4.3.3)(Hadamard Coeffcients): 

 Let  be normally hyperbolic and  geodesically  star-shaped 
around  as before. Solutions  of the transport equations 
are then called Hadamard coeffcients for  at the point . 

 (4.3.2) Uniqueness of The Hadamard Coeffcients: 

 Since on  we have unique geodesics joining  with any other point  , 
namely 

                                 (4.76)    

 For abbreviation, we set 

                               (4.77) 

Lemma(4.3.4): 

The parallel transport along  geodesics in   yields a smooth map  

                                                                            (4.78) 

 

which we can view as a smooth section 

                                                                           (4.79) 

Theorem(4.3.5) (Uniqueness of the Hadamard Coeffcients): 

  Let  be geodesically star-shaped around  and let  be 
normally hyperbolic. 

Then the Hadamard coeffcients for  at  are necessarily unique. In fact, they 
satisfy 

                           (4.80) 

and for  and  
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(4.81) 

(4.3.3) Construction of The Hadamard Coefficients: 

Using (4.80) and (4.81) we recursively define  for   by 

                                              
 
(4.82)   

             (4.83) 

for . 

Proposition(4.3.6)(Smoothness of ): 

Let   be open subsets such that  is geodesi-cally star-shaped around 
all  . Then the recursive definitions (4.82) and (4.83) yield smooth sections 

                                       (4.84) 

via the definition 

                                      (4.85) 

 for  . 

(4.3.4) The Klein-Gordon Equation: 

 Consider  the flat Minkowski spacetime but now the Klein-Gordon[111] 
equation     

2( ) 0m  �                                             (4.86) 

 denotes a positive constant.  compute the Hadamard coefficients at a single 
point ,  choose  , and   is just the addition with   whence  

                                       (4.87) 

 is simply the identity map. Also the density function  becomes very simple 
as we have   

                                           (4.88) 

 
 

       .1 1
0,

11

0
  dVDPpP

qp
kqV qp

k
p

k
qpqp

k
p qp






 





  



k
pV 0k

qpp P
qp

qV 
)(

1)(0



  dqVDPpP
qp

kqV pp
K

Pqp
K

qpqp
k

p )))(exp(exp)(())((
)(

)( 111
0,

11

0






  


Uq

kV

MUO  U

Op

)( |*

UO

k EEV


 

   qVqpV k
p

k ,

  0,  kandUOqp

),( nR

2m
nRp 0p 0exp p

nnn RRRT 00 :exp

P

1P



106 
 

for all  . Thus the recursion for the Hadamard coefficients simplifies 
drastically. Finally, we note that the Klein-Gordon operator 2m�  has already the 
normal form with . Therefor we have 

 

And    
                  

 

Now  is constant. We claim that, since  is constant as well, all Hadamard 
coefficients are constant, too. Indeed, assuming this for  shows that 

 

 

 

 

which is again constant. Thus by induction we conclude the following: 

Lemma(4.3.7):[112]  

The Hadamard coefficients for the Klein-Gordon operator 2m�  on Minkowski 
spacetime are constant and explicitly given by 

                                                       (4.89) 

for  and all points p ∈  . 

then  

                      (4.90) 

for  and 0 elsewhere. We want to estimate  and its derivatives 
over a compactum . To this end we compute the first partial derivatives of 

 explicitly. We know already 
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     (4.91) 

where we use the notation 

                                           (4.92) 

Thus we get 

                               (4.93) 

since clearly                 .  

 we get 

 

+                                               (4.94) 

and 

 

 
                              (4.95)  

Theorem(4.3.8)(Green's Functions  of  The Klein-Gordon Operator):  

Let . Then the series 

                                   (4.96) 

converges in the   to the advanced and retarded Green function of 
the Klein-Gordon operator 2m� respectively. More precisely, for    
the series. 
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series (4.96) converges in the  to a smooth function given by 

                                       (4.98) 

for  from which the other  can be obtained by translation. 

(4.4) The Fundamental Solution on  Small Neighborhoods [113]. 
Take the Hadamard  coefficients as smooth sections 

                                   (4.99) 

out of which we obtain the formal fundamental solution 

  
                             (4.100) 

on .  

Of  course, there is no reason to believe that (4.100) converges in general, even 
not in the weak* sense. However, the Riesz distributions   are 
continuous functions if k is large enough.In fact, by Proposition 4.2.4 we know 
that  is at least continuous if 

2
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(4.4.1) The Approximate Fundamental Solution:[114] 
   

The idea is now that the finite sum  
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take a cutoff function  

 with         
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Lemma(4.4.1): 
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where K is any compactum containing   
Lemma(4.4. 2): 

Let and   be smooth , then for every multi-index  

                                             (4.104) 

with some universal constants  . 

 

Lemma(4.4. 3): 

Let   and large enough such that .then we have  

                    ,                                              (4.105) 

with constant  independent of satisfying  

                                                                                (4.106) 

 for    

Lemma(4.4.4): 

Let   and  then the term of the series (4.104 ) satisfies 
estimate   

                       (4.107)  

(4.4.2) Construction of the Local Fundamental Solution:[35] 

Having an open subset  such that 

                               (4.108) 

is compact , consider the  and a section of defined on 
then we can naturally pair  and integrate , this gives   

                              (4.109) 
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rather nice section of  defined on  .  

Definition(4.4.5): 

With respect to some auxiliary positive fiber metric on   we define 

                            (4.110) 

here the fiber metric is used to define a norm on each fiber . 

Lemma(4.4.6)(The Banach space  : 

Let  be open with compact closure. 

i.) The definition of  does not depend on the auxiliary smooth fiber 

metric. 

ii.) The vector space  becomes a Banach space via the norm. 

      *, sup
q

u o Eq U
P q 


                                                (4.111) 

iii.) Different choices of positive fiber metrics on  yield equivalent Banach 
norms(4.111) 

iv.) The restriction map 

                               (4.112) 

is continuous for all  

Lemma(4.4.7): 

Let  and  open with compact closure  . 

i.) For  we  have  

ii.) We have an estimate of the form 

                 
                           (4.113) 

for all  and compact  

Proof. We first proof continuity. Thus let  be fixed and consider . 
Since the integrand  is bounded by some integrable function, 
namely by the constant function  where  is any compactum 
containing the convergent sequence  we can apply Lebesgue’s dominated 
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convergence and  find 

 

 

 

 

which is the continuity of . then  

 
                                         (4.114)    

all with respect to some local trivialization of  . Thus  turns out to be  
and by induction we get  . This shows the first part. For the 

second, we use a local trivialization and 

(4.114) to obtain 

 

from which we get 

 

                                
 

Thus we have 

                             
                              (4.115) 

By some slight abuse of notation we denote the composition  

again simply by  . 
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is continuous with operator norm 

                                           (4.117) 

Proof. From Lemma 4.4.7 We know that for all  we have 

              
 

which gives the continuity as well as the estimate on the operator norm (4.115). 

Corollary( 4.4.9): 

 If the open subset  is sufficiently small in the sense that 

                             (4.118) 

 then the operator 

                                               (4.119) 

is invertible with continuous inverse given by the absolutely norm-convergent 
geometric series

                           

                   
                              (4.120) 

Definition(4.4.10)(The space   : 

Let  then a section   is called on   if it can be 

approximated by sections with   with respect to the norm  

where  is open. The set of all such section is denoted by 
. 

Lemma(4.4.11): 

The operator  restricts to a continuous linear 
operator  

                                           (4.121) 

for all whose image are restrictions of smooth sections of  defined on 

  the operator  norm  of (4.121) is bounded by  
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Definition(4.4.12)(Local Fundamental Solution): 
Let be geodesically convex and  be open with compact closure 

such that the volume of is small enough . then for we define  

 

Theorem(4.4.13)(local fundamental solution): 

Let be geodesically convex and let  be open with compact closure 
such that the volume of  is small enough . then for  the map   

 

is local fundamental solution of  such that for every  

 

is a smooth section of over , in fact ,  

                               (4.122) 

is a continuous  liner map . 

 (4.4.3) Causal Properties of  : 
Lemma(4.4.14)): 

Let     be in addition causal . Then for  we have        

 
 

Theorem(4.4.15)(Local Green's Functions):[115] 

Let be small enough and causal. Then the fundamental solutions  
from Theorem 4.4.13 are advanced and retarded Green functions, i.e. 

we have   

                       
 
                                           (4.123) 

Proof. Let  be a test section. Then 

 

MU  UU 

UU c 1 1cU Up 

          *1*
0 .~: ppUUUU ERKidEpF   

MU  UU 

UU c 1 1cU Up 

    **
0: pUU EEpF 

patD  UE*
0


      pFpF UU
 :.

*E U

      UUUU EFEF **
0 .:   


UF

UU  )( | 1

*0
cU

E

    SuppJKSupp cUU
  1

UU   pFU


   pJpFSupp
UU
 

)( |*
0 U

E

         .~. 1 


  UUU RKidSuppFSupp



114 
 

 

                                        (4.124) 

since    whence for  we conclude 

 Thus  implies .  

Corollary(4.4.16): 

Let be normally hyperbolic . Then every point in has small 
enough neighborhood such that on we have advanced and retarded 
Green functions at i.e. 

                                                          (4.125) 

and 

                                                         (4.126) 

such that in addition  

                  
                                       (4.127) 

is a continuous linear map .   

(4.5) Solving the Wave Equation Locally: 
In this section we show how the Green functions  can be used to obtain 
solutions to the wave equation 

                                                                  (4.128) 

with a prescribed source term [116]. The main idea is that a suitable  can be 
written as a superposition of δ-functionals. Since  solves (4.128) for  
we get a solution to (4.128) for arbitrary  by taking the corresponding 
superposition of the fundamental solutions . Of course, at the moment we 
are restricted to  having compact support in  . 

Then we are interested in two extreme cases: for a distributional  we can only 
expect to obtain distributions   as solutions. However, if  has good regularity 
then we can expect  to be regular as well. 

(4.5.1) Local Solutions for Distributional Inhomogeneity:[117]  

Let  be a generalized section of   with compact support in  . We 
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want to solve 

                                    (4.129) 

with some  

Lemma(4.5.1): 

Let  be a small enough open subset such that the construction of  as in 
Section 4.4 applies. 

i.) The map    induces a linear map 

                                              (4.130) 

by dualizing, i.e. for and   we  defines 

                                                 (4.131) 

ii.) The map  is  . 

iii.) We have 

                                               (4.132) 

for all  

Proof. For the first part we recall that we have the identification 

 

from which we obtain the identification 

    
                          (4.133) 

Since tensoring with  does not change the supports we can dualize the 
continuous map 

 

to a map 

                                                           (4.134) 

Using (4.133) and the fact that the dual space of all test sections are the 
compactly supported generalized sections, see Theorem  2.3.11, we get 
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whose composition we denote by  as well. This is the map (4.130).  
Dualizing yields a  map in (4.134). Finally, the identifications 
(4.133) are  as well, hence it results in a map 
(4.130). This shows the first and second part. For the third part we unwind the 
definition of  . Let   be a test section and compute 

 

 

 

 

 

 

using the definition of the dualized map and the feature  . But this 

means (4.132). 

(4.5.2) Local Solution for Smooth Inhomogeneity: 

Let  be open with  compact and let  with  open. Moreover , 
let  be a smooth kernel on the larger open subset  . For 
sections we consider the integral operator 

                               
                            (4.135) 

analogously to (4.102), where [118] . Repeating the arguments from 
Lemma 4.4.7 and Lemma 4.4.11we obtain the following general result: 

Lemma(4.5.2): 

Let  with  open and  compact. For the integral operator 
corresponding to a smooth kernel  as in (4.121) the following 

statements are true: 

i.) For  one has  for all  and  

ii.) The maps (all denoted by ) 
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                              (4.136) 

And 

                                                (4.137) 

are continuous. In fact, for we have  

                                
                               (4.138) 

for some  depending on . 

 

Lemma(4.5.3):[119]  

Let  be as in Section 4.4 with  small enough and let   be 
the  integral operator from (4.116). 

i) For every  there is a  such that for  we have 

 

                                                    
 (4.139) 

ii.) For  there is a  such that 

                                                  (4.140) 

Proof.  we know that the operator    has a smooth kernel in
. Thus the previous Lemma 4.5.3, ii.) applies and (4.138) gives 

(4.139). For the second part we note that 

 

          then 

= 
   

                

 

with  from (4.139). Since 
 
we take  to obtain 

(4.140).  
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Proposition(4.5.4): 

Let   be as before and let , Then for all 
compacta  and all  we have a  such that 

                
                                (4.141) 

for all  

Proof. We know already from the proof of Theorem 4.4.13 that the operator  
is continuous but (4.141) gives a more precise statement of this. We have by 
(4.140) . 

 

 

 

which is (1.41). 

Corollary(4.5.5): 

The operator   has a continuous extension to an operator 

                                                             (4.142) 

for all , and the estimate  (4.141)also holds for   

Lemma(4.5.6): 

Let   be as before and let there for all we have 

i.)  dualizes to a linear map  

                
                                                (4.143) 

ii.) We have explicitly given by   

                                                 (4.144) 
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and 
 

for abbreviation and
                            

 

is the canonical transportation also flipping the arguments . 

Lemma(4.5.7): 

Let be compact and  

1.) Assume has support in .then  

                                               (4.145) 

converges in 
   . 

ii.) Assume has support in .then 

                                             (4.146) 

converges in 
   

Lemma(4.5.8): 

Let then  

             
                                       (4.147) 

with being the smooth integral kernel of .  

thus   . 

Theorem(4.5.9): 

Let   and then , explicitly given by (4.146) is 

a with  

                                              (4.148) 
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In particular ,we have a smooth local of solution of the wave equation for a 
smooth and compactly supported  inhomogeneity . 
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Chapter(5) 

The Global Theory Of Geometric Wave Equations 
The topic in this chapter is now to globalize the (small) neighborhoods to the 
whole Lorentz manifold. Here the global causal structure yields obstructions of 
various kinds. Here the best situation will be obtained for globally hyperbolic 
Lorentz manifolds. On such spacetimes we can then also formulate and solve 
the Cauchy problem for the wave equation. This nice solutions theory allows to 
treat the wave equation essentially as an ( in finite - dimensional) Hamiltonian 
dynamical system. We will illustrate this point of view by determining the 
relevant Poisson algebra of observables. 

(5.1) Uniqueness Properties of Fundamental Solutions 
(5.1.1) Time Separation:[11] 

      The time separation function  on  will be the Lorentz analogue of the 
Riemannian distance .However, in various aspects it behaves quite  
differently . It will help us to formulate appropriate conditions on  to ensure 
uniqueness properties for the fundamental solutions.  

Definition(5.1.1)(Arc Length):[37] 

  Let   : ,a b M  be a piecewise ݁ଵ curve in a semi-Riemannian manifold 
. Then its arc length is defined by 

                                 (5.1) 

Clearly, the definition makes sense for  piecewise ݁ଵcurve as well. The 
following is obvious: 

Lemma(5.1.2): 

     The arc length of a piecewise ݁ଵcurve ߛ is invariant under monotonous  
piecewise ݁ଵreparametrization. Unlike in Riemannian geometry, for different 
points  and there may still be curves  joining  and  which have arc 
length 0, namely if  is timelike. This makes the concept of a “distance” more 
complicated.   

Definition(5.1.3)(Time Separation): 

    The time separation function in a time-oriented Lorentz 
manifold  is defined by       

 M
d

M

 gM ,
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    qtopform curve causal directed futureasup, isLqpt                         (5.2) 

     
      In contrast to the Riemannian situation where one uses the infimum over all 
arc lengths of curves joining  and  to define the Riemannian distance, the 
time separation  has some new features: 

     first it is clear that may happen even for ; this is possible 
already in Minkowski space time. 

    Moreover, in general is not a symmetric function as it involves the 
choice of the time-orientation. Again, this can easily be seen for Minkowski 
space time and points  with In this case  is the Minkowski 

length of the vector  . The fact that all other future directed causal 
curves from   are shorter is the mathematical fact underlying the 

. In the more weird examples of  Lorentz manifolds it 
may happen that τ  for some or even all pairs of points . 

     Recall that a light like curve  from is called maximizing if there is 
no time like curve from . Then we have the following useful Lemma: 

Lemma(5.1.4): 

      If there is a causal curve  from which is not a maximizing lightlike 
curve then there also exists a time like curve from .  

Theorem(5.1.5)(Time separation):[120] 

  be a time-oriented Lorentz manifold and . 

 i.) Then . 

ii.) If there exists a time like closed curve through  then we have 
Otherwise . 

iii.) . 

iv.) For  we reverse triangle inequality, i.e. 

                                 (5.3) 

 v.) Suppose  with an open geodesically convex  .   then 
the geodesic  maximizes the arc length of all causal curves 
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from  to  which are entirely in . 

vi.) The time separation function  is lower semi continuous, i.e. for 
convergent sequence  and one has 

                                         (5.4) 

(5.1.2) Uniqueness of Solutions to The Wave Equation:[30, 35] 

In general, the wave equation 

                                            (5.5) 

     has many solutions  , we  know  that the causal relation  is 
called closed if for any sequence and  with we have 

as well. Equivalently, this means that 

                                            (5.6) 

is a closed subset of . 

        We consider now the following three properties which will turn out to be 
sufficient to guarantee the uniqueness of the solutions to (5.5) with future or 
past compact support. 

i.)   is causal . 

ii.)   is closed. 

iii.) The time separation is finite and continuous. 

Concerning the relation among these three properties some remarks are in due: 

Remark(5.1.6)(Causally Simple Space Times): 

       A time-oriented Lorentz manifold  which  satisfies  the causality 
condition i.)  is called causally simple if in addition  are closed for all

, One can show that this is equivalent to being causal and   being 
closed which is equivalent to being causal and  being closed for all 
compact subsets  . 

 Thus i. ) And  ii. ) just say that  is causally simple. 
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Remark(5.1.7): 

 i.) The finiteness of   clearly implies that there are no timelike loops. 

ii.) There are examples of causally simple spacetimes which do not satisfy iii.). 
So this is indeed an additional requirement. 

iii.) Convex spacetimes satisfy all three requirements. 

iv.) Also globally hyperbolic spacetimes satisfy all three conditionsWith these 
conditions we can now prove the following theorem: 

Theorem( 5.1.8): 

     Assume that a time-oriented Lorentz manifold   satisfies the three 
conditions i. ), ii.), iii.).  be a normally hyperbolic differential 
operator on some vector bundle  and  be a distributional 
section. If  has either past or future compact support and satisfies the 
homogeneous wave equation 

                                                           (5.7) 

then . 

Corollary( 5.1.9):[103] 

        be a causally simple Lorentz manifold with finite and continuous 
time separation. Then for every normally hyperbolic differential operator 

 there exists at most one fundamental solution at  with 
past compact support and at most one with future compact support. 

Proof. Indeed if  then solves the homogeneous wave 
equation and has still past (or future) compact support .Thus  by the 
preceding theorem .Now we pass to a globally hyperbolic space time 
.On  one hand we know from Remark  5.1.7 that  satisfies the hypothesis 
of Theorem 5.1.8  . On the other hand on a globally hyperbolic space time the 
sub set  are always past/future compact: indeed, by the very definition of 
global hyper bolicity, is a compact diamond for all

. This is just the statement that is past compact and is 
future compact. This gives immediately the following result: 

Corollary (5.1.10):[9] 

      Let  be a globally hyperbolic Lorentz manifold. Then for every 
normally hyperbolic differential operator  there exists at most 
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one advanced and at most one retarded Green function at . 

Example(5.1.11)(Uniqueness of Green's Functions):[6] 

     Let  ,nR   be the flat Min kowski space time as before. Since this is a 
globally hyperbolic space time we have the following global and unique Green 
functions: 

  i.) The Riesz distributions are the unique advanced and retarded Green 
functions for �  at 0.Their translates to arbitrary are the unique advanced 
and retarded Green functions for �  at . 

ii.) The distributions are the unique advanced 
and retarded Green functions at   of the Klein-Gordon operator 2m�    
on Minkowski space time,  

      Finally, we mention that on convex domains we cannot conclude the 
uniqueness of advanced and retarded Green functions without further 
assumptions. Even though geodesically convex domains satisfy the hypothesis 
of Theorem 5.1.8 it may not be true that  is past or future compact, 
respectively. if in this situation we take the Green function of on   
and restrict them to  we obtain advanced and retarded Green functions  

for all points . Taking now a point   and adding 

to we still have an advanced Green function since 
 on . However, as sing supp by Proposition 3.1.12 

for n even, we see that this new advanced Green function differs from 
on the intersection , even in an essential way. Thus we 

cannot hope for uniqueness of advanced and retarded Green functions in 
general. 

(5.2) The Cauchy Problem: 
         In order to pose the Cauchy problem[50, 95] we have to assume that we 
have a Cauchy hyper surface on which we can specify the initial values[95]. 
Thus in this section we assume that  is a globally hyperbolic space time 
and is a smooth space like Cauchy hyper surface in  whose 
existence is guaranteed by Theorem  3.7.19. Furthermore, the future directed 
time like normal vector field of will be denoted by as in 
Section 3.8 . 

Remark (5.2.1) : 
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   When solving the wave equation in a distributional sense for  
one might be tempted to ask for the initial conditions of u on . 

However, since is far from being a submersion the restriction is 
not at all well-defined. To see the problem one should try to define for the 

 distribution on  and . Thus for the Cauchy problem to make 
sense we either have to specify conditions on  which ultimately allow 
to define etc., or we restrict ourselves directly to regular initial conditions 
and solutions of some  -regularity. As usual, the most convenient situation 
will be the  -case. 

 Given an in homogeneity  we want to find a solution  of 

                                                    (5.8) 

for given initial conditions , i.e.˙ 

                                                  (5.9) 

Here  will always be the covariant derivative on  determined by  as 
usual. Note that the left hand side of (5.9) is indeed well-defined as for  
the value  is defined as   is function linear in the tangent vector 

field argument. Thus we can interpret indeed as a section of . 

(5.2.1) Uniqueness of The Solution to The Cauchy Problem: 

       For the Cauchy problem the uniqueness will be easier to show than the 
existence. We start with some preparatory material on the ad joint of . 
Recall from Theorem 2.2.15 that  is determined by 

                                       (5.10) 

For  and   with at least one of them having compact 
support. We want to compute now   explicitly. 

Lemma(5.2.2): 

     Let   normally hyperbolic differential operator written as  
D B � with  and the connection d'Alembertion �

 build out of 
the connection defined by . 

i.) The transported operator   is given by  

                                               T TD B �                                           (5.11)  
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      where �  is the connection d'Alembertion with respect to the induced 
connection for coming from  

ii.) for    we have               

□൫ψ(s)൯ = (□∇ψ)(s) + ψ(□s) + 〈gିଵ, ൫D୉∗ψ൯ ∨ (D୉s)〉                           (5.12)  

iii.) for    we have 

                                        (5.13)  

Lemma(5.2.3): 

       Assume is a solution to the homogeneous wave equation  
and   then we have  

   
                     (5.14) 

where  

Lemma(5.2.4): 

      Assume is a solution to the homogeneous wave equation  
and ,denote the initial values of u on , 

   Then 

                                           (5.15 ) 

 

Theorem (5.2.5) :[121] 

be globally hyperbolic and let be a smooth space like 
Cauchy hyper surface with future directed normal vector field .  

 is a solution to the wave equation    

Then u is uniquely determined by its initial conditions  

                                                                                       (5.16 ) 

            Then 

                                                                             (5.17 )   
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Theorem 5.2.6: 

Let  be globally hyperbolic and let be a smooth space 
like Cauchy hyper surface with future directed normal vector  field 

.  be a continuous section and -section 
satisfying the inhomogeneous wave equation 

                                                      .                              (5.18) 

Then 

  is uniquely determined by its initial conditions . 

(5.2.2) Existence of Local Solutions to The Cauchy Problem: 

       After the uniqueness we pass to the existence of solutions to the Cauchy 
problem. We will assume that the Cauchy data as well as the inhomogeneity of 
the wave equation have compact support. 

The first statement is still a local result to the Cauchy problem: 

Proposition(5.2.7 [122]: 

      Let  be a time-oriented Lorentz manifold with a smooth spacelike  
hypersur -face  with future directed normal vector field . Moreover, 
let be a sufficiently small causal open subset of  such that 

 is a Cauchy hypersurface for U . Then there exists a unique 

solution  for given initial values  and given 

inhomogeneity   of the inhomogeneous wave equation  

                                                ( 5.19 ) 

with  . in addition we have  

                                  (5.20 ) 

Proposition(5.2.8): 

     Let Under  the same general assumptions as in proposition 5.2.7 we 

assume to have initial values      and  

inhomogeneity    

Then there exists a unique solution of  The inhomogeneous wave 

equation  
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                                                     (5.21 ) 

with  initial conditions .for the support we still have  

                                   (5.22 ) 

 

(5.2.3) Existence of Global Solutions to The Cauchy Problem:[41] 

     To approach the global existence of solutions we assume  is globally 
hyperbolic with a smooth spacelike Cauchy hypersurface  . Now we again 
use the splitting theorem  with the first coordinate being the Cauchy 
temporal function and the Cauchy hypersurface of constant time    where 
we shift the origin to . For every  we have a unique time   with 

  On each  we have a Riemannian metric  such that  . 
This allows to speak of the open balls around  of  radius r > 0 with 
respect to this metric  . We denote these by  without explicit reference 
to t. Note tha  is open in  but not in  , Here we use the 
Riemannian distance  in  with respect to  for defining the ball, i.e. 

                           (5.23) 

where γ is an at least piecewise  curve joining  inside  .  

Having such a ball we consider its Cauchy development
 in according to Definition 3.7.12, We now 

want to find   small enough that  is a nice open neighborhood f 
allowing a local fundamental solution  we call an  open neighborhood  

a relatively a compact causal open neighborhood of small valume or short 
RCCSV for abbreviation. 

Lemma(5.2.9): 

     The function  defined by  

                                         (5.24) 

is well-defined and lower semi-continuous. 

Theorem(5.2.10): 

     Let (M,g) be a globally hyperbolic spacetime with smooth spacelike Cauchy 
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hyper-surface  . 

  i.)   there exists a unique global solution 
 of the  inhomogeneous wave equation  with initial 

conditions  

, We have   

                              

 ii.) For  and  
there 

     exists a unique global solution  of the inhomogeneous wave 

equation   with initial conditions  . It also 
satisfies (5.22) 

(5.2.4) Well- posedness  of  The Cauchy Problem: 

Theorem(5.2.11)(Open Mapping Theorem): 

     Let   be Fréchet spaces and let 

 be a continuous linear map. If  is surjective  then  is an open map. 

As usual, a map  is called open if the images of open subsets are again open 

Corollary(5.2.12): 

      Let   be a continuous linear bijection between Fréchet spaces. Then 
 is continuous as well. 

      Indeed, let  be open. Then the set-theoretic , i.e. the pre-
image of   under  , coincides simply with   which is open by the 
theorem. Thus  is continuous. Note that for general maps between 
topological spaces a continuous bijective map needs not have a continuous 
inverse at all. 

    We are now interested in the following situation: the result of Theorem 
5.2.10 can be viewed as a map 

                             (5.25) 
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 Theorem(5.2.13)(Well-posed Cauchy Problem I): 

       Let  be a globally hyperbolic spacetime with smooth spacelike 
Cauchy hypersurface   . Then the linear map (5.25) sending the initial 
conditions and the inhomogeneity to the corresponding solution of the Cauchy 
problem is continuous. 

Theorem(5.2.14)(Well-posed Cauchy Problem II): 

      Let  be a globally hyperbolic spacetime with smooth spacelike 
Cauchy hypersurface  and let . Then the linear map  

                         (5.26) 

sending to the unique solution  of the inhomogeneous wave 

equation   with initial˙  continuous. 

     Thus we have in both cases a well-posed Cauchy problem. There are, 
however, some small drawbacks of the above theorems: 

       First ,we are limited to inhomogeneities  with compact support in  . 
Physically more appealing would be an inhomogeneity with compact support 
only in spacelike direction, i.e. the “eternally moving electron”. Note that this 
is clearly an intrinsic concept on a globally hyperbolic spacetime. Moreover, 
the control of derivatives in Theorem 5.2.10 and hence in Theorem 5.2.13 
seems not to be optimal. In particular, it would be nice to show that the map 
(5.26) has some fixed order independent of  . 

(5.3) Global Fundamental Solutions and Green's Operators  
(5.3.1) Global Green's Functions:[123, 124] 

    We first consider the smooth version. Here we start with the following 
theorem 

Theorem( 5.3.1): 

     Let  be a globally hyperbolic spacetime and  a 
normally hyperbolic differential operator. For every point  there is a 
unique advanced and retarded fundamental solution    . 
Moreover, for every test section  the section. 

                              (5.28)     

is a smooth section of  which satisfies the equation 
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                                         (5.29)     

Finally, the linear map 

                                (5.30)     

is continuous. 

Theorem(5.3.2): 

      Let  be a globally hyperbolic spacetime and  a 
normally hyperbolic differential operator. Then the unique advanced and 
retarded Green functions of  at  are of  global order 

                                (5.31)     

More precisely, the linear map (5.30) extends to a continuous linear map 

                                                 (5.32)     

for all k ≥ 2 such that we still have 

                                   (5.33)     

(5.3.2) Green's Operators: 

     The fundamental solutions  were constructed as the map 
 being a map , i.e. the solution map from 

the Cauchy problem. We shall now investigate this map more closely as it 
provides almost an inverse to . In general, one defines the following 
operators. 

Definition(5.3.3)(Green's Operators): 

      Let  be a time-oriented Lorentz manifold and  a 
normally hyperbolic differential operator. Then a continuous linear map 
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Proposition (5.3.4)(Green's Operators and Fundamental Solutions):[125] 

     Let  be a time-oriented Lorentz  manifold and   a 
normally hyperbolic differential operator. 

i.) Assume  is a family of global advanced or retarded fundamental 
solutions of  at  every point  with the following property: for every 
test section  the section   is a smooth section of   
depending continuously on  and satisfying . 

Then 

                                                                       (5.35) 

yield advanced or retarded Green operator for D, respectively. 

ii.) Assume  are advanced or retarded Green operator for , respectively. 
Then  defined by 

                                                                 (5.36) 

defines a family of advanced and retarded fundamental solutions of  at 
every point with the properties described in i.), respectively. 

Proof.  For the first part we assume to have a family  of advanced or 
retarded funda-mental solutions of  with the above properties. By 
assumption, the resulting linear map (5.35) is continuous. It satisfies 

 also by assumption. Since the  are fundamental solutions 

of  we have 

 

for all  and . Thus  as well. Finally, we have to 

check the support properties thereby explaining the flip from in (5.35). 
Thus let  be given such that  Since the support of 
the distributions  is in  this implies that supp u has to intersect 

 . Since  , and since has an open interior which 
is non-empty, we see that supp u also has to intersect . But then  
(supp u) whence supp  follows, proving 
the first part for the second part assume  is given and difine  
according to (5.36) This is clearly a distribution since  is continuouse and 

 is continuous by assumption . by construction, the section section 
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 is smooth and depends continuously on u. We have  

                               

as well as 

 

whence  is a fundamental solution satisfying also . Finally, 
for the support we can argue as before in part i.). 

Remark(5.3.5)(Green's Operators): 

i.) If the causal relation  is closed then the definition of a Green operator 
simplifies and also the above proof simplifies. This will be the case for globally 
hyperbolic spacetimes. 

ii.) At first glance, a Green operator of   looks like an inverse on the space of 
compactly supported sections. However, this is not quite correct as  maps 
into  and not into . Nevertheless, the Green operator behaves very 

much like an inverse of  . 

iii.) In general, Green operators do not exist: if e.g. M is a compact Lorentz 
manifold and □ is the scalar d’Alembertian then the constant function 1 
has compact support but satisfied □  Thus □ is impossible for a linear 
map . 

 

     In the case of a globally hyperbolic spacetime our construction of advanced 
and retarded fundamental solutions in Theorem 5.3.1 gives immediately 
advanced and retarded Green operators: 

Corollary (5.3.6): 

      On a globally hyperbolic spacetime any normally hyperbolic differential 
operator has unique advanced and retarded Green operators. 

Proof. Indeed, the fundamental solutions were precisely constructed as in the 
proposition with the operator coming from the solvability of the Cauchy 
problem in Theorem 5.3.1.Having related the Green operators of  D to the 
fundamental solutions of  we can also relate the Green operators of  D and 

 directly. First we notice that, the Green operators allow for dualizing: 
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Proposition(5.3.7): 

     Let  be globally hyperbolic and let  be a normally 
hyperbolic differential operator with advanced and retarded Green operators 

. 

i.) The dual map  is  and satisfies 

                                                               (5.37) 

for all generalized sections with compact support . 

ii.) for  generalized section with compact support we have  

                                                            (5.38) 

Lemma(5.3.8): 

      Let  be globally hyperbolic and let  be a normally 
hyperbolic differential operator with advanced and retarded Green operators 

, Moreover  , denote the corresponding Green operator of  
   by .Then we have for  

                                                     (5.39) 

 

Theorem (5.3.9): 

 Let  be a globally hyperbolic  and   be a normally 
hyperbolic differential operator. Denote the global advanced and retarded 
Green operator  of  by  and those of by   respectively . 

i.) For the dual operators we have  

                                                                                (5.40)      

                                                                                (5.41)  

ii.)  The duals of the Green  operators restrict to maps  

                                                               (5.42)                  

                                                                  (5.43)   
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which are continuous with respect to the             

iii.) The Green  operators have unique  continuous extensions to 
operators  

                                                                  (5.44)   

                                                                    (5.45)  

satisfying    

                                                                 (5.46)      

                                                                (5.47)  

respectively. for these extensions one has  

                                                                                  (5.48) 

                                                                                  (5.49)  

 

Remark(5.3.10): 

      With some slight abuse of notation we do not distinguish between the 
Green's Operators and their canonical extension to generalized sections. This 
gives the short hand version 

                                                                                (5.50)    

of (5.48) and (5.49). In particular, the Green operators of  are completely 
determined by those of   and vice versa. 

 Theorem(5.3.11): 

 Let  be a globally hyperbolic spacetime and  normally 
hyperbolic with advanced and retarded Green operators  . 

i.) The Green's Operators   satisfy  

                                                      
(5.51)                  

ii.) For every  every smooth spacelike Cauchy hypersurface
 with      
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                                                                        (5.52) 

and all  there exists a unique generalized section
 with  

                                                                             (5.53) 

                                (5.54) 

                                                         (5.55) 

                                                                      (5.56) 

The section   

iii.) An analogous statement holds for the case . 

(5.3.3) The Image of The Green's Operators:[5, 125] 

    In this section we want to characterize the image of the Green operators 
  in some more detail.  

Defintion(5.3.12) ( The Space ): 

        Let ,For a time - oriented Lorentz manifold we denote by 

 those section for which there exists a compact subset with 
 

       We are mainly interested in the globally hyperbolic case. The notion “sc” 
refers to spacelike compact support. We want to endow the subspace 

with a suitable topology analogous to the one  of . 
Indeed,  for the as  

is already dense. Thus we need a finer topology for  to have good 
completeness properties. Since is closed in on a globally hyperbolic 
spacetime  we can construct a  topology for as follows: For  
we have whence 

                                                         (5.57) 

  is continuous in the  and we have a closed image 

  
IvSupp

  ,, #
0

.

00 Euu 

  ,Eu 

,vuD 

  





  

 vSuppJuSuppuSuppJuSupp MM

.

00

 vSuppJuSuppSing M


 

.

0
#

0
# .uuanduu E

n  

.,
.

00
* uuonlycontinuousandvonlycontinuousweakdependsu

  
MIvSupp

 inGM

 ESC

 Nk
   EE k

SC 

u MK 

 KJuSupp M

)()( EESC
  )(0 E

)()( EindenseisE k
SC   topolpgye  )()()(0 EEE k

SC
k 

 Ek
Sc

)(KJ  M
FL )(ESC

 KK 

)()( KJKJ  

    )()( EE K
KJMKJM 

 

    topolpgyand kJMkJM 


 



138 
 

 Theorem(5.3.13)(LF Topology for  : 

 Let  be a time-oriented Lorentz manifold with  closed causal relation 
and let Endow with the inductive limit topology coming 
from ( 5.57) 

i.) is a Hausdorff  locally convex complete and sequentially complete 
topological vector space. 

ii.) All inclusions  are continuous and the  is the 
finest locally convex topology on with this property. Every is 

closed in and the induced topology from the   is again the 
. 

iii.) A sequence un is a   iff there is a compact 
subset  with un  and is a  . An analogous 
statement holds for convergent  sequences 

iv.) If  is a locally convex vector space then a linear map

 iff all restriction

  iff all exhausting sequence of 

compacta .  

v.) If in addition M  is globally hyperbolic with a smooth spacelike Cauchy 

hypersurface then    k
SC E E  is compact in which case the

.0 coincidetopolpgyandSC   ,otherwise the topolpgySC 

 is strictly  finer . in 

fact   

                                           EESC
#

0
# :                                                 (5.58) 

is a surjective linear map which is continuous in the   . It 
furthermore has a continuous right inverses. 

Remark (5.3.14)(The -Topology): 

      We can repeat the discussion of continuous maps also for  in 
complete analogy to the case of the  as in Subsection 2.1.2 and 
Subsection 2.2.3. In particular, any differential operator of 
order k gives a 
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continuous linear map                                              (5.59) 

     with respect to the - and the sce -topology for all                              
we also have approximation theorems resulting  The space is 
the natural target space for the Green operators since the causality 
requirement 

                                                  (5.60) 

     immediately implies The continuity of with respect to the 
-topology on  implies also the continuity with respect to the in general 

strictly finer topology 

 Proposition(5.3.15): 

     Let  be a time-oriented Lorentz manifold with closed causal relation. 
Assume that are advanced or retarded Green operators for a normally 
hyperbolic differential operator  

                                                 (5.61) 

is continuous with respect to the . 

Proof.  We know that is continuous by definition. Thus let 
be compact then  is continuous in the 

 be Theorem 2.1.9, iv.). Since the image is in 
and th is the subspace topology inherited  from   
we have continuity of 

 

 for all compact subsets  . By Theorem 5.3.13, ii.) we conclude that also 

 
     is continuous. Since  was arbitrary, by Theorem  2.1.9 , iv.) we have the 
continuity of (5.61). 

    then we find the  main result of this section which describes the image of the 
difference of the advanced and the retarded Green operator: as already in the 
local case we consider the propagator 

                                        (5.62)     
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differential operator . 

Theorem(5.3.16): 

      Let  be a time-oriented Lorentz manifold with closed causal relation. 
Assume that a normally hyperbolic differential operator  has  
advanced or retarded Green operators  . 

i.) The sequence of linear maps  

                                   (5.63) 

is a complex of  continuous linear maps . 

ii.) The complex (5.63)  is exact at the first  

iii.) if  is globally hyperbolic then (5.63) is exact everywhere .   

Theorem(5.3.17): 

      Let   be a globally hyperbolic spacetime and let  be a smooth  
spacelike Cauchy hypersurface. Let be normally 

hyperbolic and let  be the advanced and retarded Green operators of  . 
Then the solution   of the homogeneous wave equations with 

initial values       is determined by 

                    (5.64) 

. 

(5.4) A  Poisson's Algebra:  
        In this section we describe first  attempt to establish a Hamiltonian picture 
for the wave equation based on a certain Poisson algebra of observables 
coming from the canonical symplectic structure on the space of initial 
conditions. Throughout this section,   will be globally hyperbolic. For 
the vector bundle  we have to be slightly more specific , we choose  
to be a real vector bundle. 

(5.4.1) Symmetric Differential Operators: 

  Now we equip the vector bundle  with an additional structure, namely a 
fiber metric . In most applications this fibre metric will be positive definite, a 
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fact which we shall not use though. In any case, the fibre metric induces a 
musical isomorphism   with inverse . then  we have  

                                                          (5.65) 

Definition(5.4.1)( Symmetric Differential Operators ): 

      Let  be a real vector bundle with fibre metric and Then 
the adjoint of   with respect to h is ) with                                                                                     

                                 (5.66) 

 The operator D is called Symmetric differential operators 

                                                                         (5.67) 

Remark(5.4.2)(Symmetric Differential Operators):[126] 

 i.) The definition of the adjoint with respect to  is well-defined indeed. 
Namely,  then  

                                                                 (5.68) 

   with the adjoint operator  from  Theorem 2.2.15. This 
follows from the simple computation  

                 (5.69) 

which shows that (5.68) solves the condition (5.66). It is clear that is again a 
differential operator of the same order as  and it is necessarily unique since 
the inner product is non-degenerate. 

ii.) The adjoint depends on  but also on the density  in the integration 
(5.66). The map   is a linear involutive anti-automorphism, i.e. we have 

                                                                  (5.70) 

 

iii.) In the case of a complex vector bundle one proceeds similarly: for a given 
(pseudo -) Hermitian   fibre metric one defines the adjoint   by the same 
condition (5.66). Now is antilinear  in addition to (5.70) and 

becomes   by this choice. Differential   operators 
with are now called Hermitian. A particular case is obtained for a 
complexified  vector bundle . If    is a fibre metric on  then it 
induces a Hermitian fibre metri   on  by setting 
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                            (5.71) 

for  . Then a symmetric operator yields a 
Hermitian operator which commutes in addition with the 
complex conjugation of sections. 

Proposition(5.4.3)( Symmetry of Green's Operators ): 

      Let  be globally hyperbolic and let  be a normally 
hyperbolic Differential   operators  on the real vector bundle .Assume that 
is Symmetric with respect to fiber metric  

i.) For the Green's operators of we have 

                                                                (5.72)         

ii.) For  we have 

                               (5.73) 

iii.) The Green's Operators of  The Canonical [125]

 They still satisfy (5.72) , 

                               (5.74) 

for  and the reality condition  

                                               (5.75) 

Proof. Clearly, has compact support iff bu  has compact support, 
making (5.72) meaningful. We comput for   

 

since   is a Green's operator of  . Analogously, 

 

Now is clear linear and continuous since (#	, ܾ), as well as are 
continuous. Finally,since  preserve supports we have supp  

This shows that the map is indeed an 
advanced and retarded Green operator for  , respectively. By uniqueness 
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according to Corollary 5.3.6 we get (5.73). Using this, we compute 

                    

                                                

                                                              

       for  . Now consider . Then  yields the 
hermiticity  with respect to  . With the same kind of uniqueness 
argument we see that the Green operators  canonically extended to

, yield the Green operators of the extension 

 . Moreover, we clearly have (5.75) by construction. But then 
(5.74) follows from (5.76) and (4.4.73) at once. 

Remark(5.4.4): 

     Extending our notation of the adjoint to more general operators we can 
rephrase the result of (5.73) or (5.74) by saying 

                                         (5.76) 

Note that Proposition 5.4.3, iii.) still holds for arbitrary Hermitian  on 
arbitrary complex vector bundles except for (5.75). In both cases, it follows 
that the propagator  is antisymmetric 

                                                                                  (5.77) 

or anti-Hermitian in the complex case, respectively. In the complex case we 
can rescale  by i to obtain a Hermitian operator 

                                         .                                        (5.78) 
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