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Abstract 

In this research, we show by using integration of different form that , for a compact 

orientable manifold of dimension n the De Rham cohomology group ܪ௡(ܯ) is non 

zero, we also show that the group for a compact , connected , orientable manifold 

is just one-dimensional. 

We discuss the metric tensor and Riemannian metric on a manifold in informal 

terms. We also illustrate the relation between the integral curve of geodesic flow 

and geodesic with some examples and applications . 
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  الخلاصة

متعدد الطیات ل   (ܯ)௡ܪزمره كوھمولوجیا دیرام ان التفاضلیھ صیغة لاستخدام تكامل ا بإبینفى ھذا البحث 

الزمر لمتعدد الطیات الدورانى ھذه و اوضحنا ان . غیر صفریھتكون ) n(المتراص من البعد  الدورانى

و ذلك الطیات  ناقشنا الممتد المتري و مترك ریمان علي متعدد. المتصل المتراص ھي فقط من البعد واحد 

 الجیدوسیك و الجیدوسیك مع بعض  وضحنا العلاقھ بین منحنى التكامل لانسیابأضا یأ. بإسلوب غیر رسمى 

  .الامثلھ و التطبیقات
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                                          Introduction 

Today the area of differential geometry becomes one in which recent developments 

have effected great changes. However , the studying of its material has been           

relatively little affected by many modern developments . this research deal with 

some of this developments, and organized as follows:- 

In chapter(1) , we discuss the basic concepts of manifold and its general 

mathematical structures with some examples and applications. Also , we study the 

tangent vector, tangent spaces, cotangent vector and cotangent spaces with some  

remarks and examples . 

In chapter(2) , we deal with a brief introduction to tangent bundle via our definition 

of vector fields and their associated mathematical structures. Also we discuss the 

Lie bracket . 

In chapter(3) , we study the differential forms and De Rham cohomology groups. 

And to get more informations on de Rham cohomology , we study the orientation, 

integration of forms and Stokes' Theorem with some examples and applications. 

In chapter(4) , we study the degree of smooth maps , De Rham cohomology in the 

top dimension, and the concepts of the orientable n-dimensional manifold. Also we 

discuss the metric tensor and Geodesic flow with some examples and applications.
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Chapter (1) 

Manifolds, Tangent and Contingent Spaces 

Section (1.1): Basic Concept of Manifold 

The concept of a manifold is a bit complicated, but it starts with defining the 

notion of a coordinate chart. 

Definition (1.1.1): 

 A coordinate chart on a set X is a subset ܷ	 ⊆ 	ܺ together with a bijection 

߮:	ܷ	 → ߮(ܷ) 	⊆ 	ܴ௡  

onto an open set	߮(U)	in	ܴ௡. 

Thus we can parametrize points ݔ of ܷ by n coordinates ߮(ݔ) 	= 	 ,ଵݔ) … ,  .(௡ݔ

We now want to consider the situation where ܺ is covered by such charts and 

satisfies some consistency conditions. We have 

Definition (1.1.2): 

An ݊-dimensional atlas on ܺ is a collection of coordinate charts {ܷఈ , ߮ఈ 	}ఈ∈ூ	 

such that 

i. ܺ is covered by the {ܷఈ}ఈ∈ூ	 

ii. for each ߙ ∈ ,ܫ ߮ఈ(ܷఈ ∩	 ఉܷ) is open in ܴ௡ 

iii. the map 

߮ఉ߮ఈିଵ ∶ 	 ߮ఈ(ܷఈ⋂	 ఉܷ) 	→ 	߮ఉ(ܷఈ⋂	 ఉܷ)  

is ܥஶwith ܥஶ inverse. 
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Recall that ݔ)ܨଵ, … , (௡ݔ 	 ∈ 	ܴ௡ is ܥஶ if it has derivatives of all orders. We shall 

also say that ܨ is smooth in this case. It is perfectly possible to develop the theory 

of manifolds with less differentiability than this, but this is the normal procedure. 

Examples (1.1.3): 

1. Let ܺ	 = 	ܴ௡ and take ܷ	 = 	ܺ with	߮ = 	݅݀. We could also take ܺ to be any 

open set in ܴ௡. 

2. Let ܺ be the set of straight lines in the plane: 

 

 

 

 

Each such line has an equation ݔܣ	 + 	ݕܤ	 + 	ܥ	 = 	0 where if we multiply ܣ, ,ܤ  ܥ

by a non-zero real number we get the same line. Let U଴ be the set of non-vertical 

lines.For each line ℓ ∈ ଴ܷ we have the equation 

	ݕ = 	ݔ݉	 + 	ܿ  

where ݉, ܿ are uniquely determined. So ߮଴(ℓ) 	= 	 (݉, ܿ) defines a coordinate 

chart	߮଴ ∶ 	 ଴ܷ 	→ 	ܴଶ. Similarly if ଵܷ consists of the non-horizontal lines with 

equation 

	ݔ = 		 ෥݉ݕ	 +	 ܿ̃  

we have another chart ߮ଵ ∶ 	 ଵܷ 	→ 	 ܴଶ 
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Now ଴ܷ⋂	 ଵܷ is the set of lines 	ݕ	 = 	ݔ݉	 + 	ܿ	which are not horizontal, so ݉ ≠ 	0. 

Thus 

߮଴( ଴ܷ⋂	 ଵܷ) 	= 	 {(݉, ܿ) 	∈ 	 ܴଶ ∶ 	݉	 ≠ 	0}  

which is open. Moreover, ݕ	 = 	ݔ݉	 + 	ܿ implies ݔ	 = 	݉ିଵݕ −	ܿ݉ିଵ and so 

߮ଵ߮଴ିଵ(݉, ܿ) 	= 	 (݉ିଵ, −ܿ݉ିଵ)  

which is smooth with smooth inverse. Thus we have an atlas on the space of lines. 

3. Consider ܴ as an additive group, and the subgroup of integers ܼ	 ⊂ 	ܴ. Let ܺ 

be the quotient group ܴ/ܼ and ݌ ∶ 	ܴ	 → 	ܴ/ܼ the quotient homomorphism. 

Set ଴ܷ 	= ,0)݌	 1) and ଵܷ 	= ,1/2−)݌	 1/2). Since any two elements in the subset 

 restricted to (0, 1) or (-1/2, 1/2) is injective and so ݌ ,ଵ(ܽ) differ by an integerି݌

we have coordinate charts 

߮଴ 	 = 	 ଵି݌ ∶ 	 ଴ܷ 	→ 	 (0, 1), ߮ଵ 	 = 	 ଵି݌ ∶ 	 ଵܷ 	→ 	 (−1/2, 1/2).  

Clearly ଴ܷ and ଵܷ cover R/Z since the integer 0	 ∈ 	 ଵܷ. 

We check: 

߮଴( ଴ܷ⋂	 ଵܷ) 	= 	 (0, 1/2) 	∪ 	(1/2, 1), ߮ଵ( ଴ܷ⋂	 ଵܷ) 	= 	 (−1/2, 0)	∪ (0, 1/2)	

Which are open sets . Finally, if ݔ ∈ (0, 1/2), ߮ଵ߮଴ିଵ(ݔ) = x	and if ݔ ∈

(1/2, 1)	, 	߮ଵ߮଴ିଵ	(ݔ) 	= –	ݔ	 	1	. These maps are certainly smooth with smooth 

inverse so we have an atlas on X = R/Z. 

4. Let X be the extended complex planeܺ	 = 	ܥ	 ∪ {∞}. Let 

଴ܷ 	 = (ݖ)߮଴	ℎݐ݅ݓ	ܥ	 	= 	ݖ ∈ 	ܥ	 ≌ 	ܴଶ. Now take 

ଵܷ 	= {0}\ܥ	 	∪ {∞}  
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and define 	߮ଵ(̃ݖ) 	= 	 ଵିݖ̃ 	 ∈ ݖ̃	݂݅	ܥ	 	 ≠ 	∞ and 	߮ଵ(∞) 	= 	0. Then 

߮଴( ଴ܷ⋂	 ଵܷ) 	=   {0}\ܥ	

which is open, and 

	߮ଵ߮଴ିଵ(ݖ) = 	 	ଵିݖ =
௫

௫మ 	ା	௬మ
− 	݅ ௬

௫మ 	ା	௬మ
	.  

This is a smooth and invertible function of (ݔ,  We now have a 2-dimensional .(ݕ

atlas for ܺ, the extended complex plane. 

5. Let ܺ be ݊-dimensional real projective space, the set of 1-dimensional vector 

subspaces of ܴ௡ାଵ. Each subspace is spanned by a non-zero vector ݒ, and we 

define ௜ܷ 	⊂ 	ܴܲ௡ to be the subset for which the i-th component of ݒ	 ∈ 	 ܴ௡ାଵ is 

non-zero. Clearly ܺ is covered by ଵܷ, … , ܷ௡ାଵ. In ௜ܷ we can uniquely choose v 

such that the ith component is 1, and then ௜ܷ  is in one-to-one correspondence with 

the hyperplane ݔ௜ 	= 1 in ܴ௡ାଵ, which is a copy of ࡾ௡. This is therefore a 

coordinate chart 

߮௜ ∶ 	 ௜ܷ 	→ 	ܴ௡  

The set ߮௜( ௜ܷ 	∩ ௝ܷ) is the subset for which ݔ௝ 	≠ 	0	and is therefore open. 

Furthermore 

	߮௜߮௝ିଵ ∶ 	 ൛ݔ	 ∈ 	ܴ௡ାଵ ∶ 	 ௝ݔ 	= 	1, ௜ݔ 	 ≠ 0ൟ 	→	 ൛ݔ	 ∈ 	 ܴ௡ାଵ ∶ 	 ௜ݔ 	 = 	1, ௝ݔ 	≠ 	0ൟ  

is 

	ݒ ↦ ଵ
௫೔
  ݒ

which is smooth with smooth inverse. We therefore have an atlas for ܲࡾ௡. 
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Now we will discuss the definition of a manifold, all the examples above are 

actually manifolds, and the existence of an atlas is sufficient to establish that, but 

there is a minor subtlety in the actual definition of a manifold due to the fact that 

there are lots of choices of atlases. If we had used a different basis for ࡾଶ, our 

charts on the space ܺ of straight lines would be different, but we would like to 

think of  ܺ as an object independent of the choice of atlas. That's why we make the 

following definitions: 

Definition (1.1.4): 

Two atlases {(ܷఈ, ߮ఈ)}, {( ௜ܸ , ߰௜)} are compatible if their union is an atlas. 

What this definition means is that all the extra maps ߰௜߮ఈିଵ must be smooth. 

Compatibility is clearly an equivalence relation, and we then say that: 

Definition (1.1.5): 

 A differentiable structure on X is an equivalence class of atlases. 

Finally we come to the definition of a manifold: 

Definition (1.1.6): 

 An ݊-dimensional differentiable manifold is a space ܺ with a differentiable 

structure. 

The upshot is this: to prove something is a manifold, all you need is to find one 

atlas. The definition of a manifold takes into account the existence of many more 

atlases. 

Many books give a slightly different definition -they start with a topological space, 

and insist that the coordinate charts are homeomorphisms. This is fine if we see the 
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world as a hierarchy of more and more sophisticated structures but it suggests that 

in order to prove something is a manifold we first have to define a topology. As 

we'll see now, the atlas does that for us. 

First recall what a topological space is: a set ܺ with a distinguished collection of 

subsets ܸ called open sets such that 

i. ∅ and ܺ are open 

ii. An arbitrary union of open sets is open 

iii. A finite intersection of open sets is open 

Now suppose ܯ is a manifold. We shall say that a subset ܸ ⊆  is open if, for ܯ

each ߙ, ߮ఈ(ܸ	 ∩ 	ܷఈ) is an open set in ܴ௡. One thing which is immediate is that 

ܸ	 = 	 ఉܷ  is open, from Definition (1.1.2). 

We need to check that this gives a topology. Condition 1 holds because ߮ఈ(߶) =

߶ and ߮ఈ(ܯ	 ∩ 	ܷఈ) 	= 	߮ఈ(ܷఈ) which is open by Definition (1.1.1) for the other 

two, if ௜ܸ is a collection of open sets then because ߮ఈ is bijective 

߮ఈ((∪ ௜ܸ) 	∩ 	ܷఈ) 	=	∪ ߮ఈ( ௜ܸ 	∩ 	ܷఈ)  

߮ఈ((∩ ௜ܸ) 	∩ 	ܷఈ) 	=	∩ ߮ఈ( ௜ܸ 	∩ 	ܷఈ)  

and then the right hand side is a union or intersection of open sets. Slightly less 

obvious is the following: 

Proposition (1.1.7): 

With the topology above ߮ఈ:	ܷఈ → ߮ఈ(ܷఈ) is a homeomorphism. 
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Proof:  

If ܸ	 ⊆ 	ܷఈ is open in the induced topology on ܷఈ then since ܷఈ itself is open, 

ܸ is open in ܯ. Then ߮ఈ(ܸ	) 	= 	߮ఈ(ܸ	 ∩ ܷఈ) is open by the definition of the 

topology, so ߮ఈିଵ is certainly continuous. 

Now let ܹ ⊂ ߮ఈ(ܷఈ)	be open, then ߮ఈିଵ	(ܹ) 	⊆ ܷఈ 	so we need to prove that 

߮ఈିଵ	(ܹ) is open in  . But 

߮ఉ(߮ఈିଵ	(ܹ) ∩	 ఉܷ) 	= 	߮ఉ߮ఈିଵ(ܹ	 ∩	߮ఈ(ܷఈ 	∩ 	 ఉܷ))																								(1.1)  

From Definition (1.1.2) the set ߮ఈ(ܷఈ 	∩ 	 ఉܷ) is open and hence its intersection 

with the open set ܹ is open. Now ߮ఉ߮ఈିଵ is ܥஶ with ܥஶ inverse and so certainly a 

homeomorphism, and it follows that the right hand side of (1.1) is open. Thus the 

left hand side ߮ఉ(߮ఈିଵ	ܹ ∩	 ఉܷ)	 is open and by the definition of the topology this 

means that ߮ఈିଵ	(ܹ)is open, i.e. ߮ఈ is continuous. 

To make any reasonable further progress, we have to make two assumptions about 

this topology which will hold for the rest of search: 

i. the manifold topology is Hausdorff 

ii. in this topology we have a countable basis of open sets 

Without these assumptions, manifolds are not even metric spaces, and there is not 

much analysis that can reasonably be done on them. 

Now we will discuss further examples of manifolds, we need better ways of 

recognizing manifolds than struggling to find explicit coordinate charts. For 

example, the sphere is a manifold 
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and although we can use stereographic projection to get an atlas: 

 

 

 

 

there are other ways. Here is one. 

Theorem (1.1.8): 

Let ܨ: ܷ → ܴ௠ be a ܥஶ function on an open set ܷ	 ⊆ ܴ௡ା௠ and 

take ܿ	 ∈ 	 ܴ௠. Assume that for each ܽ	 ∈  ଵ(ܿ), the derivativeିܨ	

௔ܨܦ ∶ 	 ܴ௡ା௠ 	→ 	ܴ௠  
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is surjective. Then ିܨଵ(ܿ) has the structure of an n-dimensional manifold which is 

Hausdorff and has a countable basis of open sets. 

Proof: 

Recall that the derivative of F at a is the linear map ܦFୟ: ܴ௡ା௠ → ܴ௠	 such 

that	

	ܽ)ܨ + 	ℎ) 	= +	(ܽ)ܨ	 ௔(ℎ)ܨܦ	 	+ 	ܴ(ܽ, ℎ)  

Where 

ܴ(ܽ, ℎ)/‖ℎ‖ → 	ℎ		ݏܽ	0	 → 	0 . 

If we write ݔ)ܨଵ, …	, (௡ା௠ݔ 	= 	 ,ଵܨ) … . ,  ௠) the derivative is the Jacobian matrixܨ

డி೔
డ௫ೕ

(ܽ)					1	 ≤ ݅	 ≤ 	݉, 1	 ≤ 	݆	 ≤ 	݊	 + 	݉  

Now we are given that this is surjective, so the matrix has rank m. Therefore by 

reordering the coordinates ݔଵ, …		,  ௡ା௠ we may assume that the square matrixݔ

డி೔
డ௫ೕ

(ܽ)					1	 ≤ ݅	 ≤ 	݉, 1	 ≤ 	݆	 ≤ 		݉  

is invertible. 

Now define 

ܩ ∶ 	ܷ	 → 	ܴ௡ା௠  

by 

,ଵݔ)ܩ …	, (௡ା௠ݔ = 	 ,ଵܨ) …	, ௠ܨ , ,	…௠ାଵݔ   (1.2)																													௡ା௠)ݔ

Then ܩܦ௔ is invertible. 
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We now apply the inverse function theorem to ܩ, a proof of which is given in the 

Appendix. It tells us that there is a neighbourhood ܸ of ܽ, and ܹ of ܩ(ܽ) such that 

ܩ ∶ 	ܸ	 → ܹ is invertible with smooth inverse. Moreover, the formula (1.2) shows 

that ܩ maps ܸ	  ଵ(ܿ) to the intersection of ܹ with the copy of ܴ௡ givenିܨ	∩

by{ݔ	 ∈ 	ܴ௡ା௠ ∶ 	 	௜ݔ =	ܿ௜ , 1	 ≤ 	݅	 ≤ ݉}. This is therefore a coordinate chart ߮. 

If we take two such charts ߮ఈ , ߮ఉ then ߮ఈ߮ఉ
ିଵ is a map from an open set in 

	ݔ} ∈ 	ܴ௡ା௠ ∶ 	 	௜ݔ =	 ܿଵ, 1	 ≤ 	݅	 ≤ ݉} to another one which is the restriction of the 

mapܩఈܩఉିଵ of (an open set in) ܴ௡ା௠ to itself. But this is an invertible ܥஶ map and 

so we have the requisite conditions for an atlas. 

Finally, in the induced topology from ܴ௡ା௠, ܩఈ is a homeomorphism, so open sets 

in the manifold topology are the same as open sets in the induced topology. Since 

ܴ௡ା௠ is Hausdorff with a countable basis of open sets, so is ିܨଵ(ܿ). 

Effectively (1.2) gives a coordinate chart on ܴ௡ା௠ such that ିܨଵ(ܿ) is a linear 

subspace there: we are treating ܴ௡ା௠ as a manifold in its own right.  

We can now give further examples of manifolds: 

Examples (1.1.9): 

1.  Let 

ܵ௡ 	 = ݔ} ∈ ܴ௡ାଵ: ∑ ௜ଶ௡ାଵݔ
ଵ = 1}  

be the unit n-sphere. Define ܨ ∶ 	 ܴ௡ାଵ 	→ 	ܴ by 

(ݔ)ܨ 	= ∑ ௜ଶ௡ାଵݔ
ଵ   

This is a ܥஶ map and 
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௔(ℎ)ܨܦ 	= 	2∑ ܽ௜ℎ௜௜   

is non-zero (and hence surjective in the 1-dimensional case) so long as ܽ is not 

identically zero. If  ܨ	(ܽ) 	= 	1, then 

∑ ܽ௜ଶ௡ାଵ
ଵ = 	1	 ≠ 	0  

so ܽ	 ≠ 	0 and we can apply Theorem (1.1.8) and deduce that the sphere is a 

manifold. 

2. Let O(n) be the space of ݊	 × ݊ orthogonal matrices: ்ܣܣ =  Take the .ܫ	

vector space ܯ௡ of dimension ݊ଶ of all real ݊	 × ݊ matrices and define the 

function 

(ܣ)ܨ 	= ்ܣܣ	   

to the vector space of symmetric ݊	 × ݊ matrices. This has dimension ݊	(݊ + 1)/2 

then ܱ(݊) 	=  .(ܫ)ଵିܨ	

Differentiating F we have 

(ܪ)஺ܨܦ 	= ்ܣܪ	 	+   ்ܪܣ	

and putting ܪ	 =  this is ܣܭ	

்ܣܣܭ 	+ ்ܭ்ܣܣ	 	 = 	ܭ	 +   ்ܭ	

if ்ܣܣ 	 = 	ܣ i.e. if ,ܫ	 ∈  But given any symmetric matrix S, taking .(ܫ)ଵିܨ

	ܭ = 	ܵ/2	shows that ܨܦூ is surjective and so, applying Theorem (1.1.8) we find 

that ܱ(݊) is a manifold. Its dimension is 

݊ଶ 	− 	݊(݊	 + 	1)/2	 = 	݊(݊	 − 	1)/2.  



12 
 

Now we will discuss maps between manifolds, we need to know what a smooth 

map between manifolds is. Here is the definition: 

Definition (1.1.10):  

A map ܨ ∶ 	ܯ	 → 	ܰ	of manifolds is a smooth map if for each point ݔ	 ∈  and ܯ	

chart (ܷఈ , ߮ఈ) in M with ݔ	 ∈ 	ܷఈ  and chart ( ௜ܸ , ߰௜ 	) of N with (ݔ)ܨ 	 ∈ 	 ௜ܸ , the set 

)ଵିܨ ௜ܸ) is open and the composite function 

߰௜߮ܨఈିଵ  

on ߮ఈ(ିܨଵ( ௜ܸ) ∩ ܷఈ)	is a ܥஶ function. 

Note that it is enough to check that the above holds for one atlas - it will follow 

from the fact that ߮ఈ߮ఉ
ିଵ is ܥஶ that it then holds for all compatible atlases. 

The natural notion of equivalence between manifolds is the following: 

Definition (1.1.11): 

 A diffeomorphism ܨ ∶ 	ܯ	 → 	ܰ is a smooth map with smooth inverse. 

Example (1.1.12)  

Take two of our examples above - the quotient group ܴ/ܼ and the 1-sphere, the 

circle, ܵଵ. We shall show that these are eomorphic. First we define a map 

ܩ ∶ 	ܴ/ܼ	 → 	 ܵଵ  

by 

(ݔ)ܩ 	= 	 ,ݔߨ2	ݏ݋ܿ)   (ݔߨ2	݊݅ݏ
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This is clearly a bijection. Take ݔ	 ∈ 	 ଴ܷ 	⊂ 	ܴ/ܼ then we can represent the point 

by ݔ	 ∈ (0, 1). Within the range(0, 1/2), sin2ݔߨ ≠ 0, so with ܨ = ଵଶݔ	  ଶଶ, weݔ	+

have ߲ݔ߲/ܨଶ ≠ 0. The use of the inverse function theorem in Theorem (1.1.8) 

then says that ݔଵ is a local coordinate for ܵଵ, and in fact on the whole of (0,1/

 is smooth and invertible. We proceed by taking the other similar open ݔߨ2ݏ݋ܿ(2

sets to check fully that ܩ is a smooth, bijective map. To prove that its inverse is 

smooth, we can rely on the inverse function theorem, since sin 2ݔߨ ≠ 0 in the 

interval. 

Section (1.2): Tangent Vectors and Cotangent Vectors 

We begin this section by study the existence of smooth functions, the most 

fundamental type of map between manifolds is a smooth map 

݂ ∶ 	ܯ	 → 	ܴ  

We can add these and multiply by constants so they form a vector space ܥஶ(ܯ), 

the space of ܥஶ functions on M. In fact, under multiplication it is also a 

commutative ring. So far, all we can assert is that the constant functions lie in this 

space, so let's see why there are lots and lots of global ܥஶ functions. We shall use 

bump functions and the Hausdorff property. 

First note that the following function of one variable is ܥஶ: 

(ݐ)݂ = ݁ି
భ
೟ 	ݐ										 > 	0  

                                                         = 	ݐ												0	 ≤ 	0	

Now form 

(ݐ)݃ 	= ௙(௧)
௙(௧)	ା	௙(ଵ	ି	௧)
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so that g is identically 1 when ݐ	 ≥ 	1 and vanishes if ݐ	 ≤ 	0. Next write 

ℎ(ݐ) 	= 	ݐ)݃	 + 	2)݃(2	 −   (ݐ	

This function vanishes if |ݐ| ≥ 2 and is 1 where |ݐ| 	≤ 	1: it is completely at on top. 

 

 

 

 

Finally make an ݊-dimensional version 

,ଵݔ)݇ …	, (௡ݔ = 	ℎ(ݔଵ)ℎ(ݔଶ)… 	ℎ(ݔ௡)  

In the sup norm, this is 1 if |ݔ| 	≤ 1, so ݇(ିݎଵݔ) is identically 1 in a ball of radius r 

and 0 outside a ball of radius 2r. 

We shall use this construction several times later on. For the moment, let ܯ be any 

manifold and (ܷ,߮௎) a coordinate chart. Choose a function ݇ of the type above 

whose support (remember supp ݂	 = 	 ݔ} ∶ (ݔ)݂	 	≠ 	0}തതതതതതതതതതതതതതതതതതതത) lies in ߮௎(ܷ) and define 

݂ ∶ 	ܯ	 → 	ܴ  

by 

(ݔ)݂ 	= 		݇ ∘ ߮௎(ݔ)					ݔ	 ∈ 	ܷ  

= ݔ																	0	 ∈   ܷ\ܯ

is this a smooth function? The answer is yes: by definition ݂ is smooth for points in 

the coordinate neighbourhood ܷ. But ݌݌ݑݏ	݇ is closed and bounded in ܴ௡ and so 
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compact and since ߮௎ is a homeomorphism, ݂ is zero on the complement of a 

compact set in ܯ. But a compact set in a Hausdorff space is closed, so its 

complement is open. If ݕ ≠ ܷ then there is a neighbourhood of ݕ on which f is 

identically zero, in which case clearly ݂ is smooth at ݕ. 

Now we will discuss the derivative of a function, smooth functions exist in 

abundance. The question now is: we know what a diferentiable function is - so 

what is its derivative? We need to give some coordinate independent definition of 

derivative and this will involve some new concepts. The derivative at a point 

ܽ ∈ will lie in a vector space ௔ܶ ܯ
∗ called the cotangent space. 

First let's address a simpler question - what does it mean for the derivative to 

vanish? This is more obviously a coordinate-invariant notion because on a compact 

manifold any function has a maximum, and in any coordinate system in a 

neighbourhood of that point, its derivative must vanish. We can check that: if 

݂ ∶ 	ܯ	 → 	ܴ is smooth then the composition 

݃	 = 	݂߮ఈିଵ  

is aܥஶfunction of ݔଵ, … ,                       ௡.Suppose its derivative vanishes atݔ

߮ఈ(ܽ) = ,(ܽ)ଵݔ) …	, 	௡(ܽ)) and now take a erent chart ߮ఉ with ℎݔ = 	݂߮ఉ
ିଵ . Then 

݃	 = 	݂߮ఈିଵ = 	݂߮ఉ
ିଵ	߮ఉ߮ఈିଵ 	 = 	ℎ߮ఉ߮ఈିଵ	.  

But from the definition of an atlas,	߮ఉ߮ఈିଵ is smooth with smooth inverse, so 

,ଵݔ)݃ … , (௡ݔ 	= 	ℎ(ݕଵ(ݔ), …	,   ((ݔ)௡ݕ

and by the chain rule  

డ௚
డ௫೔

= ∑ డ௛
డ௬ೕ௝ ൫(ݔ)ݕ൯

డ௬ೕ
డ௫೔

  .(ݔ)
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Since (ݔ)ݕ is invertible, its Jacobian matrix is invertible, so that ݃ܦ௫(ܽ) 	= 	0 if 

and only if ܦℎ௬(ܽ) 	= 	0. We have checked then that the vanishing of the 

derivative at a point a is independent of the coordinate chart. We let ܼ௔  (ܯ)ஶܥ	⊃

be the subset of functions whose derivative vanishes at a. Since ܦ ௔݂  is linear in ݂ 

the subset ܼ௔ is a vector subspace. 

Definition (1.2.1): 

 The cotangent space ௔ܶ
∗ at ܽ	 ∈  is the quotient space ܯ	

௔ܶ
∗ ௔ܼ/(ܯ)ஶܥ	= .  

the derivative of a function ݂ at a is its image in this space and is denoted (݂݀)௔. 

Here we have simply defined the derivative as all functions modulo those whose 

derivative vanishes. It's almost a tautology, so to get anywhere we have to prove 

something about ௔ܶ
∗ . First note that if ߮  is a smooth function on a neighbourhood 

of x, we can multiply it by a bump function to extend it to M and then look at its 

image in ௔ܶ
∗ 	= ௔ܼ/(ܯ)ஶܥ	  .But its derivative in a coordinate chart around a is 

independent of the bump function, because all such functions are identically 1 in a 

neighbourhood of ܽ. Hence we can actually define the derivative at a of smooth 

functions which are only defined in a neighbourhood of ܽ. In particular we could 

take the coordinate functions ݔଵ, … ,  ௡. We then haveݔ

Proposition (1.2.2): 

 Let ܯ be an ݊-dimensional manifold, then 

i. the cotangent space ௔ܶ
∗ at ܽ ∈  is an ݊-dimensional vector space ܯ

ii. if (ܷ, ߮) is a coordinate chart around x with coordinates ݔଵ, … ,  ௡, then theݔ

elements (݀ݔଵ)ܽ, form a basis for ௔ܶ ܽ(௡ݔ݀)	…
∗. 
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iii. if ݂	 ∈ 	 and in the coordinate chart, ݂߮ିଵ	(ܯ)ஶܥ 	= ,ଵݔ)߶	 … ,  ௡) thenݔ

(݂݀)௔ 	 = ∑ డథ
డ௫೔

௔(௜ݔ݀)((ܽ)߮) 																															(1.3)௜   

Proof:  

If ݂	 ∈ with ݂߮ିଵ ,(ܯ)ஶܥ	 	= ,ଵݔ)߶	 … ,  ௡)  thenݔ

݂	 − ∑ డథ
డ௫೔

௜ݔ((ܽ)߮)   

is a (locally defined) smooth function whose derivative vanishes at a, so 

(݂݀)௔ 	 = ∑ డ௙
డ௫೔

  	௔(௜ݔ݀)((ܽ)߮)

and (݀ݔଵ)ܽ, ܽ(௡ݔ݀)	…  span ௔ܶ
∗. 

If ∑ ௔(௜ݔ݀)௜ߣ = 0௜ then ∑ ௜ݔ௜ߣ 	௜ has vanishing derivative at ܽ and so ߣ௜ = 0 for all i. 

Remark (1.2.3):  

It is rather heavy handed to give two symbols ݂, ߶ for a function and its 

representation in a given coordinate system, so often in what follows we shall use 

just ݂. Then we can write (1.3) as 

݂݀	 = ∑ డØ
డ௫೔

௜ݔ݀	 .  

With a change of coordinates (ݔଵ, … , (௡ݔ → …,(ݔ)ଵݕ) ,  the formalism gives ((ݔ)௡ݕ

݂݀	 = ∑ డ௙
డ௬ೕ௝ ௝ݕ݀ 	 = ∑ డ௙

డ௬ೕ

డ௬ೕ
డ௫೔

௜௜,௝ݔ݀   

Definition (1.2.4): 

The tangent space ௔ܶ at ܽ	 ∈ is the dual space of the cotangent space ௔ܶ ܯ	
∗. 
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This is admittedly a roundabout way of defining ௔ܶ, but since the double dual 

(ܸ∗	)∗ of a finite dimensional vector space is naturally isomorphic to V the notation 

is consistent. If ݔଵ, … , ,௔(ଵݔ݀) ௡ is a local coordinate system at a andݔ  ௔(௡ݔ݀)	…

the basis of ௔ܶ
∗ a defined in (1.2.2) then the dual basis for the tangent space Ta is 

denoted 

ቀ డ
డ௫భ

ቁ
௔
, …	, ቀ డ

డ௫೙
ቁ
௔
.  

This definition at first sight seems far away from our intuition about the tangent 

space to a surface in ࡾଷ. 

 

 

 

 

 

The problem arises because our manifold	ܯ does not necessarily sit in Euclidean 

space and we have to define a tangent space intrinsically. There are two ways 

around this: one would be to consider functions ݂ ∶ 	ܴ	 →  and equivalence ܯ	

classes of these, instead of functions the other way 	݂:	ܯ	 → ܴ . Another, perhaps 

more useful, one is provided by the notion of directional derivative. If f is a 

function on a surface in ࡾଷ, then for every tangent direction ݑ at ܽ we can define 

the derivative of ݂ at ܽ in the direction ݑ, which is a real number: ݑ	 ∙

ܦ	ݎ݋	(ܽ)݂	∇ ௔݂(ݑ). Imitating this gives the following: 

Definition (1.2.5): 
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A tangent vector at a point ܽ	 ∈ is a linear map ܺ௔ ܯ	 ∶ 	 (ܯ)ஶܥ → 	ܴsuch that 

ܺ௔(݂݃) = 	݂(ܽ)ܺ௔݃	 + 	݃(ܽ)ܺ௔݂.  

This is the formal version of the Leibnitz rule for differentiating a product. 

Now if ߦ	 ∈ 	 ௔ܶ, it lies in the dual space of ௔ܶ
∗  ௔ and soܼ/(ܯ)ஶܥ	=

݂	 ↦   (௔(݂݀))ߦ	

is a linear map from ܥஶ(ܯ) to ܴ. Moreover from (1.3) 

݀(݂݃)௔ 	 = 	݂(ܽ)(݀݃)௔ 	+ 	݃(ܽ)(݂݀)௔  

and so 

ܺ௔(݂) 	=   (௔(݂݀))ߦ

is a tangent vector at ܽ. In fact, any tangent vector is of this form, but the price 

paid for the nice algebraic definition in (1.2.5) which is the usual one in textbooks 

is that we need a lemma to prove it. 

Lemma (1.2.6): 

 Let ܺ௔  be a tangent vector at a and f a smooth function whose derivative at a 

vanishes. Then ܺ௔݂	 = 	0. 

 

 

Proof:  

Use a coordinate system near  . By the fundamental theorem of calculus, 

−	(ݔ)݂ 	݂(ܽ) 	= ∫ డ
డ௧
݂(ܽ	 + 	ݔ)ݐ	 − ଵݐ݀((ܽ	

଴ 	
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= ∑ 	௜ݔ) −	ܽ௜)௜ ∫ డ௙
డ௫೔

൫ܽ	 + 	ݔ)ݐ	 − 	ܽ)൯݀ݐ.ଵ
଴   

If (݂݀)௔ 	= 	0 then 

݃௜(ݔ) 	= ∫ డ௙
డ௫೔

൫ܽ	 + 	ݔ)ݐ	 − 	ܽ)൯݀ݐ.ଵ
଴   

vanishes at ݔ	 = 	ܽ, as does ℎ௜(ݔ) 	= 	 ௜ݔ 	−	ܽ௜. Now although these functions are 

defined locally, using a bump function we can extend them to M, so that 

݂	 = 	݂(ܽ) 	+ ∑ ௜݃ℎ௜௜ 																									 (1.4)  

where ௜݃(ܽ) 	= 	 ℎ௜(ܽ) 	= 	0. 

By the Leibnitz rule 

ܺ௔(1) 	= 	ܺ௔(1.1) 	= 	2ܺ௔(1)  

which shows that ܺ௔  annihilates constant functions. Applying the rule of (1.4) 

ܺ௔(݂) 	= 	ܺ௔(∑ ௜݃ℎ௜௜ ) 	= ∑ ( ௜݃(ܽ)ܺ௔ℎ௜௜ 	+	ℎ௜(ܽ)ܺ௔݃௜) 	= 	0.  

This means that ܺ௔ ∶ 	 (ܯ)ஶܥ 	→ 	ܴ annihilates ܼ௔ .  

Now if ܸ	 ⊂ 	ܹ are vector spaces then the annihilator of ܸ in the dual space ܹ∗ is 

naturally the dual of /ܸ . So a tangent vector, which lies in the dual of ܥஶ(ܯ) is 

naturally a subspace of (ܥஶ(ܯ)/ܼ௔)∗ which is, by our definition, the tangent 

space ௔ܶ. 

The vectors in the tangent space are therefore the tangent vectors as defined by 

(1.2.5). Locally, in coordinates, we can write 

ܺ௔ 	= ∑ ܿ௜ ቀ
డ
డ௫೔
ቁ
௔

௡
௜   
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and then 

ܺ௔(݂) 	= ∑ ܿ௜
డ௙
డ௫೔

(ܽ)௜ 																																(1.5)  

Now we will study the derivatives of smooth maps, suppose ܨ ∶ 	ܯ	 → 	ܰ is a 

smooth map and ݂	 ∈ 	݂ ஶ(ܰ). Thenܥ	 ∘  .ܯ is a smooth function on ܨ	

Definition (1.2.7): 

The derivative at ܽ	 ∈ ܨ of the smooth map ܯ	 ∶ 	ܯ	 → 	ܰ is the 

homomorphism of tangent spaces 

௔ܨܦ ∶ 	 ௔ܶܯ	 → 	 ிܶ(௔)ܰ  

defined by 

(݂)௔(ܺ௔)ܨܦ 	= 	ܺ௔(݂	 ∘   :(ܨ	

This is an abstract, coordinate-free definition. Concretely, we can use (1.5) to see 

that 

௔ܨܦ ቀ
డ
డ௫೔
ቁ
௔
(݂) 	= డ

డ௫೔
(݂	 ∘   (ܽ)(ܨ	

= ∑ డிೕ
డ௫೔

(ܽ)௝
డ௙
డ௬ೕ

((ܽ)ܨ) 	= ∑ డிೕ
డ௫೔

(ܽ) ൬ డ
డ௬ೕ
൰
ி(௔)

݂௝   

Thus the derivative of ܨ is an invariant way of defining the Jacobian matrix. 

With this definition we can give a generalization of Theorem (1.1.8) - the proof is 

virtually the same and is omitted. 

Theorem (1.2.8): 



22 
 

Let ܯ:ܨ → ܰ be a smooth map and ܿ ∈ ܰ be such that at each point             

ܽ ∈ ௔ܨܦ ଵ(ܿ) the derivativeିܨ  is surjective. Then ିܨଵ(ܿ) is a smooth manifold of 

dimension ݀݅݉ܯ	 − 	݀݅݉ܰ. 

In the course of the proof, it is easy to see that the manifold structure on 

 makes the inclusion	ଵ(ܿ)ିܨ

ɩ ∶ 	 (ܿ)ଵିܨ ⊂   ܯ	

a smooth map, whose derivative is injective and maps isomorphically to the kernel 

of ܨܦ. So when we construct a manifold like this, its tangent space at a is 

௔ܶ ≅   ௔ܨܦݎ݁ܭ

This helps to understand tangent spaces for the case where ܨ is defined on ࡾ௡: 

Examples (1.2.9): 
1. The sphere ܵ௡ is ିܨଵ(1) where ܨ ∶ 	ܴ௡ାଵ 	→ 	ܴ is given by 

(ݔ)ܨ = ∑ ௜ଶ௜ݔ .  

So here 

(ݔ)௔ܨܦ 	= 	2∑ ௜ܽ௜௜ݔ   

and the kernel of ܨܦ௔  consists of the vectors orthogonal to ܽ, which is our usual 

vision of the tangent space to a sphere. 

2. The orthogonal matrices ܱ(݊) are given by ିܨଵ(ܫ) where                  

(ܣ)ܨ 	= ்ܣܣ	 	. 	ܣ	ݐܣ =  the derivative is ,ܫ	

(ܪ)ூܨܦ 	= 	ܪ	 +   ்ܪ	

so the tangent space to ܱ(݊) at the identity matrix is ܨܦݎ݁ܭூ  , the space of skew 

symmetric matrices ܪ	 =  . ்ܪ−	

The examples above are of manifolds ିܨଵ(ܿ) sitting inside ܯ and are examples of 
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submanifolds. Here we shall adopt the following definition of a submanifold, 

which is often called an embedded submanifold. 

Definition (1.2.10): 
A manifold ܯ is a submanifold of ܰ if there is an inclusion map 

ɩ ∶ 	ܯ	 → 	ܰ  

such that 

i. ɩ is smooth. 

ii. ܦɩ௫ is injective for each ݔ	 →  .ܯ	

iii. the manifold topology of M is the induced topology from N. 

Remark (1.2.11): 
 The topological assumption avoids a situation like this: 

ɩ(ݐ) 	= 	 ଶݐ) 	− 	1, ଶݐ)ݐ 	− 	1)) 	 ∈ 	 ܴଶ  

for ݐ	 ∈ 	 (−1,∞). This is smooth and injective with injective derivative: it is the 

part of the singular cubic ݕଶ 	= 	 	ݔ)ଶݔ + 	1) consisting of the left hand loop and 

the part in the first quadrant. Any open set in ܴଶ containing 0 intersects the curve 

in a ݐ-interval (−1,−1	 + 	and an interval (1 (ߜ	 ሖߜ	− , 1	 	ሖ). Thus (1ߜ	+ − ሖߜ	 , 1	 +

 .ሖ) on its own is not open in the induced topologyߜ	

 

 

  



24 
 

Chapter (2) 

Vector fields and Tensor Product 

Section (2.1) Vector fields and Lie Bracket 

We begin with a brief introduction to tangent bundle. Think of the wind 

velocity at each point of the earth. 

This is an example of a vector field on the 2-sphere ܵଶ. Since the sphere sits 

insideࡾଷ, this is just a smooth map ܺ ∶ 	ܵଶ 	→ 	 ܴଷ such that ܺ(ݔ) is tangential to 

the sphere at ݔ. 

Our problem now is to define a vector field intrinsically on a general manifold ܯ, 

without reference to any ambient space. We know what a tangent vector at ܽ	 ∈  ܯ	

is - a vector in ௔ܶ- but we want to describe a smoothly varying family of these. To 

do this we need to fit together all the tangent spaces as a ranges over ܯ into a 

single manifold called the tangent bundle. We have ݊ degrees of freedom for 

ܽ	 ∈  and ݊ for each tangent space ௔ܶ so we expect to have a 2݊-dimensional ܯ	

manifold. So the set to consider is  

	ܯܶ = ⋃ ௫ܶ௫∈ெ   

the disjoint union of all the tangent spaces. 

First let (ܷ, ߮௎) be a coordinate chart for ܯ. Then for ݔ	 ∈ 	ܷ the tangent vectors 

ቀ డ
డ௫భ

ቁ
௫
, … , ቀ డ

డ௫೙
ቁ
௫
  

provide a basis for each ௫ܶ. So we have a bijection 

߮௎ ∶ 	ܷ	 × ܴ௡ 	→ ⋃ ௫ܶ௫∈௎   
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defined by 

߮௎(ݔ, ,ଵݕ … , (௡ݕ = ∑ ௜ݕ ቀ
డ
డ௫೔
ቁ
௫

௡
ଵ .  

Thus 

௎ߔ 	= 	 (߮௎ , ݅݀) ∘ ߰௎ିଵ ∶ ⋃ ௫ܶ௫∈௎ 	→ 	߮௎(ܷ) 	× ܴ௡  

is a coordinate chart for 

ܸ	 = ⋃ ௫ܶ௫∈௎   

Given ܷఈ , ఉܷ coordinate charts on ܯ, clearly 

)ఈߔ ఈܸ 	∩	 ఉܸ) 	= 	߮ఈ(ܷఈ 	∩ 	 ఉܷ) × 	ܴ௡  

which is open in ܴଶ௡. Also, if (ݔଵ, … , ,෤ଵݔ) ௡) are coordinates on ܷఈ andݔ … ,  ෤௡) onݔ

ఉܷ then  

ቀ డ
డ௫೔
ቁ
௫
= ∑ డ௫෤ೕ

డ௫೔
൬ డ
డ௫෤ೕ
൰
௫

௝   

the dual of Eq(1.3). It follows that 

,ଵݔ)	ఈିଵߔఉߔ … , ௡ݔ , ,ଵݕ … , (௡ݕ 	= 	 ,෤ଵݔ) … , ෤௡ݔ , ∑
డ௫෤భ
డ௫೔

௜ݕ , …௜ , ∑ డ௫෤೙
డ௫೔

௜௜ݕ ).  

and since the Jacobian matrix is smooth in ݔ, linear in ݕ and invertible,	ߔఉߔఈିଵ is 

smooth with smooth inverse and so ( ఈܸ 	,  .ܯܶ ఈ) defnes an atlas onߔ

Definition (2.1.1): 

The tangent bundle of a manifold ܯ is the 2݊-dimensional differentiable 

structure on ܶܯ defined by the above atlas. 
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The construction brings out a number of properties. First of all the projection map 

݌ ∶ ܯܶ	 →   ܯ	

which assigns to ܺ௔ 	 ∈ 	 ௔ܶܯ	the point a is smooth with surjective derivative, 

because in our local coordinates it is defined by 

,ଵݔ)݌ … , ௡ݔ , ଵݕ , … , (௡ݕ = 	 ,ଵݔ) … ,   .(௡ݔ

The inverse image ି݌ଵ(ܽ) is the vector space ௔ܶ and is called a fibre of the 

projection. Finally, ܶܯ is Hausdorff because if ܺ௔, ܺ௕  lie in different fibres, since 

,ܽ is Hausdorff we can separate ܯ ܾ	 ∈  by open sets ܷ,ܷᇱ and then the open ܯ	

sets ି݌ଵ(ܷ), ଵ(ܷᇱ) separate ܺ௔ି݌ , ܺ௕  in ܶܯ. If ܺ௔, ௕ܻare in the same tangent space 

then they lie in a coordinate neighbourhood which is homeomorphic to an open set 

of ܴଶ௡ and so can be separated there. Since ܯ has a countable basis of open sets 

and ܴ௡does, it is easy to see that ܶܯ	also has a countable basis. 

We can now define a vector field: 

Definition (2.1.2): 

A vector field on a manifold is a smooth map 

ܺ ∶ 	ܯ	 →   ܯܶ	

such that 

	݌ ∘ ܺ	 = 	 ݅݀ெ .  

This is a clear global definition. What does it mean? We just have to spell things 

out in local coordinates. Since ݌	 ∘ ܺ	 = 	 ݅݀ெ, 

,ଵݔ)ܺ … , (௡ݔ 	= ,ଵݔ)	 … , ௡ݔ , ,(ݔ)ଵݕ … ,   ((ݔ)௡ݕ
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where ݕ௜(ݔ) are smooth functions. Thus the tangent vector ܺ(ݔ) is given by 

(ݔ)ܺ 	= ∑ (ݔ)௜ݕ ቀ
డ
డ௫೔
ቁ
௫

௜   

which is a smoothly varying field of tangent vectors. 

Remark (2.1.3):  

We shall meet other manifolds ܳ with projections ݌ ∶ 	ܳ	 →  and the general ܯ

terminology is that a smooth map ݏ ∶ 	ܯ	 → 	ܳ for which ݌ ∘ 	ݏ = 	݅݀ெ is called a 

section. When ܳ	 =  is the tangent bundle we always have the zero section ܯܶ	

given by the vector field ܺ = 	0. Using a bump function   we can easily construct 

other vector fields by taking a coordinate system, some locally defined smooth 

functions ݕ௜(ݔ) and writing 

(ݔ)ܺ 	= ∑ (ݔ)௜ݕ ቀ
డ
డ௫೔
ቁ
௫

௜   

Multiplying by ߰ and extending gives a global vector field. 

Remark (2.1.4): 

Clearly we can do a similar construction using the cotangent spaces ௔ܶ
∗ instead 

of the tangent spaces ௔ܶ, and using the basis 

,௫(ଵݔ݀) … ,   ௫(௡ݔ݀)

instead of the dual basis  

ቀ డ
డ௫భ

ቁ
௫
, … , ቀ డ

డ௫భ
ቁ
௫
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This way we form the cotangent bundle ܶ∗ܯ. The derivative of a function ݂ is then 

a map ݂݀ ∶ 	ܯ	 → 	݌ satisfying ܯ∗ܶ	 ∘ 	݂݀	 = 	݅݀ெ, though not every such map of 

this form is a derivative. 

Perhaps we should say here that the tangent bundle and cotangent bundle are 

examples of vector bundles. Here is the general definition: 

Definition (2.1.5): 

A real vector bundle of rank m on a manifold ܯ is a manifold ܧ with a smooth 

projection ݌ ∶ 	ܧ	 →  such that ܯ	

i. each fibre ି݌ଵ(ݔ) has the structure of an ݉-dimensional real vector space 

ii. each point ݔ	 ∈  has a neighbourhood ܷ and a diffieomorphism ܯ	

߰௎ ∶ 	 (ܷ)ଵି݌ 	≅ 	ܷ	 ×	ܴ௠  

such that  ߰௎is a linear isomorphism from the vector space ି݌ଵ(ݔ) to the vector 

space {ݔ} 	× ܴ௠ 

iii. on the intersection ܷ	 ∩ 	ܸ 

߰௎߰௩ିଵ:	ܷ	 ∩ 	ܸ	 ×	ܴ௠ 	→ 	ܷ	 ∩ 	ܸ	 ×	ܴ௠  

is of the form 

,ݔ) (ݒ 	↦ 	 ,ݔ) ݃௎௏	(ݔ)ݒ)  

where ݃௎௏	(ݔ)	is a smooth function on ܷ	 ∩ 	ܸ with values in the space of 

invertible ݉	 × 	݉ matrices. 

For the tangent bundle ݃௎௏	 is the Jacobian matrix of a change of coordinates and 

for the cotangent bundle, its inverse transpose. 
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Now we will study vector fields as derivations. The algebraic definition of tangent 

vector in Definition (1.2.5) shows that a vector field ܺ maps a ܥஶ function to a 

function on ܯ: 

(ݔ)(݂)ܺ 	= 	ܺ௫(݂)  

and the local expression for ܺ means that 

(ݔ)(݂)ܺ = ∑ (ݔ)௜ݕ ቀ
డ
డ௫೔
ቁ
௫

௜ (݂) = ∑ (ݔ)௜ݕ
డ௙
డ௫೔

௜(ݔ) .  

Since the ݕ௜(ݔ) are smooth, ܺ(݂) is again smooth and satisfies the Leibnitz 

property 

ܺ(݂݃) = 	݂(ܺ݃) + 	݃(݂ܺ).  

In fact, any linear transformation with this property (called a derivation of the 

algebra ܥஶ(ܯ)) is a vector field: 

Proposition (2.1.6):  

Let ܺ ∶ 	 (ܯ)ஶܥ 	→  be a linear map which satisfies (ܯ)ஶܥ	

ܺ(݂݃) 	= 	݂(ܺ݃) 	+ 	݃(݂ܺ):  

Then ܺ is a vector field. 

Proof:  

For each ܽ	 ∈ ,ܯ	 ܺ௔(݂) 	= 	ܺ(݂)(ܽ) satisfies the conditions for a tangent 

vector at a, so ܺ defines a map ܺ ∶ 	ܯ	 → 	݌ with ܯܶ	 ∘ 	ܺ	 = 	݅݀ெ, and so locally 

can be written as 

ܺ௫ 	= ∑ (ݔ)௜ݕ ቀ
డ
డ௫೔
ቁ
௫

௜   
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We just need to check that the ݕ௜(ݔ) are smooth, and for this it suffices to apply ܺ 

to a coordinate function ݔ௜ extended by using a bump function in a coordinate 

neighbourhood. We get 

௜ݔܺ =   (ݔ)௜ݕ	

and since by assumption ܺ maps smooth functions to smooth functions, this is 

smooth.  

The characterization of vector fields given by Proposition (2.1.6) immediately 

leads to a way of combining two vector fields ܺ,ܻ to get another. Consider both ܺ 

and ܻ as linear maps from ܥஶ(ܯ) to itself and compose them. Then 

ܻܺ	(݂݃) = ܺ(݂(ܻ݃) + ݃(ܻ݂)) = (݂ܺ)(ܻ݃) + ݂(ܻܺ݃) + (ܺ݃)(ܻ	݂) 	+ 	݃(ܻܺ	݂)  

ܻܺ(݂݃) = ܻ(݂(ܺ݃) + ݃(݂ܺ)) = (ܻ	݂)(ܺ݃) + ݂(ܻ	ܺ݃) + (ܻ	݃)(݂ܺ) + ݃(ܻ	݂ܺ)  

and subtracting and writing	[ܺ, ܻ	] = 	ܻܺ − 	ܻ	ܺ we have 

[ܺ, ܻ	](݂݃) 	= 	݂([ܺ, ܻ	]݃)	+ 	݃([ܺ, ܻ]݂)  

which from Proposition (2.1.6) means that [X, Y ] is a vector field. 

Definition (2.1.7):  

The Lie bracket of two vector fields X, Y is the vector field [X, Y ]. 

Example (2.1.8):  

If ܯ	 = 	ܺ	ℎ݁݊ݐ	ܴ	 = ,ݔ݀/݂݀	 ܻ	 =  and so ݔ݀/݀݃	

[ܺ, ܻ	] 	= 	 (݂݃ᇱ − 	݂݃ᇱ) ௗ
ௗ௫
.  

We shall later see that there is a geometrical origin for the Lie bracket. 
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In the following we will discuss one-parameter groups of diffeomorphisms. Think 

of wind velocity (assuming it is constant in time) on the surface of the earth as a 

vector field on the sphere ܵଶ. There is another interpretation we can make. A 

particle at position ݔ	 ∈ 	 ܵଶ moves after time t seconds to a position߮௧(ݔ) 	 ∈ 	 ܵଶ. 

After a further s seconds it is at 

߮௧ା௦(ݔ) 	= 	߮௦(߮௧(ݔ)):  

What we get this way is a homomorphism of groups: from the additive group R to 

the group of diffeomorphisms of 	ܵଶ under the operation of composition. The 

technical definition is the following: 

Definition (2.1.9): 

A one-parameter group of diffeomorphisms of a manifold ܯ is a smooth map 

߮ ∶ 	ܯ	 × 	ܴ	 →   ܯ	

such that (writing	߮௧(ݔ) 	= ,ݔ)߮	  ((ݐ

i. ߮௧ ∶ 		ܯ	 →  is a diffeomorphism 	ܯ	

ii. ߮଴ 	= 	݅݀	

iii. ߮௦ା௧ 	= 	߮௦ 	∘ ߮௧ .	

We shall show that vector fields generate one-parameter groups of 

difffeomorphisms, but only under certain hypotheses. If instead of the whole 

surface of the earth our manifold is just the interior of the UK and the wind is 

blowing East-West, clearly after however short a time, some particles will be 

blown offshore, so we cannot hope for ߮௧(ݔ) that works for all ݔ and ݐ. The fact 

that the earth is compact is one reason why it works there, and this is one of the 

results below. The idea, nevertheless, works locally and is a useful way of 
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understanding vector fields as “infinitesimal diffieomorphisms" rather than as 

abstract derivations of functions. 

To make the link with vector fields, suppose ߮௧ is a one-parameter group of 

diffieomorphisms and f a smooth function. Then 

݂(߮௧(ܽ))  

is a smooth function of ݐ and we write 

డ
డ௧
݂൫߮௧(ܽ)൯|	�௧ୀ଴ =	ܺ௔(݂).  

It is straightforward to see that, since ߮଴(ܽ) 	= 	ܽ the Leibnitz rule holds and this 

is a tangent vector at ܽ, and so as ܽ	 =  varies we have a vector field. In local ݔ	

coordinates we have 

߮௧(ݔଵ, … , (௡ݔ 	= 	 ,ݔ)ଵݕ) ,(ݐ … , ,ݔ)௡ݕ   ((ݐ

and 

డ
డ௧
,ଵݕ)݂ … , (௡ݕ = ∑ డ௙

డ௬೔
(ݕ) డ௬೔

డ௧
�௧ୀ଴௜	|(ݔ)   

= ∑ ܿ௜(ݔ)
డ௙
డ௫೔

௜(ݔ)   

which yields the vector field 

ܺ	 = ∑ ܿ௜(ݔ)
డ
డ௫೔௜   

We now want to reverse this: go from the vector field to the diffeomorphism. The 

first point is to track that “trajectory" of a single particle. 

 



33 
 

Definition (2.1.10):  

An integral curve of a vector field ܺ is a smooth map ߮ ∶ 	 ,ߙ) (ߚ 	⊂ 	ܴ	 →  ܯ	

such that 

௧߮ܦ ቀ
ௗ
ௗ௧
ቁ =	ܺఝ(௧).  

Example (2.1.11):  

Suppose ܯ	 = 	ܴଶ with coordinates (ݔ, 	ܺ and (ݕ =  ఝ ofܦ The derivative .ݔ߲/߲	

the smooth function ߮(ݐ) 	= ,(ݐ)ݔ)	  is ((ݐ)ݕ

߮ܦ ቀ ௗ
ௗ௧
ቁ = ௗ௫

ௗ௧
డ
డ௫
+ ௗ௬

ௗ௧
డ
డ௬

  

so the equation for an integral curve of  ܺ is 

ௗ௫
ௗ௧
= 	1  

ௗ௬
ௗ௧
= 	0  

which gives 

(ݐ)߮ 	= 	 	ݐ) + 	ܽଵ, ܽଶ):  

In our wind analogy, the particle at (ܽଵ, ܽଶ) is transported to (ݐ	 + 	ܽଵ, ܽଶ). 

In general we have: 

Theorem (2.1.12):  

Given a vector field ܺ on a manifold ܯ and ܽ	 ∈  there exists a maximal ܯ	

integral curve of  ܺ through ܽ. 
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By “maximal" we mean that the interval (	ߙ,  is maximal - as we saw above it (ߚ

may not be the whole of the real numbers. 

Proof:  

First consider a coordinate chart ( ఊܷ , ߰ఊ 	) around ܽ then if 

ܺ	 = ∑ ܿ௜(ݔ)
డ
డ௫೔௜   

the equation 

௧߮ܦ ቀ
ௗ
ௗ௧
ቁ =	ܺఝ(௧).  

can be written as the system of ordinary diferential equations 

ௗ௫೔
ௗ௧

= ,ଵݔ)݅ܿ	 … ,   (௡ݔ

The existence and uniqueness theorem for ODE's  asserts that there is some 

interval on which there is a unique solution with initial condition 

,ଵ(0)ݔ) … , ௡(0)ݔ 	= ߰ఊ(ܽ):  

Suppose ߮ ∶ 	 ,ߙ) (ߚ → is any integral curve with ߮(0) ܯ 	= 	ܽ.	For each            

	ݔ ∈ 	 ,ߙ) ,the subset ߮([0	(ߚ ([ݔ 	⊂  is compact, so it can be covered by a finite ܯ	

number of coordinate charts, in each of which we can apply the existence and 

uniqueness theorem to intervals [0, ,[ଵߙ ,ଵߙ] …,[ଶߙ , ,௡ߙ]  Uniqueness implies .[ݔ

that these local solutions agree with ߮ on any subinterval containing 0. 

We then take the maximal open interval on which we can define '.  
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To find the one-parameter group of diffeomorphisms we now let ܽ	 ∈  vary. In ܯ	

the example above, the integral curve through (ܽଵ, ܽଶ) was ݐ	 ↦ 	 ݐ) + ܽଵ, ܽଶ) and 

this defines the group of diffeomorphisms 

߮௧(ݔଵ, (ଶݔ = 	 	ݐ) + ,ଵݔ	   .(ଶݔ

Theorem (2.1.13):  

Let ܺ be a vector field on a manifold ܯ and for (ݐ, (ݔ ∈ 	ܴ	 ×            let  ,ܯ	

,ݐ)߮ (ݔ = ߮௧(ݔ) be the maximal integral curve of ܺ through x. Then 

i. The map (ݐ, (ݔ 	↦ 	߮௧(ݔ) is smooth. 

ii. ߮௧ ∘ 	߮௦ =	߮௧ା௦ wherever the maps are defined. 

iii. If M is compact, then ߮௧(ݔ)  is defined on ܴ	 ×  and gives a one-parameter ܯ	

group of diffeomorphisms. 

Proof:  

The previous theorem tells us that for each ܽ	 ∈  we have an open interval ܯ	

,(ܽ)ߙ)  on which the maximal integral curve is defined. The local existence	((ܽ)ߚ

theorem also gives us that there is a solution for initial conditions in a 

neighbourhood of a so the set 

,ݐ)} (ݔ 	 ∈ 	ܴ	 × ܯ ∶ 	ݐ	 ∈ 	 ,(ݔ)ߙ)   {((ݔ)ߚ

is open. This is the set on which ߮௧(ݔ) is maximally defined. 

The theorem  on smooth dependence on initial conditions tells us that (ݐ, (ݔ 	↦

	߮௧(ݔ)is smooth. 

Consider ߮௧ ∘ 	߮௦(ݔ). If we fix s and vary t, then this is the unique integral curve of 

X through ߮௦(ݔ). But ߮௧ା௦(ݔ) is an integral curve which at t = 0 passes through 
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߮௦(ݔ). By uniqueness they must agree so that ߮௧ ∘ 	߮௦ = 	߮௧ା௦. (Note that 

߮௧ ∘ 	߮ି௧ = ݅݀ shows that we have a diffeomorphism wherever it is defined). 

Now consider the case where ܯ is compact. For each ݔ ∈  we have an open ,ܯ

interval ((ݔ)ߙ, containing 0 and an open set ௫ܷ ((ݔ)ߚ ⊆  is(ݔ)on which ߮௧ ܯ

defined. Cover M by { ௫ܷ}௫∈ெ	and take a finite subcovering ௫ܷభ 	, … , ௫ܷಿ , and set 

	ܫ = ⋂ ,(௜ݔ)ߙ) ே((௜ݔ)ߚ
ଵ   

which is an open interval containing 0. By construction, for ݐ	 ∈  we get ܫ

߮௧ ∶ ܫ	 × 	ܯ →   ܯ	

which defines an integral curve (though not necessarily maximal) through each 

point ݔ	 ∈ (ݔ)and with ߮଴ ܯ	 	=  .We need to extend to all real values of t .ݔ	

If ݏ, 	ݐ ∈ 	ܴ, choose ݊ such that (|ݏ| 	+ 	 	݊/(|ݐ| ∈  and define (where ܫ	

multiplication is composition) 

߮௧ 	= 	 (߮௧/௡)௡ ,											߮௦ 	 = 	(߮௦/௡)௡.  

Now because ݐ/݊, 	ݏ) and	݊/ݏ +  we have ܫ lie in ݊/(ݐ	

߮௧/௡߮௦/௡ =	߮(௦ା௧)/௡ 	 = 	߮௦/௡߮௧/௡  

and so because ߮௧/௡ and ߮௦/௡ commute, we also have 

߮௧߮௦ = 	൫߮௧/௡൯
௡൫߮௦/௡൯

௡  

= ൫߮(௦ା௧)/௡൯
௡  

=	߮௦ା௧  

which completes the proof.  
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Now we will discuss the Lie bracket . All the objects we shall consider will have 

the property that they can be transformed naturally by a diffeomorphism, and the 

link between vector fields and diffeomorphisms we have just observed provides an 

“infinitesimal” version of this. 

Given a diffeomorphism ܨ ∶ ܯ	 →  and a smooth function f we get the ܯ	

transformed function ݂	 ∘ 	ܨ When .ܨ = 	߮௧ 	, generated according to the theorems 

above by a vector field ܺ, we then saw that 

డ
డ௧
݂(߮௧)|	�௧ୀ଴ = 	ܺ(݂)  

So: the natural action of diffeomorphisms on functions specializes through one-

parameter groups to the derivation of a function by a vector field. 

Now suppose ܻ is a vector field, considered as a map ܻ ∶ 	ܯ	 →  With a .ܯܶ

diffeomorphism ܨ ∶ ܯ	 → ௫ܨܦ its derivative ,ܯ	 ∶ 	 ௫ܶ 	→ 	 ிܶ(௫) gives 

)௫ܨܦ ௫ܻ) ∈ 	 ிܶ(௫).  

This defines a new vector field 	 ෨ܻ by 

(௫)ܨܻ 	 = 	)௫ܨܦ	 ෨ܻ௫)																																						(2.1)  

Thus for a function ݂, 

( ෨ܻ 	)(݂ ∘ (ܨ	 	= 	 (ܻ	݂) 	 ∘   (2.2)																									ܨ	

Now if ܨ = ߮௧ 	for a one-parameter group, we have ෨ܻ୲ and we can differentiate to 

get 

ܻ̇ = డ
డ௧
෨ܻ୲|	�௧ୀ଴  



38 
 

From (2.2) this gives 

ܻ݂̇	 + 	ܻ	(݂ܺ) 	= 	ܻܺ	݂  

so that ܻ̇ 	= 	ܻܺ − 	ܻ	ܺ is the natural derivative defined above. Thus the natural 

action of diffeomorphisms on vector fields specializes through one-parameter 

groups to the Lie bracket [X, Y]. 

Section (2.2):  Tensor Products and Exterior Algebra 

We begin this section by studding Tensor products, we have so far encountered 

vector fields and the derivatives of smooth functions as analytical objects on 

manifolds. These are examples of a general class of objects called tensors which 

we shall encounter in more generality. The starting point is pure linear algebra. 

Let ܸ,ܹ be two finite-dimensional vector spaces over ܴ. We are going to define a 

new vector space ܸ ⊗ 	ܹ	with two properties: 

i. if ݒ	 ∈ 	ܸ and ݓ	 ∈ 	ܹ then there is a product ݒ	 ⊗ 	ݓ	 ∈ 	ܸ ⊗ 	ܹ 

ii. the product is bilinear: 

(⋋ ଵݒ 	+ (ଶݒߤ	 	⊗ 	ݓ	 =	⋋ ଵݒ 	⊗ 	ݓ	 + ଶݒߤ	 		⊗   ݓ

	ݒ ⊗ 	(⋋ ଵݓ 	+ (ଶݓߤ	 	=	⋋ ଵݓ	⊗	ݒ 	+ 	ݒߤ	   ଶݓ	⊗

In fact, it is the properties of the vector space ܸ	 ⊗ 	ܹ which are more important 

than what it is (and after all what is a real number? Do we always think of it as an 

equivalence class of Cauchy sequences of rationals?). 

Proposition (2.2.1):  

The tensor product ܸ ⊗ܹ has the universal property that if ܤ ∶ 	ܸ	 × ܹ	 → 	ܷ 

is a bilinear map to a vector space U then there is a unique linear map 
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ߚ ∶ 	ܸ ⊗ 	ܹ	 → 	ܷ  

such that ݒ)ܤ, (ݓ 	= 	ݒ)ߚ	 ⊗  .(ݓ	

There are various ways to define ܸ ⊗ 	ܹ. In the finite-dimensional case we can 

say that ܸ ⊗ 	ܹ is the dual space of the space of bilinear forms on ܸ × 	ܹ:	݅. ݁. 

maps ܤ ∶ 	ܸ × ܹ	 → 	ܴ	such that 

⋌)ܤ ଵݒ 	+ ଶݒߤ	 , (ݓ 	=	⋋ ,ଵݒ)ܤ (ݓ 	+ ,ଶݒ)ܤߤ	   (ݓ

⋌,ݒ)ܤ ଵݓ 	+ (ଶݓߤ	 	=	⋋ ,ݒ)ܤ (ଵݓ 	+   (ଶݓ,ݒ)ܤߤ	

Given ݓ,ݒ	 ∈ 	ܸ,ܹ we then define ݒ ⊗ 	ݓ		 ∈ 	ܸ ⊗ܹ as the map 

	ݒ) ⊗ (ܤ)(ݓ	 = ,ݒ)ܤ	   .(ݓ

This satisfies the universal property because given ܤ ∶ 	ܸ	 × ܹ	 → 	ܷ and           

	ߦ ∈ 	ܷ∗, 	ߦ ∘ 	ܸ is a bilinear form on ܤ ×ܹ and defines a linear map from ܷ∗ to 

the space of bilinear forms. The dual map is the required homomorphism ߚ from 

ܸ ⊗ 	ܹ to (ܷ∗)∗ 	= 	ܷ. 

A bilinear form B is uniquely determined by its values ݒ)ܤ௜ ,  ௝) on basis vectorsݓ

,ଵݒ … , ,ଵݓ ௠ for V andݒ … ,  ௡ for W which means the dimension of the vectorݓ

space of bilinear forms is ݉݊, as is its dual space ܸ	⊗ 	ܹ. In fact, we can easily 

see that the ݉݊ vectors 

௜ݒ ௝ݓ	⊗	   

form a basis for ܸ	 ⊗ 	ܹ. It is important to remember though that a typical 

element of ܸ	 ⊗ 	ܹ can only be written as a sum 

∑ ܽ௜௝ݒ௜ ௝௜,௝ݓ	⊗	   
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and not as a pure product ܸ	 ⊗ 	ܹ. 

Taking ܹ	 = 	ܸ we can form multiple tensor products 

ܸ	 ⊗ 	ܸ, ܸ ⊗ 		ܸ	 ⊗ 	ܸ	 =⊗ଷ 	ܸ, …  

We can think of ⊗௣ ܸ as the dual space of the space of ݌-fold multilinear forms 

on V. 

Mixing degrees we can even form the tensor algebra: 

ܶ(ܸ	) =	⊗௞ୀ଴
ஶ (⊗௞ ܸ	).  

An element of ܶ(ܸ	) is a finite sum 

⋋ 1	 ଴ݒ	+ 	+ ∑ ௜ݒ ௝ݒ	⊗ 	+ ⋯	+ ௜భݒ∑ ௜మݒ		⊗ ௜೛ݒ	⊗	…   

of products of vectors ݒ௜ 	 ∈ 	ܸ . The obvious multiplication process is based on 

extending by linearity the product 

൫ݒଵ ௤൯ݑ		⊗…	⊗ଵݑ௣൯൫ݒ	⊗	…	⊗ = ଵݒ	 ௣ݒ		⊗…⊗ ଵݑ	⊗	 	⊗ ௤ݑ	⊗	…   

It is associative, but noncommutative. 

For the most part we shall be interested in only a quotient of this algebra, called the 

exterior algebra. 

Now we will discuss the exterior algebra. Let ܶ(ܸ	) be the tensor algebra of a real 

vector space V and let ܫ(ܸ	) be the ideal generated by elements of the form 

	ݒ ⊗   ݒ	

where 	ݒ ∈ 	ܸ . So ܫ(ܸ	) consists of all sums of multiples by ܶ(ܸ	) on the left and 

right of these generators. 
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Definition (2.2.2):  

The exterior algebra of V is the quotient 

∧∗ ܸ	 =   .(	ܸ)ܫ/(	ܸ)ܶ	

If ߨ ∶ 	ܶ(ܸ	) →	∧∗ ܸ is the quotient projection then we set 

∧௣ ܸ	 = ௣⊗)ߨ	 ܸ	)  

and call this the p-fold exterior power of  ܸ . We can think of this as the dual space 

of the space of multilinear forms ݒ)ܯଵ, … ,  ௣) on V which vanish if any twoݒ

arguments coincide the so called alternating multilinear forms. If                     

ܽ	 ∈⊗௣ ܸ, ܾ ∈⊗௤ ܸ then ܽ ⊗ ܾ ∈⊗௣ା௤ ܸ and taking the quotient we get a 

product called the exterior product: 

Definition (2.2.3):  

The exterior product of ߙ	 = (ܽ)ߨ	 	 ∈	∧௣ ܸ and ߚ	 = (ܾ)ߨ	 	 ∈	∧௤ ܸ is 

	ߙ ∧ 	ߚ = 	ܽ)ߨ	 ⊗ 	ܾ).  

Remark (2.2.4):  

If ݒଵ, … , ௣ݒ 	 ∈ 	ܸ	then we define an element of the dual space of the space of 

alternating multilinear forms by 

ଵݒ 	∧ ଶݒ	 	∧ …	∧ (ܯ)௣ݒ	 	= ,ଵݒ)ܯ	 … ,   :(௣ݒ

The key properties of the exterior algebra follow: 

Proposition (2.2.5):  

If ߙ	 ∈	∧௣ ܸ, 	ߚ ∈	∧௤ ܸ then 



42 
 

	ߙ ∧ 	ߚ	 = 	 (−1)௣௤ߚ	 ∧   .ߙ	

Proof:  

Because for ݒ	 ∈ 	ܸ	, 	ݒ ⊗ 	ݒ	 ∈ 	ݒ it follows that ,(	ܸ)ܫ	 ∧ 	ݒ	 = 	0 and hence 

0	 = 	 	ଵݒ) (ଶݒ	+ 	∧ 	 	ଵݒ) (ଶݒ	+ 	= 	0	 	ଵݒ	+ 	 ∧	 ଶݒ ଶݒ	+	 	∧ 	ଵݒ	 	+ 	0.  

So interchanging any two entries from V in an expression like 

	ଵݒ 	∧ …	∧ ௞ݒ	   

changes the sign. 

Write ߙ as a linear combination of terms ݒଵ	 	 ∧  as a linear ߚ ௣ andݒ	∧	…

combination of ݓଵ ∧ …	∧ ௤ݓ  and then, applying this rule to bring ݓଵ to the front 

we see that	

൫ݒଵ	 	∧ …	∧ ௣൯ݒ	 ∧ 	൫ݓଵ 	∧ ௤൯ݓ	∧	… = 	 (−1)௣ݓଵ 	∧ 	 ଵݒ 	∧ ௣ݒ	… 	∧ ଶݓ	 	∧ 	…∧ ௤ݓ	 .  

For each of the q wi's we get another factor (−1)௣ so that in the end 

൫ݓଵ 	∧ …	∧ 	ଵݒ௤൯൫ݓ	 	∧ …	∧ ௣൯ݒ	 = 	 (−1)௣௤൫ݒଵ	 	∧ …	∧ ଵݓ௣൯൫ݒ	 	∧ …	∧   .௤൯ݓ	

Proposition (2.2.6):  

If dim ܸ	 = 	݊ then ݀݅݉	 ∧௡ ܸ	 = 	1. 

Proof:  

Let ݓଵ  be the square ܯ ௡be n vectors in V and relative to some basis letݓ		…	

matrix whose columns are ݓଵ ௡ݓ		…	 . then 

ଵݓ)ܤ (௡ݓ		…	 	=   ܯݐ݁݀	
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is a non-zero n-fold multilinear form on ܸ . Moreover, if any two of the ݓ௜  

coincide, the determinant is zero, so this is a non-zero alternating n-linear form - an 

element in the dual space of ∧௡ ܸ . 

On the other hand, choose a basis ݒଵ	 ௡ for V, then anything in ⊗௡ݒ		…	 ܸ is a 

linear combination of terms like ݒ௜భ ⊗…⊗ ௜೙ݒ  and so anything in ∧௡ ܸ is, after 

using Proposition (2.2.5), a linear combination of ݒଵ	 	∧ …	∧  .௡ݒ	

Thus ∧௡ ܸ is non-zero and at most one-dimensional hence is one-dimensional.  

Proposition (2.2.7)  

let ݒଵ, … , ௜భݒ ௡ be a basis for V , then the ቀ௡௣ቁ elementsݒ ∧ ௜మݒ ∧ …∧ ௜೛ݒ 	 for 

݅ଵ < 	݅ଶ < ⋯ < 	 ݅௣form a basis for ∧௡ ܸ . 

Proof:  

By reordering and changing the sign we can get any exterior product of the ݒ௜′ݏ so 

these elements clearly span ∧௡ ܸ. Suppose then that 

∑ܽ௜భ…௜೛ݒ௜భ 	∧ ௜మݒ	 	∧ 	…	∧	 ௜೛ݒ 	= 	0.  

Because݅ଵ < 	݅ଶ < ⋯ < 	 ݅௣, each term is uniquely indexed by the 

subset൛݅ଵ, 	݅ଶ, …	 , ݅௣ൟ 	= ܫ ⊆ 	 {1, 2, …	, ݊}, and we can write 

∑ ܽூݒூூ 	 = 	0																								(2.3)  

If ܫ and ܬ have a number in common, then ݒூ 	∧ ௃ݒ		 	= 	0, so if ܬ has ݊	 −  ݌	

elements, ݒூ 	∧ 	 ௃ݒ	 	= 	0 unless ܬ is the complementary subset ܫᇱ in which case the 

product is a multiple of ݒଵ 	∧ ଶݒ		 -௡ and by Proposition (2.2.6) this is nonݒ		∧…
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zero. Thus, multiplying (2.3) by each term ݒூᇲ  we deduce that each coefficient 

ܽூ 	 = 	0 and so we have linear independence.  

Proposition (2.2.8):  

The vector ݒ is linearly dependent on the linearly independent vectors 

,ଵݒ … , ଵݒ if and only if	௣ݒ 	∧ ଶݒ		 ∧ ௣ݒ		∧… 	∧ 	ݒ		 = 	0.	

Proof:  

If ݒ is linearly dependent on ݒଵ, … , 	ݒ  then	௣ݒ = ∑ܽ௜ݒ௜		and expanding 

ଵݒ 	∧ ଶݒ		 ∧ ௣ݒ		∧… 	∧ 	ݒ		 = ଵݒ	 	∧ ଶݒ		 ∧ ௣ݒ		∧… 	∧ 		 (∑ ܽ௜ݒ௜
௣
ଵ )  

gives terms with repeated ݒ௜ , which therefore vanish. If not, then ݒଵ, ଶݒ , … , ,௣ݒ  ݒ

can be extended to a basis and Proposition (2.2.7) tells us that the product is non-

zero.  

Proposition (2.2.9):  

If ܣ ∶ 	ܸ	 → ܹ is a linear transformation, then there is an induced linear 

transformation 

∧௣ ܣ ∶	∧௣ ܸ	 →	∧௣ ܹ  

such that 

∧௣ ଵݒ൫ܣ 	∧ 	…	∧ ௣൯ݒ		 = ଵݒܣ	 	∧ ଶݒܣ		 	∧ 	…	∧   .௣ݒܣ		

Proof:  

From Proposition (2.2.7) the formula 

∧௣ ଵݒ)ܣ 	∧ 	…	∧ (௣ݒ		 	= ଵݒܣ	 	∧ ଶݒܣ		 	∧ 		…	∧   ௣ݒܣ		
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actually defines what ∧௣  is on basis vectors but doesn't prove it is independent of ܣ

the choice of basis. But the universal property of tensor products gives us 

⊗௣ ܣ ∶	⊗௣ ܸ	 →	⊗௣ ܹ  

and ⊗௣ so defines ∧௣ (ܹ)ܫ to (	ܸ)ܫ maps the ideal ܣ   .invariantly ܣ

Proposition (2.2.10):  

If ݀݅݉	ܸ	 = 	݊, then the linear transformation ∧௣ ܣ ∶	∧௡ ܸ	 →	∧௡ ܸ is given by 

 .ܣݐ݁݀

Proof: 

From Proposition (2.2.7), ∧௡ ܸ is one-dimensional and so ∧௡  is multiplication ܣ

by a real number⋋ ,ଵݒ So with a basis .(ܣ) … , ௡ݒ , 

∧௡ ଵݒ)ܣ 	∧ 	…	∧ (௡ݒ		 = ଵݒܣ	 	∧ ଶݒܣ		 	∧ 	… ௡ݒܣ	 	 =	⋋ ଵݒ(ܣ) 	∧ 	…	∧   ௡ݒ		

But 

௜ݒܣ 	 = ∑ ௝௝ݒ௝௜ܣ   

and so 

ଵݒܣ 	 ∧ ଶݒܣ		 	 ∧ 	… ∧ ௡ݒܣ	 	 = ௝భܣ∑ ,ଵݒ௝భ 	∧ ௝మܣ		 ,ଶݒ௝మ 	∧ 	…	∧   ௝೙ݒ௝೙,௡ܣ		

= ∑ ఙଵݒఙଵ,ଵܣ 	∧ ఙଶݒఙଶ,ଶܣ		 	∧ … ఙ௡ఙ∈ௌ೙ݒఙ௡,௡ܣ		∧   

where the sum runs over all permutations ߪ . But if ߪ is a transposition then the 

term 

ఙଵݒ 	∧ ∧	…ఙଶݒ		  ఙ௡ changes sign, soݒ

ଵݒܣ 	∧ ଶݒܣ		 	∧ 	… ∧ ௡ݒܣ	 	= ∑ ଵݒఙ௡,௡ܣ…ఙଶ,ଶܣఙଵ,ଵܣߪ	݊݃ݏ 	 ∧ 	…	∧ ௡ఙ∈ௌ೙ݒ		   
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which is the definition of (݀݁ܣݐ)ݒଵ 	∧ 	…	∧		  .௡ݒ

Chapter (3) 

Differential Forms ,De Rham Cohomology and S'tokes 

Theorem 

Section (3.1): Differential Forms and De Rham Cohomology 

We begin this section by studding the bundle of p-forms. Now let ܯ be an ݊-

dimensional manifold and T୶∗	the cotangent space at ݔ. We form the ݌-fold exterior 

power 

∧௣ ௫ܶ
∗  

and, just as we did for the tangent bundle and cotangent bundle, we shall make 

∧௣ 	ܯ∗ܶ = ⋃ ∧௣ ௫ܶ
∗

௫∈ெ   

into a vector bundle and hence a manifold. 

If ݔଵ, . . . , ,ܷ) are coordinates for a chart	௡ݔ ߮௎) then for ݔ	 ∈ 	ܷ, the elements  

݀௫೔భ ∧	݀௫೔మ 	 ∧	. . .∧ 	݀௫೔೛   

for ݅ଵ 	 < 	 ݅ଶ <	. . . < 	 ݅௣ form a basis for ∧௣ ௫ܶ
∗	. The ቀ௡௣ቁ coefficients of ߙ	 ∈	∧௣ ௫ܶ

∗ 

then give a coordinate chart Ψ௎ 	mapping to the open set 

߮௎(ܷ) ×	∧௣ ܴ௡ 	⊆ 	ܴ௡ 	× 	ܴ
ቀ೙೛ቁ.  

When ݌	 = 	1 this is just the coordinate chart we used for the cotangent bundle: 

,ݔ)௎ߔ ∑ (௜ݔ௜݀ݕ 	= 	 ,ଵݔ) . . . , ௡ݔ , ,ଵݕ . . . ,   (௡ݕ
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and on two overlapping coordinate charts we there had 

,ଵݔ)ఈିଵߔఉߔ . . . , ௡ݔ , ,ଵݕ . . . , (௡ݕ 	= 	 ,෤ଵݔ) . . . , ෤௡ݔ , ∑
డ௫෤೔
డ௫భ

௜ݕ , . . .௝ , ∑ డ௫෤೔
డ௫೙

௡ݕ 	௝ ):  

For the ݌-th exterior power we need to replace the Jacobian matrix 

	ܬ = డ௫෤೔
డ௫ೕ

  

by its induced linear map 

∧௣ ܬ ∶	∧௣ ܴ௡ 	→	∧௣ ܴ௡  

It's a long and complicated expression if we write it down in a basis but it is 

invertible and each entry is a polynomial in ܥஶ functions and hence gives a 

smooth map with smooth inverse. In other words, 

  ఈିଵߖఉߖ

satisfies the conditions for a manifold of dimension ݊	 + ቀ௡௣ቁ .	

Definition (3.1.1): 

The bundle of ݌-forms of a manifold ܯ is the differentiable structure 

on ∧௣   defined by the above atlas. There is a natural projection ܯ∗ܶ

௣∧:݌ ܯ∗ܶ → ݌ and a section is called a differential  ܯ −form 

Examples (3.1.2): 

1. A zero-form is a section of Ʌ௣ܶ∗ which by convention is just a smooth function 

݂. 
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2. A 1-form is a section of the cotangent bundle ܶ∗. From our definition of the 

derivative of a function, it is clear that ݂݀ is an example of a 1-form. We can 

write in a coordinate system 

݂݀	 = ∑ డ௙
డ௫ೕ௝ ௝ݔ݀   

By using a bump function we can extend a locally-defined p-form like            

ଵݔ݀ 	∧ ଶݔ݀	 ∧. . .∧  so sections always exist. In fact, it will ,ܯ ௣ to the whole ofݔ݀	

be convenient at various points to show that any function, form, or vector field can 

be written as a sum of these local ones. This involves the concept of partition of 

unity. 

Now we will illustrate the partition of unity. 

Definition (3.1.3): 

A partition of unity on ܯ is a collection {߮௜}௜∈ூ of smooth functions such that 

i. ߮௜ 	 ≥ 	0	

ii. {݌݌ݑݏ	߮௜ 	 ∶ 	݅	 ∈  .is locally finite {ܫ	

iii. ∑ ߮௜ 	 = 	1௜ 		

Here locally finite means that for each ݔ	 ∈  there is a neighbourhood U which ܯ	

intersects only finitely many supports ݌݌ݑݏ	߮௜ . 

Theorem (3.1.4): 

 Given any open covering { ఈܸ} of a manifold ܯ there exists a partition of unity 

{߮௜}  on ܯ such that ݌݌ݑݏ	߮௜ 	⊂ 	 ఈܸ(௜)	݂ݎ݋	݁݉݋ݏ	ߙ(݅). 

We say that such a partition of unity is subordinate to the given covering. 
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Here let us just note that in the case when ܯ is compact, life is much easier: For 

each point ݔ	 ∈ 	 { ఈܸ} we take a coordinate neighbourhood ௫ܷ 	 ⊂ 	 { ఈܸ} and a bump 

function which is 1 on a neighbourhood ௫ܸ  of x and whose support lies in ௫ܷ . 

Compactness says we can extract a finite subcovering of the { ௫ܸ}௫∈௑ and so we get 

smooth functions  ψ௜	 ≥ 	݅	ݎ݋݂	0	 = 	1, . . . , ܰ and equal to 1 on ௫ܸ೔ . In particular 

the sum is positive, and defining 

߮௜ =	
ந೔	

∑ ந೔	
ಿ
భ

  

gives the partition of unity. 

Now, not only can we create global p-forms by taking local ones, multiplying by 

߮௜ and extending by zero, but conversely if ߙis any ݌-form, we can write it as 

	ߙ = 	 (∑ ߮௜௜ ߙ( = ∑ (߮௜ߙ)௜   

which is a sum of extensions of locally defined ones. 

At this point, it may not be clear why we insist on introducing these complicated 

exterior algebra objects, but there are two motivations. One is that the algebraic 

theory of determinants is, as we have seen, part of exterior algebra, and multiple 

integrals involve determinants. We shall later be able to integrate p-forms over p- 

dimensional manifolds. 

The other is the appearance of the skew-symmetric cross product in ordinary three 

dimensional calculus, giving rise to the curl differential operator taking vector 

fields to vector fields. As we shall see, to do this in a coordinate-free way, and in 

all dimensions, we have to dispense with vector fields and work with differential 

forms instead. 
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In the following we discuss the working with differential forms. We defined a 

differential form in Definition (3.1.1) as a section of a vector bundle. In a local 

coordinate system it looks like this: 

	ߙ = ∑ ܽ௜భ௜మ ...௜೛(ݔ)݀ݔ௜భ 	∧ ௜మݔ݀	 	. . .∧ ௜೛௜భழ௜మழ...ழ௜೛ݔ݀	 																 (3.1)  

where the coeffcients are smooth functions. If  (ݕ)ݔ is a different coordinate 

system, then we write the derivatives 

௜ೖݔ݀ 	= ∑
డ௫೔ೖ
డ௬ೕ

௝௝ݕ݀   

and substitute in (3.1) to get 

	ߙ = ∑ ෤ܽ௝భ௝మ...௝೛(ݕ)݀ݕ௝భ 	 ∧ ௝మݕ݀	 	. . .∧ ௝೛௝భಬೕమಬ⋯ಬೕ೛ݕ݀	
  

Example (3.1.5):  

Let ܯ	 = 	ܴଶ and consider the 2-form ߱	 = ଵݔ݀	 	∧  ଶ. Now change to polarݔ݀	

coordinates on the open set (ݔଵ, (ଶݔ 	≠ 	 (0, 0):	

ଵݔ 	= ,ߠ	ݏ݋ܿ	ݎ	 ଶݔ 	 =   .ߠ	݊݅ݏ	ݎ	

We have 

ଵݔ݀ 	 = ݎ݀ߠ	ݏ݋ܿ	 −   ߠ	݀	ߠ	݊݅ݏ	ݎ	

ଶݔ݀ 	= 	ݎ݀	ߠ	݊݅ݏ	 +   ߠ	݀	ߠ	ݏ݋ܿ	ݎ	

so that 

߱	 = 	 ݎ݀ߠ	ݏ݋ܿ) − (ߠ݀ߠ݊݅ݏ	ݎ	 	∧ 	 	ݎ݀ߠ	݊݅ݏ) + (ߠ	݀	ߠ	ݏ݋ܿ	ݎ	 	= 	ݎ݀ݎ	 ∧   :ߠ݀	

We shall often write 
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Ω௣(ܯ)  

as the infinite-dimensional vector space of all p-forms on ܯ. 

Although we first introduced vector fields as a means of starting to do analysis on 

manifolds, in many ways differential forms are better behaved. For example, 

suppose we have a smooth map 

ܨ ∶ 	ܯ	 → 	ܰ:  

The derivative of this gives at each point ݔ	 ∈  a linear map ܯ	

௫ܨܦ ∶ 	 ௫ܶܯ	 → 	 ிܶ(ೣ)ܰ  

but if we have a section of the tangent bundle ܶܯ - a vector field ܺ - then ܨܦ௫(ܺ௫) 

doesn't in general define a vector field on ܰ - it doesn't tell us what to choose in 

௔ܶܰ	݂݅	ܽ	 ∈ 	ܰ is not in the image of  ܨ. 

On the other hand suppose ߙ is a section of ∧௣ ܶ∗ N - a p-form on ܰ. Then the 

dual map 

௫ᇱܨܦ ∶ 	 ிܶ(௫)
∗ ܰ	 → ௫ܶ

  ܯ∗

defines 

∧௣ (௫ᇱܨܦ) ∶	∧௣ ݌ ிܶ(௫)ே 	→∧௣ ௫ܶ
  ܯ∗

and then 

∧௣   (ி(௫)ߙ)(௫ᇱܨܦ)

is defined for all x and is a section of ∧௣ ܶ∗ M - a ݌-form on ܯ. 

Definition (3.1.6): 
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The pull-back of a ݌-form ߙ	 ∈ 	Ω௣(ܰ) by a smooth map ܨ ∶ 	ܯ	 → ܰ	is the ݌-

form ߙ∗ܨ	 ∈ 	Ω௣(ܯ) defined by 

௫(ߙ∗ܨ	) 	=	∧௣   (ி(௫)ߙ)(௫ᇱܨܦ)

Examples (3.1.7): 

1. The pull-back of a 0-form ݂	 ∈ ஶ(ܰ) is just the composition݂ܥ	 ∘  .ܨ	

2. By the definition of the dual map ܨܦ௫ᇱ  we have                         

(௫ܺ)(ߙ)	௫ᇱܨܦ = 	 ,௫(ܺ௫)൯ܨܦி(௫)൫ߙ so	if			ߙ	 = 	݂݀ , 

௫ᇱ(݂݀)(ܺ௫)ܨܦ		  	= 	݀ ி݂(௫)(ܨܦ௫(ܺ௫)) 	= 	ܺ௫(݂	 ∘  	(ܨ	

by the definition of ܨܦ௫ .	This means that ܨ∗(݂݀) 	= 	݀(݂	 ∘  .(ܨ	

3. Let ܨ ∶ 	 ܴଷ 	→ 	ܴଶ be given by 

,ଵݔ)ܨ ,ଶݔ (ଷݔ 	= 	 ,ଶݔଵݔ) ଶݔ 	+ (ଷݔ	 	= 	 ,ݔ)   (ݕ

and take 

ߙ = 	ݔ݀ݔ	 ∧   .ݕ݀	

Then, using the definition of ∧௣  ,and the previous example (௫ᇱܨܦ)

	ߙ∗ܨ = 	 	ݔ) ∘ ݔ)݀(ܨ	 ∘ (ܨ ∧ 	ݕ)݀	 ∘ (ܨ	 =	 (ଶݔଵݔ)ଶ݀ݔଵݔ ∧ ଶݔ)݀	 (ଷݔ	+	 	=

ଶݔଵ݀ݔ)ଶݔଵݔ	 (ଵݔଶ݀ݔ	+ 	∧ ଶݔ)݀	 	+ (ଷݔ	 = 	 ଶݔଶ݀ݔଵଶݔ 	∧ ଷݔ݀	 ଵݔଶଶ݀ݔଵݔ	+ 	∧ ଶݔ݀	 	+

ଵݔଶଶ݀ݔଵݔ	 ∧   ଷݔ݀	

From the algebraic properties of the maps 

∧௣ ܣ ∶	∧௣ ܸ →	∧௣ ܸ  

We have the following straightforward properties of the pull-back: 

i. (ܨ	 ∘ 	ߙ∗(ܩ	 = 	(ߙ∗ܨ)∗ܩ	
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ii. ߙ)∗ܨ	 + (ߚ	 	= 	 ߙ	∗ܨ 	ߚ∗ܨ	+

iii. ߙ)∗ܨ	 ∧ (ߚ 	= 	ߙ∗ܨ	 ∧ 	ߚ∗ܨ	

Now we will discuss the exterior derivative. We now come to the construction of 

the basic differential operator on forms - the exterior derivative which generalizes 

the grads, divs and curls of three-dimensional calculus. The key feature it has is 

that it is defined naturally by the manifold structure without any further 

assumptions. 

Theorem (3.1.8): 

On any manifold ܯ there is a natural linear map 

݀ ∶ (ܯ)௣ߗ	 	→   (ܯ)௣ାଵߗ	

called the exterior derivative such that 

1. if ݂	 ∈ Ω଴(ܯ), then ݂݀	 ∈ Ωଵ(ܯ) is the derivative of f 

2. ݀ଶ 	 = 	0	

	ߙ)݀ .3 ∧ (ߚ	 	= 	ߙ݀	 ∧ 	ߚ	 + 	(−1)௣ߙ	 ∧ 	ߙ	݂݅	ߚ݀	 ∈ 	Ω௣(ܯ)	

Examples (3.1.9): 

Before proving the theorem, let's look at ܯ	 = 	ܴଷ, following the rules of the 

theorem, to see d in all cases ݌	 = 	0, 1, 2. 

	݌ = 	0: by definition 

݂݀	 = డ௙
డ௫భ

ଵݔ݀ 	+
డ௙
డ௫మ

ଶݔ݀ 	+
డ௙
డ௫య

  ଷݔ݀

which we normally would write as grad ݂. 

	݌ = 	1: take a 1-form 
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	ߙ = 	 ܽଵ݀ݔଵ	 +	ܽଶ݀ݔଶ 	+	ܽଷ݀ݔଷ  

then applying the rules we have 

݀(ܽଵ݀ݔଵ 	+ 	ܽଶ݀ݔଶ 	+	ܽଷ݀ݔଷ) 	= 	݀ܽଵ 	∧ ଵݔ݀	 	+ 	݀ܽଶ 	∧ ଶݔ݀	 	+ 	݀ܽଷ 	 ∧   ଷݔ݀	

= ቀడ௔భ
డ௫భ

ଵݔ݀ 	+
డ௔భ
డ௫మ

ଶݔ݀ +
డ௔భ
డ௫య

ଷቁݔ݀ ∧ ଵݔ݀	 	+ ⋯  

= ቀడ௔భ
డ௫య

	− డ௔య
డ௫భ
ቁ ଷݔ݀ 	∧ ଵݔ݀	 		+ ቀడ௔మ

డ௫భ
	− డ௔భ

డ௫మ
ቁ ଵݔ݀	 		∧ ଶݔ݀	 + ቀడ௔య

డ௫మ
− డ௔మ

డ௫య
ቁ݀ݔଶ 	∧   .ଷݔ݀	

The coefficients of this define what we would call the curl of the vector field a but 

 is a 2-form, not a ߙ	and not a vector field and d ߙ has now become a 1-form ߙ

vector field. The geometrical interpretation has changed. Note nevertheless that the 

invariant statement ݀ଶ 	= 	0 is equivalent to curl grad ݂	 = 	0.	

	݌ = 	2: now we have a 2-form 

	ߚ = 	 ܾଵ݀ݔଶ 	∧ ଷݔ݀	 	+ 	ܾଶ݀ݔଷ 	 ∧ ଵݔ݀	 	+ 	ܾଷ݀ݔଵ	 ∧   ଶݔ݀	

and 

ߚ݀ = డ௕భ
డ௫భ

ଵݔ݀ 	 ∧ ଶݔ݀	 	 ∧ ଷݔ݀	 	+
డ௕మ
డ௫మ

ଵݔ݀ 	 ∧ ଶݔ݀	 	∧ 	ଷݔ݀	 +
డ௕య
డ௫య

ଵݔ݀ 	∧ ଶݔ݀	 	∧   ଷݔ݀	

= ቀడ௕భ
డ௫భ

+ డ௕మ
డ௫మ

+ డ௕య
డ௫య

ቁ ଵݔ݀	 	∧ ଶݔ݀	 	∧   ଷݔ݀	

which would be the divergence of a vector field b but in our case is applied to a 2-

form ߚ. Again ݀ଶ 	= 	0 is equivalent to div curl ܾ	 = 	0. 

Here we see familiar formulas, but acting on unfamiliar objects. The fact that we 

can pull differential forms around by smooth maps will give us a lot more power, 

even in three dimensions, than if we always considered these things as vector 

fields. 
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Let us return to the Theorem (3.1.8) now and give its proof. 

Proof:  

We shall define ݀ߙ by first breaking up ߙ as a sum of terms with support in a 

local coordinate system (using a partition of unity), define a local d operator using 

a coordinate system, and then show that the result is independent of the choice. 

So, to begin with, write a p-form locally as 

ߙ = ∑ ܽ௜భ௜మ...௜೛(ݔ)݀ݔ௜భ 	∧ ௜మݔ݀	 	. . .∧ ௜೛௜భழ௜మழ...ழ௜೛ݔ݀	   

and define 

	ߙ݀ = ∑ ݀ܽ௜భ௜మ...௜೛ 	∧ ௜భݔ݀	 	 ∧ ௜మݔ݀	 	 ∧	. . .∧ ௜೛௜భழ௜మழ...ழ௜೛ݔ݀	   

When ݌	 = 	0, this is just the derivative, so the first property of the theorem holds. 

For the second part, we expand 

	ߙ݀ = ∑
డ௔೔భ೔మ...೔೛

డ௫ೕ
௝ݔ݀ 	∧ ௜భݔ݀ 	∧ ௜మݔ݀	 	∧	. . .∧ ௜೛ݔ݀	 	௝,௜భழ௜మழ...ழ௜೛   

and then calculate 

݀ଶߙ	 = ∑
డమ௔೔భ೔మ...೔೛
ௗ௫ೕడ௫ೖ

௞ݔ݀ 	 ∧ ௝ݔ݀	 	∧ ௜భݔ݀	 	∧ ௜మݔ݀	 	. . .∧ ௜೛௝,௞,௜భழ௜మழ...ழ௜೛ݔ݀	   

The term 

డమ௔೔భ೔మ...೔೛
డ௫ೕడ௫ೖ
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is symmetric in ݆, ݇ but it multiplies ݀ݔ௞ ∧ ௝ݔ݀  in the formula which is skew-

symmetric in j and k, so the expression vanishes identically and ݀ଶߙ	 = 	0	as 

required. 

For the third part, we check on decomposable forms 

	ߙ = ௜భݔ݂݀	 	∧	. . .∧ ௜೛ݔ݀	 	 =   ூݔ݂݀	

	ߚ = ௝భݔ݀݃	 	∧	. . .∧ ௝೜ݔ݀	 	 =   ௃ݔ݀݃	

and extend by linearity. So 

	ߙ)݀ ∧ (ߚ	 = ூݔ݂݀݃)݀	 	∧ ௃ݔ݀	 	) = 	݀(݂݃) 	∧ 	ூݔ݀	 ∧   ௃ݔ݀	

= 	(݂݀݃	 + 	݂݃݀) ∧ ூݔ݀	 	 ∧ ௃ݔ݀	 = 	 (−1)௣݂݀ݔூ 	 ∧ 	݀݃	 ∧ ௃ݔ݀	 	+ 	݂݀	 ∧ ூݔ݀	 	∧   ௃ݔ݀݃	

				= 	 (−1)௣ߙ	 ∧ 	ߚ݀	 + 	ߙ݀	 ∧ 	 ߚ

So, using one coordinate syste2m we have defined an operation ݀ which satisfies 

the three conditions of the theorem. Now represent ߙ in coordinates ݕଵ, . . . ,  :௡ݕ

	ߙ = ∑ ௜ܾభ௜మ...௜೛݀ݕ௜భ 	 ∧ ௜మݕ݀	 	∧	. . .∧ ௜೛௜భழ௜మழ...ழ௜೛ݕ݀	   

and define in the same way 

݀ᇱߙ	 = ∑ ܾ݀௜భ௜మ...௜೛ ∧ ௜భݕ݀	 	 ∧ ௜మݕ݀	 	 ∧	. . .∧ ௜భழ௜మழ...ழ௜೛	௜೛ݕ݀	   

We shall show that ݀	 = 	݀ᇱ by using the three conditions. 

From (1) and (3), 

	ߙ݀ = 	݀(∑ܾ௜భ௜మ ...௜೛݀ݕ௜భ 		∧ ௜మݕ݀	 		. . .∧   (	௜೛ݕ݀	

= ∑ ܾ݀݅1݅2 ݌݅... ∧ 1݅ݕ݀	 	 ∧ 2݅ݕ݀	 	 ∧	. . .∧ 	݌݅ݕ݀	 	+ ∑ ܾ௜భ௜మ ...௜೛݀(݀1݅ݕ ∧ 2݅ݕ݀	 	 ∧	. . .∧   (	݌݅ݕ݀	
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and from (3) 

݀ ቀ݀ݕ௜భ 	∧ ௜మݕ݀	 	∧	. . .∧ ቁ	௜೛ݕ݀	 = 	݀൫݀ݕ௜భ൯ ∧ ௜మݕ݀	 ∧	. . .∧ 	௜೛ݕ݀	 − ௜భݕ݀	 	∧

௜మݕ݀)݀	 	∧	. . .∧   (	௜೛ݕ݀	

From (1) and (2) ݀ଶݕ௜భ 	 = 	0 and continuing similarly with the right hand term, we 

get zero in all terms. 

Thus on each coordinate neighbourhood 

	ߙ݀	ܷ  = ∑ ܾ݀௜భ௜మ ...௜೛ 	∧ 1݅ݕ݀	 ∧ 2݅ݕ݀	 	 ∧	. . .∧ ௜భழ௜మழ...ழ௜೛	݌݅ݕ݀	 =	݀ᇱߙ  and 	݀ߙ is thus 

globally well-defined.  

One important property of the exterior derivative is the following: 

Proposition (3.1.10):  

Let ܨ ∶ 	ܯ	 → 	ܰ be a smooth map and ߙ	 ∈ 	Ω௣(ܰ). Then 

(ߙ∗ܨ)݀ 	= 	   (ߙ݀)∗ܨ

Proof: 

Recall that the derivative ܨܦ௫ ∶ 	 ௫ܶܯ	 → 	 ிܶ(௫)ܰ was defined in (1.2.7) by 

(݂)௫(ܺ௫)ܨܦ 	= 	ܺ௫(݂	 ∘   (ܨ	

so that the dual map ܨܦ௫ᇱ:	 ிܶ(௫)∗ ܰ	 → 	 ௫ܶ
 satisfies ܯ∗

௫ᇱ(݂݀)ி(௫)ܨܦ 	 = 	݀(݂ ∘   ௫(ܨ	

From the definition of pull-back this means that 

(݂݀)∗ܨ 	= 	݀(݂	 ∘ (ܨ	 	=   (3.2)																										(݂∗ܨ)݀	



58 
 

Now if 

	ߙ = ∑ ܽ௜భ௜మ ...௜೛(ݔ)݀ݔ௜భ 	 ∧ ௜మݔ݀	 	 ∧	. . .∧ ௜೛ݔ݀	 	௜భழ௜మழ...ழ௜೛ ,  

ߙ∗ܨ = ∑ ܽ௜భ௜మ…௜೛൫(ݔ)ܨ൯ܨ
	௜భݔ݀∗ ܨ	∧

௜మݔ݀∗ 	 ܨ	∧…	∧
௜భழ௜మழ⋯ழ௜೛	௜೛ݔ݀∗   

by the multiplicative property of pull-back and then using the properties of d 

and (3.2) 

(ߙ∗ܨ)݀ 	= ∑ ݀(ܽ௜భ௜మ…௜೛((ݔ)ܨ)) 	∧ ܨ	
௜భݔ݀∗ 	 ܨ	∧

	௜మݔ݀∗ ܨ	∧…	∧
௜೛ݔ݀∗ 	௜భழ௜మழ⋯ழ௜೛   

= ∑ ௜భ௜మ…௜೛ܽ݀∗ܨ 	∧ ܨ	
௜భݔ݀∗ 	 ܨ	∧

௜మݔ݀∗ 	 ܨ	∧…	∧
௜భழ௜మழ⋯ழ௜೛	௜೛ݔ݀∗ =   (ߙ݀)∗ܨ	

In the following we will study the lie derivative of a differential form. Suppose 

߮௧	is the one-parameter (locally defined) group of diffeomorphisms defined by a 

vector field ܺ. Then there is a naturally defined Lie derivative 

�ℒ௑ߙ	 =
డ
డ௧
߮௧∗ߙቚ௧ୀ଴

  

of a ݌ −form ߙ by ܺ. It is again a p-form. We shall give a useful formula for this 

involving the exterior derivative. 

Proposition (3.1.11): 

 Given a vector field ܺ on a manifold ܯ, there is a linear map 

݅௑ ∶ 	Ω௣(ܯ) → 	Ω௣ିଵ(ܯ)  

(called the interior product) such that 

i. ݅௑݂݀	 = 	ܺ(݂)	

ii. ݅௑(ߙ	 ∧ (ߚ	 = 	 ݅௑ 	ߙ	 ∧ 	ߚ	 + 	(−1)௣ߙ	 ∧	 ݅௑ߚ	݂݅	ߙ	 ∈ 	Ω௣(ܯ)	
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The proposition tells us exactly how to work out an interior product: if 

ܺ	 = ∑ ܽ௜
డ
డ௫೔௜ ,  

andߙ	 = ଵݔ݀	 	 ∧ 	ଶݔ݀	 ∧	. . .∧ ݌ ௣ is a basicݔ݀	 −form then 

݅௑	ߙ	 = 	ܽଵ݀ݔଶ 	∧	. . .∧ ௣ݔ݀	 −	ܽଶ݀ݔଵ 	 ∧ ଷݔ݀	 	∧	. . .∧ .	+	௣ݔ݀	 . .									 (3.3)  

In particular 

݅௑(݅௑ߙ) = 	ܽଵܽଶ݀ݔଷ 	∧	. . .∧ ௣ݔ݀	 −	ܽଶܽଵ݀ݔଷ 	∧	. . .∧ .	+	௣ݔ݀	 . . = 	0.  

Example (3.1.12):  

Suppose 

ߙ = 	ݔ݀	 ∧ 	ܺ																		,ݕ݀	 = ݔ	 డ
డ௫
+ ݕ	 డ

డ௬
  

then 

݅௑ߙ	 = ݕ݀ݔ	 −   :ݔ݀ݕ	

The interior product is just a linear algebra construction. Above we have seen how 

to work it out when we write down a form as a sum of basis vectors. We just need 

to prove that it is well-defined and independent of the way we do that, which 

motivates the following, more abstract proof: 

Proof:  

In Remark (2.2.4) we defined ∧௣ ܸ as the dual space of the space of alternating       

p-multilinear forms on ܸ. If M is an alternating (݌ − 	1) −multilinear form on ܸ 

and ξ a linear form on ܸ then 
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(૆ܯ)൫ݒଵ, . . . , ௣൯ݒ = 	૆(ݒଵ)ܯ൫ݒଶ, . . . , ௣൯ݒ − 	૆(ݒଶ)ܯ൫ݒଵ, ଷݒ , . . . , .	+௣൯ݒ . .							(3.4)  

is an alternating p-multilinear form. So if ߙ	 ∈	∧௣ ܸ we can define ݅కߙ ∈	∧௣ିଵ ܸ by 

(݅కߙ)(ܯ) 	=   (ܯߦ)ߙ	

Taking ܸ	 = 	ܶ∗ and ߦ	 = 	ܺ	 ∈ 	ܸ∗ 	= 	 (ܶ∗)∗ 	 = 	ܶ gives the interior product. 

Equation (3.4) gives us the rule (3.3) for working out interior products.  

Here then is the formula for the Lie derivative: 

Proposition (3.1.13): 

 The Lie derivative ℒ௑ ݌ of a ߙ	 −form ߙ is given by 

ℒ௑ 	ߙ	 = 	݀(݅௑	ߙ) + 	 ݅௑݀ߙ  

Proof: 

 Consider the right hand side 

ܴ௑(ߙ) 	= 	݀(݅௑	ߙ) 	+ 	 ݅௑݀ߙ  

Now ݅௑ reduces the degree ݌ by 1 but d increases it by 1, so ܴ௑ maps p-forms to 

݌ −forms. Also, 

݀(݀(݅௑	ߙ) 	+ 	݅௑݀ߙ) 	= 	݀݅௑݀ߙ	 = 	 (݀݅௑ 	+ 	݅௑݀)݀ߙ  

because  ݀ଶ 	 = 	0, so ܴ௑ commutes with d. Finally, because 

݅௑(ߙ	 ∧ (ߚ	 = 	 ݅௑	ߙ	 ∧ 	ߚ + 	(−1)௣ߙ	 ∧ 	 ݅௑ߚ  

	ߙ)݀ ∧ (ߚ	 	= 	ߙ݀	 ∧ 	ߚ	 + 	(−1)௣ߙ	 ∧   ߚ݀	

we have 
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ܴ௑(ߙ	 ∧ (ߚ	 	= 	 (ܴ௑ߙ) 	∧ 	ߚ	 + ߙ	 ∧	ܴ௑(ߚ)  

On the other hand 

߮௧∗	(݀ߙ) 	= 	݀(߮௧∗ߙ)  

so differentiating at	ݐ	 = 	0, we get 

ℒ௑݀ߙ	 = 	݀(ℒ௑ߙ)  

and 

߮௧∗	(ߙ	 ∧ (ߚ	 	= 	߮௧∗ߙ	 ∧ 	߮௧∗ߚ  

and differentiating this, we have 

ℒ௑(ߙ	 ∧ (ߚ	 = 	 ℒ௑ 	ߙ	 ∧ 	ߚ	 + 	ߙ	 ∧ ℒ௑	ߚ  

Thus both ℒ௑ and ܴ௑ preserve degree, commute with d and satisfy the same 

Leibnitz identity. Hence, if we write a p-form as 

ߙ = ∑_(݅_1 < ݅_2 < ⋯

< .2_݅	1_݅)_ܽ〗▒(݌_݅ . . (	1_݅)_ݔ݀(ݔ)	(	݌_݅ 		∧ (	2_݅)_ݔ݀	 		∧	. . .

∧  〖	(	݌_݅)_ݔ݀	

ℒ௑ and ܴ௑ will agree so long as they agree on functions. But 

�ܴ௑݂	 = 	݅௑݂݀	 = 	ܺ(݂) 	= డ
డ௧
ቚ(ݐ߮)݂

௧ୀ଴
=	ℒ௑݂  

so they do agree.  

Now we will study the de Rham cohomology. In textbooks on vector calculus, 

one  may read not only that curl grad f = 0, but also that if a vector field a satisfies 

curl a = 0, then it can be written as a = grad f for some function f. Sometimes the 
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statement is given with the proviso that the open set of ܴଷ on which a is defined 

satisfies the topological condition that it is simply connected (any closed path can 

be contracted to a point). 

In the language of differential forms on a manifold, the analogue of the above 

statement would say that if a 1-form ߙ satisfies݀ߙ	 = 	0, and M is simply-

connected, there is a function f such that ݂݀	 =  .ߙ	

While this is true, the criterion of simply connectedness is far too strong. We want 

to know when the kernel of  

݀ ∶ 	 Ωଵ(ܯ) 	→ Ωଶ	(ܯ)  

is equal to the image of 

݀ ∶ Ω଴	(ܯ) 	→ 	Ωଵ(ܯ):  

Since ݀ଶ݂	 = 	0, the second vector space is contained in the first and what we shall 

do is simply to study the quotient, which becomes a topological object in its own 

right, with an algebraic structure which can be used to say many things about the 

global topology of a manifold. 

Definition (3.1.14)  

The p-th de Rham cohomology group of a manifold M is the quotient vector 

space: 

(ܯ)௣ܪ = ௄௘௥	ௗ∶	Ω೛(ெ)→	Ω೛శభ(ெ)
ூ௠	ௗ∶Ω೛షభ	(ெ)	→Ω	೛(ெ)
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Remark (3.1.15): 

1. Although we call it the cohomology group, it is simply a real vector space. 

There are analogous structures in algebraic topology where the additive 

group structure is more interesting. 

2. Since there are no forms of degree -1, the group ܪ଴(ܯ) is the space of 

functions f such that ݂݀	 = 	0. Now each connected component ܯ௜ of M is 

an open set of M and hence a manifold.  

The mean value theorem tells us that on any open ball in a coordinate 

neighbourhood of ܯ௜ , ݂݀	 = 	0 implies that f is equal to a constant c, and the subset 

of Mi on which f = c is open and closed and hence equal to ܯ௜.  

Thus if ܯ is connected, the de Rham cohomology group ܪ଴(ܯ) is naturally 

isomorphic to R: the constant value c of the function f. In general ܪ଴ (M) is the 

vector space of real valued functions on the set of components. Our assumption 

that M has a countable basis of open sets means that there are at most countably 

many components. When ܯ is compact, there are only finitely many, since 

components provide an open covering. In fact, the cohomology groups of a 

compact manifold are finite-dimensional vector spaces for all ݌, though we shall 

not prove that here. 

It is convenient in discussing the exterior derivative to introduce the following 

terminology: 

Definition (3.1.16)  

A form ߙ	 ∈ 	Ω௣(ܯ) is closed if  ݀ߙ = 	0. 
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Definition (3.1.17): 

A form ߙ	 ∈ 	Ω௣(ܯ)	is exact if ߙ = 	ߚ for some ߚ݀	 ∈ 	Ω௣ିଵ(ܯ). 

The de Rham cohomology group ܪ௣(ܯ) is by definition the quotient of the space 

of closed ݌ −forms by the subspace of exact ݌ −forms. Under the quotient map, a 

closed ݌ −form ߙ defines a cohomology class [ߙ] 	 ∈ ,(ܯ)௣ܪ	 [ᇱߙ]	݀݊ܽ 	= 	  if [ߙ]

and only if ߙᇱ − ߙ	 =  .ߚ for some ߚ݀	

Here are some basic features of the de Rham cohomology groups. 

Proposition (3.1.18): 

 The de Rham cohomology groups of a manifold M of dimension n have the 

following properties: 

i. ܪ௣(ܯ) 	= 	݌	݂݅	0	 > 	݊ 

ii. for ܽ	 ∈ ,(ܯ)௣ܪ ܾ	 ∈ 	ܾܽ there is a bilinear product (ܯ)௤ܪ ∈  (ܯ)௣ା௤ܪ	

which satisfies 

ܾܽ	 = 	(−1)௣௤ܾܽ  

iii. if ܨ ∶ 	ܯ	 → 	ܰ is a smooth map, it defines a natural linear map 

∗ܨ ∶ (ܰ)௣ܪ	 	→   (ܯ)௣ܪ	

which commutes with the product. 

Proof: 

 The first part is clear since	∧௣ ܶ∗ 	= 	݌	ݎ݋݂	0	 > 	݊. 
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For the product, this comes directly from the exterior product of forms.             

If	ܽ	 = 	 ,[ߙ] ܾ	 = 	  we define [ߚ]

ܾܽ	 = 	 	ߙ] ∧   [ߚ	

but we need to check that this really does define a cohomology class. Firstly, since 

 ,are closed ߚ ,ߙ

	ߙ)݀ ∧ (ߚ	 	= 	ߙ݀	 ∧ 	ߚ	 + 	(−1)௣ߙ	 ∧ 	ߚ݀	 = 	0  

so there is a class defined by ߙ	 ∧  Suppose we now choose a different .ߚ	

representative ߙᇱ = 	ߙ	 +  for a. Then ߛ݀	

ᇱߙ 	∧ 	ߚ	 = 	 	ߙ) + (ߛ݀	 	∧ 	ߚ	 = 	ߙ	 ∧ 	ߚ	 + 	ߛ)݀	 ∧   (ߚ	

using ݀ߚ	 = 	0, so d(γ ∧ β) = ݀ߛ ∧ 	β. Thus ߙᇱ 	 ∧ 	ߙ and ߚ	 ∧  differ by an exact	ߚ	

form and define the same cohomology class. Changing ߚ gives the same result. 

The last part is just the pull-back operation on forms. Since 

	ߙ∗ܨ݀ = 	   ߙ݀∗ܨ

 defines a map of cohomology groups. And since ∗ܨ

	ߙ)∗ܨ ∧ (ߚ	 	= 	 ߙ∗ܨ   ߚ∗ܨ	∧

it respects the product.  

Perhaps the most important property of the de Rham cohomology, certainly the one 

that links it to algebraic topology, is the deformation invariance of the induced 

maps F. We show that if ܨ௧ is a smooth family of smooth maps, then the effect on 

cohomology is independent of t. As a matter of terminology (because we have only 

defined smooth maps of manifolds) we shall say that a map 
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ܨ ∶ 	ܯ	 × 	 [ܽ, ܾ] 	→ 	ܰ  

is smooth if it is the restriction of a smooth map on the product with some slightly 

bigger open interval ܯ ×	(ܽ − 	߳, ܾ	 + 	߳). 

Theorem (3.1.19):  

Let ܨ ∶ 	ܯ	 ×	 [0, 1] 	→ 	ܰ	be a smooth map. Set ܨ௧(ݔ) 	= ,ݔ)ܨ	  and consider (ݐ

the induced map on de Rham cohomology ܨ௧∗ ∶ (ܰ)௣ܪ	 	→  Then :(ܯ)௣ܪ	

∗ଵܨ 	 = 	   ∗଴ܨ

Proof:  

Represent ܽ	 ∈ ݌ ௣(ܰ) by a closedܪ	 −form ߙ and consider the pull-back form 

	ܯ	݊݋	ߙ∗ܨ × [0, 1]. We can decompose this uniquely in the form 

	ߙ∗ܨ = 	ߚ	 + 	ݐ݀	 ∧   (3.5)																																		ߛ	

where ߚ is a ݌ −form on ܯ (also depending on t) and γ is a (p−1)-form on M, 

depending on t. In a coordinate system it is clear how to do this, but more 

invariantly, the form	ߚ is just ܨ௧∗ߙ. To get ߛ in an invariant manner, we can think 

of 

,ݔ) (ݏ 	↦ 	 ,ݔ) 	ݏ +   (ݐ	

as a local one-parameter group of diffeomorphisms of ܯ	 ×	(ܽ, ܾ)	which generates 

a vector field ܺ	 =  Then .ݐ߲/߲	

ߛ = 	 ݅௑   ߙ∗ܨ	

Now	ߙ is closed, so from (3.5), 
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0	 = 	 ݀ெߚ	 + 	ݐ݀	 ∧ డఉ
డ௧
− 	ݐ݀	 ∧ 	݀ெߛ  

where ݀ெ is the exterior derivative in the variables of M. It follows that 

డఉ
డ௧
=	݀ெߛ  

Now integrating with respect to the parameter t, and using 

డ
డ௧
	ߙ∗௧ܨ =

డఉ
డ௧

  

we obtain 

	ߙ∗ଵܨ − 	ߙ∗଴ܨ	 = ∫ డ
డ௧
	ݐ݀	ߙ∗௧ܨ

ଵ
଴ 	 = 	݀ ∫ ଵݐ݀

଴   

So the closed forms ܨଵ∗ߙ and ܨ଴∗ߙ differ by an exact form and 

(ܽ)∗ଵܨ 	=   :(ܽ)	∗଴ܨ	

Here is an immediate corollary: 

Proposition (3.1.20): 

 The de Rham cohomology groups of ܯ	 = 	ܴ௡ are zero for ݌	 > 	0. 

Proof 

Define ܨ ∶ 	 ܴ௡ 	× 	 [0, 1] 	→ 	ܴ௡ by 

,ݔ)ܨ (ݐ 	=   ݔݐ	

Then ܨଵ(ݔ) 	=  which is the identity map, and so ݔ	

∗ଵܨ 	 ∶ 	 ௣(ܴ௡)ܪ 	→   ௣(ܴ௡)ܪ	

is the identity. 
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But ܨ଴(ݔ) = 0	which is a constant map. In particular the derivative vanishes, so the 

pull-back of any ݌ −form of degree greater than zero is the zero map. So for 

	݌ > 	0 

∗଴ܨ ∶ ௣(ܴ௡)ܪ	 	→   ௣(ܴ௡)ܪ	

vanishes. 

From Theorem (3.1.19) ܨ଴∗ = ܨଵ∗ and we deduce that ܪ௣(ܴ௡) vanishes for ݌	 >

	0.	Of course ࢔ࡾ	is connected so ܪ଴(࢔ࡾ) 	≅   .ࡾ	

We are in no position yet to calculate many other de Rham cohomology groups, 

but here is a first non-trivial example. Consider the case of ࢆ/ࡾ, diffeomorphic to 

the circle. In the atlas given earlier, we had ߮ଵ߮଴ିଵ(ݔ) = (ݔ)ଵ߮଴ିଵ߮	ݎ݋	ݔ = ݔ	 − 	1 

so the1-form ݀ݔ	 = ݔ)݀	 − 	1) is well-defined, and nowhere zero. It is not the 

derivative of a function, however, since ࢆ/ࡾ is compact and any function must 

have a minimum where ݂݀	 = 	0. We deduce that 

(ࢆ/ࡾ)ଵܪ 	≠ 	0:  

On the other hand, suppose that ߙ	 =  is any 1-form (necessarily closed ݔ݀(ݔ)݃	

because it is the top degree). Then ݃ is a periodic function: ݃(ݔ + 1) 	=  To .(ݔ)݃	

solve ݂݀ = (ݔ)means solving ݂ᇱ	ߙ 	=  :which is easily done on R by (ݔ)݃	

(ݔ)݂ 	= ∫ ௫ݏ݀(ݏ)݃
଴   

But we want ݂(ݔ	 + 	1) 	=  which will only be true if (ݔ)݂	

∫ 	ݔ݀(ݔ)݃ = 	0ଵ
଴   

Thus in general 
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	ߙ = 	ݔ݀(ݔ)݃	 = ቀ∫ ଵݏ݀(ݏ)݃
଴ ቁ 	ݔ݀	 + 	݂݀  

and any 1-form is of the form ܿ݀ݔ	 + 	݂݀. Thus ܪଵ(ࢆ/ࡾ) 	≅  .ࡾ	

We can use this in fact to start an inductive calculation of the de Rham 

cohomology of the n-sphere. 

Theorem (3.1.21): 

For ݊	 > ௣(ܵ௡)ܪ,0	 	≅ 	݌	݂݅	ࡾ	 = 	݌	ݎ݋	0	 = 	݊ and is zero otherwise. 

Proof: 

 We have already calculated the case of n = 1 so suppose that n > 1. 

Clearly the group vanishes when p > n, the dimension of ܵ௡, and for n > 0, ܵ௡ is 

connected and so ܪ଴(ܵ௡) 	≅  .ࡾ	

Decompose ܵ௡ into open sets , ܸ , the complement of closed balls around the North 

and South poles respectively. By stereographic projection these are diffeomorphic 

to open balls in ࢔ࡾ. If ߙ is a closed	݌ −form for 1 < p < n, then by the Poincare 

lemma ߙ	 = 	ߙ on ܷ and ݑ݀	 = ݌) on ܸ for some ݒ݀	 − 1) forms u, v. On the 

intersection 	ܷ ∩ ܸ , 

ݑ)݀ − (ݒ	 = ߙ	 − 	ߙ	 = 	0  

so (u - v) is closed. But 

ܷ ∩ 	ܸ	 ≅ 	 ܵ௡ିଵ × 	ܴ  

so 

ܷ)௣ିଵܪ ∩ 	ܸ	) ≅   ௣ିଵ(ܵ௡ିଵ)ܪ	
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and by induction this vanishes, so on ܷ	 ∩ 	ܸ	, ݑ − 	ݒ	 =  .ݓ݀	

Now look at ܷ	 ∩ ܸ as a product with a finite open interval: ܵ௡ିଵ 	×	 (−2, 2). We 

can find a bump function ߮(ݏ) which is 1 for ݏ	 ∈ (−1, 1) and has support in        

(-2, 2). Take slightly smaller sets ܷᇱ ⊂ 	ܷ, ܸᇱ 	⊂ ܸ such that                               

ܷᇱ ∩ ܸᇱ = 	ܵ௡ିଵ ×	(−1,1). Then ߮ݓ extends by zero to define a form on ܵ௡ and we 

have u on ܷᇱand         ݒ	 + 	ݑ  with	on ܸᇱ (ݓ߮)݀	 = 	ݒ	 + 	ݓ݀	 = 	ݒ	 +  on (ݓ߮)݀	

ܷᇱ 	∩ 	ܸᇱ. Thus we have defined a (p - 1) form ߚ on ܵ௡	such that ߚ	 =  on ܷᇱ and ݑ	

	ݒ + 	ߙ on ܸᇱ and (ݓ߮)݀	 = 	ߙ on ܷᇱ and ܸᇱ and so globally ߚ݀	 =  Thus the .ߚ݀	

cohomology class of ߙ	is zero. 

This shows that we have vanishing of ܪ௣(ܵ௡)	݂ݎ݋	1	 < 	݌	 < 	݊. 

When p = 1, in the argument above u-v is a function on ܷ	 ∩ ܸ and since        

ݑ)݀ − (ݒ 	= 	0 it is a constant c if ܷ	 ∩ ܸ is connected, which it is for n > 1. Then 

	ݒ)݀ + 	ܿ) 	=  and the pair of functions u on U and v + c on V agree on the ߙ	

overlap and define a function f such that ݂݀	 =  .ߙ	

When p = n the form u-v defines a class in ܪ௡ିଵ(ܷ	 ∩ ܸ	) 	≅ ௡ିଵ(ܵ௡ିଵ)ܪ	 	≅  .ࡾ	

So let ߱ be an (n - 1) form on ܵ௡ିଵ whose cohomology class is non-trivial and pull 

it back to ܵ௡ିଵ 	× 	(−2, 2) by the projection onto the first factor. Then 

௡ିଵ(ܵ௡ିଵܪ 	× 	 (−2, 2)) is generated by [߱] and we have 

	ݑ − 	ݒ	 =	⋋ 	߱	 +   ݓ݀	

for some ߣ ∈ .ࡾ	 	ߣ	݂ܫ = 	0 we repeat the process above, so ܪ௡(ܵ௡) is at most 

onedimensional. Note that ⋋ is linear in ߙ and is independent of the choice of u 

and v- if we change u by a closed form then it is exact since ܪ௣ିଵ(ܷ) 	= 	0 and we 

can incorporate it into w. 
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All we need now is to find a class in ܪ௡(ܵ௡)  for which ߣ ≠ 	0. To do this consider 

	ݐ݀߮ ∧ 	߱  

extended by zero outside ܷ	 ∩ ܸ . Then 

ቀ∫ ௧ݏ݀(ݏ)߮
ିଶ ቁ ߱  

vanishes for t < -2 and so extends by zero to define a form u on U such that 

	ݑ݀ =  When t > 2 this is non-zero but we can change this to .ߙ	

	ݒ = ቀ∫ ௧ݏ݀(ݏ)߮
ିଶ ቁ 	߱	 − ቀ∫ ଶݏ݀(ݏ)߮

ିଶ ቁ 	߱  

which does extend by zero to V and still satisfies ݀ݒ	 =  Thus taking the .ߙ	

difference, ߣ above is the positive number 

	ߣ = ∫ ଶݏ݀(ݏ)߮
ିଶ   

To get more information on de Rham cohomology we need to study the other 

aspect of differential forms: integration. 

Section (3.2): Forms Integration and Stokes' Theorem 

We will begin this section by studding the orientation. Recall the change of 

variables formula in a multiple integral: 

∫ ,ଵݕ)݂ . . . , .	ଶݕଵ݀ݕ݀(௡ݕ . . 	௡ݕ݀ = ∫ ,(ݔ)ଵݕ)݂ . . . , .	ଶݔଵ݀ݔ݀	௝หݔ߲/௜ݕ߲	ݐห݀݁	((ݔ)௡ݕ . .   ௡ݔ݀

and compare to the change of coordinates for an ݊-form on an ݊-dimensional 

manifold: 
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	ߠ = ,1ݕ)݂	 . . . , 1ݕ݀(݊ݕ ∧ 2ݕ݀ 		∧	. . .∧ ௡ݕ݀	 = ,(ݔ)1ݕ)݂	 . . . , ∑((ݔ)݊ݕ
డ௬భ
డ௫೔

௜ݔ݀ 	∧௜

	. . .∧ ∑ డ௬೙
డ௫೛

௣௣ݔ݀ = ,(ݔ)1ݕ)݂	 . . . , ଵݔ݀(௝ݔ߲/௜ݕ߲	ݐ݁݀)((ݔ)݊ݕ 	∧ .	ଶݔ݀	 . .∧   ௡ݔ݀	

The only difference is the absolute value, so that if we can sort out a consistent 

sign, then we should be able to assign a coordinate-independent value to the 

integral of an n-form over an n-dimensional manifold. The sign question is one of 

orientation. 

Definition (3.2.1): 

An n-dimensional manifold is said to be orientable if it has an everywhere non-

vanishing n-form ߱. 

Definition (3.2.2):  

Let M be an n-dimensional orientable manifold. An orientation on M is an 

equivalence class of non-vanishing n-forms ߱ where ߱	 ∼ 	߱ᇱ if ߱ᇱ 	= 	݂߱ with      

f  > 0. 

Clearly a connected orientable manifold has two orientations: the equivalence 

classes of  ±߱. 

Example (3.2.3): 
1. Let ܯ	 ⊂ (ܽ)݂݀ ା૚ be defined by f(x)=c, with࢔ࡾ ≠ 0 if ݂(ܽ) 	= 	ܿ. By 

Theorem (1.1.8), M is a manifold and moreover, if 

௜ݔ߲/݂߲ ≠ 0, ,ଵݔ . . . , ,௜ିଵݔ ,௜ାଵݔ  ௡ାଵ  are local coordinates. Consider, on suchݔ

a coordinate patch, 

߱	 = 	 (−1)௜ 	 ଵ
డ௙/డ௫೔

ଵݔ݀ 	∧	. . .∧ ௜ିଵݔ݀	 	∧ .	௜ାଵݔ݀	 . .∧   (3.6)																							௡ାଵݔ݀	
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This is non-vanishing. 

Now M is defined by f(x) = c so that on M 

∑ డ௙
డ௫ೕ

௝ݔ݀ 	 = 	0௝   

and if ߲݂/݀ݔ௝ 	 ≠ 	0	

௝ݔ݀ =	−
ଵ

డ௙/డ௫ೕ
௜ݔ௜݀ݔ߲/݂߲) 	+ ⋯ )  

Substituting in (3.6) we get 

߱	 =	 (−1)௝ 	 ଵ
డ௙/డ௫ೕ

ଵݔ݀ 	∧	. . .∧ ௝ିଵݔ݀	 	∧ .	௝ାଵݔ݀	 . .∧   .௡ାଵݔ݀	

The formula (3.6) therefore defines for all coordinate charts a non-vanishing n-

form, so M is orientable. 

The obvious example is the sphere ܵ௡ with 

߱	 = 	 (−1)௜ 	 ଵ
௫೔
ଵݔ݀ 	∧	. . .∧ ௜ିଵݔ݀	 	∧ .	௜ାଵݔ݀	 . .∧   .௡ାଵݔ݀	

2. Consider real projective space ܴܲ௡ and the smooth map 

݌ ∶ 	 ܵ௡ 	→ 	ܴܲ௡  

which maps a unit vector in ܴ௡ାଵ	to the one-dimensional subspace it spans. 

Concretely, if ݔଵ 	≠ 	0, we use ݔ	 = 	 ,ଶݔ) . . . ,  ௡ାଵ) as coordinates on ܵ௡ and theݔ

usual coordinates (ݔଶ/ݔଵ, . . . ,  ଵ) on ܴܲ௡, thenݔ/௡ାଵݔ

(ݔ)݌ = ଵ
ඥଵା	‖௫‖మ

  (3.7)																																				.ݔ	

This is smooth with smooth inverse 
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(ݕ)ݍ 	= ଵ
ඥଵା	‖௬‖మ

  ݕ	

so we can use (ݔଶ, . . . , ௡ାଵ) as local coordinates on ܴܲ௡ݔ . 

Let ߪ ∶ 	 ܵ௡ →	ܵ௡ be the di_eomorphism (ݔ)ߪ 	=  Then .ݔ−	

߱∗ߪ = (−1)௜ 	 ଵ
ି௫೔

(௜ݔ−)݀ ∧	. . .∧ (௜ିଵݔ−)݀ ∧ .(௜ାଵݔ−)݀ . .∧ (௡ାଵݔ−)݀ = (−1)௡ିଵ߱.  

Suppose ܴܲ௡ is orientable, then it has a non-vanishing n-form ߠ. Since the map 

(3.7) has a local smooth inverse, the derivative of p is invertible, so that ߠ∗݌ is a 

non-vanishing n-form on ܵ௡ and so 

	ߠ∗݌ = 	݂߱  

for some non-vanishing smooth function f. But ݌	 ∘ ߪ =  so that ݌	

݂߱	 =	 	ߠ∗݌ = 	 	ߠ∗݌	∗ߪ = 	 (݂	 ∘   .௡ିଵ߱(1−)(ߪ

Thus, if ݊ is even, 

݂	 ∘ 	ߪ = 	−݂  

and if ݂(ܽ) 	> 	0, ݂(−ܽ) 	< 	0. But ܲࡾ௡ 	=  ௡ܲࡾ and ܵ௡  is connected so (	௡ܵ)݌	

is connected. This means that f must vanish somewhere, which is a contradiction. 

Hence ܴܲଶ௠ is not orientable. 

There is a more sophisticated way of seeing the non-vanishing form on ܵ௡ which 

gives many more examples. First note that a non-vanishing ݊-form on an ݊-

dimensional manifold is a non-vanishing section of the rank 1 vector bundle 

∧௡ 	ܷ The top exterior power has a special property: suppose .ܯ∗ܶ ⊂ 	ܸ is an m-

dimensional vector subspace of an ݊-dimensional space V, then ܸ/ܷ has 

dimension n-m. There is then a natural isomorphism 
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∧௠ ܷ	 ⊗∧௡ି௠ (ܸ/ܷ) ≅	∧௡ ܸ.																																										(3.8)  

To see this let ݑଵ, . . . , ,ଵݒ ௠ be a basis of U andݑ . . . ,  ௡ି୫ vectors in ܸ/ܷ. Byݒ

definition there exist vectors ݒ෤ଵ, . . . , 	௜ݒ ෤௡ି୫ such thatݒ ෤௜ݒ	= 	+ 	ܷ. Consider 

ଵݑ 	∧ 	 .	ଶݑ . .∧ ௠ݑ	 	∧ ෤ଵݒ	 ∧	. . .∧   ෤௡ି୫ݒ	

This is independent of the choice of ݒ෤௜  since any two choices differ by a linear 

combination of ݑ௜ , which is annihilated by ݑଵ ∧	. . .  ௠. This map defines theݑ

isomorphism. Because it is natural it extends to the case of vector bundles. 

Suppose now that M of dimension n is defined as the subset ݂ିଵ(ܿ) of ܴ௡ where     

f : ࡾ௡ 	→  ௠ has surjective derivative on M. This means that the 1-formsࡾ	

݀ ଵ݂, . . . ݀ ௠݂ 	are linearly independent at the points of  ܯ	 ௡ࡾ	⊃ . We saw that in this 

situation, the tangent space ௔ܶܯ of M at a is the subspace of ௔ܶࡾ௡ annihilated by 

the derivative of f, or equivalently the 1-forms ݀ ௜݂. Another way of saying this is 

that the cotangent space ௔ܶ
is the quotient of ௔ܶ ܯ∗

 ௡ by the subspace U spannedࡾ∗

by ݀ ଵ݂, . . . , ݀ ௠݂. From (3.8) we have an isomorphism 

∧௠ ܷ⊗∧௡ି௠ (ܯ∗ܶ) ≅ 	∧௡ ௡ࡾ∗ܶ .  

Now ݀ ଵ݂ ∧ ݀ ଶ݂ ∧	. . .∧ ݀ ௠݂ is a non-vanishing section of ∧௠ ܷ and ݀ݔଵ ∧. . .∧

is a non-vanishing section of ∧௡	௡ݔ݀ ܴܶ௡ so the isomorphism defines a non-

vanishing section ߱	݂݋ ∧௡ି௠ 	.ܯ∗ܶ

All such manifolds, and not just the sphere, are therefore orientable. In the case 

݉	 = 	1, where M is defined by a single real-valued function f, we have  

݂݀	 ∧ 	߱	 = ଵݔ݀	 	∧ .	ଶݔ݀	 . .∧   ௡ݔ݀	

If ߲݂/߲ݔ௡ 	 ≠ 	0, then ݔଵ, . . . ,  ௡ିଵ are local coordinates and so from this formulaݔ

we see that 
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߱	 = 	 (−1)௡ିଵ	 ଵ
డ௙/డ௫೙

ଵݔ݀ 	∧	. . .∧   ௡ିଵݔ݀	

as above. 

Remark (3.2.4): 

 Any compact manifold ܯ௠ can be embedded in ܴே for some N, but the 

argument above shows that M is not always cut out by ܰ	 − 	݉ globally defined 

functions with linearly independent derivatives, because it would then have to be 

orientable. 

Orientability helps in integration through the following: 

Proposition (3.2.5):  

A manifold is orientable if and only if it has a covering by coordi-nate charts 

such that 

ݐ݁݀ ൬డ௬೔
డ௫ೕ
൰ > 	0  

on the intersection. 

Proof:  

Assume ܯ is orientable , and let ߱	be a non-vanishing ݊ −form. In a coordinate 

chart  

߱ = ,ଵݔ)݂ … , ଵݔ݀(௡ݔ ∧   ௡ݔ݀…

After possibly making a coordinate change ݔଵ 	↦ 	ܿ	 −  ଵ, we have coordinatesݔ	

such that f  > 0. 

Look at two such overlapping sets of coordinates. Then 
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߱	 = ,ଵݕ)݃	 . . . , ଵݕ݀(௡ݕ 	∧	. . .∧ ௡ݕ݀	 = ,(ݔ)ଵݕ)݃	 . . . , ଵݔ݀(௝ݔ߲/௜ݕ߲	ݐ݁݀)((ݔ)௡ݕ 	∧

.	ଶݔ݀	 . .∧ ௡ݔ݀	 = ,ଵݔ)݂	 . . . , ଵݔ݀(௡ݔ 	∧	. . .   ௡ݔ݀

Since f  > 0 and g > 0, the determinant ݀݁ݐ	ݕ߲௜/߲ݔ௝  is also positive. 

Conversely, suppose we have such coordinates. Take a partition of unity {߮ఈ} 

subordinate to the coordinate covering and put 

߱	 = ∑߮ఈ݀ݕଵఈ 	 ∧ ଶఈݕ݀	 	∧	. . .∧ ௡ఈݕ݀݀	 .  

Then on a coordinate neighbourhood ఉܷ 	with coordinates ݔଵ, . . . ,  ௡ we haveݔ

߱│௎ഁ 	 = ∑߮ఈ	݀݁ݐ ൫߲ݕ௜ఈ/߲ݔ௝൯݀ݔଵ	 ∧	. . . ௡ݔ݀ .  

Since ߮ఈ	 ≥ 	0	and ݀݁ݕ߲)ݐ௜ఈ   .௝) is positive, this is non-vanishingݔ߲/	

Now suppose M is orientable and we have chosen an orientation. We shall define 

the integral  

∫ ெ	ߠ   

of any ݊-form ߠ of compact support on M. 

We first choose a coordinate covering as in Proposition (3.2.5). On each coordinate 

neighbourhood ܷఈ we have 

௎ഀ│ߠ 	= 	 ఈ݂(ݔଵ, . . . , ଵݔ݀(௡ݔ 	 ∧	. . .∧ ௡ݔ݀	 .  

Take a partition of unity ߮௜  subordinate to this covering. Then 

߮௜ߠ	│௎ഀ =	g୧(ݔଵ, . . . , ଵݔ௡)dݔ 	∧	. . .∧   ௡ݔ݀	

where ௜݃is a smooth function of compact support on the whole of R୬. We then 

define 
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∫ θ = ∑ ∫ φ୧θ = ∑ ∫ ୧݃ୖ౤୧୑୧୑ ,ଵݔ) … ,   .୬ݔ݀…ଵݔ݀(୬ݔ

Note that since θ has compact support, its support is covered by finitely many open 

sets on which ߮௜ ≠ 	0, so the above is a finite sum. 

The integral is well-defined precisely because of the change of variables formula in 

integration, and the consistent choice of sign from the orientation. 

Now we will study Stokes’ theorem. The theorems of Stokes and Green in 

vector calculus are special cases of a single result in the theory of differential 

forms, which by convention is called Stokes' theorem. We begin with a simple 

version of it: 

Theorem (3.2.6):  

Let M be an oriented n-dimensional manifold and ߱	 ∈ Ω୬ିଵ	(M) be of compact 

support. Then  

∫ dω		
୑ = 	0:  

Proof:  

Use a partition of unity subordinate to a coordinate covering to write 

ω = ∑߮௜ω  

Then on a coordinate neighbor hood 

߮௜߱	 = 	ܽଵ݀ݔଶ 	∧	. . .∧ ௡ݔ݀	 	− 	ܽଶ݀ݔଵ 	∧ ଷݔ݀	 	 ∧	. . .∧ ௡ݔ݀	 	+ ⋯  

and 

݀(߮௜߱) = ቀడ௔భ
డ௫భ

+	. . . + డ௔೙
డ௫೙

ቁ ଵݔ݀ 	 ∧ ଶݔ݀	 	∧	. . .∧ ௡ݔ݀	 .  
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From the definition of the integral, we need to sum each 

∫ ቀడ௔భ
డ௫భ

+	. . . + డ௔೙
డ௫೙

ቁ݀ݔଵ	݀ݔଶ	. . . ௡ݔ݀
	
೙ࡾ   

Consider  

∫ 		డ௔భ
డ௫భ

.	ଶݔ݀	ଵݔ݀ . . ௡ݔ݀
	
೙ࡾ   

By Fubini's theorem we evaluate this as a repeated integral 

∫ ∫ …ቀ∫ డ௔భ
డ௫భ

ଵቁݔ݀ .	ଷݔଶ݀ݔ݀ . . ௡ݔ݀
	
ோ

	
ோ   

But ܽଵ has compact support, so vanishes if |ݔଵ| 	≥ 	ܰ and thus 

∫ డ௔భ
డ௫భோ ଵݔ݀ = 	[ܽଵ]ିேே 	= 	0.  

The other terms vanish in a similar way.  

Theorem (3.2.6) has an immediate payoff for de Rham cohomology: 

Proposition (3.2.7): 

Let M be a compact orientable n-dimensional manifold. Then the de Rham 

cohomology group ܪ௡(ܯ) is non-zero. 

Proof:  

Since M is orientable, it has a non-vanishing ݊-form θ. Because there are no 

݊	 + 	1-forms, it is closed, and defines a cohomology class [ߠ] 	∈  .(ܯ)௡ܪ	

Choose the orientation defined by ߠ and integrate: we get 

∫ θ	୑ 	 = ∑ ∫ ௜݂݀ݔଵ݀ݔଶ	. . .   ௡ݔ݀
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which is positive since each ௜݂ ≥ 	0 and is positive somewhere. 

Now if the cohomology class [ߠ] 	= 	0, 	ߠ = 	݀߱, but then Theorem (3.2.6) gives 

∫ θ	୑ 	 = ∫ ݀߱	
୑ 	 = 	0  

a contradiction.  

Here is a topological result which follows directly from the proof of the above fact: 

Theorem (3.2.8):  

Every vector field on an even-dimensional sphere ܵଶ௠ vanishes somewhere. 

Proof:  

Suppose for a contradiction that there is a non-vanishing vector field. For the 

sphere, sitting inside ܴଶ௠ାଵ, we can think of a vector field as a smooth map  

ݒ ∶ 	 ܵଶ௠ 	→ 	ܴଶ௠ାଵ  

such that (ݔ, ((ݔ)ݒ 	= 	0 and if v is non-vanishing we can normalize it to be a unit 

vector. So assume((ݔ)ݒ, ((ݔ)ݒ 	= 	1. 

Now define ݐܨ ∶ 	 ܵଶ௠ 	→  by	ଶ௠ାଵࡾ	

(ݔ)௧ܨ 	= 	ݔ	ݐ	ݏ݋ܿ	 +  :(ݔ)ݒ	ݐ	݊݅ݏ	

Since (ݔ, ((ݔ)ݒ 	= 	0, we have 

	ݔ	ݐ	ݏ݋ܿ) + ,(ݔ)ݒ	ݐ	݊݅ݏ	 	ݔ	ݐ	ݏ݋ܿ + ((ݔ)ݒ	ݐ	݊݅ݏ	 	= 	1  

so that ܨ௧ maps the unit sphere to itself. Moreover, 

(ݔ)଴ܨ 	= (ݔ)గܨ												,ݔ	 	=   :ݔ−	
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Now let ߱ be the standard orientation form on S2m: 

߱	 = ଵݔ݀	 	∧ ଶݔ݀	 	∧	. . .∧   ଶ௠ାଵݔ/ଶ௠ݔ݀	

We see that 

		߱∗଴ܨ = 	߱, 	߱∗గܨ = 	−߱  

But by Theorem (3.1.19), the maps ܨ଴∗	,  ଶ௠(ܵଶ௠) are equal. We deduceܪ గ∗ onܨ

that the de Rham cohomology class of ω is equal to its negative and so must be 

zero, but this contradicts that fact that its integral is positive. Thus the vector field 

must have a zero. 

Green's theorem relates a surface integral to a volume integral, and the full version 

of Stokes' theorem does something similar for manifolds. The manifolds we have 

defined are analogues of a surface - the sphere for example. We now need to find 

analogues of the solid ball that the sphere bounds. These are still called manifolds, 

but with a boundary. 

Definition (3.2.9): 

An n-dimensional manifold with boundary is a set M with a collection of subsets 

ܷఈ 	and maps 

߮ఈ ∶ 	ܷఈ →	(ܴ௡)ା 	= 	 ,ଵݔ)} . . . , (௡ݔ 	 ∈ 	ܴ௡ ∶ 	 ௡ݔ 	≥ 0}  

such that 

i. ܯ	 = 	∪ఈ ܷఈ 	

ii. ߮ఈ: ܷఈ → ߮ఈ(ܷఈ)	is a bijection onto an open set of (ܴ௡)ା	and ߮ఈ(ܷఈ ∩ ఉܷ) 

is open for all	ߙ, 	,ߚ
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iii. ߮ఉ߮ఈିଵ ∶ 	 ߮ఈ(ܷఈ ∩ ఉܷ) 	→ 	߮ఉ(ܷఈ ∩ ఉܷ) is the restriction of a ܥஶ	map from 

a neighborhood of ߮ఈ(ܷఈ ∩ ఉܷ) 		⊆ 	 (ܴ௡)ା ⊂	ܴ௡	݋ݐ	ܴ௡. 

The boundary ∂M of M is defined as 

	ܯ߲ = 	 	ݔ} ∈ ܯ	 ∶ ߮ఈ(ݔ) ∈ ,ଵݔ)} . . . , ,௡ିଵݔ 0) 	∈ 	ܴ௡}  

and these charts define the structure of an (n - 1)-manifold on ∂M. 

Example (3.2.10): 

1. The model space (ܴ௡)ା is a manifold with boundary ݔ௡ 	 = 	0. 

2. The unit ball {ݔ	 ∈ 	ܴ௡ ∶ 	 ‖ݔ‖ 	≤ 	1} is a manifold with boundary ܵ௡ିଵ. 

3. The Mӧbius band is a 2-dimensional manifold with boundary the circle: 

 

 

 

4. The cylinder ܫ	 × 	ܵᇱ is a 2-dimensional manifold with boundary the union of 

two circles - a manifold with two components. 
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We can define differential forms etc. On manifolds with boundary in a 

straightforward way. Locally, they are just the restrictions of smooth forms on 

some open set in ܴ௡ to (ܴ௡)ା. A form on M restricts to a form on its boundary. 

Proposition (3.2.11):  

If a manifold M with boundary is oriented, there is an induced orientation on its 

boundary. 

Proof: 

 We choose local coordinate systems such that ∂M is defined by ݔ௡ 	 = 	0 and 

(௝ݔ߲/௜ݕ߲)ݐ݁݀ 	> 	0. So, on overlapping neighbourhoods, 

	௜ݕ ,ଵݔ)௜ݕ	= . . . , ,(௡ݔ ,ଵݔ)௡ݕ . . . , ,௡ିଵݔ 0) 	= 	0:  

Then the Jacobian matrix has the form 

ቌ
ଵݔ߲/ଵݕ߲

	………
଴

ଶݔ߲/ଵݕ߲				
	………
଴

			…				
	………
଴

௡ݔ߲/ଵݕ߲					
		………

డ௬೙/డ௫೙

ቍ																				(3.9)  

From the definition of manifold with boundary, ߮ఉ߮ఈିଵ maps ݔ௡ > 0 to ݕ௡ > 0, so 

yn has the property that if ݔ௡ = ௡ݕ ,0 	= 	0 and if ݔ௡ > ௡ݕ ,0	 > 	0  It follows that 

డ௬೙
డ௫೙

|	�௫೙సబ > 	0  

From (3.9) the determinant of the Jacobian for ∂M is given by 

	(డெܬ)ݐ݁݀
డ௬೙
డ௫೙

|	�௫೙సబ =   (ெܬ)ݐ݁݀	

so if det(ܬெ) > 0 so is det(ܬడெ). 
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Remark (3.2.12):  

The boundary of an oriented manifold has an induced orientation, but there is a 

convention about which one to choose: for a surface in ࡾ૜ this is the choice of an 

"inward" or "outward" normal. Our choice will be that if ݀ݔଵ	 ∧ …∧  ௡ definesݔ݀

the orientation on M with ݔ௡ 	≥ 	0 defining M locally, then                    

(−1)௡݀ݔଵ	 ∧ …∧  .௡ିଵ (the "outward" normal) is the induced orientation on ∂Mݔ݀

The boundary of the cylinder gives opposite orientations on the two circles. The 

Mӧbius band is not orientable, though its boundary the circle of course is. 

We can now state the full version of Stokes' theorem: 

Theorem (3.2.13):  (Stokes' theorem)  

Let M be an ݊-dimensional oriented manifold with boundary ∂M and let 

߱	 ∈ Ω௡ିଵ	(ܯ) be a form of compact support. Then, using the induced orientation  

∫ ݀߱	
ெ 	= ∫ ߱	

డெ .  

Proof: 

 We write again 

߱	 = ∑߮௜߱  

and then  

∫ ݀߱	
ெ 	 = ∑ ∫ ݀(߮௜߱)

	
ெ .  

We work as in the previous version of the theorem, with 

߮௜߱	 = 	ܽଵ݀ݔଶ ∧ …∧ ௡ݔ݀ − ܽଶ݀ݔଵ ∧ ଷݔ݀ ∧ …∧ ௡ݔ݀ +⋯+ (−1)௡ିଵܽ௡݀ݔଵ ∧

ଶݔ݀ ∧ …∧   ௡ିଵݔ݀
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 (3.2.6), but now there are two types of open sets. For those which do not intersect 

∂M the integral is zero by Theorem (3.2.6). For those which do, we have 

∫ ݀(߮௜߱)
	
ெ 	= ∫ ቀడ௔భ

డ௫భ
+	. . . + డ௔೙

డ௫೙
ቁ݀ݔଵ݀ݔଶ	. . . ௡ݔ݀

	
௫೙ஹ଴

=

∫ [ܽ௡]଴ஶ	݀ݔଵ	. . . ௡ିଵݔ݀
	
೙షభࡾ = 	−∫ ܽ௡(ݔଵ, ,ଶݔ . . . , ,௡ିଵݔ .	ଵݔ݀(0 . . ௡ିଵݔ݀

	
ோ೙షభ =

∫ ߮௜߱
	
డெ   

where the last line follows since 

�߮௜߱|డெ 	 = 	 (−1)௡ିଵܽ௡݀ݔଵ 	∧ ଶݔ݀	 	∧	. . .∧   ௡ିଵݔ݀	

and we use the induced orientation (−1)௡݀ݔଵ 	 ∧	. . .∧  .௡ିଵݔ݀	

An immediate corollary is the following classical result, called the Brouwer fixed 

point theorem. 

Theorem (3.2.14): 

Let B be the unit ball {ݔ	 ∈ ௡ࡾ	 ∶ 	 ‖	ݔ‖ ≤ 	1} and let ܨ ∶ 	ܤ	 →  be a smooth ܤ	

map from B to itself. Then F has a fixed point. 

Proof: 

 Suppose there is no fixed point, so that (ݔ)ܨ 	≠ 	ݔ for all ݔ	 ∈  For each .ܤ	

	ݔ ∈  തതതതതതതത until it meets the boundary sphereݔ(ݔ)ܨ extend the straight line segment ,ܤ

of B in the point f(x). Then we have a smooth function 

݂ ∶ 	ܤ	 →   ܤ߲	

such that if ݔ	 ∈ ,ܤ߲	 (ݔ)݂ 	=  .ݔ	

Let ߱ be the standard non-vanishing (݊	 − 	1) −form on ܵ௡ିଵ	 =  with ,ܤ߲	
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∫ ߱	
డ஻ 	= 	1.  

Then 

1	 = ∫ ߱	
డ஻ 	 = ∫ ݂∗߱	

డ஻   

since f is the identity on ܵ௡ିଵ. But by Stokes' theorem, 

∫ ݂∗߱	
డ஻ 	= ∫ ݀(݂∗߱)	

஻ 	 = ∫ ݂∗(݀߱)	
஻ 	 = 	0  

since ݀߱ = 0 as ߱ is in the top dimension on ܵ௡ିଵ. 

The contradiction 1 = 0 means that there must be a fixed point.  
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Chapter(4) 

Smooth Map and Riemannian Metric 

Section (4.1): The Degree of Smooth Map 

We begin this section by studying  the degree of a smooth map.By using 

integration of forms we have seen that for a compact orientable manifold of 

dimension ݊	the de Rham cohomology group ܪ௡(ܯ) is non-zero, and that this fact 

enable us to prove some global topological results about such manifolds. We shall 

now refine this result, and show that the group is (for a compact, connected, 

orientable manifold ) just one-dimensional. This gives us a concrete method of 

determining the comology class of an ݊-form: it is exact if and only if its integral is 

zero.	 

Now we will study de Rham cohomology in the top dimension. First a lemma: 

Lemma(4.1.1): 

Let  ܷ௡ = ݔ} ∈ ܴ௡: |௜ݔ| < 1} and let  ߱ ∈ Ω௡(ܴ௡) be a form with support in  

ܷ௡such that  

∫ ߱ = 0௎೙   

Then there exists ߚ ∈ Ω௡ିଵ(ܴ௡)   with support inܷ௡ such that ߱ =  ߚ݀

Proof: 

We prove the result by induction on the dimension n, but we make the inductive 

assumption that ߱ and ߚdepend smoothly on a parameter ߣ ∈ ܴ௠, and also that if 

߱ vanishes identically for some ߣ, so dose ߚ . 
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Consider the case ݊ = 1, so = ,ݔ)݂  Clearly taking . ݔ݀(ߣ

,ݔ)ߚ (ߣ = ∫ ,ݑ)݂ ௫	ݑ݀(ߣ
ିଵ                                            (4.1) 

Gives us a function with ݀ߚ = ߱. But also, since f has support in ܷ ,there is a  

ߜ > 0	such that ݂ vanishes for  ݔ > 1 − ݔ	or ߜ < −1 +   Thus. ߜ

∫ ,ݑ)݂ ݑ݀(ߣ = ∫ ,ݑ)݂ ݑ݀(ߣ = 0ଵ
ିଵ

௫
ିଵ   

For ݔ > 1 − ݔ  and similarly for  ߜ < −1 +  itself has ߚ  which means that ߜ

support in  . If ݂(ݔ, (ߣ = 0  for all  , then from the integration (4.1) so dose ݔ)ߚ,  .(ߣ

Now assume the result for dimensions less than ݊ and let  

߱ = ,ଵݔ)݂ … . , ௡ݔ ,   ௡ିଵݔ݀⋀…⋀ଵݔ݀(ߣ

Be the given form. Fix  ݔ௡ =   and consider ݐ

,ଵݔ)݂ … , ,௡ିଵݔ ,ݐ   ௡ିଵݔ݀⋀…⋀ଵݔ݀(ߣ

As a form on ܴ௡ିଵ , depending smoothly on ݐ and ߣ . Its integral is no longer zero, 

but if ߪ is a bump funtion on ܷ௡ିଵ such that the integral of ݔ݀ߪଵ⋀…⋀݀ݔ௡ିଵ is 1 , 

then putting  

,ݐ)݃ (ߣ = ∫ ݂௎೙షభ ,ଵݔ) … , ,௡ିଵݔ ,ݐ   ௡ିଵݔ݀⋀…⋀ଵݔ݀(ߣ

We have a form  

,ଵݔ)݂ … , ,௡ିଵݔ ,ݐ ௡ିଵݔ݀⋀…⋀ଵݔ݀(ߣ − ,ݐ)݃	   ௡ିଵݔ݀⋀…⋀ଵݔ݀ߪ(ߣ

With support in ܷ௡ିଵ and zero integral. Apply induction to this and we can write it 

as  ݀ߛ where  ߛ has support in	ܷ௡ିଵ.  
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Now put =  doesn’t ߛ ௡-derivative ofݔ The . (௡ݔ݀⋀ߛ)݀ ௡ , and considerݔ

contribute because of the  ݀ݔ௡ factor , and ߪ is independent of	ݔ௡  , so we get  

(௡ݔ݀⋀ߛ)݀ = ,ଵݔ)݂	 … , ,௡ିଵݔ ,ݐ ௡ିଵݔ݀⋀…⋀ଵݔ݀(ߣ − ,ݐ)݃	   ௡ݔ݀⋀…⋀ଵݔ݀ߪ(ߣ

Putting 

,ଵݔ)ߦ … , ௡ݔ , (ߣ = (−1)௡ିଵ(∫ ,ݐ)݃ 	௡ିଵݔ݀⋀…⋀ଵݔ݀ߪ(ݐ݀(ߣ
௫೙
ିଵ   

Also gives  

ߦ݀ = ௡ݔ)݃ ,   ௡ݔ݀⋀…⋀ଵݔ݀ߪ(ߣ

We can therefore write  

,ଵݔ)݂ … , ,௡ିଵݔ ,ݐ ௡ݔ݀⋀…⋀ଵݔ݀(ߣ = ௡ݔ݀⋀ߛ)݀ + (ߦ =   ߚ݀

Now by construction ߚ has support in |ݔ௜| < 1 for 1 ≤ ݅ ≤ ݊ − 1 , but what a but 

the ݔ௡  direction? Since ݂(ݔଵ, … , ,௡ିଵݔ ,ݐ ݐ vanishes for  (ߣ > 1 − > or ߜ −1 +  , ߜ

the inductive assumption tells us that ߛ  does also for ݔ௡ > 1 −  if , ߦ as for. ߜ

ݐ > 1 −  ߜ

∫ ,ݏ)݃ ݏ݀(ߣ = ∫ ቀ∫ ,ଵݔ)݂ … , ,௡ିଵݔ ,ݐ ௡ିଵ௎೙షభݔ݀⋀…⋀ଵݔ݀(ߣ ቁ௧
ିଵ

௧
ିଵ   ݐ݀

= ∫ ቀ∫ ,ଵݔ)݂ … , ,௡ିଵݔ ,ݐ ௡ିଵ௎೙షభݔ݀⋀…⋀ଵݔ݀(ߣ ቁଵ
ିଵ   ݐ݀

= ∫ ,ଵݔ)݂ … , ௡௎೙ݔ , ௡ݔ݀⋀…⋀ଵݔ݀(ߣ = 0  

By assumption . Thus the support of ߦis in ܷ௡again , examining the integrals, if 

,ݔ)݂  .ߚso isߣ is identically zero for some	(ߣ

Using the lemma, we prove : 
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Theorem (4.1.2): 

If ܯ is a compact , connected orientable ݊ −dimensional manifold , 

then		ܪ௡(ܯ) ≅ ܴ 

Proof: 

Take a covering by coordinate neighbourhoods which map to ܷ௡ = ݔ} ∈

ܴ௡: |௜ݔ| < 1}	and a corresponding partition of unity {߮௜}. by compactness, we can 

assume we have a finite number ଵܷ, … , ܷே  of open sets. Using a bump function , 

fix an ݊ −form ߙ଴ with support in ଵܷ and  

∫ ଴ߙ = 1ெ   

Thus , by theorem (3.2.7) the cohomology class [ߙ଴]  is non-zero. To prove the 

theorem we want to show that for any ݊-form ߙ, 

[ߙ] =   [଴ߙ]ܿ

i.e that ߙ = ଴ߙܿ +  .ߛ݀

given  ߙ	use the partition of unity to write  

ߙ = ∑߮௜   ߙ

then by linearity it is sufficient to prove the result for each  ߮௜ߙ, so we may assume 

that the support of ߙlies in a coordinate neigbourhoodܷ௠. Because ܯ is connected  

we can connect ݌ ∈ ଵܷ and ݍ ∈ ܷ௠ 	 by a path and by the connectedness of open 
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intervals we can assume that the path is covered by a sequence of  ௜ܷ’s, each of 

which intersects the next : i.e. renumbering we have.  

݌ ∈ ଵܷ,															 ௜ܷ ∩ ௜ܷାଵ ≠ ݍ								,∅ ∈ ܷ௠  

now for   1 ≤ ݅ ≤ ݉ − 1choose  an ݊-form  ߙ௜ with support in ௜ܷ ∩ ௜ܷାଵ and 

integral 1. On ଵܷwe have  

଴ߙ)∫ − (ଵߙ = 0  

and so applying lemma (4.1.1) , there is a form ߚ଴with support in ଵܷ such that  

଴ߙ − ଵߙ =   ଵߚ݀

continuing , we get altogether 

଴ߙ − ଵߙ =   ଵߚ݀

ଵߙ − ଶߙ =   ଶߚ݀

… = ⋯  

௠ିଶߙ − ௠ିଵߙ =   ௠ିଵߚ݀

and adding , we find 

଴ߙ − ௠ିଵߙ = ݀(∑ ௜௜ߚ )  

On ܷ௠, we have  

ߙ∫ = ܿ = ∫   ௠ିଵߙܿ

and applying the limma again , we get ߙ − ௠ିଵߙܿ =  and so from (4.2) ߚ݀

ߙ = ௠ିଵߙܿ + ߚ݀ = ଴ߙܿ + ߚ)݀ − ܿ ∑ ௜௜ߚ )  
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as required. 

Theorem (4.2.1) tells us that for a compact connected oriented ݊ −dimensional 

manifold,	ܪ௡(ܯ)  is one-dimensional. Take a form ߱ெ whose integral over  ܯ is 1 

, then [߱ெ] is a natural basis element for ܪ௡(ܯ). suppose 

ܯ:ܨ → ܰ  

Is a smooth map of compact connected oriented manifolds of the same dimension 

݊. Then we have the induced map 

:∗ܨ (ܰ)௡ܪ →   (ܯ)௡ܪ

And relative to our bases 

[ே߱]∗ܨ = ݇[߱ெ]                                                 (4.3) 

For some real number ݇. we now show that ݇ is an integer. 

Theorem(4.1.3): 

Let ܯ,ܰ be oriented , compact , connected manifolds of the same dimension ݊, 

and	ܨ: ܯ → ܰ  a smooth map. There exists an integer, called degree of ܨ such that  

(i) If  ߱ ∈ Ω௡(ܰ)then  

∫ ߱∗ܨ = ݀݁݃ ∫ ߱ேெ   

 

(ii) If ܽ is a regular value of ܨ then 

deg ܨ = ∑ ௫௫∈ிషభ(௔)ܨܦdeg)݊݃ݏ )  

Remark(4.1.4): 
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1. A regular value for a smooth map ܯ:ܨ → ܰis a point ܽ ∈ ܰsuch that for each 

ݔ ∈ ܯ௫ is surjective. When  dimܨܦ ଵ(ܽ).  The derivativeିܨ = dimܰ this means 

that ܨܦ௫ is invertible . Sard’s  theorem  shows that for any smooth map most points 

in ܰ are regular values. 

2. The expression ݊݃ݏ(det  ௫) in the theorem can be interpreted in two ways, butܨܦ

depends crucially on the notion of orientation – consistently associating the right 

sign for all the pointݔ ∈  ଵ(ܽ). The straightforword approach uses propositionିܨ

(3.2.5) to associate to an orientation a class of coordinates whose jacobians have 

positive determinant . If det  ௫ is written as a Jacobian matrix in such a set ofܨܦ

coordinates for M and N , then ݊݃ݏ(det ௫ܨܦ  ) is just the sign of the determinant . 

More invariantly , ܨܦ௫: ௫ܶܯ → ௔ܶܰ	defines a linear map 

⋀௡(ܨܦ௫): ⋀ܶ∗ ௔ܰ → ⋀ ௫ܶ
  ܯ∗

Orientations on M and N are define by non-vanishing forms ߱ெ, ߱ே and  

⋀௡(ܨܦ௫)(߱ே) =   ܯఠߣ

Then ݊݃ݏ(det  .ߣ is the sign of	௫)ܨܦ

3. Note the immediate corollary of the theorem: if ܨ is not surjective , then deg 

ܨ = 0.	

Proof: 

For the first part of the theorem, the cohomology class of ߱ is [߱] = ܿ[߱ே] and so 

integrating ( and using proposition(3.2.6)), 

∫ ߱ே = ܿ ∫ ߱ேே = ܿ  

Using the number k in (4.3) 
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[߱]∗ܨ = [ே߱]∗ܨܿ = ܿ݇[߱ெ]  

And integration,  

∫ ெ∗ܨ ߱ = ܿ݇ ∫ ߱ெெ = ܿ݇ = ݇ ∫ ߱ே   

For the second part , since ܨܦ௫ is an isomorphism at all points in	ିܨଵ(ܽ)   , from 

theorem (1.2.8) ,	ିܨଵ(ܽ) is a zero –dimensional manifold . Since it is compact 

(closed inside a compact space ܯ) it is a finite set of points. The inverse function 

theorem applied to these ݉ points shows that there is a coordinate neighbouhood 

ܷof ܽ ∈ ܰ such that ିܨଵ(ܷ)is a disjoint union of ݉ open sets ௜ܷsuch that  

:ܨ ௜ܷ → ܷ  

Is a diffeomorphism . 

Let ߪ	be an n-form supported in U with ∫ ߪ = 1ே 	and consider the 

diffeomorphismܨ: ௜ܷ → ܷ. Then by the coordinate invariance of integration of 

forms, and using the orientations on ܯ and ܰ, 

∫ ௎೔∗ܨ
ߪ = ௫೔ܨܦ	݊݃ݏ ∫ ߪ = ௫೔௎ܨܦ	݊݃ݏ   

Hence  , summing 

∫ ߪ∗ܨ = ∑ ௫೔௜ெܨܦ	݊݃ݏ   

And this is from the first part 

݇ = ݇ ∫ ேߪ = ∫ ெ∗ܨ   ߪ

Which gives 

݇ = ∑ ௫೔௜ܨܦ	݊݃ݏ   
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Example(4.1.5): 

Let ܯ be the extended complex plane : ܯ = ∪࡯ {∞}.this is a compact , connected 

, orientable 2-manifold . In fact it is the 2-sphere . Consider the map ܯ:ܨ →

 defined by	ܯ

(ݖ)ܨ = ௞ݖ + ܽଵݖ௞ିଵ +⋯+ ܽ௞,       ݖ ≠ ∞ 

(∞)ܨ = ∞  

This is smooth because in coordinate near ݖ = ߱ is defined (for ܨ ,∞ = 1 ൗݖ ) by  

߱ ↦ ఠೖ

ଵା௔భఠା⋯ା௔ೖఠೖ  

To find the degree of  , consider 

(ݖ)௧ܨ = ௞ݖ + ௞ିଵݖଵܽ)ݐ +⋯+ ܽ௞)  

This is a smooth map for all ݐ and by theorem (3.1.19) the action on cohomology is 

independent of  , so 

deg ܨ = deg   ଴ܨ

Where ܨ଴(ݖ) =  ௞ݖ

We can calculate this degree by taking a 2-form , with |ݖ| = ݖ and ݎ = ݔ +  ݕ݅

ݕ݀⋀ݔ݀(ݎ)݂ =   ߠ݀⋀ݎ݀ݎ(ݎ)݂
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With ݂(ݎ) of compact  support. Then the degree is given by  

deg ଴ܨ ∫ ߠ݀⋀ݎ݀ݎ(ݎ)݂ = ∫ ௞ோమோమݎ)݂ ߠ݀݇(௞ݎ)௞݀ݎ( = ݇ ∫ ோమߠ݀⋀ݎ݀ݎ(ݎ)݂   

Thus deg ܨ = ݇. if	݇ > 0 this means in particular that ܨ is surjective and therefore 

takes the value 0 somewhere, so that  

௞ݖ + ܽଵݖ௞ିଵ + ⋯+ ܽ௞ = 0  

Has a solution. This is the fundamental theorem of algebra. 

Example(4.1.6): 

Take two smooth maps ଵ݂, ଶ݂: ܵଵ → ܴଷ. These give two circle in ܴଷ- suppose they 

are disjoint. Define  

:ܨ ܵଵ × ܵଵ → ܵଶ  

By 

,ݏ)ܨ (ݐ = ௙భ(௦)ି௙మ(௧)
‖௙భ(௦)ି௙మ(௧)‖

  

The degree of this map is called the linking number. 

Example(4.1.7): 

Let ܯ ⊂ ܴଷ be a compact surface and ࢔ its unit normal. The Gauss map is the map 

ܯ:ܨ → ܵଶ  

Defined by (ݔ) =  If we work out the degree by integration , we take the . (ݔ)݊

standard 2-form ߱ on ܵଶ. Then one finds that  
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∫ ெ∗ܨ ߱ = ∫ ܩܧ√ܭ − ଶெܨ ݑ݀   ݒ݀

Where ܭ is the Gaussian curvature . The Gauss-Bonnet  theorem tells us that the 

degree is half the Euler  characteristic of ܯ. 

Section (4.2): The Metric Tensor 

We begin this section by study Riemannian metrics . Differential forms and the 

exterior derivative provide one piece of analysis on manifolds which , as we have 

seen , links in with global topological questions . There is much more one can do 

when one introduces a Riemannian metric . Since the whole subject of Riemannian 

geometry is a huge one , we shall here look at only two aspects which relate to the 

use of differential forms: the study of harmonic forms and of geodesics.  

In particular , we ignore completely here questions related to curvature. 

Now we will discuss the metric tensor . In informal terms ,  Riemannian metric on 

a manifold ܯ is a smoothly varying positive definite inner product on the tangent 

spaces ௫ܶ . To make  global sense of this , note  that an inner product is a bilinear 

form , so at each point ݔ  we want a vector in the tensor product 

௫ܶ
∗⊗ ௫ܶ

∗  

We can put , just as we did for the exterior forms , a vector bundle structure on  

⊗ܯ∗ܶ ܯ∗ܶ = ⋃ ௫ܶ
∗

௫∈ெ ⊗ ௫ܶ
∗  

The conditions we need to satisfy for a vector bundle are provided by two facts we 

used for the  bundle of ݌ − forms: 

(i) Each coordinate system ݔଵ, … , ,ଵݔ݀ ௡ defines a basicݔ … , ௡for each ௫ܶݔ݀
∗ in 

the coordinate neighbourhood and the ݊ଶ elements 
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௜ݔ݀ ௝ݔ݀⊗ ,																				1 ≤ ݅, ݆ ≤ ݊  

Give a corresponding basis for ௫ܶ
∗ ⊗ ௫ܶ

∗ 

 

(ii) The jacobian of a change of coordinates defines an invertible linear 

transformation ݆: ௫ܶ
∗ → ௫ܶ

∗ and we have a corresponding invertible linear 

transformation ܬ ⊗ :ܬ ௫ܶ
∗⊗ ௫ܶ

∗ → ௫ܶ
∗⊗ ௫ܶ

∗ 

Given this , we define : 

Definition (4.2.1): 

A Riemannain metric on a manifold ܯ is a section ݃ of ܶ∗ ⊗ܶ∗ which at each 

point is symmetric and positive definite. 

In a local coordinate system we can write 

݃ = ∑ ௜݃௝(ݔ)݀ݔ௜ ௝௜,௝ݔ݀⊗   

Where ݃௜௝ = ݃௝௜(ݔ)  and is a smooth function , with ௜݃௝(ݔ) positive definite. Often 

the tensor product symbol is omitted and one simply writes 

݃ = ∑ ௜݃௝(ݔ)݀ݔ௜݀ݔ௝௜,௝   

Examples (4.2.2): 

1. The Euclidean metric on ܴ௡ is defined by 

݃ = ௜ݔ݀∑   	௜ݔ݀⊗

 

So 

݃ ൬ డ
డ௫೔

, డ
డ௫ೕ
൰ = ௜௝ߜ   
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2. A submanifold of ܴ௡ has an induced Riemannain metric: The tangent space at ݔ 

can be thought of as a subspace of ܴ௡ and we take the Euclidean inner product 

on ܴ௡ . 

 

Given a smooth map ܯ:ܨ → ܰ and a metric ݃	on  , we can pull back ݃  to a 

section ܨ∗݃   of  ܶ∗ܯ∗ܶ⊗ܯ : 

,ܺ)௫(݃∗ܨ) ܻ) = ݃ி(ݔ)(ܨܦ௫(ܺ),   ((ܻ)௫ܨܦ

If	ܨܦ௫ is invertible ,this will again be positive definite, so in particular if ܨ is a 

diffeomorphism. 

Definition (4.2.3): 
A diffeomorphism ܯ:ܨ → ܰ between two Riemannian manifold is an isometry if 

ே݃∗ܨ = ݃ெ . 

Example (4.2.4): 
Let	ܯ = ,ݔ)} (ݕ ∈ ܴଶ: ݕ > 0} and  

݃ = ௗ௫మାௗ௬మ

௬మ
  

If ݖ = ݔ +  and	ݕ݅

(ݖ)ܨ = ௔௭ା௕
௖௭ାௗ

  

 

With ܽ, ܾ, ܿ real and −ܾܿ > 0 , then  

ݖ݀∗ܨ = (ܽ݀ − ܾܿ) ௗ௭
(௖௭ିௗ)మ

  

And  

ݕ∗ܨ = ݕ ∘ ܨ = ଵ
௜
ቀ௔௭ା௕
௖௭ାௗ

− ௔௭̅ା௕
௖௭̅ାௗ

ቁ = ௔ௗି௕௖
|௖௭ାௗ|మ

  ݕ
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Then 

݃∗ܨ = (ܽ݀ − ܾܿ)ଶ ௗ௫మାௗ௬మ

|(௖௭ାௗ)మ|మ
|௖௭ାௗ|ర

(௔ௗି௕௖)మ௬మ
= ௗ௫మାௗ௬మ

௬మ
= ݃  

So these Möbius transformations are isometries of a Riemannian  metric on the 

upper half-plane. 

We have learned in section ((one- parameter group of diffeomorphisms)) that a 

one- parameter group ߮௧ of diffeomorphism defines a vector field ܺ .Then we can 

define the lie derivative of a Riemannian metric by 

ℒ௑௚ =
ௗ
ௗ௧
�߮௧∗݃|௧ୀ଴  

 

If this is a group of isometries then since ߮௧∗݃ = ݃ , we have  ℒ௑௚ = 0 .Such a 

vector field is a called a Killing vector field or an infinitesimal isometry. 

The lie derivative obeys the usual derivation rules, and commutes with  . Since  

ℒ௑݂ = ݂ܺ we have 

ℒ௑ ∑ ௜݃௝௜ ௜ݔ݀ ⊗ ௝ݔ݀ = ∑ ൫ܺ ௜݃௝൯݀ݔ௜ ௝ݔ݀⊗ + ∑ ௜݃௝݀(ܺݔ௜) ⊗ ௝௜௜ݔ݀   

+∑ ௜݃௝݀ݔ௜ ௜(௝ݔܺ)݀⊗   

 

Example (4.2.5): 
Take the Euclidean metric ݃ = ∑ ௜ݔ݀ ௜௜ݔ݀⊗   , and a vector field of the form 

ܺ = ∑ ௞ݔ௞௜ܣ
డ
డ௫ೕ௜,௝   

Where ܣ௜௝ is a constant matrix. 

This is a Killing vector field if and only if 

0 = ∑ (௞ݔ௞௜ܣ)݀ ⊗ ௜ݔ݀ + ௜ݔ݀ ௞,௜(௞ݔ௞௜ܣ)݀⊗ = ∑ ௞௜ܣ) + ௜௞,௜ݔ݀(௜௞ܣ ௞ݔ݀⊗   

In other words if ܣ is skew0symmetric. 
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With a Riemannian metric one can define the length of the a curve: 

 

Definition(4.2.6): 
Let ܯ be a Riemannian manifold and ߛ: [0,1] →  a smooth map (i.e. a smooth ܯ

curve in ܯ) . The length of the curve is 

ℓ(ߛ) = ∫ ඥ݃(ߛ ′, ߛ ′)ଵ
଴   ݐ݀

Where ߛ (ݐ)′ = ݀)௧ߛܦ ⁄ݐ݀ )  

With this definition , any Riemannian manifold is a metric space : Define 

,ݔ)݀ (ݕ = inf	{ℓ(ߛ) ∈ ܴ: (0)ߛ = ,ݔ (1)ߛ =   {ݕ

In fact a metric defines an inner product on ܶ∗ as well as on  , for the map 

ܺ ⟼ ݃(ܺ,−)  

Defines an isomorphism from ܶ to ܶ∗ . In concrete terms, if ݃∗ is the inner product  

on ܶ∗ , then 

݃∗൫∑ ௜݃௝݀ݔ௝௝ , ∑ ݃௞௟௞ ௟൯ݔ݀ = ௜݃௞   

Which means that  

݃∗൫݀ݔ௝ , ௞൯ݔ݀ = ݃௝௞   

Where ݃௝௞ denotes the inverse matrix to ݃௝௞ . 

We can also define an inner product on the exterior product spaces  . 

൫ߙଵ⋀ߙଶ⋀…⋀ߙ௣, ௣൯ߚ⋀…⋀ଶߚ⋀ଵߚ = ݀݁݃݃∗൫ߙ௜,   (4.4)																													௝൯ߚ

In particular, on an ݊-manifold there is an inner product in each fibre of the bundle 

⋀௡ܶ∗  . S ince each fibre is one-dimensional there are only two unit vectors ±ݑ . 

Definition(4.2.7): 
Let ܯ be an oriented Riemannian manifold , then the volume form is the unique ݊-

form ߱ of unit length in the equivalence class define by the orientation. 
In local coordinates , the definition of the inner product (4.4)gives 
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௡ݔ݀⋀…⋀ଵݔ݀) , (௡ݔ݀⋀…⋀ଵݔ݀ = det	g୧୨∗ = ݐ݁݀) ௜݃௝)ିଵ  

Thus if ݀ݔଵ⋀…⋀݀ݔ௡ defines the orientation, 

߱ = ඥdeg ௜݃௝   ௡ݔ݀⋀…⋀ଵݔ݀

On a compact manifold we can integrate this to obtain the total volume – so a 

metric defines not only lengths but also volumes. 

Are Riemannian manifolds special? No , because:  

Proposition(4.2.8): 
Any manifold admits a Riemannian metric. 

Proof: 
Take a covering by coordinate neighbourhood and a partition of unity subordinate 

to the covering. On each open set ܷఈ we have a metric 

݃ఈ = ∑ ௜ଶ௜ݔ݀   

In the local coordinate . define 

݃ = ∑߮௜݃ఈ(௜)  

This sum is well – defined because the supports of ߮௜  are locally finite. Since 

߮௜ ≥ 0 at each point every term in the sum is positive definite or zero , but at least 

one is positive definite so the sum is positive definite. 

Section (4.3): The Geodesic Flow.  

We begin this section by studying the the geodesic flow. Consider any manifold 

M and its cotangent bundle ܶ∗ܯ, with projection to the base ݌ ∶ ܯ∗ܶ	 →  Let X .ܯ	

be tangent vector to ܶ∗ܯ at the point ߦ௔ 	 ∈ 	 ௔ܶ
∗	 . Then 

(ܺ)కೌ݌ܦ 	∈ 	 ௔ܶܯ  

 So 
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(ܺ)ߠ 	= 	   ((ܺ)కೌ݌ܦ)௔ߦ

 defines a canonical 1-form ߠ on ܶ∗ܯ. In coordinates (ݔ, (ݕ 	↦ ∑ ௜௜ݔ௜݀ݕ 	, the 

projection ݌ is  

,ݔ)݌ (ݕ 	=   ݔ	

so if 

ܺ	 = ∑ܽ௜
డ
డ௫೔

+ ∑b୧
డ
డ୷೔

  

then 

(ܺ)ߠ 	= ∑ y௜݀ݔ௜(݌ܦకೌܺ)௜ 	= ∑ y௜ܽ௜௜   

which gives 

ߠ = ∑ y௜݀ݔ௜௜   

We now take the exterior derivative 

߱	 	ߠ݀−	= = ௜ݔ݀∑ 	∧ ௜ݕ݀	   

which is the canonical 2-form on the cotangent bundle. It is non-degenerate, so that 

the map 

ܺ	 ↦ 	 ݅௑߱  

from the tangent bundle of ܶ∗ܯ to its cotangent bundle is an isomorphism. 

Now suppose ݂	is a smooth function on ܶ∗ܯ. Its derivative is a 1-form ݂݀. 

Because of the isomorphism above, there is a unique vector field X on ܶ∗ܯ such 

that 

݅௑߱	 = 	݂݀.  
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If ݃ is another function with vector field ܻ, then 

ܻ	(݂) = 	݂݀(ܻ	) = 	݅௒	݅௑߱	 =	−݅௑	݅௒߱	 =	−ܺ(݃)																					(4.5)  

On a Riemannian manifold there is a natural function on ܶ∗ܯ given by the induced 

inner product: we consider the function on ܶ∗ܯ defined by 

(௔ߦ)ܪ = ௔ߦ)∗݃	 ,   .(௔ߦ

In local coordinates this is 

,ݔ)ܪ (ݕ = ∑ ݃௜௝(ݔ)ݕ௜ݕ௝௜௝ 	.  

Deffinition (4.3.1):   

The vector field X on ܶ∗ܯ given by ݅௑߱	 =  is called the geodesic flow of ܪ݀	

the metric ݃. 

Definition (4.3.2):   

If  ߛ:	(ܽ, ܾ) 	→ 	  is an integral curve of the geodesic flow, then the curve ܯ∗ܶ

 .in M is called a geodesic (ߛ)݌

In local coordinates, if the geodesic flow is 

ܺ	 = ∑ܽ௜
డ
డ௫೔

+ ∑ ௜ܾ
డ
డ௬೔

  

Then 

݅௑߱		 = ∑ (ܽ௞݀ݕ௞ −	ܾ௞݀ݔ௞)	௞ = 	ܪ݀	 = ∑ డ௚೔ೕ

డ௫ೖ
௝௜௝ݕ௜ݕ௞ݔ݀ 	+ 	2∑ ݃௜௝ݕ௜݀ݕ௝௜௝   

Thus the integral curves are solutions of 

ௗ௫ೖ
ௗ௧

= 	2∑ ݃௞௝ݕ௝௝ 																								 (4.6)  
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ௗ௬ೖ
ௗ௧

=	−∑ డ௚೔ೕ

డ௫ೖ
௝ݕ௜ݕ 	௜௝ 												 (4.7)  

Before we explain why this is a geodesic, just note the qualitative behaviour of 

these curves. For each point ܽ	 ∈ ௔ߦ choose a point ,ܯ	 	 ∈ 	 ఈܶ
∗ a and consider the 

unique integral curve starting at ߦ௔. Equation (4.6) tells us that the projection of the 

integral curve is parallel at a to the tangent vector ܺ௔  such that ݃(ܺ௔ , −) 	= 	  .௔ߦ

Thus these curves have the property that through each point and in each direction 

there passes one geodesic. 

Geodesics are normally thought of as curves of shortest length, so next we shall 

link up this idea with the definition above. Consider the variational problem of 

looking for critical points of the length functional 

ℓ(ߛ) 	= ∫ ඥ݃(ߛᇱ, ଵݐ݀(ᇱߛ
଴   

for curves with fixed end-points (0)ߛ 	= 	ܽ, (1)ߛ 	= 	ܾ. For simplicity assume ܽ, ܾ 

are in the same coordinate neighbourhood. If 

,ݔ)ܨ (ݖ 	= ∑ ௜݃௝(ݔ)ݖ௜ݖ௝௜௝   

then the first variation of the length is 

ℓߜ = ∫ ଵ
ଶ
ଵ/ଶଵିܨ

଴ 	ቀడி
డ௫೔

ప̇ݔ 		+
డி
డ௭೔

ௗ௫ഢ̇
ௗ௧
ቁ ݐ݀ = ∫ ଵ

ଶ
ଵ/ଶିܨ 	 డி

డ௫೔
ప̇ݔ

ଵ
଴ − ௗ

ௗ௧
ቀଵ
ଶ
ଵ/ଶିܨ డி

డ௭೔
ቁ   ݐప̇݀ݔ

on integrating by parts with ݔప̇(0) = ప̇(1)ݔ = 	0. Thus a critical point of the 

functional is given by 

ଵ
ଶ
ଵ/ଶିܨ 	 డி

డ௫೔
− ௗ

ௗ௧
ቀଵ
ଶ
ଵ/ଶିܨ 	 డி

డ௭೔
ቁ = 	0  

If we parametrize this critical curve by arc length: 
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	ݏ = ∫ ඥ݃(ߛᇱ, ௧ݐ݀(ᇱߛ
଴   

then ܨ	 = 	1, and the equation simplifes to 

డி
డ௫೔

− ௗ
ௗ௦
ቀడி
డ௭೔
ቁ = 	0  

But this is  

∑ డ௚ೕೖ
డ௫೔

ௗ௫ೕ
ௗ௦

ௗ௫ೖ
ௗ௦

− ௗ
ௗ௦
ቀ2݃௝௞

ௗ௫ೖ
ௗ௦
ቁ = 	0																									(4.8)  

But now define ݕ௜  by 

ௗ௫ೖ
ௗ௧

= 	2∑ ݃௞௝ݕ௝௝   

as in the first equation for the geodesic flow (4.6) and substitute in (4.8) and we get 

4∑ డ௚ೕೖ
డ௫೔

݃௝௔ݕ௔݃௞௕ݕ௕ −
ௗ
ௗ௧
(4 ௜݃௞݃௞௔ݕ௔) = 	0  

and using  

∑ ݃௜௝݃௝௞௝ 	= ௞௜ߜ	   

this yields 

− డ௚ೕೖ

డ௫೔
௞ݕ௝ݕ 	 =

ௗ௬೔
ௗ௧

  

which is the second equation for the geodesic flow. (Here we have used the 

formula for the derivative of the inverse of a matrix :ܩ	ܦ(ିܩଵ) =  .(ଵିܩܩܦଵିܩ−	

The formalism above helps to solve the geodesic equations when there are 

isometries of the metric. If 	ܨ ∶ 	ܯ	 →  is a diffeomorphism of M then its natural ܯ	
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action on 1-forms induces a diffeomorphism of ܶ∗ܯ. Similarly with a one-

parameter group ߮௧. 

Differentiating at ݐ	 = 	0 this means that a vector field ܺ on ܯ induces a vector 

field ෨ܺ on ܶ∗ܯ. Moreover, the 1-form ߠ on ܶ∗ܯ is canonically defined and hence 

invariant under the induced action of any diffeomorphism. This means that 

ℒ௑෨ߠ	 = 	0  

and therefore, using (3.1.13) that 

݅௑෨݀ߠ + 	݀(݅௑෨ߠ) 	= 	0  

so since ߱	  ߠ݀−	=

݅௑෨߱	 = 	݂݀  

where ݂	 = ݅௑෨ߠ. 

Proposition (4.3.3):  

The function f above is ݂(ߦ௫) 	= 	  .௫(ܺ௫)ߦ

Proof: Write in coordinates 

෨ܺ = ∑ ܽ௜
డ
డ௫೔

+ ∑ ௜ܾ
డ
డ௬೔

  

where ߠ	 = ∑ ௜௜ݔ௜݀ݕ 	.  Since ෨ܺ projects to the vector field X on M, then 

ܺ	 = ∑ܽ௜
డ
డ௫೔

  

and 

݅௑෨ߠ	 = ∑ ܽ௜ݕ௜௜ 	= 	   ௫(ܺ௫)ߦ
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by the definition of ߠ. 

Now let ܯ be a Riemannian manifold and ܪ the function on ܶ∗ܯ defined by the 

metric as above. If ߮௧ is a one-parameter group of isometries, then the induced 

diffeomorphisms of ܶ∗ܯ will preserve the function H and so the vector field 	 ෨ܻ 

will satisfy 

෨ܻ (ܪ)	 	= 	0  

But from (4.5) this means that ܺ(݂) 	= 	0 where ܺ is the geodesic flow and ݂ the 

function ݅௒෨  This function is constant along the geodesic flow, and is therefore a.ߠ	

constant of integration of the geodesic equations. 

To see what this constant is, we note that ෨ܻ  is the natural lift of a Killing vector 

field  

ܻ	 = ∑ ܽ௜
డ
డ௫೔௜   

so the function f is ݂	 = ∑ ܽ௜ݕ௜௜ 	.  

The first geodesic equation is 

ௗ௫ೖ
ௗ௧

= 	2∑ ݃௞௝ݕ௝ 	௝   

so 

∑ ݃௝௞
ௗ௫ೖ
ௗ௧

= ௝௞ݕ2	   

and 

݂	 = ଵ
ଶ
∑ ݃௝௞ ௝ܽ

ௗ௫ೖ
ௗ௧௞ = ଵ

ଶ
,ᇱߛ)݃ ܺ)  
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Sometimes this observation enables us to avoid solving any differential equations 

as in this example. 

Example (4.3.4): 

Consider the metric 

݃	 = ௗ௫భమା	ௗ௫మమ

௫మమ
  

on the upper half plane and its geodesic flow X.  

The map (ݔଵ, (ଶݔ 	↦ 	 ଵݔ) 	+ ,ݐ	  ଶ) is clearly a one-parameter group of isometriesݔ

(the Mӧbius transformations ݖ	 ↦ 	ݖ	 +  and defines the vector field (ݐ	

ܻ	 = డ
డ௫భ

.  

On the cotangent bundle this gives the function 

,ݔ)݂ (ݕ 	=   ଵݕ	

which is constant on the integral curve. 

The map ݖ	 ↦ 	݁௧ݖ is also an isometry with vector field 

ܼ	 = ଵݔ	
డ
డ௫భ

ଶݔ	+
డ
డ௫మ

  

so that 

,ݔ)݃ (ݕ 	= 	 ଵݕଵݔ 	+   ଶݕଶݔ	

is constant. 

We also have automatically that ܪ	 = 	 ଵଶݕ)ଶଶݔ 	+  ଶଶ) is constant sinceݕ	
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(ܪ)ܺ 	= 	 ݅௑݅௑߱	 = 	0  

We therefore have three equations for the integral curves of the geodesic flow: 

ଵݕ                                                                     	= 	 ܿଵ	

ଵݕଵݔ ଶݕଶݔ	+	 	= 	 ܿଶ  

ଵଶݕ)ଶଶݔ 	+ (ଶଶݕ	 	= 	ܿ3  

Eliminating ݕଵ, ݕଶ gives the geodesics: 

(ܿଵݔଵ 	− 	ܿଶ)ଶ 	+	 ܿଵଶݔଶଶ =	ܿଷ  

If ܿଵ 	≠ 	0, this is a semicircle with centre at (ݔଵ, (ଶݔ 	= 	 (ܿଶ/ܿଵ, 0). If ܿଵ 	 = 	0	then 

ଵݕ 	 = 	0 and the geodesic equation gives ݔଵ 	=  Together, these are the .ݐݏ݊݋ܿ	

straight lines of non-Euclidean geometry. 
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