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Chapter 1 
Selfadjoint Analytic Operator and Spectral Functions 

 The, properties of the local spectral function of a selfadjoint analytic operator function ܣሺݖሻ on 
∆଴	 and a so-called inner linearization of the operator function ܣሺݖሻ in the subspace ࣢ሺ∆଴	ሻ	are 
established. Given two possibly unbounded selfadjoint operators ܣ	݀݊ܽ	ܩ such that the resolvent sets 
of ܩܣ	݀݊ܽ	ܣܩ are non-empty, it is shown that the operator ܩܣ has a spectral function on Թ with 
singularities if there exists a polynomial ݌	 ് 	0 such that the symmetric operator ݌ܩሺܩܣሻ is non-
negative. This result generalizes a wellknown theorem for definitizable operators in Krein spaces. 
Section (1.1) : Local Spectral Function and Inner Linearization  

Let ࣢ be a Hilbert space with inner product ሺ൉,൉ሻ, and denote by ࣦሺ࣢ሻ the set of all bounded 
linear operators in ࣢. We consider a bounded simply connected domain ࣞ ⊂ 	ԧ, that is symmetric with 
respect to the real axis Թ, and an ࣦሺ࣢ሻ –valued function ܣሺݖሻ on D which is analytic and selfadjoint, 
i.e. ܣሺ̅ݖሻ 	ൌ ,∗ሻݖሺܣ	 	ݖ ∈ 	ࣞ; in particular, ܣሺߣሻ 	ൌ ,∗ሻߣሺܣ	 	ߣ ∈ 	ܦ	 ∩ Թ. The spectrum ߪሺܣሻ, the point 
spectrum ߪ௣ሺܣሻ, and the resolvent set ߪሺܣሻ of the operator function ܣሺݖሻ are defined in the usual way 
(see [208], [210]). A real point ߣ଴ 	∈  ሻ is said to be a spectral point of positive type of the operatorܣሺߪ
function ܣሺݖሻ, if for each sequence ሺݔ௡ሻ, satisfying ‖ݔ௡‖ 	ൌ 	1 and ‖ܣሺߣ଴ሻݔ௡‖ → 	0			݂݅	݊ → 	∞, we 
have 

݈݅݉	݅݊ ௡݂→	∞	ሺܣ′ሺߣ଴ሻݔ௡, ௡ሻݔ 	൐ 	0;	
(see [208]). The set of all spectral points of positive type of ܣሺݖሻ is denoted by ߪାሺܣሻ. 

We fix some real interval ∆଴	ൌ 	 ሾߙ଴, ଴ሿߚ 	⊂ ࣞ and suppose that 
∆଴ ∩ ሻܣሺߪ	 	⊂ 	ሺ1ሻ																																																																														ሻ,ܣାሺߪ	

and that ߙ଴, ଴ߚ 	∈ ⊃ሻ. Because of ሺ1ሻ we can choose a complex neighborhood ࣯ሺܣሺߪ	 	ࣞሻ of ∆଴ such 
that ࣯	\	∆଴	⊂  ሻ admits a linearizationݖሺܣ ,ሻ (see [207]). According to [207], [208] (see also [205])ܣሺߪ	
Λ in a Krein space ࣠. Here 

࣠ ൌ	ܮାଶ ሺߛ଴,࣢ሻ/ܣሺݖሻܮାଶ ሺߛ଴,࣢ሻ																																																											ሺ2ሻ	
where ߛ଴ሺ⊂ 	࣯ሻ is a sufficiently smooth simple positive oriented curve which surrounds ∆଴ and passes 
through the points ߙ଴,  ଴. The inner product in ࣠ is defined by the relationߚ

〈݂, ݃〉 ∶ൌ
1
݅ߨ2

ර ,ሻݐሻିଵ݂ሺݐሺܣ ݃ሺ̅ݐሻ݀ݐ, ݂, ݃	 ∈ 	 ାଶܮ ሺߛ଴,࣢ሻ
ఊబ

,																																										ሺ3ሻ	

followed by the factorization ሺ2ሻ. The condition ሺ1ሻ implies that the Krein space ࣠ with the inner 
product induced by ሺ3ሻ is even a Hilbert space. 

In the space ܮାଶ ሺߛ଴,࣢ሻ we consider the operator Λ଴ of the multiplication by the independent 
variable. The corresponding operator Λ in the factor space ࣠ is called linearization of the operator 
function ܣሺݖሻ; this operator Λ is selfadjoint in the Hilbert space ࣠. 

Let ܲ denote the mapping of the space ࣢ into the space ࣠ which associates with the element 
݃	 ∈ 	࣢	the equivalence class in ࣠ which contains the vector function ݑሺݐሻ 	≡ 	݃	 ∈ 	 ାଶܮ ሺߛ଴,࣢ሻ, and let 
ܲ∗ be the adjoint operator from ࣠ into ࣢. The basic relation which connects ܣሺݖሻ and Λ is 

ሻିଵݖሺܣ 	െ ሻݖሺܤ	 	ൌ 	െܲ∗ሺΛ	– ,ሻିଵܲݖ	 	ݖ ∈ 	ሺ4ሻ								ሻ,ܣሺߪ	\	࣯	
where ܤሺݖሻ is an analytic in ࣯ operator function which is uniquely defined by the condition that the 
expression on the left hand side is the principal part of the operator function ܣሺݖሻିଵ with respect to ߛ଴. 
The linearization is minimal in the sense that (see [207]) 

࣠ ൌ തതതതതതതሺΛെ݊ܽ݌ݏ	 ሻିଵܲ࣢ݖ	 ∶ 	ݖ	 ∈ 	࣯ ∩ 	ሺ5ሻ																																											ሺΛሻ,ߩ	
where 	࣯ ∩  ሺΛሻ can be replaced by any of its nonempty open subsets, and the spectrum of theߩ	
operator Λ coincides with ߪሺܣሻ 	∩ 	∆଴ (see [207]). The relation 

ܲ∗ሺΛെ ሻିଵሺΛെݖ 	ሻ̅ିଵܲߞ ൌ 	െ
1
݅ߨ2

ܲ∗ ර
ሺΛ	 െ ݐሻିଵ݀ݐ	

ሺݐ	 െ 	ݐሻሺݖ	 െ	ߞሻ̅
ܫ

ఊబ

ܲ	 ൌ 	െ
1
݅ߨ2

ර
ݐሻିଵ݀ݐሺܣ

ሺݐ	 െ 	ݐሻሺݖ	 െ	ߞሻ̅,
ఊబ

	

,ݖ 	ߞ ∈ 	࣯ and outside of ߛ଴, implies for these ݖ,  the formula ߞ
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〈ሺΛ	 െ ,ݔሻିଵܲݖ	 ሺΛ	 െ 〈ݕሻିଵܲߞ	 ൌ 	െ
1
݅ߨ2

ර
ሺܣሺݐሻିଵݔ, ݐ݀	ሻݕ

ሺݐ	 െ 	ݐሻሺݖ	 െ	ߞሻ̅,
ఊబ

	

for the inner product in ࣠. Because of ሺ5ሻ, in the Krein space situation (without assumption ሺ1ሻ) this 
implies that the linearization Λ is uniquely determined up to a weak isomorphism (see [207]), in our 
situation (with assumption ሺ1ሻ) this implies the uniqueness of the linearization Λ in the Hilbert space ࣠ 
up to unitary equivalence. It is worth to mention that the quintuple ሼΛ, ܲ, ܲ∗; ࣠,࣢ሽ is a spectral node in 
the sense of [206]. 

Since the spectrum of the selfadjoint operator Λ is contained in ∆଴, the operator Λ has a spectral 
function E which is supported on ∆଴ and is defined for all Borel subsets ߁ of Թ. In [208] the ࣦሺ࣢ሻ-
valued function 

ܳሺΓሻ ∶ൌ 	,଴∆	݊݅	ݐ݁ݏ	݈݁ݎ݋ܤ	ሺΓሻܲ,Γܧ∗ܲ	
was called the local spectral function of the operator function ܣሺݖሻ on ∆଴ (in fact, in [208] this notion 
was used for the function ܳ௧ ∶ൌ 	ܳሺሾߙ଴, ,ሿሻݐ 	ݐ ∈ 	∆଴ሻ; in the following we call the range ܳ݊ܽݎሺΓሻ the 
spectral subspace of ܣሺݖሻ corresponding to Γ. Clearly, the values ܳሺΓሻ of the local spectral function 
are nonnegative operators in ࣢ but in general not projections. 

Under the general assumption ሺ1ሻ the local spectral function does not have some of the 
properties that one usually associates with the term ‘spectral function’, e.g. its ranges on disjoint 
intervals can have nonempty intersection. This is excluded if instead of ሺ1ሻ on ∆଴ the Virozub–Matsaev 
condition ሺܸܯሻ is imposed: 

ሺܸܯሻ∃ఌ, ߜ ൐ 0 ∶ ߣ	 ∈ 	∆଴, ݂ ∈ 	࣢, ‖݂‖ ൌ 1, |ሺܣሺߣሻ݂, ݂ሻ| ൏ ߝ ⟹ ሺܣ′ሺߣሻ݂, ݂ሻ 	൐  .ߜ
In [208] it was shown that ሺܸܯሻ is a natural condition for a comprehensive spectral theory of the 
selfadjoint operator function ܣሺݖሻ. We also assume that ܣሺߙ଴ሻ,  ଴ሻ are boundedly invertible. It wasߚሺܣ
shown in [208] that under the condition (VM) the operator ܳሺΔ଴ሻ has closed range and hence it has the 
remarkable property that it is uniformly positive on its range. In particular, the spectral subspace 
ሺΔ଴ሻܳ݊ܽݎ 	ൌ :	࣢ሺΔ଴ሻ	݂݋	ܣሺݖሻ corresponding to the interval Δ଴ is a closed subspace of ࣢, which 
admits the decomposition (see [208]) 

࣢	 ൌ ଴ሻߚሺܣ	݊ܽݎ	 െ	∔ 	࣢ሺΔ଴ሻ 	∔ 	.଴ሻାߙሺܣ݊ܽݎ	
We mention that the condition (VM) in the case of a finite dimensional space ࣢ reduces to the 

simpler condition (vm) (see [331]): 
ሺ݉ݒሻ	ߣ଴ 	∈ 	Δ଴, ሺܣሺߣ଴ሻ݂, ݂ሻ 	ൌ 	݂	݁݉݋ݏ	ݎ݋݂	0	 ∈ ࣢, ݂ ് 	0 ⟹ ሺܣ′ሺߣ଴ሻ݂, ݂ሻ 	൐ 	0. 

The basic result of the present note is that if the condition (VM) is satisfied on Δ଴ and A(z) is 
boundedly invertible in the endpoints of Δ଴, then always 

	ܲ	݊ܽݎ ൌ 	࣠, 	ሺ6ሻ																																								࣢ሺΔ଴ሻ.	݋ݐ݊݋	࣠	݉݋ݎ݂	݊݋݅ݐ݆ܾܿ݁݅	ܽ	ݏ݅	∗ܲ	݀݊ܽ
This implies that the spectral subspaces ܳ݊ܽݎሺΓሻ	݂݋	ܣሺݖሻ for any Borel set Γ ⊂ Δ଴ are closed. It also 
allows us to show Theorem 7.11in [208] and the following results of [208] in a more compact way and 
sometimes in a more general form. Moreover, we construct a so-called inner linearization of the 
analytic operator function ܣሺݖሻ, which acts in the subspace ࣢ሺΔ଴ሻof the originally given Hilbert space 
࣢. 

We have already mentioned that  the space ࣠ and the linearization Λ were intoduced in [206] 
without the restriction ሺ1ሻ, i.e. for an arbitrary selfadoint analytic operator function ܣሺݖሻ such that its 
spectrum is a compact subset of the domain ࣞ. In general the space ࣠ is a Krein space and it is ‘much 
larger’ than the given space ࣢ (with respect to the mapping P). E.g. for a selfadjoint monic selfadjoint 
operator polynomial ܣሺݖሻ of degree n and ࣞ ൌ 	ԧ, the space ࣠ can be chosen to be ࣢௡ (and Λ can be 
choosen to be the companion operator of ܣሺݖሻ). By enlarging the space ࣢ we gain that the linear 
operator Λ in ࣠ represents in ࣞ the spectral properties of the analytic operator function ܣሺݖሻ. However, 
under the operator function ܣሺݖሻ satisfies the condition ሺܸܯሻ on the interval ሾߙ଴,  ଴ሿ and that theߚ
operators ܣሺߙ଴ሻ and ܣሺߚ଴ሻ are boundedly invertible, the subspace ࣢ሺΔ଴ሻ of ࣢, which is mapped by ܲ 
bijectively onto ࣠, can be even smaller than ࣢, that is, also ࣠ can be ‘smaller’ than ࣢; in this situation 
ܲ will have a nontrivial kernel. In the particular case that ܣሺߙ଴ሻ 	≪ 0, ଴ሻߚሺܣ ≫ 	0, the space	࣠ is of the 
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‘same size’ as ࣢, that is, the mapping ܲ is a bijection between ࣢ and ࣠. Clearly, ifmathcal ࣢ is 
finite–dimensional, ࣠ ‘smaller’ than ࣢ means ݀݅݉࣠	 ൑ 	݀݅݉࣢. 

The claims ሺ6ሻ are showed in this Section . And we establish some properties of the local 
spectral function and of the spectral subspaces of ܣሺݖሻ. Finally, we introduce in ࣢ሺ∆଴ሻ the inner 
linearization ܵ of the operator function ܣሺݖሻ corresponding to the interval ∆଴, which is just an 
isomorphic copy of the linearization Λ	݅݊	࣠. As an application, in the case ࣢ሺ∆଴ሻ 	ൌ ࣢, which is 
equivalent to ܣሺߙ଴ሻ 	≪ ଴ሻߚሺܣ	݀݊ܽ	0 	≫ 	0, we give a simple proof of a factorization result of Virozub-
Matsaev from [211] and explicit expressions for the factors in terms of the local spectral function of 
  .ሻݖሺܣ

Theorem (1.1.4) below is the crucial result of this section. In its proof we need some lemmata 
which we show first. Recall that the condition (VM) is supposed to hold on the interval ∆଴ and that the 
endpoints of ∆଴ are regular points for the operator function ܣሺݖሻ. For an interval ∆⊂ ∆଴ we introduce 
the following subspaces of ࣢: 

࣢∆ ∶ൌ ࣢ሺ∆ሻ,ሺ∆ሻ࣠തതതതതതതതതതതതܧ∗ܲ	 ∶ൌ 	ሺ7ሻ																																																												ሺ∆ሻܲ࣢തതതതതതതതതതതതതത.ܧ∗ܲ
If ∆ൌ ∆଴ the closure in the last relation is superfluous (see [208]); later we will see that all closures are 
superfluous. From the definition in ሺ7ሻ it follows immediately that 

࣢ሺ∆ሻ ⊂ ࣢∆;																																																																																											ሺ8ሻ	
below (Corollary (1.2.5)) it will be shown that in ሺ8ሻ always equality holds. 
Lemma (1.1.1)[204] If ∆⊂ ∆଴, then 

࣢∆ 	ൌ 	 ሺ∆′ሻܲ࣢ܧ∗ሼܲ	തതതതതതത݊ܽ݌ݏ ∶ ∆′ ⊂ ∆଴ሽ.																																																															ሺ9ሻ	
Proof. Clearly, 

	ሺ∆′ሻܲ࣢ܧ∗ܲ ⊂ ሺ∆′ሻ࣠ܧ∗ܲ ⊂ 	,ሺ∆′ሻ࣠ܧ∗ܲ
and hence for the two sets in ሺ9ሻ the inclusion ⊃ follows. 

Conversely, from the minimality ሺ5ሻ of the linearization Λ we have 
ሺ∆′ሻ࣠ܧ∗ܲ ൌ 	 	ሺ∆ሻ࣠ሺΛܧ∗ሼܲ	തതതതതതത݊ܽ݌ݏ െ ሻିଵܲ࣢ݖ	 ∶ 	ݖ	 ∈ ࣯	 ∩  .ሺΛሻሽߩ	

Observing that 

	ሺ∆ሻ࣠ሺΛܧ∗ܲ െ 	ሻିଵܲݖ	 ൌ නሺΛ	 െ 	∗ሻିଵܲݖ	
Δ

	ሻܲߣሺܧ݀

and approximating the integral by finite Riemann-Stieltjes sums, we see that each element ݔ ∈  ሺ∆ሻ࣠ܧ	
belongs to the set on the right hand side of ሺ9ሻ, and the inclusion ⊂ for the two sets in ሺ9ሻ follows.  
        The following lemma is a partial extension of [208], where it was showed for ݔ ∈ 	࣢ሺ∆ሻ. 
Lemma (1.1.2)[204] Let ∆ൌ 	 ሾߙ, ሿߚ 	⊂ ∆଴. If ݔ ∈ 	࣢∆, then 

ሺܣሺߙሻݔ, ሻݔ 	൑ 0, ሺܣሺߚሻݔ, ሻݔ 	൒ 	0.																																																															ሺ10ሻ	
Proof. Consider two intervals ∆௝	ൌ 	 ሾߙ௝	, ,ሿ	௝ߚ ݆	 ൌ 	1, 2, such that ߙ ൑ ଵߙ ൑ ଵߚ ൑ ଶߙ ൑ ଶߚ ൑  and an ,ߚ
element 

	ݔ ൌ ଵ′ݔሺ∆ଵሻܲܧ∗ܲ	 	൅	ܲ∗ܧሺ∆ଶሻܲݔ′ଶ 	ൌ :	 ଵݔ 	൅	ݔଶ, ,ଵ′ݔ ଶ′ݔ 	∈ 	࣢.	
By [208] we have ሺܣሺߚଵሻݔଵ	, ሻ	ଵݔ 	൒ 	0, and hence, by [330] ሺܣሺߙଶሻݔଵ	, ሻ	ଵݔ 	൒ 	0. According to [208] 
this implies 

ሺܣሺߙଶሻݔଵ ൅	ݔଵ	ሻ	, ଵݔ ൅	ݔଵሻ 	൒ 	0,	
and, again by [208], the relation (ܣሺߚሻሺݔଵ ൅	ݔଵሻ, ଵݔ ൅	ݔଵሻ 	൒ 0 follows. 

By induction, we obtain the second inequality in ሺ10ሻ for all ݔ	 ∈ 	࣢ of the form 

	ݔ ൌ෍ܲ∗ܧሺ∆௝ሻܲݔ′௝, ௝′ݔ 	∈ 	࣢

௡

௝ୀଵ

, ݆	 ൌ 	1, 2, . . . , ݊,																																																			ሺ11ሻ	

where	∆௝	ൌ 	 ,	௝ߙൣ ,൧	௝ߚ ߙ ൑ ,ଵߙ ௝ߚ ൑ ,௝ାଵߙ ݆	 ൌ 	1, . . . , ݊	 െ 	1, ௡	ߚ ൑  of the form ሺ11ሻ ݔ If an element .ߚ	
with arbitrary closed intervals ∆௝ is given, we can choose a new decomposition of the set ⋃ ∆௝

௡
௝ୀଵ 	 into 

closed intervals such that not any two of them have common inner points, and obtain a representation 
of ݔ as required in the line after ሺ11ሻ. By Lemma (1.1.1) the set of elements x of the form ሺ11ሻ with  
arbitrary closed intervals ∆௝ is dense in ࣢∆, and the second inequality in ሺ10ሻ follows. The proof of the  
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first inequality in ሺ10ሻ is analogous.  
ൌ	ሺ1.1.3ሻ [204]. Let ∆	܉ܕܕ܍ۺ :	 ሾߙ, ሿߚ 	⊂ 	∆଴, denote by ∆ܲ the orthogonal projection onto ࣢∆ and set 

ሻߣሺ∆ܣ ∶ൌ 	 ∆࣢|ሻߣሺܣܲ∆
.																																																																													ሺ12ሻ 

If ࣢ is separable, then ߪ௣ሺܣ∆ሻ is at most countable. 
Proof. We can suppose that Δ lies strictly inside ∆଴, i.e. 

଴ߙ 	൏ ,	ߙ ଴ߚ 	൐ 	ሺ13ሻ																																																																																							.ߚ	
Indeeed, if e.g. ߙ଴ 	ൌ ଴ߙ	଴ such that′ߙ ଴ by a pointߙ we replace the point ,ߙ

ᇱ ൏ ,଴ߙ	 ሾߙ଴
ᇱ , ଴ሿߙ ⊂  ሻܣሺߩ	

and ሺܸܯሻ holds on ሾߙ଴
ᇱ ,  .଴ሿߙ

By Lemma 1.1.2, ܣ∆ሺߙሻ ൑ ଴ሻߚሺ∆ܣ			,0 ൒ 0, and then from ሺ13ሻ and [208] it follows that 
଴ሻߙሺ∆ܣ ≪ 	0, ሻߚሺ∆ܣ 	≫ 	0. Since (VM) holds for ܣ∆ሺߣሻ on ∆଴ and ߙ଴, ଴ߚ 	∈  ሻ, the operator∆ܣሺߩ	
function ܣ∆ሺߣሻ on ∆଴ has a linearization Λ∆ which is a selfadjoint operator in a Krein space ࣠୼ (see 
[207]), and since the whole spectrum of Λ∆  is of positive type (see [207]), the space ࣠୼ is uniformly 
positive, i.e. it is in fact a Hilbert space (see [13]). The separability of ࣢୼ implies the separability of 
the space ࣠୼, and hence the point spectrum of the selfadjoint operator Λ∆ is at most countable. By 
ሻ∆ܣሺߩ ,[207] 	ൌ  	.	ሺΛ∆ሻߩ	
Theorem (1.1.4)[204]. If the condition ሺܸܯሻ holds on the interval ∆଴ and the endpoints of ∆଴ are 
regular points for the operator function ܣሺݖሻ, then the operators ܲ ∶ ࣢	 ↦ ࣠ and ܲ∗ ∶ ࣠	 ↦ ࣢ have the 
properties 

	ܲ	݊ܽݎ ൌ 	࣠, ∗ܲ	݊ܽݎ 	ൌ 	࣢∆బ	,	
and ܲ∗ is a bijection between ࣠ and ࣢∆బ . 
Proof. Since ran ܲ∗ is closed (see [208]) and since ܧሺ∆଴ሻ 	ൌ  బ we have ran∆࣢ from the definition of ,ܫ	
ܲ∗ 	ൌ 	࣢∆బ. If we show that ݊ܽݎ ܲ	 ൌ 	࣠, then it follows that ܲ∗ is injective and the Theorem is 
showed. 

According to the definition of ࣠ and ܲ, ran ܲ	 ൌ 	࣠ means that for any vector function ݂ሺݐሻ 	∈
ାଶܮ ሺߛ଴,࣢ሻ there exists an element ݃	 ∈ 	࣢ such that 

݂ሺݐሻ 	െ 	݃	 ∈ ାଶܮሻݐሺܣ	 ሺߛ଴,࣢ሻ.																																																																								ሺ14ሻ	
In the first step of the proof we show that without loss of generality we can suppose that the space ࣢ is 
separable. To this end we choose a dense countable subset ܶ	 ൌ 	 ሼݐ௝ ∶ 	݆	 ൌ 	1, 2, . . . ሽ of ࣞ and, with the 
given function ݂ሺݐሻ in ሺ14ሻ, we consider the closure ࣢෩  of the linear span of all elements 

ሻ		௝ଶݐሺܣሻ	௝ଵݐሺܣ 	 ൉	൉	൉ ,௝ሻݐሻ݂ሺ	௝௡ݐሺܣ ,	௝ݐ ,		௝ଵݐ ,		௝ଶݐ . . . , ௝௡ݐ 		 ∈ 	࣮	, ݆, ݊	 ∈ 	Գ.	
It is easy to check that ݂ሺݖሻ 	∈ 	࣢෩  for all ݖ	 ∈ 	ࣞ and that ࣢෩  is an invariant subspace of the operators 
,ሻݖሺܣ 	ݖ ∈ 	ࣞ. So the restriction 	ܣሚሺݖሻ	݂݋	ܣሺݖሻ to the separable Hilbert space ࣢෩  is an operator function 
࣢෩ ሻ inݖሚሺܣ  with the same properties as ܣሺݖሻ in ࣢, and the Hilbert space ܮାଶ ሺߛ଴,࣢ሻ can be considered 
in a natural way as a subspace of ܮାଶ ሺߛ଴,࣢ሻ. Therefore, if we find an element bg in ࣢෩  such that 

݂ሺݐሻ 	െ	 ෤݃ 	 ∈ ାଶܮሻݐሺܣ	 ሺߛ଴,࣢ሻ,	
then for the element g in ሺ14ሻ we can choose ݃	 ൌ 	 ෤݃. So we suppose in the rest of this proof that the 
space ࣢ is separable. 

The relation ran ܲ	 ൌ 	࣠ will be proved if we show that ker ܲ∗ 	ൌ 	 ሼ0ሽ. Assume ݔ෤଴ 	∈ ࣠, ෤଴ݔ∗ܲ ൌ

	0. Choose a point ߣ଴ 	∉ 	  బሻ that is close to the point∆ܣ௣ሺߪ
ఈబାఉబ

ଶ
, and set Δଵ,ଵ ∶ൌ 	 ሾߙ଴, Δଵ,ଶ	ܽ݊݀	଴ሿߣ 	ൌ

	ሾߣ଴, :ଵݔ ଴ሿ. Denoteߚ ൌ  .෤଴ݔሺΔଵ,ଵሻܧ∗ܲ
The relation ܲ∗ݔ෤଴ ൌ 	0 implies 

෤଴ݔሺΔଵ,ଶሻܧ∗ܲ ൌ 	െܲ∗ܧሺΔଵ,ଵሻݔ෤଴,	
hence ݔଵ ∩࣢୼భ,భ ∩ ࣢୼భ,మ . By Lemma (1.1.2), ሺܣሺߣ଴ሻݔଵ, ଵሻݔ ൒ 0 and ሺܣሺߣ଴ሻݔଵ, ଵሻݔ ൑ 0, i.e. 

ሺܣሺߣ଴ሻݔଵ, ଵݔ 	ൌ 	0.																																																																																																							ሺ15ሻ	
Since, according to Lemma (1.1.2), ܣ୼భ,భ	ሺߣ଴ሻ 	൒ 0, relation ሺ15ሻ implies that 

ଵݔ଴ሻߣሺ	୼భ,భܣ ൌ 	0.	
Using ݔଵ ∈ 	࣢୼భ,భ , we obtain by precisely the same argument that ܣ୼భ,మሺߣ଴ሻݔଵ ൌ 0. So, the vector 
,	࣢୼భ,ೕ ଵ is orthogonal to bothݔ଴ሻߣሺܣ ݆	 ൌ 	1, 2, and therefore it is orthogonal to ࣢୼బ . Hence 
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ଵݔ଴ሻߣሺ	୼బܣ 	ൌ 	0,	
and the condition ݔଵ ∈ 	࣢୼భ,మ implies that ݔଵ ൌ 	0. This means that 

෤଴ݔሺΔଵ,ଵሻܧ∗ܲ 	ൌ ෤଴ݔሺΔଵ,ଶሻܧ∗ܲ ൌ 	0.	
Now choose points ߣ′ଵ,  ,ଶ which are close to the middle points of Δଵ,ଵ and Δଵ,ଶ respectively′ߣ

and such that ߣ′௝ 	∉ 	 ,ሻ	୼భ,ೕܣ௣ሺߪ ݆	 ൌ 	1, 2. We denote the corresponding subintervals of Δ଴ by Δଶ,௝	, ݆	 ൌ
	1, 2, 3, 4. By the same arguments as above we find ܲ∗ܧሺΔଶ,௝ሻݔ෤଴ 	ൌ 	0, ݆	 ൌ 	1, 2, 3, 4. Continuing this 
procedure we obtain a sequence of partitions ሼΔ௡,௝	, ݆	 ൌ 	1, 2, . . . , 2௡ሽ of Δ௡,௝ 	ൌ 	1, 2, . . ., such that 

෤଴ݔሺΔ௡,௝ሻܧ∗ܲ 	ൌ 	0, ݆	 ൌ 	1, 2, . . . , 2௡, ݊	 ൌ 	1, 2, . . . .	
Hence with ݐ௡,௝ 	 ∈ 	 Δ௡,௝ and ݖ	 ∈ ԧ	\	Δ଴ we find 

	௡,௝ݐ෤଴,෍ሺݔ〉 െ ሺΔ௡,௝ሻܲ࣢ܧሻିଵݖ	

ଶ೙

௝ୀଵ

	ൌ〉	ሼ0ሽ.	

Passing to the ݈݅݉݅ݐ	݊	 → 	∞ we obtain 
,෤଴ݔ〉 ሺΛ	 െ 〈ሻିଵܲ࣢ݖ	 ൌ 	 ሼ0ሽ,	

and the minimality of the linearization (see (5)) implies that ݔ෤଴ 	ൌ 	0. Thus, ker ܲ∗ 	ൌ 	 ሼ0ሽ, and hence 
ran ܲ	 ൌ 	࣠.  
Corollary (1.1.5)[204]. For all intervals ∆	⊂ 	∆଴, 

ሺ∆ሻ࣠ܧ∗ܲ ൌ  ሺ16ሻ																																																																																																,ሺ∆ሻܲ࣢ܧ∗ܲ	
and these sets are closed; in particular ࣢୼ ൌ 	࣢ሺΔሻ. 
Proof. The equality ሺ16ሻ follows from the relation ran ܲ	 ൌ 	࣠. Since ܲ∗ is an isomorphism and the 
spectral subspace ܧሺΔሻ࣠ is closed, the subspace on the left hand side in ሺ16ሻ is closed as well. 
Recall that 

ܳሺΓሻ 	ൌ ,ܲ	ሺΓሻܧ	∗ܲ	 Γ	݈݁ݎ݋ܤ	ݐ݁ݏ	݂݋	∆଴,																																																																							ሺ17ሻ	
is the local spectral function of the analytic operator function ܣሺݖሻ, the range ܳ݊ܽݎሺΓሻ is the spectral 
subspace of the analytic operator function ܣሺݖሻ corresponding to Γ. Clearly, ܳሺΓሻ is a nonnegative 
operator in ࣢ which, because of Corollary (1.1.5), is uniformly positive on its range. If ∆	⊂ 	∆଴ is an 
interval such that the endpoints ߙ,  ሻ, then theݖሺܣ are not eigenvalues of the operator function ∆݂݋	ߚ
operator ܳሺ∆ሻ can be expressed directly through ܣሺݖሻ as follows: 

ܳሺ∆ሻ 	ൌ
1
݅ߨ2

න ,ݖ݀	ሻିଵݖሺܣ

ᇱ

ఊሺ∆ሻ

																																																																																													ሺ18ሻ 

where ߛሺ∆ሻ is a smooth contour in ࣯ which surrounds ∆ and crosses the real axis in ߙ and ߚ 
orthogonally, the prime at the integral denotes the Cauchy principal value at ߙ and ߚ. The relation ሺ18ሻ 
follows from the representation of the spectral function of the linearization Λ by means of the resolvent 
of Λ and the relation ሺ20ሻ (see also [208]). 

The properties of the operator valued set function ܳሺΓሻ are summarized in the following 
theorem. 
Theorem (1.1.6) [204].  Let Γ, Γଵ, Γଶ, . . . ⊂ Δ଴ be Borel sets. Then: 
(a) ܳሺΓሻ 	ൌ  .ሺΓሻ is closedܳ݊ܽݎ ሺΓሻ࣠, andܧ∗ܲ	
(b) If Γଵ ⊂ Γଶ	, then ܳ݊ܽݎሺΓଵሻ 	⊂  .ሺΓଶሻܳ݊ܽݎ	
(c) If ܳሺΓଵ ∩	Γଶሻ 	ൌ 	0, then 

ሺΓଵሻܳ݊ܽݎ 	∩ ሺΓଶሻܳ݊ܽݎ	 	ൌ 	 ሼ0ሽ, ሺΓଵሻܳ݊ܽݎ 	∔ ሺΓଶሻܳ݊ܽݎ	 	ൌ ሺΓଵܳ݊ܽݎ	 	∪	Γଶሻ.	
(d) If ሺΓ௝ሻଵ

ஶ is an infinite sequence such that ܳሺΓ௝ ∩ Γ௞ሻ 	ൌ 	0 for all ݆	 ് 	݇, ݆, ݇	 ൌ 	1, 2, . .. , then 

ܳቌራΓ௝

ஶ

௝ୀଵ

ቍ ൌ෍ܳሺΓ௝ሻ

ஶ

௝ୀଵ

,	

where the sum on the right hand side converges strongly and unconditionally. 
(e) The point ߣ଴ ∈ 	Δ଴ is a regular point of the operator function ܣሺݖሻ if and only if there exists a 
neighbourhood Γ of ߣ଴	such that ܳሺΓሻ 	ൌ 	0. 
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 (f) The point ߣ଴ ∈ 	Δ଴ is an eigenvalue of the operator function ܣሺݖሻ if and only if ܳሺሼߣ଴ሽሻ 	് 	0; in 
this case 

଴ሻߣሺܣݎ݁݇ 	ൌ 	ሺ19ሻ																																																																																																଴ሽሻ.ߣሺሼܳ݊ܽݎ	
(g) For an open interval Δ the following two statements are equivalent: 
(i) dim ܳ݊ܽݎሺΔሻ 	ൌ 	݊; 
(ii) Δ contains only a finite number of points of ߪሺܣሻ, all of them are eigenvalues and the sum of their 
multiplicities is ݊. 
In this case 

ሺΔሻܳ݊ܽݎ 	ൌ ௝ሻߣሺܣݎሼ݇݁	݊ܽ݌ݏ	 ∶ 	 ௝ߣ 	 ∈ Δ	 ∩ 	.	ሻሽܣሺߪ
(h) The eigenvectors of the operator function ܣሺݖሻ, corresponding to different eigenvalues in Δ଴, are 
linearly independent. If there is an infinite number of such eigenvalues, then the corresponding 
eigenvectors form a Riesz basis in their closed linear span. 
(l) If Δ is a subinterval of Δ଴ and A୼ is the operator function in ࣢ሺΔሻ	ሺൌ 	࣢୼ሻ defined by ሺ12ሻ, then 

୼ሻܣሺߪ 	∩ Δ଴ ⊂ 	Δഥ.	
Proof. The first equality in (a) is a consequence of ሺ16ሻ. All the other statements in (a)–(l) follow from 
the fact that ran ܲ	 ൌ 	࣠ and that ܲ∗ is an isomorphic embedding of ࣠ into ࣢, see Theorem (1.1.4), and 
the corresponding properties of the spectral function ܧ of the selfadjoint operator Λ in ࣠. 
For the proof of (l) we observe that with Δഥ ൌ:	 ሾߙ, ሻߙ୼ሺܣ ሿ by Lemma (1.1.2) we haveߚ 	൑ 0, ሻߚ୼ሺܣ ൒
	0. 
Then, by [208], ܣ୼ሺߙ′ሻ 	≪ 0 for all ߙ′ ∈ 	 ሾߙ଴, ሻ′ߚ୼ሺܣ ሻ andߙ ≫ 	0 for all ߚ′ ∈ 	 ሺߚ,  ଴ሿ, therefore theߚ
intervals ሾߙ଴, ,ߚሻ and ሺߙ  . ୼ሻܣሺߩ ଴ሿ,  belong toߚ
      Indeed, multiply ሺ20ሻ by ݖ଴ 	െ 	ݖ and let ݖ	 →  ଴. Then the left hand side converges strongly toݖ
ܳሺሼݖ଴ሽ), and we can also apply it to elements ݕሺݖሻ which converge strongly for ݖ	 →  ݔ ଴. Now for anyݖ
we find 

	ݔ଴ሽሻܲߣሺሼܧ∗ܲ ൌ 	݈݅݉௭	→௭బሺݖ	 െ	ݖ଴ሻܣሺݖሻ
ିଵݔ, 

and the limit on the right hand side exists; it is easy to check that this element is in ݇݁ܣݎሺݖ଴ሻ. The 

converse inclusion follows if in the above reasoning we choose ݕሺݖሻ ൌ 	
஺ሺ௭ሻ௫బ
௭	ି	௭బ

    with ݔ଴ such that 

଴ݔ଴ሻݖሺܣ 	ൌ 	0. 
In this section it is convenient to consider ܲ∗ as an operator which acts from ࣠ to ࣢ሺΔ଴ሻ. We 

will use for this operator the special notation ଴ܲ
∗. By Theorem (1.1.4), the operator ଴ܲ

∗ is boundedly 
invertible, and it is easy to see that 

ሺ ଴ܲ
∗	ሻ∗ݔ	 ൌ ,ݔܲ	 	ݔ ∈ ࣢ሺΔ଴ሻ.																																																																																					ሺ20ሻ	

Furthermore, in this section also the operators ܳሺΓሻ will be considered as operators in ࣢ሺΔ଴ሻ. 
Then ܳሺΔ଴ሻ is a positive and boundedly invertible operator. 

Under the bijection ଴ܲ
∗ from ࣠ onto ࣢ሺΔ଴ሻ the linearization Λ in ࣠ of the operator function 

 ࣢ሺΔ଴ሻ with respect to a suitable Hilbert inner ሻ becomes an operator ܵ which is selfadjoint inݖሺܣ
product ሺ൉,൉ሻ଴. More exactly, we equip ࣢ሺΔ଴ሻ with the positive definite inner product 

ሺݔ, ሻ଴ݕ ∶ൌ 	 ሺܳሺΔ଴ሻିଵݔ, ,ሻݕ ,ݔ 	ݕ ∈ 	࣢ሺΔ଴ሻ,																																																										ሺ21ሻ	
and define in ࣢ሺΔ଴ሻ the operator 

ܵ ∶ൌ 	 ଴ܲ
∗	Λሺ ଴ܲ

∗	ሻିଵ.																																																																																																																		ሺ22ሻ	
Since ܵ acts in a subspace of the originally given space ࣢ (equipped with the inner product 

ሺ21ሻ) we call ܵ the inner linearization of ܣሺݖሻ. 
Theorem (1.1.7) [204]. The operator ܵ in ሺ22ሻ is selfadjoint in ࣢ሺΔ଴ሻ with respect to the inner 
product ሺ൉,൉ሻ଴ from ሺ21ሻ,and, if ܧௌ denotes the spectral function of ܵ, for each Borel subset Γ݂݋	Δ଴ we 
have 

ௌሺΓሻܧ 	ൌ 	ܳሺΓሻܳሺΔ଴ሻିଵ, ௌሺΓሻܧ݊ܽݎ 	ൌ 	ሺ23ሻ																																																ሺΓሻ.ܳ݊ܽݎ	
Proof. Under the mapping ܲ∗ the (positive definite) inner product 〈. , . 〉 on ࣠ becomes a positive 
definite inner product ሺ൉,൉ሻ଴ on ࣢ሺΔ଴ሻ. In fact, if  ݔ෤, ෤ݕ 	∈ ෤ݔ∗ܲ ,࣠ 	ൌ ,ݔ	 ෤ݕ∗ܲ 	ൌ ,ݔ with ݕ	 	ݕ ∈ 	࣢ሺΔ଴ሻ, 
then, observing (20), we find 

ሺݔ, ሻ଴ݕ 	ൌ 	 ,෤ݔ〉 〈෤ݕ 	ൌ 〈ሺ ଴ܲ
∗	ሻିଵݔ, ሺ ଴ܲ

∗	ሻିଵݕ〉 ൌ ሺሺ ଴ܲ
∗	ሻି∗ሺ ଴ܲ

∗	ሻିଵݔ, 	ሻݕ
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ൌ ሺሺ ଴ܲ
∗ܲ	ሻିଵݔ, ሻݕ ൌ ܳሺ∆଴ሻିଵݔ,  .ሻݕ

Further, ܳሺ∆଴ሻ 	ൌ 	ܲ∗ܲ implies ሺ ଴ܲ
∗	ሻିଵ 	ൌ 	ܲܳሺ∆଴ሻିଵ, and we obtain 

ܵ	 ൌ 	ܲ∗Λሺ ଴ܲ
∗	ሻିଵ 	ൌ න ሻܳሺ∆଴ሻିଵߣሺܳ݀ߣ

∆బ

.																																																																			ሺ24ሻ 

Clearly, ܵ	is selfadjoint in the inner product ሺ൉,൉ሻ଴ and for any Borel subset Γ	 ⊂ ∆଴ the spectral 
projection ܧௌሺΓሻ	 of S in ࣢ሺΔ଴ሻ is given by 

ௌሺΓሻܧ 		ൌ 	ܲ∗Λሺ ଴ܲ
∗	ሻିଵܲܳሺ∆଴ሻିଵ 	ൌ 	ܳሺΓሻܳሺ∆଴ሻିଵ,	

and also the second equality in ሺ23ሻ follows.  
The relation ሺ23ሻ yields also the following corollary. 
Corollary (1.1.8)[204]. If Γଵ, Γଶ are Borel subsets of Δ଴	ܽ݊݀	ܳሺΓଵ ∩ Γଶሻ 	ൌ 	0, then the spectral 
subspaces ܳ݊ܽݎሺΓଵሻ and ܳ݊ܽݎሺΓଶሻ are orthogonal in the inner product ሺ൉,൉ሻ଴ . 

Finally we show that a factorization result from [211] can be obtained in a simple way from the 
above considerations, and we obtain an explicit form of the factors in terms of the spectral function of 
 .ሻݖሺܣ
Theorem (1.1.9)[204]. Suppose that, additionally to the above assumptions, ܣሺߙ଴ሻ 	≪ 	0 and ܣሺߚ଴ሻ 	≫
0. Then, in a neighbourhood of Δ଴, the operator function ܣሺݖሻ admits the unique factorization 

ሻݖሺܣ 	ൌ 	ሻሺܵݖଵሺܣ	 െ 	ሺ25ሻ																																																																																							ሻ.ݖ	
Here the operator ܵ	 ∈ ࣦሺ࣢ሻ is selfadjoint with respect to the inner product ሺ൉,൉ሻ଴ on ࣢ and such that 

ሺܵሻߪ 	ൌ ሻܣሺߪ	 	∩ Δ଴,	
the operator function ܣଵሺݖሻ is boundedly invertible in a neighbourhood of Δ଴, and such that ܣଵሺݖሻ and 
its inverse ܣଵሺݖሻିଵ are analytic there. The operator ܵ and the operator function ܣଵሺݖሻ  admit the 
representations 

ܵ	 ൌ න ሻܳሺΔ଴ሻିଵߣሺܳ݀ߣ

୼బ

	 , ሻݖଵሺܣ 	ൌ 	 න
ሻߣሺܣ 	െ ሻݖሺܣ	

ߣ െ ݖ
	݀ܳሺߣሻܳሺΔ଴ሻିଵ

୼బ

.	

Proof. According to [208], ࣢ሺΔ଴ሻ 	ൌ 	࣢. Hence ܲ is an invertible operator from ࣢ to ࣠, ܲ∗ is an 
invertible operator from ࣠ to ࣢, and ܳሺΔ଴ሻ is an invertible operator in ࣢. Consider the operator 
ܵ	 ൌ 	ܲ∗Λܲି∗ from ሺ24ሻ . The relation ሺ4ሻ and the invertibility of ܲ∗ imply 

ሻିଵݖሺܣ 	ൌ 	െሺܵ	 െ 	ܲ∗ሻିଵܲݖ	 ൅ 	ሺ26ሻ																																																																							ሻ.ݖሺܤ	
for all ݖ	 ∈ 	࣯	\	Δ଴, where ࣯ is a neighbourhood of Δ଴. Multiplying ሺ26ሻ from the left by ܣሺݖሻ gives 

െܣሺݖሻሺܵ	– 	ܲ∗ሻିଵܲݖ	 ൌ 	ܫ	 െ 	ሺ27ሻ																																																														ሻ.ݖሺܤሻݖሺܣ	
On the other hand, multiplying ሺ26ሻ from the left by ܵ	 െ  implies ݖ	

ሺܵ	 െ ሻିଵݖሺܣሻݖ	 	ൌ 	െܲ∗ܲ	 ൅	ሺܵ	 െ 	ሺ28ሻ																																																								ሻ.ݖሺܤሻݖ	
Denote ܣଵሺݖሻ ∶ൌ 	ሻሺܵݖሺܣ	 െ  ሻିଵ. Taking into account that ܲ∗ܲ is an invertible operator we see fromݖ	
ሺ27ሻ and ሺ28ሻ that ܣଵሺݖሻ is invertible in a neighbourhood of Δ଴ and that ܣଵሺݖሻିଵ is analytic there. 
Moreover, 

ሻݖଵሺܣ 	ൌ 	ሻሺܵݖሺܣ	 െ ሻଵݖ	 	ൌ ሻݖሺܣ	 නሺߣ	 െ ሻܳሺΔ଴ሻିଵߣሻିଵ݀ܳሺݖ	

୼బ

 

ൌ න
ሻݖሺܣ 	െ ሻߣሺܣ	

	ߣ െ ݖ	
	݀ܳሺߣሻܳሺΔ଴ሻିଵ

୼బ

.	

To show the uniqueness of the factorization we consider another factorization ܣሺݖሻ 	ൌ 	ሺ	ሻݖሚଵሺܣ		 ሚܵ 	െ
 ሻ with the same properties as in ሺ25ሻ. It follows thatݖ	

ሺ	 ሚܵ 	െ 	ሻሺܵݖ	 െ 	ሻିଵݖ	 ൌ 	.	ሻݖଵሺܣ	ሻିଵݖሚଵሺܣ
The operator function on the left hand side is analytic outside Δ଴, the function on the right hand side is 
analytic in a neighbourhood of Δ଴. Thus both operator functions can be extended by analytic 
continuation to the whole complex plane. 
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If ݖ	 → 	∞ the left hand side tends to the identity operator, and the claim ܵ	 ൌ 	 ሚܵ, ܣଵሺݖሻ 	ൌ  ሻݖଵ෢ሺܣ	ܾ	
follows from Liouville’s theorem.  
 
Section (1.2): Products of Selfadjoint Operators 

Let ܣ and ܩ	be two selfadjoint operators in a Hilbert space ሺ࣢, ሺ൉	,൉ሻሻ such that either ܣ or ܩ is 
bounded and boundedly invertible. Then the product ܩܣ is selfadjoint in a Krein space. Indeed, if ܩሺܣሻ 
is bounded and boundedly invertible, then ܩܣ is selfadjoint in the Krein space ሺ࣢, ሾ൉	,൉ሿீሻ	ሺሺ࣢, ሾ൉
	,൉ሿ஺షభ	ሻ, respectively), where 

ሾݔ, ሿீݕ 	ൌ 	 ሺݔܩ, ,ሻݕ ሾݔ, ሿ஺షభݕ 	ൌ ሺିܣଵݔ, ,ሻݕ ,ݔ ݕ ∈ 	࣢.	
Conversely, a selfadjoint operator in a Krein space can be written as a product of two selfadjoint 
operators in a Hilbert space one of which is bounded and boundedly invertible. 

The spectrum of a selfadjoint operator in a Krein space is symmetric with respect to the real 
axis. But even simple examples show that the spectrum of such operators can be empty or cover the 
entire complex plane. However, some classes of selfadjoint operators in Krein spaces are well-
understood. Among those are the definitizable operators. ܣ selfadjoint operator ܶ in the Krein space 
ሺ࣢, ሾ൉	,൉ሿሻ is called definitizable if its resolvent set ߩሺܶሻ is non-empty and if there exists a polynomial 
	݌ ് 	0 with real coefficients such that 

ሾ݌ሺܶሻݔ, ሿݔ 	൒ 	ݔ				݈݈ܽ	ݎ݋݂					0	 ∈ 	.ሺܶሻ݌	݉݋݀	
This definition goes back to ࣢. Langer who showed that the spectrum of a definitizable operator T – 
with the possible exception of a finite number of non-real eigenvalues which are poles of the resolvent 
of T – is real and that T possesses a spectral function on Թ with a finite number of singularities, see 
[33]. Definitizable operators appear in many applications including differential operators with 
indefinite weights (see, [184], [185], [187], [198], [199], [201]), selfadjoint operator polynomials (see, 
[189], [32]) and Sturm-Liouville equations with floating singularity (see, [196], [197], [202]). 

We extend the spectral theory of definitizable operators from selfadjoint operators in Krein 
spaces to products ܶ	 ൌ  in a Hilbert space which are both allowed ܩ and ܣ of selfadjoint operators ܩܣ	
to be unbounded and non-invertible. Instead of ߩሺܶሻ ് 	∅ as in the above definition of definitizability 
we will have to assume that both resolvent sets ߩሺܩܣሻ and ߩሺܣܩሻ are non-empty. If this holds, we say 
that the ordered pair ሺܣ,  is definitizable if there exists a polynomial ܩ and ܣ ሻ of selfadjoint operatorsܩ
 with real coefficients such that ݌

ሺ݌ሺܩܣሻݔ, ሻݔܩ 	൒ 	ݔ	݈݈ܽ	ݎ݋݂							0	 ∈ 	.ሻ௠௔௫ሼଵ,ௗ௘௚ሺ௣ሻሽܩܣሺ݉݋݀	
In the Krein space case the condition that ߩሺܩܣሻ and ߩሺܣܩሻ be non-empty is equivalent to ߩሺܶሻ 	് ∅ 
since in this situation the operators ܩܣ	݀݊ܽ	ܣܩ are similar. For example, we have ܣܩ	 ൌ  ଵ ifିܩሻܩܣሺܩ	
,ܣis bounded and boundedly invertible. Moreover, in this case the ordered pair ሺ ܩ  ሻ is definitizableܩ
according to our definition if and only if ܶ	 ൌ  is a definitizable operator in the Krein space ܩܣ	
ሺ࣢, ሺܩ ൉,൉ሻሻ. 

In our first main theorem Theorem (1.2.20) we show that the non-real spectrum of a 
definitizable pair ሺܣ,  consists of a finite number of poles of the ܩ	݀݊ܽ	ܣ ሻ of selfadjoint operatorsܩ
resolvent of ܩܣ and that its real spectral points can be classified into the so-called spectral points of 
positive and negative type and a finite set of critical points. This classification is then used in the proof 
of our second main result Theorem (1.2.22) to shown the existence of a spectral function for the 
operator ܩܣ. This spectral function behaves similarly as a spectral measure in Dunford’s sense 
(see,[26]) but might have a finite set of singularities which is a subset of the above-mentioned critical 
points. Our Theorems show that the class of definitizable operators is in fact a subclass of a much 
larger class of operators with the same spectral properties. We mention that in the special case when 
both ܣ	݀݊ܽ	ܩ are bounded, ܣ	 ൒ 	0 and 0	 ∉  was ܩܣ ሻ the existence of a spectral function ofܣሺ	݌ߪ
already showed in [188]. 

The techniques used in our proof of the existence of the spectral function are different to those 
in [33] where an analogue of Stone’s formula for selfadjoint operators in Hilbert spaces was used to 
define the spectral function. Here, we make use of the concept of the spectral points of positive and 
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negative type of symmetric operators in inner product spaces which was introduced by Langer, Markus 
and Matsaev in [13], see also [2], [22], [11] for the Krein space case. As mentioned above, in Theorem 
(1.2.20) we show that if the pair ሺܣ,  ሻ is definitizable, then there exists a finite number of real pointsܩ
which divide the real line into intervals which are either of positive or negative type with respect to ܩܣ. 
Due to a theorem in [13] this implies the existence of local spectral functions of ܩܣ on these intervals. 
In the proof of Theorem (1.2.22) we “connect” those local spectral functions and thus obtain a spectral 
function of ܩܣ on Թ with a finite number of singularities. 

In the preliminaries section following this introduction we introduce the spectral points of 
positive and negative type of a symmetric operator in a (possibly indefinite) inner product space and 
show that such an operator has a local spectral function on intervals of positive or negative type. We 
consider products ܩܣ of selfadjoint operators ܣ	݀݊ܽ	ܩ in a Hilbert space ሺ࣢, ሺ൉	,൉ሻሻ such that both 
 is then symmetric with respect to the inner product ܩܣ ሻ are non-empty. The operatorܣܩሺߩ	݀݊ܽ	ሻܩܣሺߩ
ሺܩ଴	 ൉,൉ሻ, where ܩ଴	 is the bounded selfadjoint operator given by 

:	଴ܩ ൌ 	ܩܣሺܩ	 െ	ߣ଴	ሻିଵሺܩܣ	 െ	ߣ଴തതത	ሻିଵ, ଴ߣ 	∈ 	,ሻ\Թܩܣሺߩ	
and we analyze the spectra of positive and negative type of ܩܣ (corresponding to the inner product 
ሺܩ଴	 ൉,൉ሻ). For example, it turns out that these spectra do not depend on the choice of ߣ଴ . In this Section  
we particularly make use of the results to show the main Theorems on definitizable pairs of selfadjoint 
operators, and we apply our results to Sturm-Liouville problems. 

Let ܵ be a linear operator in a Banach space ܺ. If S is bounded and everywhere defined, we 
write ܵ	 ∈ 	ߣ we understand the set of all ܵ	݂݋	ሺܵሻߩ ሺܺሻ. By the resolvent setܮ	 ∈ 	ԧ for which ranሺܵ	 െ
ሻߣ 	ൌ 	ܺ, 	ሺܵݎ݁݇ െ ሻߣ 	ൌ 	 ሼ0ሽ and ሺܵ	 െ 	ሻିଵߣ ∈  ሺܵሻ, the operator S isߩ ሺܺሻ. With this definition ofܮ	
closed if ߩሺܵሻ is non-empty. The operator S is called boundedly invertible if 0	 ∈   ሺܵሻ. The setߩ	
ሺܵሻߪ ∶ൌ  ሺܵሻ of ܵ is defined	௔௣ߪ ሺܵሻ is called the spectrum of S. The approximate point spectrumߩ\ܥ	
as the set of all ߣ	 ∈ 	ԧ for which there exists a sequence  ሺݔ௡	ሻ 	⊂ ‖௡ݔ‖ with ܵ	݉݋݀	 	ൌ 	1 and 
ሺܵ	 െ ௡ݔሻߣ	 → 	݊	ݏܽ	0	 → 	∞. A point ߣ	 ∈ 	ԧ does not belong to σୟ୮	ሺSሻ if and only if there exists 
ܿ	 ൐ 	0 and an open neighborhood ܷ	݂݋	ߣ in C such that ‖ሺܵ	 െ ‖ݔሻߤ	 	൒ 	ݔ holds for all ‖ݔ‖ܿ	 ∈
	ߤ and all ܵ	݉݋݀	 ∈ 	ܷ. 

Throughout this section ሺ࣢, ሺ൉	,൉ሻሻ denotes a Hilbert space and ܩ଴ a bounded selfadjoint 
operator in ࣢. The operator ܩ଴ induces a new inner product ሾ൉	,൉ሿ on ࣢ via 

ሾݔ, ሿݕ ∶ൌ 	 ሺܩ଴ݔ, ,ሻݕ ,ݔ ݕ ∈ 	࣢.	
The pair ሺ࣢, ሾ൉	,൉ሿሻ is often referred to as a ܩ଴-space. If ܩ଴ is boundedly invertible, ሺ࣢, ሾ൉	,൉ሿሻ  is called 
a Krein space. A subspace ࣦ	of	࣢ is called uniformly positive (uniformly negative) if there exists 
	ߜ ൐ 	0 such that 

ሾݔ, ሿݔ 	൒ ,ݔଶሺሾ‖ݔ‖ߜ	 ሿݔ 	൑ 	െݔ‖ߜ‖ଶ	, 	ሻݕ݈݁ݒ݅ݐܿ݁݌ݏ݁ݎ
holds for all ݔ	 ∈ 	ࣦ.  is closed, then ࣦ is uniformly positive (uniformly negative) if and only if ࣦ	݂ܫ
ሺࣦ, ሾ൉	,൉ሿሻ	ሺሺࣦ, െሾ൉	,൉ሿሻ, respectively) is a Hilbert space. The orthogonal companion of a subspace ࣦ is 
defined by 

ࣦሾୄሿ ∶ൌ 	 ሼݔ	 ∈ 	࣢ ∶ 	 ሾݔ, ℓሿ 	ൌ 	ℓ				݈݈ܽ	ݎ݋݂			0	 ∈ ࣦሽ.	
The subspace ࣦ is called ortho-complemented if ࣢	 ൌ 	ࣦ ൅	ࣦሾୄሿ . If the sum is direct, we write 
࣢	 ൌ 	ࣦሾ∔ሿࣦሾୄሿ . The symbol ሾ∔ሿ thus denotes the direct ሾ൉	,൉ሿ-orthogonal sum. The following Lemma 
will be used frequently, cf. [3]. 
Lemma(1.2.1)[183]. Let ࣦ ⊂ 	࣢ be a closed subspace. If ሺࣦ, ሾ൉	,൉ሿሻ is a Krein space, then ࣦ is ortho-
complemented. More precisely, we have 

࣢	 ൌ 	ࣦሾ∔ሿࣦሾୄሿ 
A closed and densely defined linear operator ܶ in ࣢ will be called ܩ଴-symmetric (or ሾ൉	,൉ሿ-

symmetric) if 
ሾܶݔ, ሿݕ 	ൌ 	 ሾݔ, ,ݔ ሿ holds for allݕܶ 	ݕ ∈  .ܶ	݉݋݀	

This is equivalent to the symmetry of the operator ܩ଴ܶ in the Hilbert space ሺ࣢, ሺ൉	,൉ሻሻ, i.e., ܩ଴ܶ	 ⊂
	ሺܩ଴ܶሻ∗. 

The Riesz-Dunford spectral projection of a closed linear operator ܶ in ࣢ with respect to a  
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spectral set ߪ	of	ܶ will be denoted by ܧሺܶ; .ሻߪ	 	ߪ	݂ܫ ൌ 	 ሼߣሽ, we write ܧሺܶ;  .ሽሻߣሼ	ሺܶ;ܧ ሻ instead ofߣ	
Lemma(1.2.2)[183]. Let T be G଴-symmetric. If λ	 ∈ 	ԧand λത are isolated points of the spectrum of ܶ, 
we have 

ሾܧሺܶ; ,ݔሻߣ	 ሿݕ ൌ ,ݔൣ ;ሺܶܧ ,ݔ	݈݈ܽ	ݎ݋݂					ሻ൧ߣ̅ 	ݕ ∈ 	࣢.	
Proof. Let ߝ	 ൐ 	0 be a number such that the deleted discs ሼߤ	 ∈ 	ԧ ∶ 	 	ߤ| െ |ߣ	 	൑ 	ߤ ሽ andߣሽ\ሼߝ	 ∈ 	ԧ ∶
	หߤ	 െ	 หߣ̅ ൑   ሺܶሻ. Define the curvesߩ are contained in ߣ\ߝ	
,ߛ ߰ ∶ 	 ሾ0, ሿߨ2 	→ ԧ by 

ሻ:ൌݐሺߛ 	ߣ	 ൅ :ሻݐ߰ሺ					ܽ݊݀				௜௧݁ߝ	 ൌ 	 ߣ̅ 	൅ ,௜௧݁ߝ	 ݐ ∈ 	 ሾ0, 	.ሿߨ2
Then for ݔ, 	ݕ ∈ 	࣢ we have 

ሾܧሺܶ; ,ݔሻߣ	 ሿݕ ൌ 	െ	
1
݅ߨ2

නሾሺܶ	– ,ݔሻିଵߤ	 ߤሿ݀ݕ
ఊ

	 

ൌ
1
݅ߨ2

නሾݔ, ሺܶ	 െ	 ߤሿ݀ݕሻିଵߤ̅
ఊషభ

	

ൌ
1
݅ߨ2

න ,ݔൣ ሺܶ	 െ 	 ߣ̅ 	െ ݐ݀	௜௧ି݁ߝሺെ݅ሻ	൧ݕሻିଵ	௜௧݁ߝ	

ଶగ

଴

ൌ ቎ݔ,െ	
1
݅ߨ2

න 	ሺܶ	௜௧݁ߝ݅ െ 	߰ሺݐሻሻିଵݕ	ݐ݀

ଶగ

଴

቏

ൌ ,ݔൣ 	,൧ݕሻߣ̅	;ሺܶܧ
	

where ିߛଵ	ሺݐሻ ∶ൌ 	ߣ	 ൅ ,	௜௧ି݁ߝ	 	ݐ ∈ 	 ሾ0,  .ሿߨ2
In [13] the spectral points of positive and negative type of a bounded ܩ଴-symmetric operator 

were introduced. In the following definition these notions are extended to unbounded operators. 
Definition(1.2.3)[183]. Let T be a ܩ଴-symmetric operator in ࣢. A point ߣ	 ∈  ሺܶሻ is called a	௔௣ߪ	
spectral point of positive (negative) type of ܶ if for every sequence ሺݔ௡	ሻ 	⊂ ‖௡ݔ‖ with	ܶ	݉݋݀	 	ൌ 	1 
and ሺܶ	 െ ௡ݔሻߣ 	→ ݊	ݏܽ	0	 → ∞ we have 

݈݅݉	݂݅݊
݊ → ∞

	ሾݔ௡, ሿ	௡ݔ ൐ 	0		 ቀ	݈݅݉	݌ݑݏ
݊ → ∞

ሾݔ௡, ሿ	௡ݔ ൏ 	0,  .ቁݕ݈݁ݒ݅ݐܿ݁݌ݏ݁ݎ

The set of all spectral points of positive (negative) type of ܶ will be denoted by ߪାሺܶሻ	ሺିߪሺܶሻ, 
respectively). A set ߂	 ⊂ 	ԧ is said to be of positive (negative) type with respect to ܶ if 

	߂ ሺܶሻ	௔௣ߪ	∩ ⊂ ߂ାሺܶሻ൫ߪ	 ሺܶሻ	௔௣ߪ	∩ ⊂ ,ሺܶሻିߪ	  .൯ݕ݈݁ݒ݅ݐܿ݁݌ݏ݁ݎ
The following statements were showed in [13] for bounded operators. However, the proofs can 

be adopted without difficulties in the unbounded case. 
Proposition(1.2.4)[183]. The spectral points of positive and negative type of a ܩ଴-symmetric operator 
ܶ	are real. Moreover, σାሺTሻ	 and σିሺTሻ are open in σୟ୮	ሺTሻ. In particular, if Δ is a compact interval 
which is of positive (negative) type with respect to T, then there exists a ԧ -open neighborhood ࣯ of Δ 
such that ሺ࣯\Թሻ ∩ σୟ୮	ሺTሻ ൌ 	∅ and ࣯	 ∩ Թ is of positive type (negative type, respectively) with 
respect to T. Moreover, there exists C	 ൐ 	0 such that for all λ	 ∈ 	࣯ we have	

‖ሺܶ	 െ ‖ݔሻߣ	 	൒ ,‖ݔ‖|ߣ	݉ܫ	|ܥ	 ݔ ∈ 	.ܶ	݉݋݀	
Definition(1.2.5)[183]. Let ܬ	 ⊂ 	Թ be a bounded or unbounded open interval and let ݏ	 ⊂  be a finite ܬ	
set. The system consisting of all bounded Borel subsets ߂ of ܬ	with  ̅߂ 	⊂  the boundary points of ܬ	
which are not contained in ݏ will be denoted by ࣬௦	ሺܬሻ. 	ݏ	݂ܫ ൌ 	∅, we simply write ࣬ሺܬሻ. Let ܵ be a 
closed and densely defined linear operator in the Banach space ܺ. A set function ܧ mapping from 
࣬௦	ሺܬሻ into the set of bounded projections in ܺ is called a local spectral function of S on J (with the set 
of critical points ݏ	 ൌ ,߂ ሻ) if the following conditions are satisfied for allܧሺݏ	 ,	ଵ߂ 	ଶ߂ ∈ 	࣬௦	ሺܬሻ: 
(i) ܧሺ߂ଵ ଶሻ߂	∩ 	ൌ  .ሻ	ଶ߂ሺܧሻ	ଵ߂ሺܧ	
(ii) If ߂ଵ ଶ߂	∩ 	ൌ 	∅, then ܧሺ߂ଵ ଶሻ߂	∪	 	ൌ ଵሻ߂ሺܧ	 	൅  .ሻ	ଶ߂ሺܧ	
(iii) ܧሺ߂ሻ commutes with every operator ܤ	 ∈ 	ܵܤ ሺ࣢ሻ for whichܮ	 ⊂  .ܤܵ	
(iv)	ߪሺܵ|ܧሺ߂ሻ࣢ሻ 	⊂ ሺܵሻߪ	 	∩  .തതതതതതതതതതതതത߂	
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(v) ߪሺܵ|ሺܫ	 െ ሻሻ࣢ሻ߂ሺܧ	 	⊂  .തതതതതതതതതതത߂	\	ሺܵሻߪ	
The points ߣ	 ∈  ሻ for which the strong limitsܧሺݏ	

	ݏ െ 	 ݈݅݉௧→଴ܧሺሾߣ	 െ ,ߝ	 	ߣ െ 	ݏ	݀݊ܽ	ሿሻݐ	 െ	 ݈݅݉௧→଴ܧሺሾߣ	 ൅ ,ݐ	 	ߣ ൅ 	ሿሻߝ	
do not exist for sufficiently small ߝ	 ൐ 	0 are called the singularities of ܧ. 

Let ܵ be a closed operator in a Banach space and let ߂ be a compact set in C. A closed subspace 
ࣦ∆ ⊂ 	dom	S is called the maximal spectral subspace of S corresponding to Δ if the following holds: 
(a) Sࣦ∆ 	⊂ 	ࣦ∆. 
(b) σሺS|ࣦ∆ሻ 	⊂ 	σሺSሻ 	∩ 	Δ. 
(c) If ࣦ ⊂ 	dom	S is a closed subspace such that (a) and (b) hold with ࣦ∆ replaced by ࣦthen	ࣦ	 ⊂ 	ࣦ∆. 
By ԧା	ሺԧିሻ we denote the open upper (lower, respectively) halfplane. The following Theorem has 
been shown for bounded ܩ଴-symmetric operators in [13]. 
Theorem(1.2.6)[183]. Let ܬ be a bounded or unbounded open interval in Թ which is of positive 
(negative) type with respect to the ܩ଴-symmetric operator ܶ. If each of the sets ԧା ∩ 	ρሺTሻ	and	ԧି ∩
	ρሺTሻ has an accumulation point in ܬ, then ܶ has a local spectral function ܧ without critical points on ܬ 
with the following properties 
ሺ߂	 ∈ 	࣬ሺܬሻሻ: 
(i) The subspace EሺΔሻ࣢ is uniformly positive (uniformly negative, respectively). 
(ii) The operator EሺΔሻ is G଴-symmetric. 
(iii) If Δ is compact, then EሺΔሻ࣢ is the maximal spectral subspace of ܶ	corresponding to Δ. 
Proof. Let ܬ be of positive type with respect to ܶ. As a consequence of the uniqueness of a local 
spectral function (see [310]) it is sufficient to show that the operator ܶ has a local spectral function on 
each compact subinterval of ܬ. Let ܬ′ be such an interval. By assumption, it is no restriction to assume 
that ܬ′ contains accumulation points of both ԧା ∩ ԧି	ܽ݊݀	ሺܶሻߩ	 ∩  ሺܶሻ. Due to Proposition (1.2.4)ߩ	
there exists an open neighborhood ࣯	݂݋	ܬ′ in ԧ such that ሺܷ\Թሻ	∩ ሺܶሻ	௔௣ߪ	 	ൌ 	∅. Hence, for each 
	ߣ ∈ 	࣯\Թ the operator ܶ	 െ 	ሺܶݎ݁݇ is semi-Fredholm with ߣ	 െ ሻߣ	 	ൌ 	 ሼ0ሽ. Since the sets  ࣯	 ∩ ԧା ∩
࣯	݀݊ܽ	ሺܶሻߩ	 ∩ ԧି ∩ \Թ	ሺܶሻ both are non-empty, it follows from [200] that in fact ࣯ߩ	 ⊂  .ሺܶሻߩ	
Moreover, by Proposition (1.2.4) there exists ܥ	 ൐ 	0 such that 

‖ሺܶ	 െ ሻ‖ିଵߣ	 	൑ 	
ܥ

|ߣ	݉ܫ	|
																																																																														ሺ29ሻ	

holds for all ߣ	 ∈ 	࣯\Թ. By [34] the maximal spectral subspace ࣦ of ܶ corresponding to ܬ′ exists and 
ܶ|ࣦ is bounded. As ܶ|ࣦ is also ሾ൉	,൉ሿ-symmetric and ߪሺܶ|ࣦ	ሻ 	ൌ ߪ	 ൅ ሺܶ|ࣦ	ሻ it follows from [34] that 
ሺࣦ	, ሾ൉	,൉ሿሻ is a Hilbert space. Denote by ࣦܧ the spectral measure of the selfadjoint operator ܶ|ࣦ in 
ሺࣦ, ሾ൉	,൉ሿሻ and by ࣦܲ  the projection onto ࣦ with  ݇݁ݎ	ࣦܲ 	ൌ 	ࣦሾୄሿ which exists due to Lemma (1.2.1). 
Then ܧሺ൉ሻ ∶ൌ ሺ൉ሻࣦࣦܲܧ	  defines a local spectral function of ܶ on ܬ′. 

Throughout this section let ܣ	݀݊ܽ	ܩ be selfadjoint operators in the Hilbert space ሺ࣢, ሺ൉	,൉ሻሻ. 
Each of the statements in the following proposition follows from or is an easy consequence of [192] 
and [192], see also [193], [203]. 
Proposition(1.2.7)[183]. Let A	and	G be selfadjoint operators in ࣢. If 

ሻܩܣሺߩ ് ሻܣܩሺߩ						݀݊ܽ					∅	 	് ∅,																																																																						ሺ30ሻ	
then both operators AG	and	GA are closed and densely defined and 

ሺܩܣሻ∗	 ൌ  ሺ31ሻ																																																																																																					.ܣܩ	
Moreover, 

ሻ\ሼ0ሽܩܣሺߪ 	ൌ 	ሺ32ሻ																																																																													ሻ\ሼ0ሽ.ܣܩሺߪ	
In addition, for λ	 ∈ 	ρሺAGሻ\ሼ0ሽ the following relations hold: 

	ܣܩሺܣ െ ሻିଵߣ	 ൌ 	 ሺܩܣ	 െ 	,തതതതതതതതതതതതതതതതതതܣሻିଵߣ	
	ܩܣሺܩ െ ሻିଵߣ	 ൌ 	 ሺܣܩ	 െ 	.തതതതതതതതതതതതതതതതതതܩሻିଵߣ	

In our main results (Theorems (1.2.20) and (1.2.22) below) we require that ሺ30ሻ is satisfied. 
Since in applications this condition might be hard to verify, the following sufficient conditions for (30) 
may be helpful. 
Lemma(1.2.8)[183]. The following conditions are sufficient for (30) to hold: 
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(a) G is bounded and ρሺGAሻ 	് ∅. 
(b) G is boundedly invertible and ρሺAGሻ 	് 	∅. 
 (c) ሺܩܣሻ∗ 	ൌ 	GA	and	ρሺAGሻ 	് 	∅. 
(d) ρሺAGሻ 	് 	∅, GA is closed and for some λ	 ∈ 	ρሺAGሻ\ሼ0ሽ the operator GሺAG	 െ 	λሻିଵA is bounded on 
dom		A. 
Proof. If (c) holds, then ߪሺܣܩሻ 	ൌ ሻ∗ሻܩܣሺሺߪ	 	ൌ ൛̅ߣ ∶ 	ߣ	 ∈ ሻܩܣሺߩ ሻൟ and henceܩܣሺߪ	 	് 	∅. Hence, (c) 
implies (30). If (b) holds, then ܩܣ	݀݊ܽ	ܣܩ are closed and ሺܩܣሻ∗ 	ൌ  ܣܩ	݀݊ܽ	ܩܣ If (a) holds, then .ܣܩ	
are closed and ሺܣܩሻ∗ ൌ  .Therefore, (b) implies (c) and (a) implies (c) with A and G interchanged .ܩܣ	
Consequently, both (a) and (b) imply (30). Assume now that (d) holds. Then the operator ܣܩ	 െ  is ߣ	
injective. Moreover (see also [307]), for ݔ	 ∈ 	ܩܣሺܩ we have ܣ݉݋݀	 െ 	ݔܣሻିଵߣ	 െ 	ݔ	 ∈  ሻܣܩሺ݉݋݀	
and 

ሺܣܩ	 െ 	ܩܣሺܩሻሺߣ	 െ 	ݔܣሻିଵߣ	 െ ሻݔ	 ൌ 	.ݔߣ	
This shows that ݀ܣ݉݋	 ⊂ 	ܣܩሺ݊ܽݎ	 െ 	ܣܩሻ and that ሺߣ	 െ  is bounded. As the closure of ܣ݉݋݀	|	ሻିଵߣ	
ሺܣܩ	 െ 	ܣܩcoincides with ሺ ܣ݉݋݀	|	ሻିଵߣ െ 	ܣܩ (on ran ሺ	ሻିଵߣ െ 	ܣܩሻሻ, it follows that ሺߣ	 െ 	ሻିଵߣ 	 ∈
 .ሺ࣢ሻܮ	

Indeed, if ܩܣ	 ∈ 	ܩ݉݋݀ ሺ࣢ሻ, thenܮ	 ൌ ࣢ yields ܩ	 ∈  ,ሺ࣢ሻ. Suppose that (30) holds. Thenܮ	
according to Proposition (1.2.7), we have ܣܩ	 ൌ 	 ሺܩܣሻ∗ 	∈ 	ܣ ሺ࣢ሻ and thusܮ	 ∈  .ሺ࣢ሻܮ	
Proposition(1.2.9)[183]. If (30) is satisfied, then the following conditions are equivalent. 
(a) ܩܣ is boundedly invertible. 
(b)	݊ܽݎሺܩܣሻ 	ൌ 	࣢. 
(c) GA is boundedly invertible. 
(d) ranሺGAሻ 	ൌ ࣢. 
(e) ܣ	and	ܩ are boundedly invertible. 
In particular, σሺAGሻ 	ൌ 	σሺGAሻ. 
Proof. Clearly, (a) implies (b). Assume that (b) holds. Then ݊ܽݎ	ܣ	 ൌ 	࣢ (which implies ݇݁ܣݎ	 ൌ
	ሼ0ሽሻ	ܽ݊݀	݀ܣ݉݋	 ൌ ሻܪܩܣሺ	ଵିܣ	 	⊂ 	which implies rG ܩ݊ܽݎ	 ൌ 	 ሺranGሻୄ 	⊂ 	 ሺdomAሻୄ 	ൌ 	 ሼ0ሽ . 
Hence, kerሺAGሻ 	ൌ 	 ሼ0ሽ and (a) follows. By interchanging the roles of ܣ	and	ܩ it is seen that (c) and 
(d) are equivalent. The equivalence ሺaሻ ⇔ ሺcሻ is a consequence of (31). Since (a) implies that A is 
boundedly invertible, (c) implies that G is boundedly invertible and (e) implies both (a) and (c), the 
proposition is showed. 
Corollary(1.2.10)[183] Assume that (30) holds. Then for each λ	 ∈ 	ԧ the following statements hold. 
(i) ߣ	 ∈ ሻܩܣሺߪ	 	⟺	 ߣ̅ 	∈  .ሻܩܣሺߪ	
(ii)	ߣ	 ∈ ሻܩܣሺ	௔௣ߪ\ሻܩܣሺߪ	 	⇒ ഥ	ߣ	 ∈  .ሻܩܣሺ	௣ߪ	
Proof. From Propositions (1.2.7) and (1.2.9) it follows that ߣ	 ∈  ሻ impliesܩܣሺߩ	

ߣ̅ 	 ∈ ሻ∗ሻܩܣሺሺߩ	 	ൌ ሻܣܩሺߩ	 	ൌ 	.ሻܩܣሺߩ	
This showes (i). Let us show (ii) for ߣ	 ് 	0. If ߣ	 ∈ ,ሻܩܣሺ	௔௣ߪ\ሻܩܣሺߪ	 	ߣ ് 	0, then it is well-known 
that ߣ	 ∈ ሻ∗ሻܩܣሺሺ	௣ߪ	 	ൌ 	ݔ ሻ. Hence, there existsܣܩሺ		௣ߪ	 ∈ 	ݔܣܩ such that	ሻ\ሼ0ሽܣܩሺ݉݋݀	 ൌ  .ݔߣ	
Therefore, ݔܣܩ	 ∈ 	ܩܣand ሺ ܣ݉݋݀	 െ 	ݔܣሻߣ	 ൌ 	ܣܩሺܣ	 െ 	ݔሻߣ	 ൌ 	0. Since ݔܣ	 ് 	0 (otherwise, 
	ݔܣܩ ൌ 	0 and thus  ݔ	 ൌ 	0), we conclude that ߣ	 ∈ 	ߣ ሻ. But (ii) also holds forܩܣሺ		௣ߪ	 ൌ 	0 as in this 
case the left-hand side of the implication (ii) is never true. To see this, note that  0	/∈  ሻܩܣሺ	௔௣ߪ	
implies that there is a neighborhood ࣯ of zero such that ࣯	 ∩ ሻܩܣሺ	௔௣ߪ 	ൌ 	∅. Now, from (ii) for ߣ ് 	0 
it follows that ࣯\ሼ0ሽ 	⊂ 	ܩܣ ሻ. Hence, the Fredholm index ofܩܣሺߩ	 െ 	ߣ	ݎ݋݂	ߣ	 ∈ 	࣯ is constantly zero. 
And as ݇݁ݎሺܩܣሻ 	ൌ 	 ሼ0ሽ, it follows that also 0	 ∈  .ሻܩܣሺߩ	

If (30) is satisfied, by Corollary (1.2.10) there exists ߣ଴ ∈ 	ঃ\Թ such that ߣ଴ , ߣ଴തതത 	∈  ሻ, andܩܣሺߩ	
thus, the operator 

଴ܩ ∶ൌ 	ܩܣሺܩ	 െ	ߣ଴	ሻିଵ	൫ܩܣ	 െ	ߣ଴തതത൯
ିଵ
																																																																			ሺ33ሻ	

is bounded. Moreover, due to Proposition (1.2.7) we have 
଴ܩ
∗ ൌ 	 ሺܣܩ	–	ߣ଴	ሻିଵሺܩሺܩܣ	–	ߣ଴	ሻିଵሻ∗ 
ൌ	 ሺܣܩ	 െ	ߣ଴	ሻିଵሺሺܣܩ	 െ	ߣ଴	ሻିଵܩሻ∗	
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ൌ	 ሺܣܩ	 െ	ߣ଴	ሻିଵܩሺܩܣ	 െ	ߣ଴തതത	ሻିଵ	
ൌ 	ܩܣሺܩ	 െ	ߣ଴	ሻିଵሺܩܣ	 െ	ߣ଴തതത	ሻିଵ 	ൌ 	଴ܩ	

and 
	ܩܣ଴ܩ ൌ 	ܣܩሺ	ܩ	 െ	ߣ଴	ሻିଵ	ሺܣܩ	 െ	ߣ଴തതത	ሻିଵܩܣ	

⊂ 	ܣܩሺܩܣܩ	 െ	ߣ଴	ሻିଵሺܣܩ	 െ	ߣ଴തതത	ሻିଵ	
ൌ ଴ܩܣܩ	 	ൌ 	 ሺܩ଴ܩܣሻ∗.	

This shows that ܩ଴ is selfadjoint and that ܩܣ is ܩ଴-symmetric. Equivalently, ܩܣ is symmetric with 
respect to the inner product 

ሾݔ, ሿݕ ∶ൌ 	 ሺܩ଴ݔ, ,ሻݕ ,ݔ ݕ ∈ ࣢.																																																																						ሺ34ሻ	
Note that the inner product ሾ൉	,൉ሿ is in general not a Krein space inner product. It might even be 
degenerate. 

For the rest of this section we assume that (30) holds and fix ߣ଴ 	∈  ଴ܩ ሻ\Թ, the operatorܩܣሺߩ	
in (33) and the inner product ሾ൉	,൉ሿ in (34). The spectra of positive and negative type of ܩܣ are 
connected with the inner product [· , ·] which itself depends on ߣ଴ 	∈  ሻ\Թ. The following Lemmaܩܣሺߩ	
shows that ߪାሺܩܣሻ and ିߪሺܩܣሻ are in fact independent of ߣ଴ . 
Lemma(1.2.11)[183]. Let λ	 ∈ 	ԧ. Then λ	 ∈ 	 σାሺAGሻ	ሺλ	 ∈ 	 σିሺAGሻሻ if and only if for each sequence 
ሺx୬	ሻ ⊂ 	dom	AG with ‖x୬	‖ 	ൌ 	1 and ሺAG	 െ 	λሻx୬	 	→ 	0	as	n → ∞we have 

݈݅݉	݂݅݊
݊ → ∞

	ሺݔܩ௡	, ሻ		௡ݔ ൐ ݌ݑݏ	݈݉݅		0	
݊ → ∞

ሺݔܩ௡	, ሻ	௡ݔ ൏ 	0, 	.ݕ݈݁ݒ݅ݐܿ݁݌ݏ݁ݎ

Proof. Assume that the condition in the lemma on the approximate eigensequences of ܩܣ holds and let 
ሻ		௡ݔ) 	⊂ ‖	௡ݔ‖ with ܩܣ	݉݋݀	 	ൌ 	1  and  
ሺܩܣ	 െ 	௡ݔሻߣ	 	→ ݊	ݏܽ					0	 → ∞. Set 

௡ݕ ∶ൌ 	 ሺߣ	 െ	ߣ଴	ሻሺܩܣ	 െ	ߣ଴ሻିଵݔ௡		. 
Then we have 

ሺܩܣ	 െ ௡ݕሻߣ	 	ൌ 	 ሺߣ	 െ	ߣ଴	ሻሺݔ௡	 	൅ 	ሺߣ଴ 	െ 	ܩܣሻሺߣ	 െ	ߣ଴ሻିଵ	ݔ௡	ሻ ൌ 	 ሺߣ	 െ	ߣ଴ሻሺݔ௡	 	െ 	.ሻ	௡ݕ	
On the other hand, 

ሺܩܣ	 െ ௡ݕሻߣ	 	ൌ 	 ሺߣ	 െ	ߣ଴	ሻሺܩܣ	 െ 	ܩܣሺ	ሻିଵ	଴ߣ െ 	௡ݔሻߣ	 	→ 	0	
as	݊ → ∞. Hence ‖ݕ௡‖ → 	1 and since 

ሾݔ௡	, ሿ	௡ݔ ൌ ,		௡ݔ଴ሻିଵߣ	–	ܩܣሺܩ ሺܩܣ	–	ߣ଴ሻିଵݔ௡	 ൌ
1

	|ଶ	଴ߣ	–	ߣ|
		ሺݕܩ௡,  ሻ	௡ݕ

we conclude 
݈݅݉	݂݅݊
݊ → ∞

	ሾݔ௡	, ሿ	௡ݔ 	ൌ
1

	|ଶ	଴ߣ	–	ߣ|
	݈݅݉	݂݅݊
݊ → ∞

	ሺݕܩ௡, ሻ	௡ݕ 	൐ 	0.	

Conversely, let ߣ	 ∈ ሻ		௡ݔሻ and let ሺܩܣାሺߪ	 ⊂ ‖	௡ݔ‖	݄ݐ݅ݓ	ܩܣ݉݋݀ ൌ 1	ܽ݊݀	ሺܩܣ	 െ 	௡ݔሻߣ	 	→
݊			ݏܽ	0	 → ∞. Since ሺݔܩ௡	, ሻ		௡ݔ 	ൌ 	 ሾሺܩܣ െ	ߣ଴	ሻݔ௡			, ሺܩܣ	 െ	ߣ଴	ሻݔ௡			ሿ, 
we obtain from ሺܩܣ	 െ 	௡ݔሻߣ	 	→ ݊	ݏܽ		0	 → ∞: 

݈݅݉	݂݅݊
݊ → ∞

	ሺݔܩ௡	, ሻ	௡ݔ 	ൌ 	 	ߣ| െ ݂݊݅	݈݉݅	ଶ|	0ߣ	
݊ → ∞

	ሾݔ௡	, ሿ		௡ݔ 	൐ 	0,	

which shows the assertion. 
Corollary(1.2.12)[183] Assume that (30) holds and that 0	 ∈ 	σାሺAGሻ 	∪	σିሺAGሻ. Then G is 
boundedly invertible. 
Proof. Suppose that, e.g., 0	 ∈   ሻ and that there exists a sequenceܩܣାሺߪ	
ሺݔ௡		ሻ 	⊂ ‖	௡ݔ‖	݄ݐ݅ݓ		ܩ݉݋݀	 	ൌ 	1 for ݊	 ∈ 	௡ݔܩ	݀݊ܽ	ܰ	 	→ ݊	ݏܽ	0	 → ∞. Define 

	௡ݕ ∶ൌ 	െߣ଴	ሺܩܣ	 െ	ߣ଴	ሻିଵݔ௡	 	 ∈  ሻܩܣܩሺ݉݋݀	
as in the proof of Lemma (1.2.11) (with ߣ	 ൌ 	0). Then ݕܩܣ௡ 	ൌ ௡ݕሺ	଴ߣ	 െ ௡ݕܩܣ ሻ and	௡ݔ 	ൌ
	െߣ଴ܣሺܣܩ െ ௡ݔܩ଴ሻିଵߣ 	→ ݊	ݏܽ		0 → 	ܣܩሺܣ	ݏܽ		∞ െ	ߣ଴	ሻିଵ is bounded. Therefore,	‖ݕ௡‖ 	→ 	1 and 

since 0	 ∈ ݂݊݅	݈݉݅ ሻ, from Lemma (1.2.11) we concludeܩܣାሺߪ	
݊ → ∞

ሺݕܩ௡, ሻ	௡ݕ ൐ 0. But this contradicts 

௡ݕܩ ൌ െߣ଴	ሺܣܩ െ	ߣ଴ሻିଵݔܩ௡ 	→ ݊	ݏܽ	0	 → ∞. 
Lemma(1.2.13)[183]. Assume that (30) is satisfied. Let ࣦ	 ⊂ 	domAG be a closed subspace such that 
AGࣦ	 ⊂ 	ࣦ and 0	 ∈ 	ρሺAG|ࣦሻ. If	࣢	 ൌ 	ࣦ	 ൅	ࣦሾୄሿ	, then	ሺࣦ, ሾ൉	,൉ሿሻ	is a Krein space. 
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Proof. Let ࣦܲ  be the orthogonal projection (with respect to ሺ൉	,൉ሻ) onto ࣦ	݅݊࣢. Then, with ࣦܩ ∶ൌ
	ࣦܲ ሺܩ଴|ࣦሻ ∈  ሺࣦሻ we haveܮ	

ሾℓଵ, ℓଶሿ 	ൌ 	 ሺࣦܩℓଵ, ℓଶ	ሻ	݂ݎ݋	ℓଵ, ℓଶ 	∈ 	ࣦ.	
Hence, ሺࣦ, ሾ൉	,൉ሿሻ is a Krein space if and only if ࣦܩ is boundedly invertible. Let ℓ ∈ ker  By .ࣦܩ		
assumption, for any ݔ	 ∈ 	࣢we find ݔଵ 	∈ ଶݔ	݀݊ܽ	ࣦ	 	∈ 	ࣦሾୄሿ such that ݔ	 ൌ ଵݔ	 	൅  ଶ. It follows thatݔ

ሺܩ଴	ℓ, ሻݔ 	ൌ 	 ሾℓ, ଵݔ 	൅	ݔଶሿ 	ൌ 	 ሾℓ, ଵሿݔ 	ൌ 	 ሺࣦܩℓ, ଵሻݔ 	ൌ 	0,	
and thus ܩ଴	ℓ	 ൌ 	0. From 

0	 ൌ 	ܩܣሺܩ	 െ	ߣ଴	ሻିଵሺܩܣ	 െ	ߣ଴	തതതതሻିଵ	ℓ ൌ 	 ሺܣܩ	 െ	ߣ଴	ሻିଵሺܩܣ	 െ	ߣ଴	തതതതሻିଵܩℓ	
we conclude ܩℓ	 ൌ 	0 and hence ܩܣℓ	 ൌ 	0 which implies ℓ ൌ 	0	ݏܽ	0	 ∈  ሻ. Therefore we haveࣦ|ܩܣሺߩ	
࣢ ൌ 	ࣦሾ∔ሿࣦሾୄሿ (since ࣦ݇݁ܩݎ 	ൌ 	ࣦ ∩ ࣦሾୄሿሻ. 
Now, suppose that there exists a sequence ሺℓ௡ሻ 	⊂ 	ࣦ with ‖ℓ௡‖ ൌ 	1 and ‖ࣦܩℓ௡‖ 	→ ݊	ݏܽ	0	 → ∞. If 
by ܲ we denote the (ܩ଴-symmetric) projection onto L with ݎ	ܲ	 ൌ 	ࣦሾୄሿ , we obtain 

ℓ௡‖ଶࣦܩ‖ ൌ 	 ሺܩ଴ℓ௡, ଴ℓ௡ሻܩܲ 	൅ 	ሺܩ଴ℓ௡	, ሺܫ	 െ 	ܲሻܩ଴ℓ௡	ሻ	
ൌ 	 ሺࣦܲ ,଴ℓ௡ܩ ଴ℓ௡ሻܩܲ 	൅	 ሾℓ௡	, ሺܫ	 െ 	ܲሻܩ଴ℓ௡	ሿ	

ൌ 	 ሺࣦܩℓ௡, 	ሻ	଴ℓ௡ܩܲ
൑ 	 	‖ℓ௡ࣦܩ‖ ൉ 	‖ܲ	‖ ൉  ‖଴ܩ‖	

Hence, ܩ଴ℓ௡ 	→ 	݊	ݏܽ	0	 → 	∞. It is easy to see that ࣦሾୄሿ is ܩܣ-invarant. Hence, ࣦ is ሺܩܣ	 െ	ߣ଴	ሻିଵ -
invariant. And since ܩܣ|ࣦ is bounded, we conclude 

‖଴ℓ௡ܩ‖ 	൑ 	 ‖ሺܩܣ	–	ߣ଴	ሻ|ࣦ‖	 ൉ ‖ሺܩܣ	–	ߣ଴	ሻିଵܩܣ଴ℓ௡‖ 
ൌ	‖ሺܩܣ	 െ	ߣ଴	ሻ|ࣦ‖ 	 ൉ 	ܣܩሺܣ‖ െ	ߣ଴	ሻିଵܩ଴ℓ௡‖	

൑ 	 ‖ሺܩܣ	 െ	ߣ଴ሻ|ࣦ	‖ ൉ 	ܣܩሺܣ‖ െ	ߣ଴	ሻିଵ‖ 	 ൉  .‖଴ℓ௡ܩ‖	
Thus, we have ሺܩܣ	 െ	ߣ଴	ሻିଵሺܩܣ	 െ	ߣ଴തതത	ሻିଵܩܣℓ௡ 	ൌ ଴ℓ௡ܩܣ	 	→ 	0, which implies ܩܣℓ௡ → ݊	ݏܽ	0	 →
∞, which is a contradiction to 0	 ∈  .ሻ. The Lemma is showedࣦ|ܩܣሺߩ	
Proposition(1.2.14)[183]. Assume that (30) is satisfied. Then for each λ	 ∈ ԧ the following statements 
hold. 
(i) If λ	 ് 	0 is an isolated point of the spectrum of ܩܣ , then the inner product space   
൫ܧ൫ܩܣ; ൛ߣ, ,࣢	ൟ൯ߣ̅ ሾ൉	,൉ሿ൯ is a Krein space. 
(ii) If  ߣ is a pole of the resolvent of ܩܣ of order ߥ then ̅ߣ is a pole of the resolvent of ܩܣ of order ν. 
Proof.  For the proof of (i) set ܧ ∶ൌ ;ܩܣ൫ܧ	 ൛ߣ,  ,൉ሿ-symmetric by Lemma (1.2.2), it	ሾ൉	. As E is	ൟ൯ߣ̅
follows that ሺܫ	 െ 	ሻ࣢ܧ	 ⊂ 	 ሺ࣢ܧሻሾୄሿ . And since࣢	 ൌ ࣢ܧ	 ∔	ሺܫ	 െ  Lemma (1.2.13) yields the ,ሻ࣢ܧ	
assertion. 

By [305] the fact that ߣ	 ∉ Թ (the statement for ߣ	 ∈ 	Թ is trivial) is a pole of the resolvent of ܩܣ 
of order ߥ is equivalent to 

ሺܩܣ	 െ ;ܩܣሺܧሻఔߣ	 ሻߣ	 	ൌ 	0	ܽ݊݀	ሺܩܣ	 െ ;ܩܣሺܧሻఔିଵߣ	 ሻߣ	 	് 	0.	
Let ݔ, 	ݒ ∈ 	;ܩܣ൫ܧ	  be arbitrary. From Lemma 1.2.2 we obtain  ࣢	൯ߣ̅

ൣ൫ܩܣ	 െ	 ൯ߣ̅
ఔ
,ݔ ൧ݒ ൌ ܩܣ൯൫ߣ̅	;ܩܣ൫ܧൣ െ	 ൯ߣ̅

ఔ
,ݔ ൧ݒ ൌ ൫ܩܣ െ ൯ߣ̅

ఔ
,ݔ ;ܩܣሺሺܧ ሻݒሻߣ	 ൌ 0. 

Furthermore, for ݑ	 ∈ ;ܩܣሺܧ	  we have ሻ࣢ߣ	
ൣ൫ܩܣ	 െ	 ൯ߣ̅

ఔ
,ݔ ൧ݑ ൌ 	 ሾݔ, ሺܩܣ	 െ ሿݑ	ሻఔߣ	 	ൌ 	0.	

Hence, ൣ൫ܩܣ	 െ	 ൯ߣ̅
ఔ
,ݔ ൧ݕ ൌ 	0 for all ݕ	 ∈ ܧ	 ቀ൫ܩܣ; ൛ߣ, ;ܩܣ൫ܧൟ൯࣢ቁ. And as ൫ߣ̅ ൛ߣ, ,ൟ൯࣢ߣ̅ ሾ൉	,൉ሿ൯ is a 

Krein space by (i), we obtain ൫ܩܣ	 െ	 ൯ߣ̅
ఔ
	ݔ ൌ 	0. 

Proposition(1.2.15)[183] Let ܣ଴ be a bounded selfadjoint operator in ࣢ and assume that ܩ଴ܣ଴ܩ଴ 	൒
	0. Then the following statements hold for the bounded ܩ଴-symmetric operator ܣ଴ܩ଴ : 
(i) ߪሺܣ଴ܩ଴	ሻ 	⊂ 	ܴ, 
(ii) ሺ0,∞ሻ 	∩ ሻ	଴ܩ଴ܣሺߪ	 	⊂  ,ሻ	଴ܩ଴ܣାሺߪ	
(iii) ሺെ∞, 0ሻ 	∩ ሻ	଴ܩ଴ܣሺߪ	 	⊂  .ሻ	଴ܩ଴ܣሺିߪ	
Proof. Let ߣ	 ∈ ሻ	௡ݔሻ\ሼ0ሽ and let ሺ	଴ܩ଴ܣሺ	௔௣ߪ	 	⊂ 	࣢ with ‖ݔ௡	‖ 	ൌ 	1, ݊	 ∈ Գ, and ሺܣ଴ܩ଴ 	െ ௡ݔሻߣ	 		→
݊	ݏܽ 0	 → ∞. We claim that it is not possible that  ݈݅݉௡→ஶ	ሺܩ଴ܣ଴ܩ଴ݔ௡, ௡ሻݔ 	ൌ 	0. Suppose the 
contrary. Then, from the Cauchy-Bunyakowski inequality we obtain 
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௡‖ଶݔ଴ܩ଴ܣ଴ܩ‖ 	൑ 	 ሺܩ଴ܣ଴ܩ଴ݔ௡, ,௡ݔሻଶ	଴ܩ଴ܣ଴ܩሻሺሺ	௡ݔ  	,௡ሻݔ଴ܩ଴ܣ଴ܩ
and hence ܩ଴ܣ଴ܩ଴ݔ௡ 	→ ݊	ݏܽ	0	 → ∞. As ሺܣ଴ܩ଴ 	െ ௡ݔሻߣ 	→ 	0, this implies  ܩ଴ݔ௡ 	→ 	0 and hence 
௡ݔ଴ܩ଴ܣ 	→ ݊	ݏܽ 0	 → ∞. A contradiction. 

Assume that there exists ߣ	 ∈ ሻ	௡ݔሻ\Թ. Then there exists ሺ	଴ܩ଴ܣሺ	௔௣ߪ	 ⊂ 	࣢with ‖ݔ௡‖ 	ൌ 	1 and 
ሺܣ଴ܩ଴ െ ௡ݔሻߣ 	→ ݊	ݏܽ	0	 → ∞. Since ሾܣ଴ܩ଴ݔ௡, ሿ	௡ݔ 	െ ,௡ݔሾߣ	 ݊ ሿ tends to zero as	௡ݔ → ∞ and 
ሾܣ଴ܩ଴ݔ௡, ,௡ݔሿ and ሾ	௡ݔ ∋/	ߣ ሿ both are real for each ݊, it follows from	௡ݔ 	Թ that ሾܣ଴ܩ଴ݔ௡,  ሿ tends to	௡ݔ
zero which contradicts the statement showed above. Hence ߪ௔௣	ሺܣ଴ܩ଴	ሻ	\	Թ	 ൌ 	∅, and from Corollary 
(1.2.10) (ii) we obtain ߪሺܣ଴ܩ଴	ሻ 	⊂ 	Թ. 

Let ߣ	 ∈ ,଴ሻܩ଴ܣሺߪ	 	ߣ ൐ 	0. Then ߣ	 ∈  ሻ by Corollary (1.2.10) (ii). Let	଴ܩ଴ܣሺ	௔௣ߪ	

ሺݔ௡	ሻ 	⊂ ‖	௡ݔ‖	݄ݐ݅ݓ	࣢ 	ൌ 	1 and ሺܣ଴ܩ଴ െ ௡ݔሻߣ	 	→ ݊	ݏܽ	0	 → ∞. Suppose  ݈݅݉	݂݅݊
݊ → ∞

	ሾݔ௡, ሿ	௡ݔ 	൑ 	0. 

Then from  

݂݊݅	݈݉݅	ߣ
݊ → ∞

	ሾݔ௡, ሿ	௡ݔ ൌ 	
݈݅݉	݂݅݊
݊ → ∞

		ሾሺߣ	 െ	ܣ଴ܩ଴	ሻݔ௡, ௡ሿݔ 	൅	ሺܩ଴ܣ଴ܩ଴ݔ௡, ሻ	௡ݔ 	൒ 	0 

it is seen that there exists a subsequence ሺݔ௡௞	ሻ such that ܩ଴ܣ଴ܩ଴ݔ௡௞	, ݇ ௡௞ tends to zero asݔ → ∞. But 
this is a contradiction to the statement showed above, and it follows that 

݈݅݉	݂݅݊
݊ → ∞

	ሾݔ௡, ሿ	௡ݔ 		൐ 	0. 

This shows (ii), and (iii) can be shown similarly. 
As a corollary of Proposition (1.2.17) we give another proof of a Theorem of Radjavi and 

Rosenthal (see [16]). Recall that a closed subspace is hyperinvariant for ܶ	 ∈ ,ሺܺሻܮ	 ܺ	a Banach space, 
if it is invariant for any operator in ܮሺܺሻ which commutes with ܶ. 
Corollary(1.2.16)[183]. Let S, T	 ∈ 	Lሺ࣢ሻ be selfadjoint such that ܵܶܵ	 ൒ 	0. If TS is not a constant 
multiple of the identity, then ܶܵ has a non-trivial hyperinvariant subspace. 
Proof. If ߪሺܶܵሻ ് 	 ሼ0ሽ, then the assertion follows from Proposition (1.2.15) and Theorem (1.2.6) (see. 
[23]. Hence, suppose that ߪሺܶܵሻ 	ൌ 	 ሼ0ሽ. It is no restriction to assume that ܵ	ܽ݊݀	ܶ are injective. 
Otherwise, ݇݁ݎሺܶܵሻ	ݎ݋	ܵܶ݊ܽݎതതതതതതതത 	ൌ 	ܵܶ	ݎ݋	ܵܶ is hyperinvariant for	ሺܵܶሻୄݎ݁݇	 ൌ 	0. Hence, ܶ	is a non- 
negative operator and Proposition (1.2.7)  yields ൫ܶߪଵ/ଶܵܶଵ/ଶ൯ 	ൌ 	 ሼ0ሽ. But ܶଵ/ଶܵܶଵ/ଶ is selfadjoint 
 and thus coincides with the zero operator. This yields ܶ	 ൌ 	ܵ	 ൌ 	0, a contradiction. 

In the following we extend the notion of definitizability of selfadjoint operators in Krein spaces 
to products (or pairs) of selfadjoint operators in a Hilbert space. As in the previous section let ܣ	݀݊ܽ	ܩ 
be selfadjoint operators in the Hilbert space ሺ࣢, ሺ൉	,൉ሻሻ. Again, if (30) is satisfied for ܣ	݀݊ܽ	ܩ we fix 
଴ߣ ∈ ଴ as in (33) and set ሾ൉,൉ሿܩ ሻ, define the bounded selfadjoint operatorܩܣሺߩ	 ∶ൌ 	 ሺܩ଴ 	 ൉,൉ሻ. 
Definition(1.2.17)[183]. An ordered pair ሺܣ,  ሻ of selfadjoint operators is called definitizable if theܩ
resolvent sets of ܩܣ	݀݊ܽ	ܣܩ are non-empty and if there exists a polynomial ݌	 ് 	0 with real 
coefficients such that 

ሺ݌ሺܩܣሻݔ, ሻݔܩ 	൒ 	ݔ				݈݈ܽ	ݎ݋݂			0	 ∈ 	,ሻ௠௔௫ሼଵ,ௗሽܩܣሺ݉݋݀	
where ݀ ∶ൌ 	݀݁݃ሺ݌ሻ. The polynomial p is called definitizing for ሺܣ,  .ሻܩ

If ܩ is bounded and boundedly invertible, then ܩܣ is selfadjoint in the Krein space ሺ࣢, ሺܩ ൉,൉ሻሻ 
and Definition (1.2.17) coincides with the definition of definitizability of the operator ܩܣ in this Krein 
space. The next Lemma shows that the definitizability of ሺܣ,  ሻ can also be expressed by means of theܩ
inner product ሾ൉	,൉ሿ. 
Lemma(1.2.18)[183]. Assume that (30) is satisfied. Let ݌ ് 	0 be a polynomial with real coefficients. 
Then the following statements are equivalent. 
(i) ሺA, Gሻ is definitizable with definitizing polynomial ݌. 
(ii)	ሾ݌ሺܩܣሻݔ, ሿݔ 	൒ 	0 holds for all ݔ	 ∈  .ሻܩܣሺ݌	݉݋݀	
Proof.  Let ݀ be the degree of ݌. If (i) holds and 	∈ ݔ  ሻௗ , then withܩܣሺ݉݋݀	 ∶ൌ 	 ሺܩܣ	 െ	ߣ଴	ሻିଵݕ	 ∈
 ሻௗାଵ we haveܩܣሺ݉݋݀

ሾ݌ሺܩܣሻݕ, ሿݕ 	ൌ 	 ሺ݌ሺܩܣሻሺܩܣ	 െ	ߣ଴	ሻݔ, 	ܩܣሺ	଴ܩ െ	ߣ଴	ሻݔሻ	
ൌ 	 ሺሺܩܣ	 െ	ߣ଴	ሻ݌ሺܩܣሻݔ, ሺܣܩ	 െ	ߣ଴തതത	ሻିଵݔܩሻ	

ൌ 	 ሺ݌ሺܩܣሻݔ, ሻݔܩ 	൒ 	0. 
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Conversely, assume that (ii) holds and let ݔ	 ∈ ݕ ሻௗାଵ. Then withܩܣሺ݉݋݀ ∶ൌ 	 ൫ܩܣ	–	ߣ଴	൯ݔ	 ∈ 
 :ሻௗ the following holdsܩܣሺ݉݋݀

ሺ݌ሺܩܣሻݔ, ሻݔܩ 	ൌ ሺ݌ሺܩܣሻሺܩܣ	 െ	ߣ଴	ሻିଵݕ, 	ܩܣሺܩ െ	ߣ଴	ሻିଵݕሻ	

ൌ ቀ݌ሺܩܣሻݕ, ൫ܣܩ	 െ	ߣ଴തതത൯
ିଵ
	ܩܣሺܩ െ	ߣ଴	ሻିଵݕቁ	

ൌ 	 ሺ݌ሺܩܣሻݕ, ሻݕ଴ܩ 	ൌ 	 ሾ݌ሺܩܣሻݕ, ሿݕ 	൒ 	0.	
Hence, the proof is finished if ݀	 ൌ 	0. Let ݀	 ൐ 	0 and ݔ	 ∈ ሻܩܣሺߩ  ሻௗ. Asܩܣሺ݉݋݀	 ് 	∅, there exists a 
sequence ሺݔ௡	ሻ 	⊂ 	݇ ሻௗାଵ such that forܩܣሺ݉݋݀	 ൌ 	0, 1, . . . , ݀ we have ሺܩܣሻ௞ݔ௡ 	→ 	 ሺܩܣሻ௞ݔ	ݏܽ	݊ →
∞. Moreover, due to ݀ܩܣ݉݋	 ⊂ 	ܿ there exists ܩ	݀݊ܽ	ܩܣ and the closedness of ܩ݉݋݀	 ൐ 	0 such that 

‖ݑܩ‖ 	൑ ‖ݑ‖ܿ	 	൅ 	ݑ	݈݈ܽ	ݎ݋݂				‖ݑܩܣ	‖ ∈  .ܩܣ	݉݋݀	
Therefore, from ݔ௡ 	→ ௡ݔܩܣ and ݔ	 	→ ௡ݔܩ we conclude ݔܩܣ	 	→ ݊	ݏܽ	ݔܩ	 → ∞. This gives 
ሺ݌ሺܩܣሻݔ, ሻݔܩ 	ൌ 	 ݈݅݉௡→ஶ	ሺ݌ሺܩܣሻݔ௡, ሻ	௡ݔܩ 	൒ 	0. The Lemma is showed. 
The proof of the following Lemma is similar to that of Lemma (1.2.18) and is therefore omitted. 
Lemma(1.2.19)[183]. Let p ≠ 0 be a polynomial with real coefficients and degree d. Then the 
following holds: 
(a) If ሺA, Gሻ is definitizable with definitizing polynomial ݌, then	ሺG, Aሻ is definitizable with definitizing 
polynomial λpሺλሻ. 
(b) If G is boundedly invertible, then ሺA, Gሻ is definitizable with definitizing polynomial ݌ if and only if 
the relation ሺpሺGAሻx, Gିଵxሻ ൒ 	0 holds for all  ݔ	 ∈  .ሻ௠௔௫ሼଵ,ௗሽܣܩሺ݉݋݀	

It is well-known (see [33]) that the spectrum of a definitizable operator ܶ in a Krein space is 
real – with the possible exception of a finite number of non-real poles of the resolvent of ܶ – and that ܶ 
has a spectral function on Թ with a finite number of singularities. The following two theorems 
generalize this result to definitizable pairs of selfadjoint operators. 
Theorem(1.2.20)[183]. If	ሺA, Gሻ is definitizable, then the following statements hold. 
(a) The non-real spectrum of AG consists of a finite number of points which are poles of the resolvent 
of AG. Each such point is a zero of every definitizing polynomial for ሺA, Gሻ. 
 
(b) If λ	 ∈ 	σሺAGሻ ∩ ሺԹ\ሼ0ሽሻ	and	pሺλሻ 	൐ 	0 for some definitizing polynomial ݌ for ሺA, Gሻ, then	λ	 ∈
	σାሺAGሻ. 
(c) If λ	 ∈ 	σሺAGሻ ∩ ሺԹ\ሼ0ሽሻ	and	pሺλሻ 	൏ 	0 for some definitizing polynomial ݌ for ሺA, Gሻ, then	λ	 ∈
	σିሺAGሻ. 
Proof. Let ݌ be a definitizing polynomial for ሺܣ, ݉ ሻ and setܩ ∶ൌ 	݀݁݃ሺ݌ሻ 	൅ 	1. Let ݖ଴ ∈ 	ԧ\Թ such 
that ݌ሺݖ଴	ሻ 	് 	0. First of all let us show that there exists some ߣଵ 	∈  ሻ such thatܩܣሺߩ	

଴ݖ
ଶ	݌ሺݖ଴	ሻሺݖ଴ 	െ	ߣଵ	ሻି௠ିଵ൫ݖ଴ 	െ	ߣଵതതത൯

ି௠ିଵ
∉ Թ.	

To see this, choose two open intervals ܬଵ	ܽ݊݀ܬଶ such that 0	 ∉ ,	ଶܬ ଴ݖ 	∉ ଵܬ 	ൈ ଵܬ ଶ andܬ 	ൈ ଶܬ ⊂  .ሻܩܣሺߩ	
With ߣ	 ൌ 	ݔ	 ൅ 	ݕ݅	 ∈ 	 ଵܬ 	ൈ ଴ݖ	݀݊ܽ	ଶܬ 	ൌ ଴ߙ	 	൅  ଴ we haveߚ݅	

ሺݖ଴ 	െ ଴ݖሻ൫ߣ	 	െ	 ൯ߣ̅ ൌ 	 ሺߙ଴ 	െ ሻଶݔ	 െ	ߚ଴
ଶ0	 ൅	ݕଶ 	൅ ଴ߙሺ	଴ߚ2݅	 	െ ሻݔ	 	ൌ :	݂ሺݔ, 	.ሻݕ

The function	݂ ∶ 	 ଵܬ 	ൈ ଶܬ 	→ 	Թଶ has the derivative 

݂′ሺݔ, ሻݕ 	ൌ ൬
െ2ሺߙ଴ 	െ 		ሻݔ	 ݕ2

െ2ߚ଴ 0 ൰ .	

Its determinant equals 4ߚ଴ݕ and does therefore not vanish as 0 ∉ ଴ݖ  and	ଶܬ ∉ Թ. Hence, ݂ሺܬଵ 	ൈ  ) is	ଶܬ
an open set in ԧ	\	ሼ0ሽ, and thus also 

ቄݖ଴
ଶ	݌ሺݖ଴	ሻሺݖ଴ 	െ	ߣଵ	ሻି௠ିଵ൫ݖ଴ 	െ	ߣଵതതത൯

ି௠ିଵ
∶ 	ߣ	 ∈ ଵܬ 	ൈ ଶቅܬ ൌ ሼݖ଴

ଶ	݌ሺݖ଴	ሻିݖ௠ିଵ ∶ 	ݖ	 ∈ 	݂ሺܬଵ 	ൈ 	ሻሽ	ଶܬ

is open. By Lemma (1.2.18) it is no restriction to assume ߣ଴	 ൌ 	 ሺ്		ଵߣ 	  .ሻ	଴ݖ
	݇	ݎ݋ܨ	 ൌ 	1, 2 define the rational functions 

ሻߣሺ	௞ݎ ∶ൌ 	 	ߣ൫	ሻି௠ି௞		଴ߣ	–	ߣሻሺߣሺ݌ଶߣ െ	ߣ଴	തതതത൯
ି௠ି௞

.																																																		ሺ35ሻ 
Then ݎଵ	ሺݖ଴	ሻ 	∉ 	Թ. Define the bounded operator 

଴ܣ ∶ൌ 	ܣܩሻି௠൫	଴ߣ	–	ܣܩሻሺܣܩሺ݌ܣܩܣ	 െ	ߣ଴തതത൯
ି௠
.																																																						ሺ36ሻ	

It is not difficult to see that ܣ଴ is selfadjoint. Moreover, we observe that 
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ሻܩܣሺ	ଶݎܩ 	ൌ 	ܣܩሻ–௠ିଶ൫	଴ߣ	–	ܣܩሻሺܩܣሺ݌ܩܣܩܣܩ	 െ	ߣ଴തതത൯
ି௠ିଶ

	

ൌ 	ܣܩሻ–௠ିଵ൫	଴ߣ	–	ܣܩሺܩܣሻܩܣሺ݌ܩܣ଴ܩ	 െ	ߣ଴തതത൯
ି௠ିଵ

	
ൌ 	.	଴ܩ଴ܣ଴ܩ	

Similarly, one showes that 
ሻܩܣሺ	ଵݎ 	ൌ 	.	଴ܩ଴ܣ	

In addition, ܩ଴ܣ଴ܩ଴ ൒ 	0 holds as for ݔ	 ∈ 	࣢ we have 
ݕ ∶ൌ 	ܩܣሺܩܣ	 െ	ߣ଴ሻି௠ିଵݔ	 ∈ 	ሻܩܣሺ݌	݉݋݀	

and 

ሺܩ଴ܣ଴ܩ଴ݔ, ሻݔ 	ൌ ቀ݌ܩܣܩܣܩሺܩܣሻሺܩܣ	 െ	ߣ଴	ሻି௠ିଶ൫ܩܣ	 െ ଴തതത൯ߣ
ି௠ିଶ

,ݔ 	ቁݔ

ൌ ቀܩܣܩ൫ܩܣ	 െ	ߣ଴തതത൯
ି௠ିଶ

	ሺܩܣ	 െ	ߣ଴	ሻିଵ݌ሺܩܣሻݕ, 	ቁݔ

ൌ ቀܣܩ൫ܩܣ	 െ	ߣ଴തതത൯
ି௠ିଵ

,ݕሻܩܣሺ݌଴ܩ 	ቁݔ

ൌ 	 ሺܩ଴݌ሺܩܣሻݕ, ሻݕ 	ൌ 	 ሾ݌ሺܩܣሻݕ, ሿݕ 	൒ 	0.	
By virtue of Proposition (1.2.15) we obtain ߪሺݎଵ	ሺܩܣሻሻ 	ൌ ሻ	଴ܩ଴ܣሺߪ	 	⊂ 	Թ. And since ݎଵሺ൉ሻ is analytic 
in a neighborhood of ߪሺܩܣሻ 	∪	ሼ∞ሽ, it is a consequence of the spectral mapping theorem [191] that 
ሻሻܩܣሺߪሺ	ଵݎ 	⊂ 	Թ and thus  ݖ଴ ∈   ሻ. To complete the proof of (a) it remains to show that eachܩܣሺߩ	
	ߣ ∈  To this end we show that .ܩܣ ሻ\Թ is a pole of the resolvent ofܩܣሺߪ	

;ܩܣ൫ܧሻܩܣሺ݌ ൛ߣ, ൟߣ̅ ൌ 	0൯.																																																																																				ሺ37ሻ 
From this it follows that also ݌ሺܩܣሻܧሺܩܣ; ሻߣ	 ൌ 0. And since the spectrum of ܧ|ܩܣሺܩܣ;  ሻ࣢ߣ	
coincides with ሼߣሽ, we have ሺܩܣ െ ;ܩܣሺܧሻఈߣ ሻߣ	 ൌ 	0, where α is the order of ߣ as a zero of ݌. This 
and [191] imply the assertion. So, let us show (37). Let ݕ	 ∈ ;ܩܣሺܧ	 	ݖ	݀݊ܽ	ሻ࣢ߣ	 ∈  be ൯࣢ߣ̅	;ܩܣ൫ܧ	
arbitrary. By Lemma (1.2.2) we have ሾ݌ሺܩܣሻݕ, ሿݕ ൌ 	 ሾܧሺܩܣ; ,ݕሻܩܣሺ݌ሻߣ	 ሿݕ ൌ ൣ݌ሺܩܣሻݕ, 	;ܩܣܧ ൧ݕߣ̅ ൌ
	0, ሾ݌ሺܩܣሻݖ, ሿݖ 	ൌ 	0	and thus 

ሾ݌ሺܩܣሻݕ, ሿݖ 	൅ 	 ሾ݌ሺܩܣሻݖ, ሿݕ 	ൌ 	 ሾ݌ሺܩܣሻݕ, 	ݕ ൅ ሿݖ	 	൅	 ሾ݌ሺܩܣሻݖ, 	ݕ ൅ 	ሿݖ	
ൌ 	 ሾ݌ሺܩܣሻሺݕ	 ൅ ,ሻݖ	 	ݕ ൅ ሿݖ	 	൒ 	0.	

But at the same time, 
െሾ݌ሺܩܣሻݕ, ሿݖ 	െ	 ሾ݌ሺܩܣሻݖ, ሿݕ 	ൌ 	 ሾ݌ሺܩܣሻݕ,െݖሿ 	൅	ሾ݌ሺܩܣሻሺെݖሻ, 	ሿݕ

ൌ 	 ሾ݌ሺܩܣሻሺݕ	 െ ,ሻݖ	 	ݕ െ ሿݖ	 	൒ 	0.	
Hence, ሾ݌ሺܩܣሻሺݕ ൅ ,ሻݖ ݕ ൅ ሿݖ 	ൌ 	0 and thus ሾ݌ሺܩܣሻݔ, ሿݔ 	ൌ 	0 holds for all ݔ	 ∈ ;ܩܣ൫ܧ	 ൛ߣ,  By ൟ൯࣢ߣ̅
polarization we obtain ሾ݌ሺܩܣሻݔ, ሿݕ 	ൌ 	0 for all ݔ, 	ݕ ∈ ;ܩܣ൫ܧ	 ൛ߣ, ;ܩܣ൫ܧBut ൫ .ൟ൯࣢ߣ̅ ൛ߣ, ,ൟ൯࣢ߣ̅ ሾ൉	,൉ሿ൯ is 
a Krein space by Proposition (1.2.14) (i), and ݌ሺܩܣሻݔ	 ൌ 	0 for all ݔ	 ∈ ;ܩܣ൫ܧ	 ൛ߣ,  .follows ൟ൯࣢ߣ̅
Hence, (a) is showed. 
  For the proof of (b) we observe that by (a) there exists a definitizing polynomial ݌ for ሺܣ,  ሻܩ
such that ݌ሺߣ଴	ሻ 	് 	0. Define the rational function ݎଵ as in (35). Let ߣଵ ∈ 	Թ\ሼ0ሽ such that ݌ሺߣଵ	ሻ 	൐ 	0. 
Then also ݎଵ	ሺߣଵ	ሻ 	൐ 	0, and there exists a function g which is analytic on ࣯ ∶ൌ 	ԧത	\൛ߣ଴	,  ଴തതതൟ such thatߣ

ሻߣሺ	ଵݎ 	െ	ݎଵ	ሺߣଵሻ 	ൌ 	݃ሺߣሻሺߣ	 െ	ߣଵ	ሻ, ߣ ∈ 	࣯. 
It is obvious that g is a rational function with the poles ߣ଴ and ߣ଴തതത , both of order  ݉	 ൅ 	1. Therefore, 
there exists a polynomial ݍ with  ݍሺߣ଴	ሻ 	് 	0 ) such that 

݃ሺߣሻ 	ൌ 	ߣሻሺߣሺݍ	 െ	ߣ଴	ሻି௠ିଵ൫ߣ	 െ	ߣ଴തതത൯
ି௠ିଵ

.	
From the identity 

ሻߣሺ݌ଶߣ 	െ 	ߣଵሻሺߣሺ	ଵݎ	 െ	ߣ଴	ሻ௠ାଵ൫ߣ	 െ ଴തതത൯ߣ	
௠ାଵ

	ൌ 	ߣሻሺߣሺݍ	 െ	ߣଵ	ሻ	
we see that ݀݁݃ሺݍሻ 	ൌ 	2݉	 ൅ 	1. Hence, the operator ݃ሺܩܣሻ is bounded. Let ሺݔ௡	ሻ 	⊂  be a ܩܣ݉݋݀	
sequence with ‖ݔ௡	‖ ൌ 1 and ሺܩܣ െ ௡ݔሻ	ଵߣ → ݊	ݏܽ	0 → ∞. With the operator ܣ଴ from (36) we have 

ሺܣ଴ܩ଴ 	െ	ݎଵሺߣଵ	ሻሻݔ௡ 	ൌ ሺݎଵ	ሺܩܣሻ 	െ	ݎଵ	ሺߣଵሻሻݔ௡ 	ൌ 	݃ሺܩܣሻሺܩܣ	 െ	ߣଵ	ሻݔ௡ 	→ 	0	
as	݊ → ∞. And since ܩ଴ܣ଴ܩ଴ 	൒ 	0 it follows from ݎଵሺߣଵ	ሻ ൐ 	0 and Proposition (1.2.15)  that 

݈݅݉	݂݅݊
݊ → ∞

ሾݔ௡, ሿ	௡ݔ 	൐ 	0.	

This shows that ߣଵ 	∈  .ሻ. The assertion (c) is showed similarlyܩܣାሺߪ	
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The following example shows that the condition (30) is essential for Theorem (1.2.20) to be  
valid. 
Example(1.2.21)[183]. Let ܶ be a closed and densely defined symmetric operator in the Hilbert space 
࣢ which is uniformly positive but not selfadjoint. Then ܶ has a uniformly positive selfadjoint 
extension ܣ (e.g., the Friedrichs extention). Since for ݔ	 ∈ ,ݔܶ∗ሺܶ∗ܶሻ we have ሺܶ݉݋݀	 ሻݔ 	ൌ ଶ‖ݔܶ	‖ 	൒
	ߜ ଶ with some‖ݔ	‖ߜ	 ൐ 	0, the selfadjoint operator |ܶ| ∶ൌ 	 ሺܶ∗ܶሻଵ/ଶ is boundedly invertible. We set 
ܩ ∶ൌ 	 |ܶ|ିଵ . Then ܩܣ	 ൌ 	ܶ|ܶ|ିଵ and hence ሺݔܩܣ, ሻݔܩ 	൒ 	ݔ	ݎ݋݂	0	 ∈  is	ܩܣ But since .ܩܣ݉݋݀	
bounded while ܣ is unbounded, it follows from Remark (1.2.10) that (30) is not satisfied. Let us now 
see that the statements (a)–(c) of Theorem (1.2.20) do not apply. For this we note that for ݔ	 ∈
	ݕ	݀݊ܽ	|ܶ|	݉݋݀	 ∈ 	࣢ we have 

ሺܶ|ܶ|ିଵݔ, ܶ|ܶ|ିଵݕሻ ൌ ൫ሺܶ∗ܶሻଵ/ଶݔ, ሺܶ∗ܶሻିଵ/ଶݕ൯ ൌ 	 ሺݔ, 	ሻݕ
which shows that the operator	ܩܣ is an isometry with ݀ܩܣ݉݋	 ൌ 	࣢ and ܩܣ݊ܽݎ	 ൌ 	ܶ݊ܽݎ	 ് 	࣢. The 
spectrum of ܩܣ therefore coincides with the closed unit disk. 

Assume that ሺܣ,  ሻ is definitizable. Theorem (1.2.20) shows that there is only a finite numberܩ
of real points which are not contained in ߩሺܩܣሻ ሻܩܣାሺߪ	∪	 	∪  ሻ. In analogy to definitizableܩܣሺିߪ	
operators in Krein spaces these exceptional points will be called the critical points of ሺܣ,  ሻ. Byܩ
Theorem (1.2.20) each non-zero critical point of ሺܣ,  ሻ is a zero of every definitizing polynomial forܩ
ሺܣ,  is not boundedly invertible, then due to Propsition (1.2.9) and Corollary (1.2.12) ܩ ሻ. Moreover, ifܩ
zero is a critical point of ሺܣ, ,ܣሻ. The set of the critical points of ሺܩ ,ܣሻ is denoted by ܿሺܩ  .ሻܩ
Theorem(1.2.22)[193]. Assume that ሺA, Gሻ is definitizable. Then the operator AG possesses a spectral 
function on Թ with the set of critical points ݏ ∶ൌ 	ܿሺܣ,  .ሻܩ
Proof. The proof is divided into several steps. In step 1 we define the spectral projection ܧሺ߂ሻ for sets 
 ሻ is defined for compact intervals. This will be߂ሺܧ ,which have a positive distance to s. In step 2 ߂
used in step 3 to define ܧሺ߂ሻ for all ߂	 ∈ 	࣬௦	ሺԹሻ. 
  (a) By ࣬௦,଴	ሺԹሻ we denote the system of all sets ߂ in ࣬௦	ሺԹሻ with ߂	 ∩ 	ݏ	 ൌ 	∅. In this first step 
of the proof we define ܧሺ߂ሻ	for Δ ∈ ࣬௦,଴	ሺԹሻ	and show that the set function ܧ on ࣬௦,଴	ሺԹሻ satisfies (i)–
(v) in Definition (1.2.5). Let ݌ be a definitizing polynomial for ሺܣ,  .݌ be the set of zeros of	ሻ and let ܼܩ
By Theorem (1.2.20) the points in ܼ divide the real line into intervals which are of either positive or 
negative type with respect to ܩܣ. The set ܼ contains the critical points of ሺܣ,  ሻ, but there might beܩ
spectral points of ܩܣ in ܼ which are not critical. However, a slight modification of the set Z leads to a 
finite set ܼ′ of real points which divide Թ into intervals ܬଵ, . . . ,  ௡ of positive or negative type withܬ
respect to ܩܣ, respectively, such that ܼ′	 ∩ ሻܩܣሺߪ	 	ൌ  ௞ theܬ By Theorem (1.2.6), on each interval .ݏ	
operator ܩܣ has a local spectral function ܧ௞. For ߂	 ∈ 	࣬௦,଴	ሺԹሻ we set ߂௞ ∶ൌ 	߂	 ௞ܬ	∩ 	∩ ,ሻܩܣሺߪ	 ݇	 ൌ
	1, . . . , ݊, and 

ሻ߂ሺܧ ∶ൌ ෍ܧ௞ሺ߂௞	ሻ

௡

௞ୀଵ

.	

As ߂௞ 	∈ 	࣬ሺܬ௞	ሻ݂ݎ݋	݇	 ൌ 	1, . . . , ݊, this is a section definition. Each of the subspaces ࣦ௞ ∶ൌ
,ሻ	௞߂௞ሺܧ	 ݇	 ൌ 0, . . . , ݊, is contained in ݀ܩܣ݉݋ and is ܩܣ-invariant. In the following we shall show that 
ࣦ௞ 	∩ 	 ௝ࣦ 	ൌ 	 ሼ0ሽ for ݇	 ് 	݆. Let ߣ	 ∈ 	ԧ be arbitrary. Then 	ߣ ∉ 	ߣ	ݎ݋	௞തതതത߂	 ∉ ఫഥ߂	  . Assume ߣ	 ∉ ఫഥ߂	  . Then 

λ ∈ หܩܣ൫ߩ	 ௝ࣦ		൯ and thus ݇݁ݎ൫ܩܣหࣦ௞ 		∩ ௝ࣦ	– ൯ߣ	 ൌ 	 ሼ0ሽ. 	ݕ	ݐ݁ܮ ∈ 	ࣦ௞ 		∩ ௝ࣦ		. 
݄݁݊, 	ݕ	ݏܽ ∈ 	 ௝ࣦ	 , the vector 

ݔ ∶ൌ 	 ሺܩܣ| ௝ࣦ 		െ 	ݕሻିଵߣ	 ൌ
	݈݅݉
ߟ ↓ 0ሺܩܣ	 െ	ሺߣ	 ൅  ݕሻሻିଵߟ݅	

exists and is contained in both ௝ࣦ and ࣦ௞ . Hence, we have ߣ	 ∈ ௞ࣦ|ܩܣሺߩ	 	∩	 ௝ࣦሻ. As this is similarly  
showed for ߣ	 ∉ ௞ࣦ|ܩܣሺߪ ௞തതതത, it follows that߂	 ∩	 ௝ࣦሻ 	ൌ 	∅ and hence ࣦ௞ 	∩ 	 ௝ࣦ ൌ 	 ሼ0ሽ. Therefore, as 
 ሻ commute, we obtain	௝߂௝ሺܧ ሻ and	௞߂௞ሺܧ

ሻ	௝߂௝ሺܧሻ	௞߂௞ሺܧ 	ൌ ሻ	௞߂௞ሺܧሻ	௝߂௝ሺܧ	 	ൌ 	0.	

This shows that ࣦ௞ 	∔	 ௝ࣦ is a subspace and that ࣦ௞ 	⊂ 	 ௝ࣦ
ሾୄሿ . In fact, we have shown that 
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ሻ࣢߂ሺܧ ൌ	ܧ଴ሺ߂଴	ሻ࣢ሾ∔ሿ 	 ൉	൉	൉ 	 ሾ∔ሿܧ௡ሺ߂௡	ሻ࣢.	
With the help of this decomposition it is easily seen that the function ܧ, defined on ܴ௦,଴	ሺԹሻ, satisfies 
(i)–(v) in Definition (1.2.5). 

(b) In this step we define the spectral projection ܧሺሾܽ, ܾሿሻ for a compact interval ሾܽ, ܾሿ 	 ∈
	࣬௦	ሺԹሻ. To this end choose ܽᇱ, ܾ′; 	ܽ	݄ݐ݅ݓ	 ൏ 	ܽ′	 ൏ ܾ′	 ൏ 	ܾ such that there is no critical point of ܩܣ in 
ሾܽ, ܽ′ሿ 	∪ 	 ሾܾ′, ܾሿ. We set 

଴߂ ∶ൌ 	 ሾܽ, ܽ′ሿ	ܽ݊݀	߂ଵ ∶ൌ 	 ሾܾ′, ܾሿ. 
Define the spectral subspaces ௝ࣦ ∶ൌ ,௝ሻ࣢߂ሺܧ	 ݆	 ൌ 	0, 1. As these are both uniformly definite, on 
account of Lemma (2.1.1) we have 

࣢	 ൌ 	ࣦ଴	ሾ∔ሿࣦଵ	ሾ∔ሿ	࣢෩ 	,																																																																																													ሺ38ሻ	
where ࣢෩ ൌ	 ሺࣦ଴	ሾ∔ሿࣦଵ	ሻሾୄሿ 	ൌ 	 ሺܫ	 െ ଴߂ሺܧ	 	∪ We set ௝ܶ .ሻሻ࣢	ଵ߂	 ∶ൌ |ܩܣ	 ௝ࣦ	, ݆	 ൌ 	0, 1,	and ෨ܶ ∶ൌ
࣢෩|ܩܣ	 . With respect to the decomposition (38) the operator ܩܣ decomposes as ܩܣ	 ൌ 	 ଴ܶ	ሾ∔ሿ	 ଵܶ	ሾ∔
ሿ	 ෨ܶ . As a consequence of the results in step 1 we have 

	ሺߪ ෨ܶሻ 	⊂ ଴߂ሺ	ሻܩܣሺߪ	 	∪ 	ሺ39ሻ																																																																																ሻതതതതതതതതതതതതതതതതതതതതതതത.	ଵ߂	
This implies ሺܽ, ܽ′ሻ 	∪ 	ሺܾ′, ܾሻ 	⊂ 	ሺߩ	 ෨ܶሻ. ߂	ݐ݁ܵ ∶ൌ 	 ሾܽ′, ܾ′ሿ and denote by 	ܧ෨௱ the Riesz-Dunford spectral 
projection of ෨ܶ 	ሺ݅݊	࣢෩ሻ corresponding to ߂. Similarly as in the proof of Lemma (1.2.2) it is seen that 
 ,൉ሿ-symmetric. With respect to the decomposition (38) we now define	ሾ൉	ݏ݅	෨௱ܧ

,ሺሾܽܧ ܾሿሻ ∶ൌ 	 	.෨௱ܧ	ሾ∔ሿ	భࣦܫ	ሾ∔ሿ	బࣦܫ
This is obviously a	ሾ൉	,൉ሿ-symmetric projection in ࣢ which commutes with the resolvent of ܩܣ. 
Moreover, ߪሺܧ|ܩܣሺሾܽ, ܾሿሻ࣢ሻ 	⊂ 	 ሾܽ, ܾሿ. 

In the following we show that the above definition of ܧሺሾܽ, ܾሿሻ is independent of the choice of 
ܽ′ and ܾ′. To this end we show the following claims. 
(a) The subspace ܧሺሾܽ, ܾሿሻ࣢is the maximal spectral subspace of ܩܣ corresponding to ሾܽ, ܾሿ. 
(b) ܧሺሾܽ, ܾሿሻ commutes with every bounded operator which commutes with the resolvent of ܩܣ. 

For the proof of (a) let ܭ	 ⊂  invariant (closed) subspace such that-ܩܣ be an ܩܣ݉݋݀	
ሻܭ|ܩܣሺߪ 	⊂ 	 ሾܽ, ܾሿ. By Theorem (1.2.6) the maximal spectral subspaces ௝ࣥ of ܩܣ|ࣥ corresponding to 
	݆ ,௝ exist߂ ൌ 	0, 1. These are uniformly definite with respect to the inner product ሾ൉	,൉ሿ. Hence, 

ࣥ	 ൌ 	 ଴ࣥ	ሾ∔ሿ ଵࣥ	ሾ∔ሿ	 ෩ࣥ 	,	
where ෩ࣥ ൌ 	 ሺ ଴ࣥ	ሾ∔ሿ ଵࣥ	ሾ∔ሿ	ሻሾୄሿ 	∩ 	ࣥ and ܩܣߪ| ෩ࣥ ⊂ 	 ሾܽ′, ܾ′ሿ. From ߪሺܩܣ| ௝ࣥሻ 	⊂  ௝ and the߂	
maximality of ௝ࣦ we conclude ௝ࣥ 	⊂ 	 ௝ࣦ	, ݆	 ൌ 	0, 1, and set 

ࣧ:ൌ	 ሺࣦ଴	ሾ∔ሿࣦଵሻ 	൅	 ෩ࣥ 	.	
This sum is direct (and hence ߪሺܩܣ|ࣧሻ 	⊂ 	 ሾܽ, ܾሿሻ: Set ࣦ ∶ൌ 	ࣦ଴	ሾ∔ሿࣦଵ . By [16], ܩܣߪ|ࣦ	 ∩	 ෩ࣥ ⊂
ሺ߂଴ 	∪ ሻ	ଵ߂	 	∩ 	 ሾܽ′, ܾ′ሿ 	ൌ 	 ሼܽ′, ܾ′ሽ. From the maximality of ଴ࣥ and ଵࣥ it follows that ܽ′, ܾ′ ∉
	ࣦ|ܩܣ௣ߪ ∩ 	 ෩ࣥ . And as the resolvent of ܮ|ܩܣ	 ∩ ෩ࣥ  satisfies a growth condition (29) in neighborhoods 
of ߂଴ and ߂ଵ , we conclude ࣦ ∩	 ෩ࣥ 	ൌ 	 ሼ0ሽ. 

Now, with ෩ࣧ : ൌ 	 ሺࣦ଴	ሾ∔ሿࣦଵ	ሻሾୄሿ 	∩ࣧ  we have 
ࣧ ൌ	ࣦ଴	ሾ∔ሿࣦଵ	ሾ∔ሿ	 ෩ࣧ . 

As ࣦ଴ and ࣦଵ are maximal, the spectrum of ܩܣ| ෩ࣧ  is contained in ሾܽ′, ܾ′ሿ. Since ෩ࣧ ⊂ 	࣢෩  and ܧ෨∆	࣢෩  is 
the maximal spectral subspace of ࣢|ܩܣ෩  corresponding to ሾܽ′, ܾ′ሿ, this implies ෩ࣧ ⊂ ࣢෩	∆෨ܧ	  and hence 
ࣥ ⊂ࣧ ⊂ ,ሺሾܽܧ	 ܾሿሻ࣢. (a) is showed. 

Let ܤ be a bounded operator in ࣢ which commutes with the resolvent of ܩܣ. Then ܩܣܤ	 ⊂
	ܤሻ	௝߂ሺܧ and hence ܤܩܣ	 ൌ ,ሻ	௝߂ሺܧܤ	 ݆	 ൌ 	0, 1, see (iii) in Definition (1. 2.5). Hence, ࣦ଴ and ࣦଵ and 

also their orthogonal companions ࣦ଴
ሾୄሿ and ࣦଵ

ሾୄሿ are B-invariant. And as ࣢෩ 	ൌ 	ࣦ଴
ሾୄሿ ∩ ଵࣦܮ	

ሾୄሿ , it follows 
that with respect to the decomposition (38) the operator B decomposes as ܤ	 ൌ ෨ܤ	ሾ∔ሿ	ଵܤሾ∔ሿ	଴ܤ	 . 
Hence, ܤ෨	ܶ	෩ ⊂ 	ܶ	෩ܤ෨  which implies that ܤ෨  commutes with ܧ෨∆. Finally, we conclude that B commutes 
with E([a, b]), and (b) is showed. 

Now, let ܽ′′, ܾ′′	 ∈ Թ	݄ݐ݅ݓ	ܽ	 ൏ 	ܽ′′	 ൏ 	ܾ′′	 ൏ 	ܾ such that ሾܽ, ܽ′′ሿ and ሾܾ′′, ܾሿ do not contain 
any point from s and construct a spectral projection of ܩܣ corresponding to ሾܽ, ܾሿ as in step 1 with ܽ′ 
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and ܾ′	 replaced by ܽ′′ and ܾ′′. Denote this projection by ܲ. As the maximal spectral subspace of ܩܣ 
corresponding to ሾܽ, ܾሿ is unique, we have ܲ࣢	 ൌ ,ሺሾܽܧ	 ܾሿሻ࣢ by (a). Therefore, ܲܧሺሾܽ, ܾሿሻ 	ൌ
,ሺሾܽܧ	 ܾሿሻ	ܽ݊݀	ܧሺሾܽ, ܾሿሻܲ	 ൌ 	ܲ. But (b) yields that P and ܧሺሾܽ, ܾሿሻ commute. Therefore, ܲ	 ൌ
,ሺሾܽܧ	 ܾሿሻܲ	 ൌ ,ሺሾܽܧܲ	 ܾሿሻ 	ൌ ,ሺሾܽܧ	 ܾሿሻ. 
  Above, it was shown that ܧሺሾܽ, ܾሿሻ commutes with any bounded operator in ࣢ which 
commutes with the resolvent of ܩܣ and that ߪሺܧ|ܩܣሺሾܽ, ܾሿሻ࣢ሻ 	⊂ ሻܩܣሺߪ	 	∩	 ሾܽ, ܾሿ holds. Hence, the 
projection ܧሺሾܽ, ܾሿሻ has the properties (iii) and (v) in Definition (1.2.5). It also satisfies (iv) as due to 
ሺܽ, ܽ′ሻ ∪ ሺܾ′, ܾሻ 	⊂ 	ሺߩ	 ෨ܶሻ and (39) we have 

	ܫሺ|ܩܣሺߪ	 െ ,ሺሾܽܧ	 ܾሿሻሻ࣢ሻ 	ൌ 	ܫ|ܶߪ	 െ		ܧ෨௱࣢ ൌ ,ሺܽ\ܶߪ	 ܾሻ	
⊂ ଴߂ሻ\ሺܩܣሺߪ	 	∪ ,ሻ\ሺܽ	ଵ߂	 ܾሻ 	ൌ ,ሻ\ሾܽܩܣሺߪ	 ܾሿ.	

Moreover, similarly as the proof of ܧ௞ሺ߂௞	ሻܧ௝ሺ߂௝ሻ 	ൌ 	0 in step 1, it is showed that 
,ሺሾܽܧ ܾሿሻܧሺሾܿ, ݀ሿሻ 	ൌ 	0 for compact intervals ሾܽ, ܾሿ, ሾܿ, ݀ሿ 	 ∈ 	࣬௦	ሺԹሻ with ሾܽ, ܾሿ 	∩ 	 ሾܿ, ݀ሿ 	ൌ 	∅. 

(c) In this last step of the proof we define the spectral projection ܧሺ߂ሻ for every ߂	 ∈ 	࣬௦	ሺԹሻ 
and show that the function ܧ, defined on ࣬௦	ሺԹሻ, has the properties (i)–(iv) in Definition (1.2.5). Let 
	߂ ∈ 	࣬௦	ሺԹሻ. Then each ߙ	 ∈ 	߂	 ∩  Hence, there exists a compact .߂	݂݋	௜߂ is contained in the interior ݏ	
interval ߂ఈ	 ⊂ ఈ௜߂ such that ߂	 ∩ 	ݏ ൌ 	 ሼߙሽ. Choose these intervals such that ߂ఈ 	∩ ఉ߂ 	ൌ ,ߙ	ݎ݋݂	∅	 	ߚ ∈
߂	 ∩ ,ݏ 	ߙ ്  ݕܾ	ሻ߂ሺܧ and define the projection ,ߚ	

ሻ:ൌ߂ሺܧ ෍ ఈሻ߂ሺܧ
ఈ∈௱∩௦

	൅ ܧ	 ቌ߂	\ ራ ఈ߂
ఈ∈௱∩௦

ቍ.																																																							ሺ40ሻ 

Let ߙ	 ∈ ,and let ሾܽ ݏ	 ܾሿ 	 ∈ 	࣬௦	ሺԹሻsuch that ሺܽ, ܾሻ ∩ 	ݏ ൌ 	 ሼߙሽ. Furthermore, let ܽ′, ܾ′	 ∈ 	 ሺܽ, ܾሻ such 
that ܽ′	 ൏ 	ߙ	 ൏ 	ܾ′. 
From the construction of ܧሺሾܽ, ܾሿሻ, ,′ሺሾܽܧ ܾሿሻ and ܧሺሾܽ, ܾ′ሿሻ in step 2 it is seen that 

,ሺሾܽܧ ܽ′ሻሻ 	൅ ,ሺሾܽܧ	 ܾሿሻ 	ൌ ,ሺሾܽܧ	 ܾ′ሿሻ 	൅ ,′ሺሺܾܧ	 ܾሿሻ 	ൌ ,ሺሾܽܧ	 ܾሿሻ.	
With the help of this property it is shown that ܧሺ߂ሻ in (40) is well-defined. 
  It remains to verify that E satisfies the conditions (i)–(v) in Definition (1.2.5). Let ߂ଵ	, ଶ߂ 	∈
	࣬௦	ሺԹሻ. Then ߂௝	 ൌ ௝߂	

ଵ ∪ ௝߂	
ଶ, where ߂௝

ଵ ௝߂	∪
ଶ ൌ 	∅, ௝߂

ଶ ∈ 	࣬௦,଴	ሺԹሻ and 

௝߂
ଵ ൌ ራ ఈ߂

௝

ఈ∈௱ೕ	∩௦

 

with compact intervals ߂ఈ
௝  as above, ݆	 ൌ 	1, 2. We may choose the intervals ߂ఈ

௝  such that the following 
holds: 

ሺܽሻ	߂ଵ
ଶ ଵ߂	∩

ଶ ൌ ଵ߂	
ଵ ଶ߂	∩

ଶ ൌ 	∅,	
	ሺܾሻ߂ఈଵ 	ൌ ఈଶ߂	 	ߙ	ݎ݋݂				 ∈ ଵ߂	 	∩ 	ଶ߂	 ∩ 	,ݏ	

ሺܿሻ	߂ఈଵ ఉ߂	∩
ଶ 	ൌ 	ߙ	݂݅					∅	 ്  .ߚ	

Then we have 
ଵ߂ሺܧ 	∩ ଶሻ߂	 	ൌ ଵ߂൫ሺܧ	

ଵ ଵ߂	∪
ଶሻ ∩ ሺ߂ଶ

ଵ ଶ߂	∪
ଶሻ൯	

ൌ ଵ߂൫ሺ	ܧ	
ଵ ∪ ଶ߂

ଵሻ ∪	ሺ߂ଵ
ଶ ଶ߂		∩

ଶሻ൯	

ൌ ෍ ఈଵ߂ሺܧ ሻ ൅ ଵ߂ሺܧ	
ଶሻܧሺ߂ଶ

ଶሻ
ఈ∈௱భ	∩	௱మ∩௦

.	

On the other hand, 

ଶሻ߂ሺܧሻ	ଵ߂ሺܧ 	ൌ ෍ ෍ ఈଵ߂ሺܧ ሻܧ൫߂ఉ
ଶ൯ ൅ ଵ߂ሺܧ	

ଶሻܧሺ߂ଶ
ଶሻ

ఉ∈௱మ	∩௦ఈ∈௱భ	∩௦

.	

And as ܧሺ߂ఈଵ ሻܧ൫߂ఉ
ଶ൯ ൌ ఈଵ߂ሺܧఈఉߜ	 ሻ, where ߜఈఉ is the Kronecker delta, (i) follows. 

The proof of (ii) is straightforward and (iii) follows from the facts showed in steps 1 and 2. For 
the proofs of (iv) and (iv) let ߂	 ∈ 	࣬௦	ሺԹሻ. Then ߂ ൌ ଵ߂	 	∪ ଵ߂ ଶ where߂	 	∩ ଶ߂	 	ൌ 	∅, ଶ߂ 	∈ 	࣬௦,଴	ሺԹሻ, 
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and ߂ଵ is the union of mutually disjoint compact intervals ∆ఈ௝∈ 	࣬௦	ሺԹሻ, ݆	 ൌ 	1, . . . , ఈ௝∆	݄ݐ݅ݓ			,ݎ ∩
	ݏ	 ൌ 	 ሼߙ௝	ሽ. Due to the definition of ܧሺ߂ሻ we have 

ሻ࣢߂ሺܧ ൌ ሻ࣢ሾ∔ሿ	ఈଵ߂ሺܧ	 	 ൉	൉	൉ 	 ሾ∔ሿܧሺ߂ఈ௥	ሻ࣢ሾ∔ሿܧሺ߂ଶ	ሻ࣢.	
Hence, 

ሻ࣢ሻ߂ሺܧ|ܩܣሺߪ 	⊂ 	 ሺߪሺܩܣሻ 	∩ ሻ	ఈଵ߂	 	∪	൉	൉	൉	∪ 	ሺߪሺܩܣሻ 	∩ ఈଵሻ߂	 	∪ ሻܩܣሺߪ	 	ଶതതതതതതതതതതതതതതതത߂	∩	
ൌ 	 ሺߪሺܩܣሻ ሻ	ଵ߂	∩	 	∪ ሻܩܣሺߪ	 ଶതതതതതതതതതതതതതതതതത߂	∩	 	⊂ ሻܩܣሺߪ	 	∩  .തതതതതതതതതതതതതതത߂	

From ൫ܫ	 െ 	ሻ൯࣢߂ሺܧ	 ⊂ 	 ቀܫ	 െ 	݆	ݎ݋݂		൯ቁ࣢	ఈ௝߂൫ܧ	 ൌ 	1, . . . , 	ܫand ሺ ݎ െ 	ሻሻ࣢߂ሺܧ	 ⊂ 	 ሺܫ	 െ  ሻሻ࣢	ଶ߂ሺܧ	

we conclude 
	ܫሺ|ܩܣሺߪ െ ሻሻ࣢ሻ߂ሺܧ	 	⊂ 	ܫሺ|ܩܣሺߪ	 െ 	,ሻሻ࣢ሻ	ఈ௝߂ሺܧ	
	ܫሺ|ܩܣሺߪ െ ሻሻ࣢ሻ߂ሺܧ	 	⊂ 	ܫሺ|ܩܣሺߪ	 െ 	,ሻሻ࣢ሻ	ଶ߂ሺܧ	

and therefore 
	ܫሺ|ܩܣሺߪ െ ሻሻ࣢ሻ߂ሺܧ	 	⊂ ఈଵതതതതതതതതതതതതതതതത߂	\	ሻܩܣሺߪ	 ∩	. . .∩ ఈ௥തതതതതതതതതതതതതതതത߂	\	ሻܩܣሺߪ	 	ଶതതതതതതതതതതതതതത߂	\	ሻܩܣሺߪ	∩

⊂ ଵതതതതതതതതതതതതതത߂	\	ሻܩܣሺߪ	 	ଶതതതതതതതതതതതതതത߂	\	ሻܩܣሺߪ	∩	
⊂ തതതതതതതതതതതതതത	߂	\	ሻܩܣሺߪ	 ∪ 	,	ଵ߂߲	

where ߲߂ଵ is the real boundary of ߂ଵ . This is a finite set which depends on the choice of the ߂ఈ௝ ’s. 
Hence, the theorem is showed. 

Let ݓ, ,be real-valued functions on a bounded or unbounded open interval ሺܽ ݍ	݀݊ܽ	݌ ܾሻ such 
that ݓ, ,ଵି݌ 	ݍ ∈ ௟௢௖ܮ

ଵ 	ሺܽ, ܾሻ and ݓ	 ൐ 	0 almost everywhere. The differential expression 

߬	ሺ݂ሻ ∶ൌ
1
ࣱ

ሺെ	ሺ݂݌′ሻ′	 ൅ 	ሻ′݂ݍ	

is then called a Sturm-Liouville differential expression. Usually, the differential operators associated 
with ߬ are considered in the weighted ܮଶ-space ܮ௪ଶ 	ሺܽ, ܾሻ which consists of all measurable functions 
݂ ∶ 	 ሺܽ, ܾሻ 	→ 	ԧ for which ݂ଶݓ	 ∈ 	 ,ሺܽ	ଵܮ ܾሻ. If 

݂݊݅	ݏݏ݁
ݔ ∈ ሺܽ, ܾሻݓሺݔሻ 	൐ 	0	ܽ݊݀	

݌ݑݏ	ݏݏ݁
ݔ ∈ ሺܽ, ܾሻݓሺݔሻ 	൏ 	∞,	

then the topologies of ܮ௪ଶ 	ሺܽ, ܾሻ  and ܮଶሺܽ, ܾሻ coincide, and the selfadjoint realizations of ߬ in ܮ௪ଶ 	ሺܽ, ܾሻ 
are similar to selfadjoint operators in ܮଶሺܽ, ܾሻ. In the following we use the abstract results from the 
previous section to show that also in more general cases it can make sense to consider differential 
operators associated with τ in ܮଶሺܽ, ܾሻ. 

By A denote the operator of multiplication with the function ିݓଵ in the Hilbert space ܮଶሺܽ, ܾሻ. 
The operator A is selfadjoint and non-negative (in ܮଶሺܽ, ܾሻ). In addition, define the operator 
,ଶሺܽܮ	݊݅	ݔܽ݉ܩ ܾሻܾݕ	ܩ௠௔௫݂ ∶ൌ െሺ݂݌ᇱሻᇱ ൅ ,݂ݍ	 ݂	 ∈  ௠௔௫, whereܩ	݉݋݀	

௠௔௫ܩ݉݋݀ ∶ൌ ሼ݂	 ∈ ,ଶሺܽܮ ܾሻ ∶ 	݂, ᇱ݂݌ ∈ ௟௢௖ܥܣ	 െ ሺܽ, ܾሻ, െሺ݂݌′ሻ′	 ൅ 	݂ݍ	 ∈ ,ଶሺܽܮ ܾሻሽ.	
The selfadjoint realizations of the differential expression 

߬଴	ሺ݂ሻ ∶ൌ 	െሺ݂݌′ሻ′	 ൅ 			݂ݍ	
in ܮଶሺܽ, ܾሻ are well-known to be restrictions of ܩ௠௔௫. In what follows let ܩ be a selfadjoint realization 
of ߬଴	in ܮଶሺܽ, ܾሻ. 
Proposition(1.2.23)[183]. If w	 ∈ 	 Lஶሺa, bሻ and G is boundedly invertible, then the spectrum of the 
operator AG is real, and AG has a spectral function without singularities on Թ. 
Proof. From ݓ	 ∈ ,ஶሺܽܮ	 ܾሻ  it follows that the operator ܣ	 ൌ ,ଶሺܽܮ ଵ is boundedly invertible inିݓ	 ܾሻ. 
Hence, 0	 ∈ ሻܣሺߩ	 	∩  ,are boundedly invertible. Therefore ܣܩ and ܩܣ ሻ which implies that bothܩሺߩ	
(30) is satisfied for the selfadjoint operators ܣ	݀݊ܽ	ܩ. Furthermore, for ݂	 ∈  we have ܩܣ݉݋݀	
ሺ݂ܩܣ, ሻ݂ܩ 	൒ 	0 as A is non-negative. Hence, the pair ሺܣ,  ሻ is definitizable with definitizingܩ
polynomial ݌ሺߣሻ 	ൌ  .and the assertions follow directly from Theorems (1.2.20) and (1.2.22) ,ߣ	
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Chapter 2 
Finite Rank Perturbation and Lipschitz Functions  

 We obtain more general results about the behavior of double operator integrals of the form 

ܳ	 ൌ 	∬ ሺ݂ሺݔሻ 	െ 	݂ሺݕሻሻሺݔ	 െ  ଶ are spectral measures. Weܧ ଵ andܧ , where	ሻݕଶሺܧሻܶ݀ݔଵሺܧሻିଵ݀ݕ	
show that if  ܶ	 ∈ 	 ଵܵ, then ܳ	 ∈ 	ܵ and if ݇݊ܽݎ	ܶ ൌ 1, then ܳ	 ∈ 	 ଵܵ,ஶ. Finally, if  ܶ belongs to the 
Matsaev ideal ܵఠ, then ܳ is a compact operator. It is the aim of this note to show a more general 
variant of this perturbation result where the assumption on ߩሺܤሻ is dropped. As an application a class 
of singular ordinary differential operators with indefinite weight functions is studied. 
Section (2.1): Definitizable Operators 

Let ሺࣥ, ሾ൉,൉ሿሻ be a Krein space, i.e., ࣥ can be written as the direct ሾ൉,൉ሿ-orthogonal sum	ࣥାሾ∔
ሿࣥି	of Hilbert spaces ሺࣥା, ሾ൉,൉ሿሻ	ܽ݊݀	ሺࣥି,െሾ൉,൉ሿሻ, and let A be an operator in ࣥ which coincides with 
its adjoint ܣା with respect to the indefinite inner product ሾ൉,൉ሿ. In general such selfadjoint operators may 
have unpleasant spectral properties, e.g., the spectrum may cover the whole complex plane. we 
consider the special class of definitizable operators. A selfadjoint operator ܣ	݅݊	ࣥ is called 
definitizable if the resolvent set of A is nonempty and there exists a polynomial ݌	 ് 	0 such that ݌ሺܣሻ 
is a nonnegative operator in the Krein space ࣥ, cf. [176,177]. Definitizable operators arise in various 
applications and have been studied extensively in the last decades, see, 
[159,160,161,162,163,170,171,172,173,175,176,177,178,179,180]. In connection with spectral 
problems for Sturm–Liouville operators with indefinite weights definitizable operators were studied in 
[157,159,160,162,171,172]. In these applications the particular operator of interest can be regarded as a 
perturbation of a definitizable operator ܣା 	ൈ	ିܣ	݅݊	ࣥ, where ܣା	and ିܣ are selfadjoint operators in 
ࣥା and ࣥି, respectively. Therefore general perturbation results for definitizable operators are very 
useful and of great importance. 

A classical well-known result on finite rank perturbations of definitizable operators was showed 
by ܲ. Jonas and ࣢. Langer in [169]. Assume that A is a definitizable selfadjoint operator in the Krein 
space ࣥ, let B be a selfadjoint operator in ࣥ with nonempty resolvent set ߩሺܤሻ and suppose that 

	ܤሺ݊ܽݎ	݉݅݀ െ ሻିଵߣ 	െ ሺሺܣ	 െ ሻିଵሻߣ	 ൏ ∞ 
holds for some, and hence for all, ߣ	 ∈ ሻܣሺߩ	 	∩  ሻ. Then it was shown in [169] that also theܤሺߩ	
perturbed operator B is definitizable. However, in applications it is often difficult to verify the 
condition on ߩሺܤሻ, e.g., for ordinary differential operators with indefinite weights, cf. [162], so that 
there is a strong desire to have a perturbation result of the above type available without any 
assumptions on the resolvent set of B. It is the aim of Theorem (2.1.2) in the present note to fill this 
gap. Instead of a finite rank perturbation in resolvent sense we suppose that the symmetric operator 
ܵ	 ൌ 	ܣ	 ∩  by finitely many dimensions. Under this ܤ	݀݊ܽ	ܣ is of finite defect, i.e., the (graphs) of ܤ	
assumption we show the following equivalence for two selfadjoint operators ܣ	݀݊ܽ	ܤ in a Krein space: 
 .is definitizable ܤ is definitizable if and only if ܣ

In this Section new variant of the perturbation result from [169] is applied to ordinary 
differential operators with an indefinite weight function. We consider singular differential expressions 
of order 2݊	݊݋	Թ and generalize some of the results in [162]. 

Let ሺࣥ, ሾ൉,൉ሿሻ be a Krein space and let ܣ be a linear operator in ࣥ. The symbols ݀ܣ݉݋,  ,ܣݎ݁݇
and ܣ݊ܽݎ	stand for the domain, kernel and range of ܣ, respectively. Suppose that ܣ is a selfadjoint 
operator in ࣥ, i.e., ܣ coincides with its adjoint ܣା with respect to the indefinite inner product ሾ൉,൉ሿ. 
Then A is said to be definitizable if its resolvent set ߩሺܣሻ is nonempty and there exists a real 
polynomial ݌, ݌ ് 	0, such that 

ሾ݌ሺܣሻݔ, ሿݔ ൒ 	ݔ	݈݈ܽ	ݎ݋݂								0 ∈ 	.ሻܣሺ݌݉݋݀	
It was shown by ࣢. Langer that a definitizable operator ܣ has a spectral function which is 

defined on all real intervals with boundary points which are not critical points of ܣ, see [176,177]. 
Moreover, for a definitizable operator ܣ the nonreal spectrum ߪሺܣሻ 	∩ 	ሺԧ	\	Թሻ consists of at most 
finitely many pairs of eigenvalues which are symmetric with respect to the real line. Note that a 
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selfadjoint operator ܣ with ߩሺܣሻ ് 	∅ and the property that the hermitian form ሾܣ	 ൉	,൉ሿ defined on 
 .has finitely many negative squares is definitizable, cf. [177] ܣ݉݋݀

Definitizability of selfadjoint operators in Krein spaces can also be characterized in a different 
form, see Theorem (2.1.1) below. Recall that for a selfadjoint operator ܣ	݅݊	ࣥ a point ߣ from the 
approximative point spectrum is said to be a spectral point of positive type (negative type) of ܣ if for 
each sequence  ሺݔ௡ሻ 	⊂ ‖௡ݔ‖	݄ݐ݅ݓ	ܣ݉݋݀	 ൌ 1, ݊	 ൌ 	1, 2, . . . , ܽ݊݀	‖ሺܣ	 െ ‖௡ݔሻߣ → ݊	ݎ݋݂	0 → ∞, 

݈݅݉	݂݅݊
݊ → ∞

ሾݔ௡, ௡ሿݔ ൐ 	0							 ቀ݈݅݉	݌ݑݏ
݊ → ∞

ሾݔ௡, ௡ሿݔ 	൏ 	0,  ቁݕ݈݁ݒ݅ݐܿ݁݌ݏ݁ݎ

holds, cf. [168,178]. The selfadjointness of A implies that the spectral points of positive and negative 
type are real. An open set ߂	 ⊂ Թ is said to be of positive type (negative type) with respect to ܣ	݂݅	߂	 ∩
 ሻ consists of spectral points of positive type (negative type, respectively). We say that an open setܣሺߪ	
	߂ ⊂ Թ is of definite type with respect to ܣ	݂݅	߂ is either of positive or negative type with respect to ܣ. 

The next Theorem follows from [167] and [168] where the concept of local definitizability of 
selfadjoint operators in Krein spaces is investigated in details.We shall use the equivalent 
characterization of definitizable operators from Theorem (2.1.1) in the proof of Theorem (2.1.4). The 
one-point compactifications of the real line and the complex plane are denoted by Թഥ  and ԧത, 
respectively. 
Theorem(2.1.1)[156]. Let A be a selfadjoint operator in the Krein space ࣥ. Then A is definitizable if 
and only if the following holds: 
(i) Every point μ	 ∈ 	Թ has an open connected neighborhood ࣯ஜ	in	Թഥ such that both intervals ࣯ஜ		\	ሼμሽ 
are of definite type with respect to A; 
(ii) σሺAሻ 	∩	 ሺԧ\	Թሻ consists of at most finitely many isolated points which are poles of the resolvent of 
A; 
(iii) there exist m ൒ 1,M	 ൐ 0 and an open neighborhood ࣩ of Թഥ  in ԧത such that 

‖ሺܣ	 െ ‖ሻିଵߣ ൑ 	ሺ1ܯ ൅	 	ߣ	݈݈ܽ	ݎ݋݂								௠ି|ߣ	݉ܫ|ሻଶ௠ିଶ|ߣ| ∈ 	ࣩ	\	Թഥ . 
In this section a classical result from [169] on finite rank perturbations of definitizable operators 

is generalized, see Theorem (2.1.2) below. Roughly speaking we drop the assumption from [169] that 
the perturbed operator has a nonempty resolvent set. In order to formulate our variant of the 
perturbation result we remind the reader that a (possibly nondensely defined) operator S in the Krein 
space ሺࣥ, ሾ൉,൉ሿሻ is called symmetric if ሾܵݔ, 	ݔ ሿ is real for allݔ ∈  Recall also that a closed .ܵ݉݋݀	
symmetric operator ܵ	݅݊	ࣥ is said to be of defect ݉	 ∈ 	Գ଴if there exists a selfadjoint extension ܣ of 
ܵ	݅݊ ࣥ such that ݀݅݉ሺ݄݃݌ܽݎሺܣሻ/	݄݃݌ܽݎሺܵሻሻ 	ൌ 	݉. Note that ݉ is independent of the choice of the 
selfadjoint extension ܣ	݂݋	ܵ. 
Theorem( 2.1.2)[156]. Let ܣ	and	ܤ be selfadjoint operators in the Krein space ࣥ and assume that 
	ܣ ∩  .is definitizable ܤ is definitizable if and only if ܣ is of finite defect. Then ܤ	
Proof. Assume that A is definitizable and let ܵ ∶ൌ 	ܣ	 ∩  ,.i.e ,ܤ	

	ܵ݉݋݀ ൌ 	 ሼ݂	 ∈ 	ܣ݉݋݀	 ∩ 	݂ܣ	:ܤ݉݋݀	 ൌ 																																								,ሽ	݂ܤ	
݂ܵ	 ൌ 	݂ܣ	 ൌ ,݂ܤ	 ݂	 ∈ 	ሺ1ሻ																																																																																	.ܵ݉݋݀	

We will show in the following that ߩሺܤሻ is nonempty. Then the assumption that the defect of S is finite 
implies that 

݀݅݉ሺ݀݉݋ሺܣ	 െ 	ሺܵ݉݋݀/ሻିଵߣ െ ሻିଵሻߣ ൌ 	݀݅݉ሺ݀݉݋ሺܤ	 െ 	ሺܵ݉݋݀/ሻିଵߣ	 െ 	ሻିଵሻߣ
is finite for all ߣ	 ∈ ሻܣሺߩ	 	∩ 	ܣሻ and ሺܤሺߩ	 െ 	ሻିଵ݂ߣ ൌ ሺܤ	 െ ݂				,	ሻିଵ݂ߣ ∈ 	ሺܵ݉݋݀ െ  ሻିଵ, yieldsߣ	

	ܤሺ	݊ܽݎ	݉݅݀ െ ሻିଵߣ െ ሺܣ	 െ ሻିଵߣ	 ൏ 	ߣ	݈݈ܽ	ݎ݋݂						∞ ∈ ሻܣሺߩ	 	∩ 	ሺ2ሻ							ሻ.ܤሺߩ	
Therefore the statement of Theorem (2.1.2) follows from [169]. 
Let ݌	 ് 	0 be a definitizing real polynomial for the selfadjoint operator	ܣ, that is, ݌ሺܣሻ is a 
nonnegative operator in ࣥ and with the exception of at most finitely many points the set ԧ\	Թ belongs 
to ߩሺܣሻ. It is clear that ݌ሺܣሻ is symmetric in the Krein space ࣥ and it follows from ߪሺ݌ሺܣሻሻ 	ൌ
ሻሻܣሺ݌ሺߩ ሻሻ (see, [166]) thatܣሺߪሺ݌	 	∩ 	ሺԧ\	Թሻ is nonempty. Therefore ݌ሺܣሻ is a selfadjoint operator in 
ࣥ and as ݌ሺܣሻ is nonnegative we have 

ԧ\	Թ ⊂ 	ሺ3ሻ																																																																																																															ሻሻ.ܣሺ݌ሺߩ	
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Observe that domS in (1) is in general not a dense subspace in ࣥ and therefore the adjoint of S 
has to be defined in the sense of linear relations, i.e., ܵା is the linear subspace 

ܵା ∶ൌ ሼሼ݂, ݂′ሽ 	∈ ,ሾܵ݃	:2ܭ	 ݂ሿ 	ൌ 	 ሾ݃, ݂′ሿ							݂ݎ݋	݈݈ܽ	݃	 ∈ 	ሽܵ݉݋݀	
of		ࣥ	 ൈ 	ࣥ cf., e.g., [164]. Here and in the following the elements of a linear relation are written in 
curly brackets. Operators are regarded as linear relations via their graphs. Note that the definition of ܵା 
extends the usual definition of the adjoint of a densely defined operator and, moreover, ܵା	is an 
operator if and only if ݀ܵ݉݋ is dense in ࣥ. 

We claim that for each ߣ	 ∈ 	ԧ\	Թ the linear relation ݌ሺܵାሻ (see, e.g., [165,189]), can be 
decomposed in the form 

ሺܵାሻ݌ 	ൌ ሻܣሺ݌	 ∔ ሼ݄, 	݄	:ሽ݄ߣ ∈ ሺܵାሻ݌ሺݎ݁݇	 െ 	ሺ4ሻ																																																					ሻሽ,ߣ
Where ∔ denotes the direct sum of subspaces. In fact, ܵ	 ⊂ 	ܣ	݀݊ܽ	ܣ	 ൌ 	ܣ ା impliesܣ	 ⊂ 	ܵା, and 
hence also ݌ሺܣሻ 	⊂  ሺܵାሻ. Therefore the inclusion݌	

ሻܣሺ݌ ∔ ሼ݄, 	݄	:ሽ݄ߣ ∈ ሺܵାሻ݌ሺݎ݁݇	 െ ሻሽߣ	 ⊂ 	ሺܵାሻ݌	
holds and the sum is direct since by (3) we have ݇݁ݎሺ݌ሺܣሻ െ ሻߣ 	ൌ 	 ሼ0ሽ for any  ߣ	 ∈ 	ԧ\	Թ. In order to 
verify the reverse inclusion let ሼ݂, ݂′ሽ 	 ∈ ሻܣሺ݌ሺ݊ܽݎ ሺܵାሻ. By (3) we have݌	 	െ ሻߣ	 	ൌ 	ࣥ, 	ߣ ∈ 		ԧ\	Թ, 
and hence there exists ሼ݃, ݃′ሽ 	 ∈ ሻ such that ݂ᇱܣሺ݌	 െ 	݂ߣ	 ൌ 	݃′	 െ ,This, together with ሼ݂ .݃ߣ	 ݂′ െ
ሽ݂ߣ	 	∈ ሺܵାሻ݌	 	െ ,ሼ݃	݀݊ܽ	ߣ	 ݃′	 െ ሽ݃ߣ	 	∈ 	 ሺ݌ሺܣሻ 	െ ሻߣ	 	⊂ ሺ݌ሺܵାሻ െ  ሻ impliesߣ	

ሼ݂	 െ ݃, 0ሽ 	ൌ 	 ሼ݂, ݂′	 െ ሽ݂ߣ 	െ	ሼ݃, ݃′	 െ ሽ݃ߣ 	∈ ሺܵାሻ݌	 െ 	,ߣ
i.e., ݂	 െ ݃	 ∈ ሺܵାሻ݌ሺݎ݁݇	 	െ ,ሻ. Thus ሼ݂ߣ ݂′ሽ 	ൌ 	 ሼ݃, ݃′ሽ 	൅	 ሼ݂	 െ ݃, 	ሺ݂ߣ െ ݃ሻሽ is decomposed as in 
(4). 

Next it will be shown that ݌ሺܵାሻ is a finite dimensional extension of ݌ሺܣሻ. According to (4) it 
is sufficient to check that ݇݁ݎሺ݌ሺܵାሻ െ ଴ߣ ଴ሻ is finite dimensional for someߣ 	∈ 	ԧ\	Թ. Observe first 
that the polynomial ݍሺߤሻ ∶ൌ ሻߤሺ݌	 െ ଴ߣ is a real polynomial and ݌ ଴ has no real zeros sinceߣ 	∈ 	ԧ\	Թ. 
Hence there exist ݉	 ∈ 	Գ, ݇ଵ, . . . , ݇௠ 	∈ 	Գ, ,ଵߚ . . . , 	௠ߚ ∈ 	ԧ\	Թ and α ∈ C \ {0} such that 

ሻߤሺݍ 	ൌ 	ߤෑሺߙ	 െ ሻ݇௜	௜ߚ

௠

௜ୀଵ

	 .	

Furthermore we can assume that ߣ଴ 	∈ 	ԧ\	Թ was chosen in such a way that none of the nonreal 
eigenvalues of the definitizable operator ܣ is a zero of ݍ. According to [189] 

ሺܵାሻݍ	ݎ݁݇ ൌ ሺܵାሻ݌ሺݎ݁݇	 െ	ߣ଴ሻ ൌ෍݇݁ݎሺܵା െ ሻ݇௜	௜ߚ

௠

௜ୀଵ

																																											ሺ5ሻ	

holds. As the defect of ܵ is finite, ܵା is a finite dimensional extension of ܣ and from the fact that each 
 ሻ we conclude fromܣሺߩ ௜ belongs toߚ

ܵା 	ൌ ܣ	 ∔	ሼሼ݃, 	݃	:௜݃ሽߚ ∈ ሺܵାݎ݁݇	 	െ 	௜ሻሽߚ
that the dimension of ݇݁ݎሺܵା 	െ ,௜ሻߚ ݅	 ൌ 	1, . . . , ݉, is also finite. In a similar way as for operators one 
then verifies 

݀݅݉ሺ݇݁ݎሺܵା െ ሻ݇௜ሻ	௜ߚ ൏ ∞	
and thus (4) and (5) imply 

݊ ∶ൌ ሻሻܣሺ݌/ሺܵା݌݉݅݀	 ൌ 	݀݅݉൫݇݁݌ݎሺܵା െ ଴ሻ൯ߣ ൏ ∞.																																																			ሺ6ሻ	
Hence, ݌ሺܵାሻ is a finite dimensional extension of ݌ሺܣሻ. From (6) we conclude that the closed 
symmetric operator ሺ݌ሺܵାሻሻା	݅݊	ࣥ has finite defect ݊ and ሺ݌ሺܵାሻሻା 	⊂  is	ሺܵାሻሻା݌ሻ implies that ሺܣሺ݌	
nonnegative. Since p is a real polynomial it follows that ݌ሺܤሻ is a symmetric operator in ࣥ. From 
	ܤ ൌ 	ܵ and	ାܤ	 ⊂ 	ܤ we obtain ܤ	 ⊂ 	ܵା, hence ݌ሺܤሻ is a restriction of ݌ሺܵାሻ and an extension of  
,ሺܵሻ݌ ሺܵሻ݌ ⊂ ሻܤሺ݌	 ⊂  ሻ is a symmetricܤሺ݌ ሺܵሻ have finite defect and݌  and	ሺܵାሻሻା݌As ሺ	ሺܵାሻ.݌	
operator, it follows that ݌ሺܤሻ admits selfadjoint extensions in ࣥ which are operators. Then it follows in 
the same way as in the proof of [162] that such a selfadjoint (operator) extension ܶ	݂݋	݌ሺܤሻ has a 
nonempty resolvent set. In fact, by (3) we have ݊ܽݎሺ݌ሺܣሻ െ ሻߣ 	ൌ 	ࣥ for all ߣ	 ∈ 	ԧ\	Թ, hence the 
ranges of ݌ሺܵሻ − λ are closed and the same holds for the ranges of the finite dimensional extensions 
ሻܤሺ݌ െ 	ܶ	݀݊ܽ	ߣ െ ,ߣ 	ߣ ∈ 	ԧ\	Թ. Suppose now ߩሺܶ	ሻ ൌ ∅. Then it follows that in at least one of the 
halfplanes there are infinitely many points belonging to ߪ௣ሺܶ	ሻ. 	ݐ݁ܮ ଵ݂, . . . , ௡݂ାଵ be eigenvectors 
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corresponding to ݊ ൅ 1 different eigenvalues of ܶ in that halfplane. Choose vectors ଵ݃, . . . , ݃௡ାଵ in the 
dense subspace ݀ܶ݉݋ such that ሾܶ ௜݂, ݃௝ሿ 	ൌ 	 ,	௜௝ߜ ݅, ݆	 ൌ 	1, . . . , ݊ ൅ 1, holds, cf. [162]. Then the Krein 
space	

ܮ ∶ൌ ሺ݊ܽ݌ݏ ଵ݂, . . . , ௡݂ାଵ, ଵ݃, . . . , ݃௡ାଵሽ, ሾܶ	 ൉	,൉ሿሻ 
contains an (n + 1)-dimensional neutral subspace. Hence L contains also an ሺ݊	 ൅ 	1ሻ-dimensional 
negative subspace, which contradicts the fact that ܶ is an ݊-dimensional extension of the nonnegative 
operator ݌ሺܵሻ. Therefore 

ሻ	ሺܶߩ 	് ∅. 
Since [T · ,·] has finitely many negative squares and ߩሺܶ	ሻ 	് ∅ it follows that ܶ is a 

definitizable operator, cf. [177]. In particular, the set ԧ\	Թ with the possible exception of at most 
finitely many points belongs to ߩሺܶ	ሻ. Therefore, up to a finite set each	ߣ	 ∈ 	ԧ\	Թ is a point of regular 
type of the finite dimensional restriction ݌ሺܤሻ	݂݋	ܶ , that is, ݇݁ݎሺ݌ሺܤሻ 	െ ሻߣ	 	ൌ 	 ሼ0ሽ	ܽ݊݀	݊ܽݎሺ݌ሺܤሻ 	െ
ሻሻܤሺ݌௣ሺߪ ሻ is closed. This together withߣ	 	ൌ 	ܤ ሻሻ and the fact that the range ofܤ௣ሺߪ	ሺ݌	 െ  is closed ߣ	
for all ߣ	 ∈ ,ߤሻ implies that there exists a pair ሼܣሺߩ	 ,ሽߤ̅ 	ߤ ∈ 	ԧ\	Թ , of points of regular type of B, i.e., 
	ܤሺ݊ܽݎ െ 	ܤሺ݊ܽݎ	݀݊ܽ	ሻߤ	 െ 	ܤሺݎ݁݇ ഥሻ are closed andߤ	 െ ሻߤ	 	ൌ 	ܤሺݎ݁݇	 െ	 ഥሻߤ	 	ൌ 	 ሼ0ሽ. But this is 
possible only if ݊ܽݎሺܤ	 െ ሻߤ	 	ൌ 	ܤሺ݊ܽݎ	 െ ഥሻߤ	 	ൌ 	ࣥ, therefore ሼߤ, ഥሽߤ	 	∈ ሻܤሺߩ ሻ. Thusܤሺߩ	 	് 	∅ and 
the statement of Theorem (2.1.2) follows from (2) and [169]. We note for the sake completeness that  
ሻܤሺߩ ് 	∅ implies	ߩሺ݌ሺܤሻሻ ് 	∅ and hence ݌ሺܤሻ is selfadjoint, coincides with ܶ and is an extension of  
ሺ݌ሺܵାሻሻା. (See [158,168,162]. 
Corollary(2.1.3)[156].. Let ܵ be a closed symmetric operator of finite defect in the Krein space ࣥ and 
assume that there exists a selfadjoint extension of ܵ in ࣥ which is definitizable. Then the following 
holds: 
(i) every selfadjoint extension of ܵ in ࣥ which is an operator has a nonempty resolvent set and is 
definitizable; 
(ii) if ܵ is densely defined, then every selfadjoint extension of ܵ in ࣥ has a nonempty resolvent set and 
is definitizable. 

We consider the formal differential expression of order 2݊	݊݋	Թ given by 

	ሺ݂	ሻ 	ൌ 	
1
ݎ
ቀሺെ1ሻ௡൫݌଴݂

ሺ௡ሻ൯
ሺ௡ሻ
		൅ 	ሺെ1ሻ௡ିଵ൫݌ଵ݂

ሺ௡ିଵሻ൯
ሺ௡ିଵሻ

		൅൉	൉	൉ ൅݌௡݂ቁ,																									ሺ7ሻ	

where  ݎ, ଴݌
ିଵ	, ,ଵ݌ . . . , ௡݌ 	∈ 	 ௟௢௖ܮ

ଵ ሺԹሻ are assumed to be real functions such that  ݎ ് ଴݌	݀݊ܽ	0	 	൐ 	0 
a.e. on Թ. With the help of the quasi-derivatives 

݂ሾ଴ሿ ∶ൌ 	݂, ݂ሾ௞ሿ ∶ൌ 	
݀௞݂
௞ݔ݀

, ݇ ൌ 	1, 2, . . . , ݊ െ 	1,	

݂ሾ௡ሿ ∶ൌ ଴݌	
݀௡݂
௡ݔ݀

, ݂ሾ௡ା௞ሿ ∶ൌ ௞݌	
݀௡ି௞݂
௡ି௞ݔ݀

െ	
݀
ݔ݀

݂ሾ௡ା௞ିଵሿ, ݇ ൌ 	1, 2, . . . , ݊, 

cf. [174,181], the formal expression (7) can be written as 

	ሺ݂	ሻ 	ൌ 	
1
ݎ
݂ሾଶ௡ሿ.																																																																																													ሺ8ሻ	

Following the lines of [157,162] we show that under suitable assumptions definitizable selfadjoint 
operators in a Krein space can be associated to the differential expression ℓ . 

For the weight function ݎ the following condition (I) is supposed to hold (cf. [157] and [162]): 
(I) There exist ܽ, ܾ	 ∈ 	Թ, ܽ	 ൏ ܾ, such that the restrictions ݎା ∶ൌ 	 ݎି 	ሺܾ,∞ሻ and  ିݎ ∶ൌ 	ݎ	 ↾ 	 ሺെ∞, ܽሻ 
satisfy ݎା 	൐ 	0 a.e. on ሺܾ,∞ሻ	ܽ݊݀	ିݎ 	൏ 	0 a.e. on ሺെ∞, ܽሻ. 
In the following we agree to choose ܽ, ܾ	 ∈ 	Թ	in such a way that the sets ሼݔ	 ∈ 	 ሺܽ, ܾሻ:	ݎሺݔሻ 	൐ 	0ሽ and 
ሼݔ	 ∈ 	 ሺܽ, ܾሻ: ሻݔሺݎ 	൏ 	0ሽ have positive Lebesgue measure. This is no restriction. We note that the case 
ାݎ ൏ ݎି	݀݊ܽ	0	 	൐ 	0 can be treated analogously. We do not consider the case that ݎା	ܽ݊݀	ିݎ  have the 
same signs. Under suitable assumptions these cases are contained in the considerations in [162], cf. 
Remark (2.1.5). below. 

Let ܮ|௥|
ଶ ሺԹሻ be the Hilbert space  of all equivalence classes of measurable functions ݂	defined 

on Թ for which ׬ |݂	ሺݔሻ|ଶ|ݎሺݔሻ|݀ݔ
Թ

 is finite. We equip ܮ|௥|
ଶ ሺԹሻ  with the indefinite inner product 
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ሾ݂, ݃ሿ: ൌ න ݂	ሺݔሻ݃ሺݔሻതതതതതതݎሺݔሻ݀ݔ
Թ

, ݂, ݃	 ∈ 	 |௥|ܮ
ଶ ሺԹሻ	,																																		ሺ9ሻ	

and denote the corresponding Krein space ሺܮ|௥|
ଶ ሺԹሻ, ሾ൉,൉ሿሻ by ܮ|௥|

ଶ ሺԹሻ . The maximal operator ܵ௠௔௫݂	 ൌ
	ℓሺ݂	ሻ associated to (8) is defined on the dense subspace ࣞ௠௔௫ consisting of all functions ݂	 ∈  ௥ଶሺԹሻܮ
which have absolutely continuous quasi derivatives  ݂ሾ଴ሿ, ݂ሾଵሿ, . . . , ݂ሾଶ௡ିଵሿ such that ݂	 ∈  ௥ଶሺԹሻ. Theܮ
restriction ܵ௠௜௡

଴ 	 of ܵ௠௔௫ to functions with compact support is a densely defined symmetric operator in 
the Krein space ܮ௥ଶሺԹሻ. The minimal operator ܵ௠௜௡ is the closure of ܵ௠௜௡

଴  . It is a symmetric operator in 
,݉ ௥ଶሺԹሻ of defectܮ 0	 ൑ 	݉	 ൑ 2݊, and ܵ௠௜௡

ା ൌ 	ܵ௠௔௫ holds, cf. [162,181]. In particular, the selfadjoint 
realizations of ℓ in ܮ௥ଶሺԹሻ are finite dimensional extensions of ܵ௠௜௡ in ܮ௥ଶሺԹሻ . 

Denote by ℓି, ℓ௔௕ and ℓା the differential expressions on the intervals ሺെ∞, ܽሻ, ሺܽ, ܾሻand 
ሺܾ,∞ሻ, respectively, which are defined in the same way as ℓ, except that the functions  ݎ, ,଴݌ ,ଵ݌ . . . ,  ௡݌
in (7) are replaced by their restrictions onto ሺെ∞, ܽሻ, ሺܽ, ܾሻ	ܽ݊݀	ሺܾ,∞ሻ, respectively. By condition (I) 
the inner product (9) is positive definite on functions with support in ሺܾ,∞ሻ and negative definite on 
functions with support in ሺെ∞, ܽሻ. Furthermore, (9) is indefinite on functions with support in ሺܽ, ܾሻ. 
Therefore 

௥శܮ
ଶ ሺሺܾ,∞ሻሻ ∶ൌ ൫ܮ|௥శ|

ଶ ሺሺܾ,∞ሻሻ, ሾ൉,൉ሿ൯	
is a Hilbert space, 

௥షܮ
ଶ ሺሺെ∞, ܽሻሻ ∶ൌ ൫ܮ|௥ష|

ଶ ሺሺെ∞, ܽሻሻ, ሾ൉,൉ሿ൯ 
is an anti-Hilbert space, i.e., ൫ܮ|௥ష|

ଶ ሺሺെ∞, ܽሻሻ, ሾ൉,൉ሿ൯ is a Hilbert space, and 

௥ೌ್ܮ
ଶ ൫ሺܽ, ܾሻ൯: ൌ ൫ܮ|௥ೌ್|

ଶ ൫ሺܽ, ܾሻ൯, ሾ൉,൉ሿ൯, ௔௕ݎ ∶ൌ ݎ	 ↾ 	 ሺܽ, ܾሻ, 
is a Krein space with infinite positive and negative index. Since ܽ	ܽ݊݀	ܾ are regular endpoints, the 
minimal closed symmetric operators ܵ௠௜௡,ା	ܽ݊݀	ܵ௠௜௡,ି associated to ℓା and ℓି have defect ݉, ݊	 ൑
݉	 ൑ 2݊, cf. [181], and the selfadjoint realizations of  ℓା and ℓି in ܮ௥శ

ଶ ሺሺܾ,∞ሻሻ and ܮ௥ష
ଶ ሺሺെ∞, ܽሻሻ are 

finite dimensional extensions of ܵ௠௜௡,ା	ܽ݊݀	ܵ௠௜௡,ି , respectively. 
Theorem(2.1.4)[156]. Suppose that the weight function r	satisfies condition (I) and assume that 
Aା	and	Aି are selfadjoint brealizations of  ℓା and ℓି in the spaces L୰శ

ଶ ሺሺb,∞ሻሻ and L୰ష
ଶ ሺሺെ∞, aሻሻ , 

respectively, such that the following holds: 
(i) Aା is semibounded from below and Aି  is semibounded from above; 
(ii) the set e ∶ൌ 	σሺAା	ሻ 	∩ 	σሺAି	ሻ is finite; 
(iii) there exist disjoint open intervals ଵ࣮, . . . , ୬࣮଴ ⊂ 	Թ and some j଴ ∈ 	 ሼ1, . . . , n଴ ൅ 	1ሽ such that 

σሺAାሻ\	ሼeሽ ⊂ራ ୩࣮

୨బ

୩ୀଵ

				and	σሺAିሻ	\	ሼeሽ 	⊂ ራ ୩࣮

୬బାଵ

୩ୀ୨బାଵ

.	

Then every selfadjoint realization of the differential expression ℓ in the Krein space L୰ଶሺԹሻ has a 
nonempty resolvent set and is a definitizable operator. 
Proof. Denote the minimal closed symmetric operator associated to ℓ௔௕ in the Krein space ܮ௥ೌ್

ଶ ሺሺܽ, ܾሻሻ 
by ܵ௠௜௡,௔௕. The defect of ܵ௠௜௡,௔௕ is 2݊, cf. [181]. Let ܣ௔௕ be a selfadjoint extension of ܵ௠௜௡,௔௕ in the 
Krein space ܮ௥ೌ್

ଶ ሺሺܽ, ܾሻሻ. Then according to [258] the spectrum ߪሺܣ௔௕ሻ is discrete, ߩሺܣ௔௕ሻ is 
nonempty, the hermitian sesquilinear form [ܣ௔௕ 	 ൉	,൉ሿ defined on ݀݉݋	ܣ௔௕ has finitely many negative  
squares and ܣ௔௕ is definitizable. Let ܣା	ܽ݊݀	ିܣ be selfadjoint realizations of ℓା and ℓି in ܮ௥శ

ଶ ሺሺܾ,∞ሻሻ  
and ܮ௥ష

ଶ ሺሺെ∞, ܽሻሻ  , respectively, such that (i)–(iii) hold. We claim that the direct sum 
	ܣ ൌ ିܣ	 	ൈ ௔௕ܣ ൈ ,ାܣ 	ܣ݉݋݀ ൌ ିܣ݉݋݀	 	ൈ ௔௕ܣ݉݋݀ 	ൈ 	ሺ10ሻ																												ାܣ݉݋݀

is a definitizable operator in the Krein space 
௥షܮ
ଶ ሺሺെ∞, ܽሻሻ ൈ ௥ೌ್ܮ

ଶ ሺሺܽ, ܾሻሻ ൈ ௥శܮ
ଶ ሺሺܾ,∞ሻሻ 		ൌ 	 	.௥ଶሺԹሻܮ

This will be verified with the help of Theorem (2.1.1). First of all ܣേ are selfadjoint operators in 
Hilbert or anti-Hilbert spaces and thus their spectrum ߪሺܣേ	ሻ is real. Therefore ߪሺܣሻ 	∩	 ሺԧ\Թሻ 	ൌ
௔௕ሻܣሺߪ	 	∩ 	ሺԧ\Թሻ. As ܣ௔௕ is definitizable, condition (ii) in Theorem (2.1.1) is satisfied. Similarly the 
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definitizability of ܣ௔௕ together with the growth properties ofthe resolvents ሺܣേ 	െ ,ሻିଵߣ 	ߣ ∈ ԧ\Թ, in 
௥శܮ
ଶ ሺሺܾ,∞ሻሻ and ܮ௥ష

ଶ ሺሺെ∞, ܽሻሻ, respectively, implies (iii) in Theorem (2.1.1). 
It remains to check that each point ߤ	 ∈ 	Թ has an open connected neighborhood ࣯ఓ such that  

both intervals ࣯ఓ	\ሼߤሽ are of definite type with respect to ܣ. Assume first ߤ	 ∈ 	Թ.  ሻ is aିܣሺ	ାܣ	ݏܣ
selfadjoint operator in a Hilbert space (anti- Hilbert space, respectively) ߪሺܣାሻ	ሺߪሺିܣሻሻ consists only 
of points of positive type (negative type, respectively). Now (ii) and (iii) imply that ࣯ఓ can be chosen 
such that both intervals ࣯ఓ	\ሼߤሽ are of definite type with respect to ିܣ ൈ  ௔௕ሻ is discreteܣሺߪ ା. Sinceܣ
we can assume ࣯ఓ	\	ሼߤሽ 	⊂  ሽ are also of definite type withߤሼ	\	௔௕ሻ and hence both intervals ࣯ఓܣሺߩ	
respect to ܣ. Let us now consider the case ߤ ൌ ∞. As the hermitian sesquilinear form ሾܣ௔௕ 	 ൉	,൉ሿ has 
finitely many negative squares it follows that there exist ߤା	 ∈ 	 ሺ0,∞ሻ	ܽ݊݀	ିߤ ∈ 	 ሺെ∞, 0ሻ such that the 
interval ሺߤା	,∞ሻ is of positive type with respect to ܣ௔௕ and the interval ሺെ∞,  ሻ is of negative typeିߤ
with respect to ܣ௔௕. Since by (i) ܣା and ିܣ are semibounded from below and above, respectively, ߤା	 
and ିߤ	 can be chosen such that ሺߤା	, ∞ሻ 	⊂ ,∞ሻ and ሺെିܣሺߩ	 ሻ	ିߤ 	⊂  ାሻ is of positiveܣሺߪ ାሻ. Asܣሺߩ	
type and ߪሺିܣሻ is of negative type we conclude that ሺߤା	,∞ሻ is of positive type with respect to ܣ and 
ሺെ∞,  ܣ Thus (i) in Theorem (2.1.1) holds and it follows that .ܣ  is of negative type with respect to	ሻ	ିߤ
is a definitizable operator in the Krein space ܮ௥ଶሺԹሻ. 

Since ܣേ are selfadjoint extensions of the operators ܵ௠௜௡,േ and ܣ௔௕ is a selfadjoint extension of 
ܵ௠௜௡,௔௕ it is clear that ܣ is a selfadjoint extension of the closed symmetric operator ܵ	 ൌ 	 ܵ௠௜௡,ି 	ൈ
	ܵ௠௜௡,௔௕ 	ൈ	ܵ௠௜௡,ା in ܮ௥ଶሺԹሻ . Furthermore, ݀ܵ݉݋ is dense and ܵ has finite defect ݉, 4݊	 ൑ ݉	 ൑ 	6݊. 
Hence by Corollary (2.1.3) (ii) every selfadjoint extension of ܵ is definitizable. Since each selfadjoint 
realization of ℓ in ܮ௥ଶሺԹሻ is an extension of the minimal operator ܵ௠௜௡ associated to  ℓ and ܵ	 ⊂ 	 ܵ௠௜௡ 
the assertion of Theorem (2.1.4) follows.  
Remark(2.1.5)[156]. The case that the weight function ݎ is positive (negative) on ሺെ∞, ܽሻ and ሺܾ,∞ሻ 
is not considered in Theorem (2.1.4). We note that, e.g., the positivity of ݎା, ݎି  and the 
semiboundedness of ܣା and ିܣ from below imply that for some ߙ	 ∈ 	Թ the selfadjoint operator 
	ܣ െ 	ܣ where ,ߙ	 ൌ ିܣ	 	ൈ	ܣ௔௕ 	ൈ	ܣା is as in (10), has a finite number of negative squares and 
ሻܣሺߪ 	∩	ሺെ∞, 	ߟ ሻ is discrete for someߟ ∈ Թ. Then the same is true for all selfadjoint realizations of ℓ 
in ܮ௥ଶሺԹሻ , cf. [162]. 

Definitizability of selfadjoint realizations of indefinite Sturm–Liouville differential expressions 
of the form (7)-(8) was already studied in [162]. In addition, the selfadjoint differential operators 
arising in [162] have finitely many negative squares. The following two corollaries connect Theorem 
(2.1.4) with the results in [162]. 
Corollary(2.1.6)[156]. Suppose that the weight function ݎ satisfies condition (I) and assume that Aା 
and Aି  are selfadjoint realizations of ℓା and ℓି in ܮ௥శ

ଶ ሺሺܾ,∞ሻሻ and ܮ௥ష
ଶ ሺሺെ∞, ܽሻሻ , respectively, such 

that σሺAାሻ	∩ 	ሺെ∞, 0ሻ and σሺAିሻ	∩ 	ሺ0,∞ሻ consist of finitely many eigenvalues. 
Then every selfadjoint realization ܤ of the differential expression ℓ in the Krein space ܮ௥ଶሺԹሻ  

has a nonempty resolvent set and the form ሾܤ	 ൉	,൉ሿ has finitely many negative squares. 
Proof. The assumption that ߪሺܣାሻ 	∩ 	ሺെ∞, 0ሻ and ߪሺିܣሻ	∩ 	ሺ0,∞ሻ consist of finitely many 
eigenvalues implies that conditions (i)–(iii) in Theorem (2.1.4) hold. Hence every selfadjoint 
realization of  in  ܮ௥ଶሺԹሻ has a nonempty resolvent set and is definitizable. Furthermore, it is not 
difficult to see that the selfadjoint operator ܣା ൈ ௥షܮ in  ିܣ

ଶ ሺሺെ∞, ܽሻሻ 	ൈ ௥శܮ
ଶ ሺሺܾ,∞ሻሻ has finitely many 

negative squares (cf., e.g., [160]) and the same holds for the selfadjoint operator ܣ	 ൌ ିܣ	 	ൈ	ܣ௔௕ 	ൈ
	ܵ ௥ଶሺԹሻ, cf. (10). Therefore the symmetric operatorܮ ା inܣ	 ൌ 	ܵ௠௜௡,ି 	ൈ	ܵ௠௜௡,௔௕ 	ൈ 	ܵ௠௜௡,ା also has 
finitely many negative squares and hence every selfadjoint realization B of ℓ in ܮ௥ଶሺԹሻ has finitely 
many negative squares. 
Corollary(2.1.7)[156]. Suppose that the weight function ݎ satisfies condition (I) and let 	S୫୧୬,ା and 
	S୫୧୬,ି be the minimal closed symmetric operators associated to ℓା and ℓି in L୰శ

ଶ ሺሺb,∞ሻሻ and 
௥షܮ
ଶ ሺሺെ∞, ܽሻሻ, respectively. Assume that there exist b′	 ∈ 	 ሺb,∞ሻ	and	a′	 ∈ 	 ሺെ∞, aሻ such that 
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ሾ	S୫୧୬,ା 	 ൉	,൉ሿ and ሾ	S୫୧୬,ି 	 ൉	,൉ሿ are positive on the set of functions from dom	S୫୧୬,ା	and	dom	S୫୧୬,ି 
which have compact support in ሺb′,∞ሻ	and	ሺെ∞, a′ሻ, respectively. 

Then every selfadjoint realization B of the differential expression ℓ in the Krein space ܮ௥ଶሺԹሻ  
has a nonempty resolvent set and the form ሾB	 ൉	,൉ሿ has finitely many negative squares. 
Proof. As in the proof of [162] one verifies that the inner product ሾ	ܵ௠௜௡,ା 	 ൉	,൉ሿ has a finite number of 
negative squares on ݀݉݋	ܵ௠௜௡,ା. Hence, if ܣା is an arbitrary selfadjoint extension of  	ܵ௠௜௡,ା in 
௥శܮ
ଶ ሺሺܾ,∞ሻሻ, then also the form ሾܣା 	 ൉	,൉ሿ defined on ݀ܣ݉݋ା	has a finite number of negative squares, so 

that ߪሺܣାሻ 	∩ 	ሺെ∞, 0ሻ consists of finitely many eigenvalues. Analogously it follows that for any 
selfadjoint extension ିܣ of 	ܵ௠௜௡,ି the form െሾିܣ 	 ൉	,൉ሿ has finitely many positive squares, hence the 
positive spectrum of ିܣ in ܮ௥ష

ଶ ሺሺെ∞, ܽሻሻ 	ൌ 	 ሺܮ|௥ష|
ଶ ሺሺെ∞, ܽሻሻሻ, െሾ൉,൉ሿሻ	consists of at most finitely many 

eigenvalues. Therefore the statement follows from Corollary (2.1.6). 	
 
Section (2.2): Perturbed Operators 
            In this section we study the behavior of Lipschitz functions of perturbed operators. It is well 
known that if ݂	 ∈  are selfadjoint operators with ܤ	݀݊ܽ	ܣ i.e., ݂ is a Lipschitz function and ,݌݅ܮ	
difference in the trace class ଵܵ, then ݂ሺܣሻ 	െ 	݂ሺܤሻ does not have to belong to ଵܵ. The first example of 
such ݂, ܣ	݀݊ܽ	ܤ was constructed in [154]. Later in [85] a necessary condition on f was found  under 
which the condition ݂ሺܣሻ 	െ 	݂ሺܤሻ 	∈ ଵܵ	 implies that ݂ሺܣሻ 	െ 	݂ሺܤሻ 	∈ ଵܵ. That necessary condition 
also implies that the condition ݂	 ∈  .is not sufficient ݌݅ܮ	

On the other hand, Birman and Solomyak showed in [81] that if ܣ	 െ –belongs to the Hilbert ܤ	
Schmidt class ܵଶ, then ݂ሺܣሻ 	െ 	݂ሺܤሻ 	∈ 	 ܵଶ and ‖݂ሺܣሻ 	െ 	݂ሺܤሻ‖ௌమ 	൑ ‖	݂‖௅௜௣	‖	ܣ	 െ   ௌమ , where‖ܤ	
‖	݂‖௅௜௣ 	≝ ሻݔ|݂ሺ	௫ஷ௬݌ݑݏ 	െ 	݂ሺݕሻ| 	 ∙ 	 	ݔ| െ  ଵ. Moreover, it was shown in [81] that in this caseି|ݕ	
݂ሺܣሻ 	െ 	݂ሺܤሻ can be expressed in terms of the following double operator integral 

݂ሺܣሻ െ 	݂ሺܤሻ ൌ ඵ
݂ሺݔሻ– 	݂ሺݕሻ

	ݔ െ ݕ	
	ܣሻሺݔ஺ሺܧ݀ െ 	ሺ11ሻ																																								ሻ.ݕ஻ሺܧሻ݀ܤ	

where ܧ஺ and ܧ஻ are the spectral measures of ܣ	݀݊ܽ	ܤ. We refer the reader to [79], [80], and [81] for 
the beautiful theory of double operator integrals. Note that the divided difference (݂ሺݔሻ 	െ
	݂ሺݕሻሻ/ሺݔ	 െ  is not defined on the diagonal. Throughout this note we assume that it is zero on the	ሻݕ	
diagonal. 

In this section we study properties of the operators ݂ሺܣሻ 	െ 	݂ሺܤሻ for selfadjoint operators 
	ܣ such that ܤ	݀݊ܽ	ܣ െ 	ܣ has rank one or ܤ	 െ 	ܤ	 ∈ 	 ଵܵ. Actually, we consider more general operators 
of the form 

ࣣாభ,ாమሺ݂, ܶ	ሻ 		≝ ඵ
݂ሺݔሻ– 	݂ሺݕሻ

	ݔ െ ݕ	
	ሺ12ሻ																															ሻ,ݕଶሺܧ݀	ሻܶݔଵሺܧ݀

where ܧଵ and ܧଶ are Borel spectral measures on Թ and rank ܶ ൌ ܶ	ݎ݋	1 ∈ 	 ଵܵ. Duality arguments also 
allow us to study double operator integrals (12) in the case when T belongs to the Matsaev ideal ܵன. 
Recall the definitions of the following operator ideals: 

Sଵ,ஶ ≝ ൛T ∶ 	 ‖ॻ‖ୗభ,ಮ ≝ 	 sup୨ஹ଴s୨ሺT	ሻሺ1	 ൅ 	jሻ ൏ 	∞ൟ	,	

ܵ ≝ ቐܶ ∶ 	 ‖ॻ‖ௌ ≝ 	 ሺ݈݃݋ሺ2	 ൅ 	݊ሻሻିଵ෍s୨ሺT	ሻ
௡

௝ୀ଴

	൏ 	∞ቑ		 ,	

and 

ܵఠ ≝ ቐܶ ∶ 	 ‖ॻ‖ௌഘ ≝ 	෍
s୨ሺT	ሻ

1 ൅ j

௡

௝ୀ଴

	൏ 	∞ቑ .	

It is well known that Sଵ,ஶ is not a Banach space and its Banach hull coincides with ܵஐ. Also recall that 
the dual space to ܵఠ can be identified in a natural way with ܵஐ. 

In  [73] contains results on properties of ݂ሺܣሻ െ ݂ሺܤሻ	for f in the H¨older class			Λ஑, 0	 ൏ α	 ൏
	1, and selfadjoint operators ܣ	݀݊ܽ	ܤ	݄ݐ݅ݓ	ܣ	 െ  .in Schatten–von Neuman classes ܵ௣ ܤ	
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Theorem(2.2.1)[153]. Let ݂	 ∈ 	ܶ be Borel spectral measures on Թ. If rank	ଶܧ	݀݊ܽ	ଵܧ and let ݌݅ܮ	 ൌ
	1, then ࣣாభ,ாమሺ݂, ܶ	ሻ 	∈ 	 Sଵ,ஶ and 

ฮࣣாభ,ாమሺ݂, ܶ	ሻฮୗభ,ಮ
	൑ 	.‖ܶ‖௅௜௣‖݂‖	ݐݏ݊݋ܿ	

Theorem (2.2.1) immediately implies the following result. 
Theorem(2.2.2)[153]. Let ݂	 ∈ 	ܶ be Borel spectral measures on Թ. If		ଶܧ	݀݊ܽ	ଵܧ and let ݌݅ܮ	 ∈ 	 ଵܵ, 
then ࣣாభ,ாమሺ݂, ܶ	ሻ 	 ∈ 	S and 

ฮࣣாభ,ாమሺ݂, ܶ	ሻฮୗ 	൑ 	.‖ܶ‖௅௜௣‖݂‖	ݐݏ݊݋ܿ	
By duality, we obtain the following theorem. 
Theorem(2.2.3)[153]. Let ݂	 ∈  ଶ  be Borel spectral measuresܧ	݀݊ܽ	ଵܧ and let ݌݅ܮ	
on Թ. Then the transformer ܶ	 ↦ 	 ࣣாభ,ாమሺ݂, ܶ	ሻ defined on ܵଶ extends to a bounded 
linear operator from ܵఠ to the ideal of all compact operator and,  

ฮࣣாభ,ாమሺ݂, ܶ	ሻฮ 	൑ 	.௅௜௣‖ܶ‖ௌഘ‖݂‖	ݐݏ݊݋ܿ	
Using interpolation arguments, we can easily obtain from Theorem (2.2.2) the following fact. 

Theorem(2.2.4)[153]. Let ݂	 ∈  ଶ  be Borel spectral measures on Թ. Suppose thatܧ	݀݊ܽ	ଵܧ and let ݌݅ܮ	
1	 ൑ 	݌	 ൏ 	∞ and ߝ	 ൐ 	0. If ܶ	 ∈ 	 ܵ௣, then 
 ࣣாభ,ாమሺ݂, ܶ	ሻ 	 ∈ 	 S୮ାக . 
Birman–Solomyak formula (11) allows us to deduce straightforwardly from Theorems (2.2.1), (2.2.2), 
and (2. 2.3) the following theorem. 
Theorem(2.2.5)[153]. Let ܣ	݀݊ܽ	ܤ be selfadjoint operators on Hilbert space and let ݂	 ∈  We .݌݅ܮ	
have 

ሺ݅ሻ݂݅	݇݊ܽݎሺܣ	 െ ሻܤ	 	ൌ 	1, ሻܣሺ݂	݄݊݁ݐ 	െ 	݂ሺܤሻ 	∈ 	 Sଵ,ஶ	ܽ݊݀	‖݂ሺܣሻ 	െ 	݂ሺܤሻ‖	ୗభ,ಮ
൑ 	ܣ‖௅௜௣‖݂‖	ݐݏ݊݋ܿ	 െ  ;‖ܤ	

(ii) ݂݅	ܣ	 െ 	ܤ	 ∈ 	 ଵܵ, ሻܣሺ݂	݄݊݁ݐ 	െ 	݂ሺܤሻ 	∈ 	ܵ	ܽ݊݀‖	݂ሺܣሻ 	െ 	݂ሺܤሻ‖ௌಈ 	൑ 	ܣ‖௅௜௣‖݂‖	ݐݏ݊݋ܿ	 െ  ;	ௌభ‖ܤ	
(iii) ݂݅	ܣ	 െ 	ܤ	 ∈ 	 ܵఠ, ሻܣሺ݂	݄݊݁ݐ 	െ 	݂ሺܤሻ	݅ݏ	ݐܿܽ݌݉݋ܿ	ܽ݊݀	‖݂ሺܣሻ 	െ 	݂ሺܤሻ‖ 	൑ 	ܣ‖௅௜௣‖݂‖	ݐݏ݊݋ܿ	 െ
 ;ௌഘ‖ܤ	
(iv) ݂݅	1	 ൑ 	݌	 ൏ 	∞, ߝ ൐ 	0, 	ܣ	݀݊ܽ െ 	ܤ	 ∈ 	 ܵ௣, ሻܣሺ݂	݄݊݁ݐ െ 	݂ሺܤሻ ∈ 	ܵ௣ାఌ. 

It is still unknown whether the assumption ܶ	 ∈ 	 ଵܵ implies that ࣣாభ,ாమሺ݂, ܶ	ሻ 	 ∈ 	 Sଵ,ஶ. If this is 
true, then the condition ܣ	 െ 	ܤ	 ∈ 	 ܵ௣ would imply that ݂ሺܣሻ 	െ 	݂ሺܤሻ 	∈ 	 ܵ௣  for 1	 ൏ 	݌	 ൏ 	∞. 

To show Theorem (2.2.1), we obtain a weak type estimate for Schur multipliers. 
For a kernel function ݇	 ∈ 	 	ߤଶሺܮ ൈ   ሻ, we define the integral operatorݒ	

ࣣ௞ ∶ 	 ሻݒ	ଶሺܮ →  ሻ by		ߤଶሺܮ	

ሺࣣ௞݃ሻሺݔሻ ൌ න݇ሺݔ, ,ሻݕሺݒሻ݀ݕሻ݃ሺݕ ݃	 ∈ 	  .ሻݒଶሺܮ

As in the case of transformers from ଵܵ  to ଵܵ (see [81]), Theorem (2.2.1) reduces to the 
following fact. 
Theorem(2.2.6)[153]. Let ߤ and ݒ be finite Borel measures on Թ,߮ ∈ ,ሻߤଶሺܮ	 ߰ ∈ 	  Suppose that	ሻ.ݒଶሺܮ
݂	 ∈  and the kernel function k is defined by ݌݅ܮ	

݇ሺݔ, ሻݕ ൌ 	߮ሺݔሻ
݂ሺݔሻ– 	݂ሺݕሻ
	ݔ െ ݕ	

	ሺݕሻ, ,ݔ 	ݕ ∈ 	Թ.	

Then the integral operator ࣣ௞ ∶ 	 ሻݒ	ଶሺܮ →  ሻwith kernel function ݇ belongs to ଵܵ,ஶ and	ߤଶሺܮ	
‖ࣣ௞‖ௌభ,ಮ 	൑ 	.	ሻ	ሻ‖߰‖௅మሺ௩	௅మሺఓ‖߮‖ݐݏ݊݋ܿ	

Proof. Without loss of generality we may assume that ‖߮‖௅మሺఓ	ሻ 	ൌ 	 ‖߰‖௅మሺ௩	ሻ ൌ 	1					ܽ݊݀	‖	݂‖௅௜௣ ൌ 1. 
Let us fix a positive integer n. 

Given ܰ	 ൐ 	0, we denote by ேܲ multiplication by the characteristic function of ሾെܰ,ܰሿ (we 
use the same notation for multiplication on ܮଶሺߤ	ሻand on ܮଶሺ	ݒሻ	.	Then for sufficiently large values of 
ܰ, 

‖ࣣ௞ 	െ 	 ேࣣܲ௞ ேܲ‖ௌమ 	൏
1
݊ଵ/ଶ

	.																																																																									ሺ13ሻ	
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Clearly, ேࣣܲ௞ ேܲ is the integral operator with kernel function ݇ே, ݇ேሺݔ, ሻݕ 	ൌ ߯ேሺݔሻ݇ሺݔ,  ,ሻݕሻ߯ேሺݕ
where ߯ே ൌ 	߯ሾെܰ,ܰሿ is the characteristic function of ሾെܰ,ܰሿ.ܹ݁	݂݅ݔ		ܰ	 ൐ 	0, for which (13) holds. 
Consider now the points ݔ௝	, 1	 ൑ 	݆	 ൑ ,ݎ	 ,௝ݕ	݀݊ܽ 1	 ൑ 	݆	 ൑  have point masses and ݒ and ߤ	at which ,ݏ	

|߮ሺݔ௝	ሻ|ଶߤሼݔ௝	ሽ 	൒
1
݊
, 1	 ൑ 	݆	 ൑ ,ݎ	 ܽ݊݀	|߰ሺݕ௝	ሻ|ଶݒሼݕ௝	ሽ 	൒

1
݊
, 1	 ൑ 	݆	 ൑ 	ሺ14ሻ																				.ݏ	

Clearly,	ݎ	 ൑ 	ݏ	݀݊ܽ	݊	 ൑ 	݊. We define now the kernel function ݇♯ by 
݇♯ሺݔ, ሻݕ 	ൌ ,ݔሻ݇ேሺݔሺݑ	 ,ሻݕሺݒሻݕ ,ݔ 	ݕ ∈ 	Թ,	

where 
ሻݔሺݑ ≝ 	1	 െ	߯ሼ௫భ,…	,௫ೝሽሺݔሻ							ܽ݊݀	ݒሺݕሻ 	≝ 	1	 െ	߯ሼ௬భ,…	,௬ೞሽሺݔሻሺݕሻ.	

Obviously, the integral operators ࣣ௞ಿ and ࣣ௞♯ coincide on a subspace of codimension at most ݎ ൅ 	ݏ ൑
	2݊. 

We can split now the interval ሾെܰ,ܰሿ	into no more than ݊ subintervals ܫ, 	ܫ ∈ 	ॅ, such that 

න |߮ሺݔሻ|ଶݑሺݔሻ	݀ߤሺݔሻ
ூ

	൅ න |߰	ሺݕሻ|ଶݒሺݕሻ	݀ݒሺݕሻ
ூ

	൑
4
݊
, 	ܫ ∈ 	ॅ.	

This is certainly possible because of (14). 
We have ࣣ௞♯ 	ൌ 	 ࣣ

ሺଵሻ	 ൅ 	ࣣሺଶሻ	 	൅ 	ࣣሺଷሻ	, where 

൫ࣣሺଵሻ	݃൯ሺݔሻ 	ൌ න ቌ෍߯ூ	ሺݔሻ݇♯ሺݔ, ሻݕሻ߯ூሺݕ
ூ∈ॅ

ቍ
Թ

݃ሺݕሻ	݀ݒሺݕሻ,	

൫ࣣሺଶሻ	݃൯ሺݔሻ 		ൌ න ቌ ෍ ߯ூ	ሺݔሻ݇♯ሺݔ, ሻݕሻ߯ூሺݕ
ூ,௃∈ॅ,ூஷ௃,|ூ|ஹ|௃|

ቍ
Թ

݃ሺݕሻ	݀ݒሺݕሻ,	

and 

൫ࣣሺଶሻ	݃൯ሺݔሻ 		ൌ න ቌ ෍ ߯ூ	ሺݔሻ݇♯ሺݔ, ሻݕሻ߯ூሺݕ
ூ,௃∈ॅ,|ூ|ழ|௃|

ቍ
Թ

݃ሺݕሻ	݀ݒሺݕሻ,	

 (we denote by |ܫ|	the length of I). It is easy to see that	ฮࣣሺଵሻ	ฮ
ௌమ
൑ 	4݊ିଵ/ଶ. Let us estimate ࣣሺଶሻ	. The 

integral operator ࣣሺଷሻ	can be estimated in the same way. 
Suppose that ܫ, ܬ ∈ ॅ, ܫ ് |ܫ| and ,ܬ 	൒ 	 	ݔ For .|ܬ| ∈ 	ݕ	݀݊ܽ	ܫ	 ∈  we have ,ܬ	

1
	ݔ െ ݕ	

ൌ
1

	ݔ െ 	ܿሺܬሻ
൅
	ݕ െ 	ܿሺܬሻ
	ݔ െ 	ܿሺܬሻ

.
1

	ݔ െ ݕ	
	 ,	

where ܿሺܬሻ denotes the center of ܬ. 
Suppose that 	٣ ത߰߯௃	ܽ݊݀	݃	 ٣ 		 ത݂߮̅߯ ௃ . Then ࣣଶ݃	 ൌ ࣣ௞♭݃, where 

݇♭ሺݔ, ሻݕ 	ൌ ෍ ,ݔሺ	ሻܽூ௃ݔሻ߮ሺݔሺݑ ሻݕሺݒሻݕሺ	ሻ߰ݕ
ூ,௃∈ॅ,ூஷ௃,|ூ|ஹ|௃|

	

and 

ܽூ௃ሺݔ, ሻݕ ൌ 	߯ூ	ሺݔሻ
–	ݕ 	ܿሺܬሻ

–	ݔ 	ܿሺܬሻ
.
݂ሺݔሻ 	െ 	݂ሺݕሻ

	ݔ െ ݕ	
߯௃	ሺݕሻ.	

Thus ࣣሺଶሻ	 and ࣣ௞♭ coincide on a subspace of codimension at most 2݊. 
To estimate the Hilbert–Schmidt norm of ࣣ௞♭ , we observe that 

หܽூ௃	ሺݔ, ሻหݕ ൑ 	
|ܬ|

൫|ܬ| ൅ ,ܫሺݐݏ݅݀	 ሻ൯ܬ
		 , 	ݔ ∈ ,ܫ	 	ݕ ∈ 	.ܬ	

Thus 
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ฮࣣ௞♭ฮௌమ
ଶ
൑ ෍ ቌන|߮|ଶ

ூ

ቍቌන|߰|ଶߤ݀	ݑ

ூ

ቍݒ݀	ݒ
ூ,௃∈ॅ,ூஷ௃,|ூ|ஹ|௃|

ฮܽூ௃ฮ௅ಮ
ଶ

 

൑
4
݊ଶ

෍
ଶ|ܬ|

൫|ܬ| ൅ ,ܫሺݐݏ݅݀	 ሻ൯ܬ
ଶ

ூ,௃∈ॅ,ூஷ௃,|ூ|ஹ|௃|

	

    Let us observe that for a fixed ܬ	 ∈ 	ॅ, 

෍
ଶ|ܬ|

൫|ܬ| ൅ ,ܫሺݐݏ݅݀	 ሻ൯ܬ
ଶ

ூ,௃∈ॅ,ூஷ௃,|ூ|ஹ|௃|

൑  ሺ15ሻ																																																															.ݐݏ݊݋ܿ

Indeed, we can enumerate the intervals ܬ	 ∈ 	ॅ satisfying ܫ	 ് |ܫ| and ܬ	 	൒ 	  so that the resulting	|ܬ|
intervals Ik satisfy ݀݅ݐݏሺܫ௞, ሻܬ ൑ ,௞ାଵܫሺݐݏ݅݀	  ௞ are disjoint, we haveܫ ሻ. Since the intervalsܬ

,௞ܫሺݐݏ݅݀ ሻܬ 	൒
݇	 െ 	3
2

	.|ܬ|

This easily implies (15). It follows that 

ฮܫ௞♭ฮௌమ
ଶ
	൑ ܥ	

4
݊ଶ
	. ݊	 ൌ

ܥ4
݊
.	

Similarly, ࣣሺଷሻ	 coincides on a subspace of codimension at most 2݊ with an operator whose Hilbert– 
Schmidt norm is at most 2	ሺܥ/݊ሻଵ/ଶ. 

If we summarize the above, we see that ܫ௞ coincides on a subspace of codimension at most 6݊ 
with an operator whose Hilbert–Schmidt norm is at most ି݊ܭଵ/ଶ, where ܭ is a constant. Hence, on a 
subspace of codimension at most 7݊ the operator ܫ௞ coincides with an operator whose norm is at most 
 ,.i.e ,݊/ܭ

௞ሻܫ଻௡ሺݏ 	൑
ܭ
݊
, ݊	 ൒ 	1,	

Note that in the case of operators on the space ܮଶሺॻሻ with respect to Lebesgue measure on the 
unit circle ॻ, the following related fact was obtained in [155] (see also [89]): if the derivative of ݂ 
belongs to the Hardy class ܪଵ,	߮ and ߰ belong to ܮஶሺॻሻ, and the kernel function ݇ is defined by 

݇ሺߞ, ߬ሻ ൌ ߮ሺߞሻ
݂ሺ߬ሻ– 	݂ሺ߬ሻ

ߞ െ 	߬
߰	ሺ߬ሻ, ,ߞ ߬	 ∈ 	ॻ,	

then the integral operator Ik on ܮଶሺॻሻbelongs to ଵܵ,ଶ,݅. ݁. , ∑ ሺݏ௝ሺܫ௞ሻሻଶሺ1	 ൅ 	݆ሻ 	൏ 	∞௝ஹ଴ .	
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Chapter 3 

A class of ࡶ-Selfadjoint Operators 

 We show that for each selfadjoint operator ܣ in an ܵ-space we find an inner product which turns 
ܵ into a Krein space and ܣ into a selfadjoint operator therein. As a consequence we get a new simple 
condition for the existence of invariant subspaces of selfadjoint operators in Krein spaces, which 
provides a different insight into this well-know and in general unsolved problem. Here an extension has 
stable ܥ-symmetry if it commutes with a fundamental symmetry and, in turn, this fundamental 
symmetry commutes with S. Such a situation occurs naturally in many applications, here we discuss the 
case of indefinite Sturm–Liouville operators and the case of a one-dimensional Dirac operator with 
point interaction. 

 

Section (3.1) : S-spaces 

A complex linear space ࣢ with a Hermitian sesquilinear form ሾ	൉	, െሿ is called a Krein space if 
there exists a fundamental decomposition 

࣢	 ൌ ࣢ା 	⊕࣢ି																																																																	ሺ1ሻ	

with subspaces	࣢േ being orthogonal to each other with respect to ሾ	൉	, െሿ such that ሺ࣢േ	, േሾ൉	, െሿሻ are 
Hilbert spaces. If  ࣢ି	ݎ݋	࣢ା is finite dimensional, then ሺ࣢, ሾ	൉	, െሿሻ is called a Pontryagin space. To 
each decomposition (1) there correspond a Hilbert space inner product ሺ	൉	, െሻ and a selfadjoint operator 
∗ܬܬ with  ܬ 	ൌ 	ܬ			,ܫ	 ൌ 	  such that ∗ܬ

ሾݔ, ሿݕ ൌ 	 ሺݔܬ, ,ݔ	ݎ݋݂						ሻݕ 	ݕ ∈ ࣢,																																																						ሺ2ሻ	

see, e.g., [98,105,139]. 

Conversely, every bounded and  boundedly invertible selfadjoint operator ܩ in a Hilbert space ሺ࣢, ሺ	൉
	, െሻሻ defines an inner product via 

ሾ	൉	, െሿ ∶ൌ 	 ሺܩ ൉	, െሻ																																																																		ሺ3ሻ	

and (࣢, [ · ,−]) becomes a Krein space. In particular, if the spectrum of ܩ consists on the positive (or 
negative) semiaxis only of finitely many isolated eigenvalues of finite multiplicity, then ሺ࣢, ሾ	൉	, െሿሻis a 
Pontryagin space. 

Eq. (3) is the starting point for various generalizations. E.g., if ܩ is a bounded selfadjoint 
operator in ࣢ such that ߪሺܩሻ 	∩	ሺെ∞,  with finite ܩ ሻ consists of finitely many eigenvalues ofߝ
multiplicities for some ߝ	 ൐ 	0, then ሺ࣢, ሾ	൉	, െሿሻ,where ሾ	൉	, െሿ is defined by (3), is called an Almost 
Pontryagin space, see [134]. Observe that in this case zero is allowed to be an eigenvalue of ܩ with 
finite multiplicity. Almost Pontryagin spaces and operators therein were considered in various 
situations, we mention only [128,134,135,136,137,142,146,151,152]. The more general case that ܩ is a 
bounded selfadjoint operator in ࣢ such that zero is an isolated eigenvalue of ܩ with finite multiplicity 
gives rise to Almost Krein spaces, see [129]. Spaces with an inner product given by an arbitrary 
bounded selfadjoint operator were studied, in [141,147]. For applications we refer to 
[130,131,133,134,135,136,137,140,142,143,144,145,151,152]. 

In all the above-mentioned generalizations of (1) the selfadjointness of the operator ܩ in ࣢ is 
maintained and the bounded invertibility is dropped. Obviously, this is the same as generalizing (2) by 
dropping ܬܬ∗ 	ൌ 	ܬ and preserving ܫ	 ൌ 	  From this point of view, it seems natural to generalize (2) the .∗ܬ
other way: dropping selfadjointness and preserving unitarity of ܬ. The inner product space ሺ࣢, ሾ	൉	, െሿሻ, 
where ሾ	൉	, െሿ is defined by (2) with a unitary operator ܬ is called an ܵ-space, cf. [148] and also 
Definition 3.1.1 below. Moreover, the pair ሺሺ	൉	, െሻ, -ܵ ሻ is called a Hilbert space realization of the	ܬ
space ሺ࣢, ሾ	൉	, െሿሻ. Evidently, by definition every Krein space is a special case of an ܵ-space. 

We continue the study of ܵ-spaces and operators therein started in [148,149]. It is known from 
[149] that the inner products of two Hilbert space realizations ሺሺ	൉	, െሻଵ, ଵܷሻ	ܽ݊݀	ሺሺ	൉	, െሻଶ, ଶܷሻ define 
the same topology. Here, we show in particular that ଵܷ and ܷଶ are similar operators with respect to this 
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topology, cf. Proposition (3.1.4). The notion of selfadjoint operators in ܵ-spaces. We show that their 
spectrum is symmetric with respect to the real axis. As a main result we show that to each selfadjoint 
operator ܣ in an ܵ-space ሺ्, ሾ	൉	, െሿሻ we find an inner product 〈൉	, െ〉 on ܵ such that ሺ्, 〈൉	, െ〉ሻis a Krein 
space with the same topology as ሺ्, ሾ	൉	, െሿሻ and ܣ is a selfadjoint operator in the Krein space ሺ्, 〈൉
	, െ〉ሻ, cf.Theorem (3.1.15). 

Moreover, if ሺሺ	൉	, െሻ, ܷሻ is a Hilbert space realization, we show in Theorem (3.1.15)  below that 
each spectral subspace of ܷ related to a Borel subset ∆ of the unit circle which is symmetric with 
respect to the origin  ሺ݅. ݁. 	ݔ ∈ 	ݏ݈݁݅݌݉݅	∆	 െ 	ݔ ∈ 	∆ሻ is invariant under ܣ. Hence, in this section we 
obtain the rather unexpected result: Each selfadjoint operator in an  ܵ-space is a selfadjoint operator in 
a Krein space with many invariant subspaces, showided the spectrum of the operator ܷ from some 
Hilbert space realization ሺሺ	൉	, െሻ, ܷሻ of ሺܵ, ሾ	൉	, െሿሻ is sufficiently rich, i.e., if it consists of more than 
two points. 

The following definition is taken from [148]. 

Definition (3.1.1)[127]. A complex linear space ् with an inner product ሾ	൉	, െሿ, that is a mapping from 
् ൈ् into ԧ which is linear in the first variable and conjugate linear in the other, is said to be an ܵ-
space if there is a Hilbert space structure in ् given by a positive definite inner product ሺ	൉	, െሻ and if 
there is a unitary operator ܷ in the Hilbert space ሺ्, ሺ	൉	, െሻሻ such that 

ሾ݂, ݃ሿ 	ൌ 	 ሺܷ݂, ݃ሻ							݂ݎ݋	݈݈ܽ	݂, ݃	 ∈ 	्. 

We refer to ሾ	൉	, െሿ as the inner product of ܵ. The pair ሺሺ	൉	, െሻ, ܷሻ is called a Hilbert space realization of 
ሺ्, ሾ	൉	, െሿሻ. 

Note, that the inner product ሾ	൉	, െሿ is not Hermitian, in general. An  ܵ-space is a Krein space if 
and only if the operator ܷ in Definition (3.2.1) is in addition selfadjoint in the Hilbert space ሺ्, ሺ	൉
	, െሻሻ. For the theory of operators in Krein spaces we refer to [98,105]. 

Proposition (3.1.2)[127].  Let ् be a complex linear space with an inner product ሾ	൉	, െሿ. Then the pair 
ሺ्, ሺ	൉	, െሻሻ is an ܵ-space if and only if there exist a Hilbert space inner product ሺ	൉	, െሻ on ् and a 
bounded and boundedly invertible normal operator T in ሺ्, ሺ	൉	, െሻሻ such that 

ሾ݂, ݃ሿ 	ൌ 	 ሺ݂ܶ, ݃ሻ							݂ݎ݋	݈݈ܽ	݂, ݃	 ∈ 	् . 

Proof. We define the operator ܷ ∶ൌ 	ܶ	ሺܶ∗ܶ	ሻିଵ/ଶ and the inner product 

,ݔ〉 〈ݕ ∶ൌ ൫ሺܶ∗ܶ	ሻଵ/ଶݔ, ,൯ݕ ,ݔ 	ݕ ∈ 	्.	

Since ܶ is bijective, this is a Hilbert space inner product on ܵ. From the relation ሺܶ	ሺܶ∗ܶ	ሻିଵ/ଶܶ∗ሻଶ 	ൌ
	ܶܶ∗ it follows that 

ሺܶܶ∗	ሻ
ଵ
ଶ 	ൌ ሺܶ∗ܶ	ሻ

ଵ
ଶ 		ൌ ܶ	ሺܶ∗ܶ	ሻି

ଵ
ଶܶ∗.																																																															ሺ4ሻ	

Hence, for ݔ, 	ݕ ∈ 	् we obtain 

,ݔܷ〉 〈	ݕ ൌ ൬ሺܶ∗ܶ	ሻଵ/ଶܶ	ሺܶ∗ܶ	ሻି
ଵ
ଶݔ, ൰ݕ ൌ ൬ܶ	ሺܶ∗ܶ	ሻି

ଵ
ଶܶ∗ܶሺܶ∗ܶ	ሻି

ଵ
ଶݔ, ൰ݕ ൌ 	 ሾݔ, 	ሿݕ

and 

,ݔܷ〉 〈ݕܷ ൌ ൬ሺܶ∗ܶ	ሻ
ଵ
ଶܶ	ሺܶ∗ܶ	ሻି

ଵ
ଶݔ, ܶ	ሺܶ∗ܶ	ሻି

ଵ
ଶݕ൰ 

ൌ ൬ܶ	ሺܶ∗ܶ	ሻି
ଵ
ଶܶ∗ܶሺܶ∗ܶ	ሻି

ଵ
ଶݔ, ܶሺܶ∗ܶ	ሻି

ଵ
ଶݕ൰ 

ൌ ൬ܶݔ, ܶሺܶ∗ܶ	ሻି
ଵ
ଶݕ൰ ൌ ൬ሺܶ∗ܶ	ሻି

ଵ
ଶ	ܶ∗ܶݔ,  ൰ݕ

ൌ ൬ሺܶ∗ܶ	ሻ
ଵ
ଶݔ, ൰ݕ ൌ ,ݔ	〉 	,〈ݕ

which shows that ܷ is unitary in ሺ्, 〈൉,൉〉ሻ and ሺ्, ሾ	൉	, െሿሻ is an ܵ-space.  
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Lemma (3.1.3)[127]. Let ሺ्, ሾ	൉	, െሿሻ be an ܵ-space. Then there exists a uniquely defined linear 
operator ܦ ∶ 	्	 → ्	such that 

ሾݔ, ሿݕ ൌ 	 ሾݕ, ,ݔ	݈݈ܽ	ݎ݋݂		ሿതതതതതതതതതݔܦ 	ݕ ∈ ्.																																																																ሺ5ሻ	

If ሺሺ	൉	, െሻ, ܷሻ is a Hilbert space realization of ሺ्, ሾ	൉	, െሿሻ ,then ܦ	 ൌ ܷଶ	. 

Proof. Let ሺሺ	൉	, െሻ, ܷሻ be a Hilbert space realization of ሺ्, ሾ	൉	, െሿሻ. Then it is easily seen that ܷଶ 
satisfies the relation (5) (with ܦ replaced by ܷଶ). Let ܦ ∶ 	्	 → 	् be a linear operator satisfying (5). 
Then from ሾݕ, ሿݔܦ 	ൌ 	 ሾݕ, ܷଶݔሿ for all ݔ, 	ݕ ∈ 	्		we conclude ሺܷݕ, 	ݔܦ െ ܷଶݔሻ 	ൌ 	0 for all ݔ, 	ݕ ∈ 	्. 
And since ܷ is bijective, it follows that ܦ	 ൌ 	ܷଶ.  

The topology of an ܵ-space ሺ्, ሾ	൉	, െሿሻ  is given by the topology induced by the Hilbert space 
inner product ሺ	൉	, െሻ of some Hilbert space realization of ሺ्, ሾ	൉	, െሿሻ. The following proposition states 
in particular that it does not depend on the choice of the Hilbert space realization, see also [149]. 

Proposition (3.1.4)[127]. Let ሺ्, ሾ	൉	, െሿሻ. be an ܵ-space and assume that there are two Hilbert space 
realizations ሺሺ	൉	, െሻଵ, ሻ	and	ሺሺ	൉	, െሻଶ, ܷଶሻ with 

ሾ݂, ݃ሿ 	ൌ 	 ሺ ଵܷ݂, ݃ሻଵ 	ൌ 	 ሺܷଶ݂, ݃ሻଶ						݂ݎ݋	݈݈ܽ			݂, ݃	 ∈ 	्.	

Then ሺ	൉	, െሻଵ and ሺ	൉	, െሻଶ are equivalent and the Gram operator ܵ, defined by 

ሺ݂, ݃ሻଶ 	ൌ 	 ሺ݂ܵ, ݃ሻଵ						݂ݎ݋				݂, ݃	 ∈ ्, 

is bounded, boundedly invertible and selfadjoint with respect to ሺ	൉	, െሻଵ and with respect to ሺ	൉	, െሻଶ. 
Moreover, the following statements hold: 

(i) ଵܷ
ଶ ൌ 	ܷଶ

ଶ . 

(ii) The spectral measures of ܵ in ሺ्, ሺ	൉	, െሻଵሻ	and	ሺ्, ሺ	൉	, െሻଶሻ coincide and we have 

ܵ ൌ 	 ଵܷ ଶܷ
ିଵ ൌ ଵܷ

ିଵ	ܷଶ, ܽ݊݀					 ଵܷ
ିଵ	ܵ ଵܷ ൌ 	 ܵିଵ 	ൌ ܷଶ

ିଵ	ܷܵଶ.																																			ሺ6ሻ	

Hence, the operator S is unitarily equivalent to its inverse. 

(iii) The operators ଵܷand ܷଶ are similar. We have 

ଵܷ 	ൌ 	 ܵଵ/ଶ ଶܷܵିଵ/ଶ.	

Hence 

σሺUଵሻ 	ൌ 	σሺUଶሻ.	

Proof. Denote by ‖	. ‖ଵ	 and  ‖	. ‖ଶ	the norms induced by ሺ	൉	, െሻଵሻ	 and ሺ	൉	, െሻଶ, respectively, and set 
ଵܤ ∶ൌ 	 ሼݕ	 ∈ 	ଵ‖ݕ‖	:ܵ	 ൌ 	1ሽ.	Then, for ݕ	 ∈   the linear functional	ଵܤ	

௬ܨ ∶ൌ 	 ሾ൉	, ሿݕ 	ൌ 	 ሺ ଵܷ ൉	, ሻଵݕ 	ൌ 	 ሺܷଶ ൉	, 	ሻଶݕ

is continuous on both ሺ्, ሺ	൉	, െሻଵሻ	and	ሺ्, ሺ	൉	, െሻଶሻ. For its corresponding operator norms 
ฮܨ௬ฮࣦሺሺ्,ሺ	൉	,ିሻభሻ,ԧሻ

 and  ฮܨ௬ฮࣦሺሺ्,ሺ	൉	,ିሻమሻ,ԧሻ
, respectively, we obtain ฮܨ௬ฮࣦሺሺ्,ሺ	൉	,ିሻభሻ,ԧሻ

ൌ 1 and 

ฮܨ௬ฮࣦሺሺ्,ሺ	൉	,ିሻమሻ,ԧሻ
ൌ 	ݔ ଶ . For all‖ݕ‖ ∈ 	् we have ݌ݑݏ௬∈஻భ	|ܨ௬ሺݔሻ| 	൑ ଵ‖ݕ‖ 	൏ 	∞. Due to the 

principle of uniform boundedness there exists some c	 ∈ 	 ሺ0,∞ሻ with 

,ିሻమሻ,ԧሻ	൉	௬ฮࣦሺሺ्,ሺܨ௬∈஻భฮ݌ݑݏ
	൑ 	ܿ.	

This yields ‖ݕ‖ଶ ൑ 	ݕ ଵ for all‖ݕ‖ܿ	 ∈ 	्. By interchanging the roles of ‖	. ‖ଵand  ‖	. ‖ଶ we obtain that 
these two norms are equivalent. Hence, by the well-known Lax–Milgram Theorem there exists a 
unique bounded linear operator ܵ, selfadjoint in ሺ्, ሺ	൉	, െሻଵሻ, such that 

ሺ݂, ݃ሻଶ 	ൌ 	 ሺ݂ܵ, ݃ሻଵ							݂ݎ݋	݂, ݃	 ∈ 	्.	

It is boundedly invertible since ‖ܵ ௡݂‖ଵ → 0 and	‖ ௡݂‖ଵ ൌ 	1 would imply ‖ ௡݂‖ଶ
ଶ ൌ 	 ሺܵ ௡݂, ௡݂ሻଵ → 0  

which contradicts the above showen fact that  ‖	. ‖ଵand  ‖	. ‖ଶ  are equivalent. For ݂, ݃	 ∈ 	्	we have 

ሺ݂ܵ, ݃ሻଶ 	ൌ ሺܵଶ݂, ݃ሻଵ ൌ 	 ሺ݂ܵ, ܵ݃ሻଵ 	ൌ 	 ሺ݂, ܵ݃ሻଶ.	
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Thus, S is also selfadjoint with respect to ሺ	൉	, െሻଶ. Moreover, as ሺ	൉	, െሻଵ	and ሺ	൉	, െሻଶ are positive 
definite, the operator ܵ is uniformly positive. 

Now we will show (i)–(iii). Statement (i) follows directly from Lemma (3.2.3). The equality of 
the spectral measures ܧଵ	ܽ݊݀	ܧଶ of S in ሺ्, ሺ	൉	, െሻଵሻ and ሺ्, ሺ	൉	, െሻଶሻfollows from the equivalence of 
the norms  ‖. ‖ଵ and  ‖. ‖ଶand Stone’s formula (see, [175]), 

,ଵሺሺܽܧ ܾሻሻ ൌ 	 ݈݅݉ఋ→଴݈݅݉ା∈→଴ା
1
݅ߨ2

න ሺܵ െ	ሺߣ൅	∈ ݅ሻሻିଵ
௕ିఋ

௔ାௌ	

	െ ሺܵ	 െ ሺߣ	െ∈ ݅ሻሻିଵ݀ߣ ൌ ,ଶሺሺܽܧ	 ܾሻሻ,			ሺ7ሻ	

where the limit is taken in the strong operator topology. As 

ሺ݂ܵ, ݃ሻଵ 	ൌ 	 ሺ݂, ݃ሻଶ ൌ ሺ ଶܷ ଶܷ
ିଵ	݂, ݃ሻଶ ൌ ሾ ଶܷ

ିଵ	݂, ݃ሿ ൌ ሺ ଵܷܷଶ
ିଵ	݂, ݃ሻଵ,	

we have  ܵ	 ൌ ଵܷܷଶ
ିଵ  and, with (i), we conclude  ܵ	 ൌ 	 ଵܷ

ିଵ	 ଵܷ
ଶ

ଶܷ
ିଵ ൌ ଵܷ

ିଵ	ܷଶ. We will denote the 

adjoint with respect to ሺ	൉	, െሻଵ	 by the symbol ∗ଵ and the adjoint with respect to ሺ	൉	, െሻଶ	by ∗ଶ. For 
݂, ݃	 ∈ 	्  we have 

ሺ ଶܷ݂, ݃ሻଶ 	ൌ 	 ሺܷܵଶ݂, ݃ሻଵ	 ൌ 	 ሺܷଶ݂, ܵ݃ሻଵ 	ൌ ሺ݂, ଶܷ
∗ଵ	ܵ݃ሻଵ ൌ ܵିଵ݂, ܷଶ

∗ଵܵ݃2 ൌ ሺ݂, ܵିଵܷଶ
∗ଵ	ܵ݃ሻଶ,	

thus 

ܷଶ
∗ଶ ൌ 	ܵିଵ ଶܷ

∗ଵ	ܵ.																																																																									ሺ8ሻ	

This implies 

ܵ	 ൌ 	ܵ∗ଵ 	ൌ ሺ ଵܷܷଶ
ିଵሻ∗భ 	ൌ ሺ ଶܷ

ିଵሻ∗భ1 ଵܷ
ିଵ ൌ ൫ܷܵଶ

∗మ	ܵିଵ൯
ିଵ

ଵܷ
ିଵ ൌ ܷܵଶܵିଵ ଵܷ

ିଵ	,	

hence, with ܵ	 ൌ 	 ଵܷܷଶ
ିଵ we get ܵିଵ 	ൌ 	 ଵܷ

ିଵܵ ଵܷ. Replacing ଵܷ by ܷଶ and ܷଶ by ଵܷ also ܵିଵ 	ൌ
	ܷଶ

ିଵܷܵଶ holds and formula (6) and (ii) are showed. 

By (ii) the square root of S in ሺ्, ሺ	൉	, െሻଵሻ and in ሺ्, ሺ	. , െሻଶሻcoincide.We denote the unique  
positive square root of the operator ܵ by ܵଵ/ଶ. Since, by (6),  

ሺ ଵܷ
ିଵ	ܵି

భ
మ ଵܷሻଶ ൌ ଵܷ

ିଵ	ܵିଵ ଵܷ ൌ 	ܵ,			we have the relation	

ܵଵ/ଶ 	ൌ 	 ଵܷ
ିଵ	ܵି

ଵ
ଶ ଵܷሻଶ,	

which yields 

	ܵିଵ ଶܷ	ܵ
ି
ଵ
ଶ 	ൌ 	 	ܵ

ଵ
ଶ	ܵିଵ ଵܷ	ܵ

ି
ଵ
ଶ 		ൌ 	ܵି

ଵ
ଶ	 ଵܷ	ܵ

ି
ଵ
ଶ 	ൌ 	 ଵܷ	

and (iii) is showed.  

For the rest of this section let ሺ्, ሾ	൉	, െሿሻ	be an ܵ-space and let ሺሺ	൉	, െሻ, ܷሻ be a fixed Hilbert 
space realization of ሺ्, ሾ	൉	, െሿሻ. In the following all topological notions are related to the Hilbert space 
topology given by ሺ	൉	, െሻ. Its topology is independent of the particular choice of a Hilbert space 
realization (see Proposition (3.1.4)). 

Let ܶ be a densely defined operator in a Hilbert space with a Hilbert space inner product ሺ	൉	, െሻ. 
As usual, we denote by ܶ∗ the adjoint of ܶ with respect to ሺ	൉	, െሻ. As ܶ is denselydefined, ܶ∗ is unique. 
If T is, in addition, a closed operator, then ܶ∗is densely defined, see, [138]. 

Definition (3.1.5)[127]. Let ܣ be a closed, densely defined operator in an ܵ-space. An adjoint ܣ with 
respect to ሾ	൉	, െሿ is defined via the following relations: 

⋕ܣ	݉݋݀ ∶ൌ ሼ݃	 ∈ 	्:	∃݄	 ∈ ,݂ܣሾ	݄ݐ݅ݓ	्	 ݃ሿ 	ൌ 	 ሾ݂, ݄ሿ	݂ݎ݋	݈݈ܽ	݂	 ∈ 	,	ሽܣ݉݋݀	

ሾ݂ܣ, ݃ሿ 	ൌ ሾ݂, 	݂	݈݈ܽ	ݎ݋ሿ݂݃⋕ܣ ∈ 	݃	݀݊ܽ	ܣ݉݋݀	 ∈  . ⋕ܣ݉݋݀	

Analogously, we define ܣ⋕	 via 

⋕ܣ	݉݋݀ ∶ൌ ሼ݃	 ∈ 	्:	∃݄	 ∈ ,ሾ݂	݄ݐ݅ݓ	्	 ሿ݃	ܣ 	ൌ 	 ሾ݄, ݃ሿ	݂ݎ݋	݈݈ܽ	݃	 ∈ 	,	ሽܣ݉݋݀	

ሾ݂, ሿ݃ܣ ൌ ൣ #ܣ ݂, ݃൧			݂ݎ݋	݈݈ܽ	݃ ∈ 	݂	݀݊ܽ	ܣ݉݋݀	 ∈ ݉݋݀	 #ܣ .	
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In the following proposition (see [149]) we collect some of the properties of ⋕ܣ and  ܣ⋕. We 
showide here a short proof in order to make this exposition self-contained. 

Proposition (3.1.6)[127]. The operators ⋕ܣ and  ܣ⋕ are closed, densely defined and satisfy 

⋕ܣ	݉݋݀ 		ൌ 	∗ܣ݉݋݀	ܷ	 ൌ ⋕ܣ	݀݊ܽ			ሻ	∗ܷ	∗ܣሺ	݉݋݀	 	ൌ 	ሺ9ሻ																																																							∗ܷ	∗ܣܷ	

and 

	݉݋݀ 	ܣ⋕ ൌ 	∗ܣ݉݋݀		∗ܷ	 ൌ 	݀݊ܽ			ሻܷ	∗ܣሺ	݉݋݀	 ܣ⋕ ൌ  ሺ10ሻ																																																ܷ	∗ܣ	∗ܷ	

Proof. Obviously, we have ݂	 ∈ 	݂∗ܷ ሻ if and only if	∗ܷ	∗ܣሺ݉݋݀	 ∈  which in turn holds if and	∗ܣ݉݋݀	
only if ݂	 ∈ ∗ܣ݉݋݀	ܷ  Hence .∗ܣ݉݋݀	ܷ	 	ൌ 	.ሻ∗ܷ∗ܣሺ݉݋݀	

Let ݃	 ∈ 	݂ By Definition (3.1.5) we have for all . ⋕ܣ݉݋݀	 ∈  ܣ݉݋݀	

ሺ݂, ሻ݃⋕ܣ∗ܷ ൌ ሺ݂, ሻ݃⋕ܣ ൌ 	 ሾ݂ܣ, ݃ሿ 	ൌ ሺ݂ܣ, ܷ∗݃ሻ.	

Thus ܷ∗݃	 ∈ ⋕ܣ∗ܷ	݀݊ܽ		∗ܣ	݉݋݀	 	⊂ 	.∗ܷ∗ܣ	

If ݃	 ∈ 	݂ ሻ, then we have for all∗ܷ∗ܣሺ݉݋݀	 ∈  ܣ݉݋݀	

ሾ݂, ሿ݃∗ܷ∗ܣܷ ൌ ሺ݂, ሻ݃∗ܷ∗ܣ ൌ ሺ݂ܣ, ܷ∗݃ሻ ൌ 	 ሾ݂ܣ, ݃ሿ. 

Hence ݃	 ∈ ⋕ܣ and  ⋕ܣ݉݋݀	 	⊂ ⋕This gives ܷ∗A	.∗ܷ∗ܣܷ	 	ൌ  and (9) is showed. The proof of (10)∗ܷ∗ܣ	
is similar and we omit it here.  

Recall that for a densely defined operator ܶ and a bounded operator ܺ	in a Hilbert space we 
have (see [150]) 

ሺܺܶ	ሻ∗ 	ൌ 	ܶ∗ܺ∗ and, if ܺ is boundedly invertible,  

ሺܶܺ	ሻ∗ 	ൌ ܺ∗ܶ∗.																																																																																																																								ሺ11ሻ 

Proposition (3.1.7)[127]. If ⋕	ܣ ൌ 	A⋕	then	ܦܣ	 ൌ 	ܦ	݁ݎ݄݁ݓ	ܣܦ	 ൌ 	ܷଶ. 

Proof. If ⋕	ܣ	 ൌ  then from Proposition (3.1.7) and (11) we conclude , ⋕ܣ

ሺܣሻ## ൌ 	 ሺܷܣ∗ܷ∗ሻ# ൌ ܷ∗ሺܷܣ∗ܷ∗ሻ∗ܷ	 ൌ 	,ܣ	

and hence, with ⋕	ܣ	 ൌ  , ⋕ܣ

	ܣ ൌ 	 ##ܣ 	ൌ 	ܷ∗൫ #ܣ ൯
∗
ܷ	 ൌ 	ܷ∗ሺܷ∗ܣ∗ܷሻ∗ܷ ൌ ሺܷ∗ሻଶܷܣଶ 	ൌ 	.ܦܣ∗ܦ	

And since ܦ is unitary, the assertion follows.  

Corollary (3.1.8)[127]. If ⋕	ܣ	 ൌ  does not have eigenvalues ܣ and ܷ has no eigenvalues, then  ⋕ܣ
with finite geometric multiplicity. 

Proof. By Proposition (3.1.7) we have ܦܣ	 ൌ  with ܣ is an eigenvalue of ߣ Assume that .ܣܦ	
finitegeometric multiplicity. From ܦܣ	 ൌ 	ܣሺݎ݁݇ it follows that ܣܦ	 െ  .ܦ is invariant under	ሻߣ	
Therefore, ܦ (and hence ܷ) has eigenvalues.  

Definition (3.1.9)[127]. A densely defined operator ܣ in the ܵ-space ሺ्, ሾ	൉	, െሿሻ	is called selfadjoint if 

	ܣ ൌ 	.	⋕ܣ	

We have the following characterization for selfadjointness of operators in ܵ-spaces. 

Proposition (3.1.10)[127]. For a densely defined operator ܣ in ् the following assertions are 
equivalent: 

(i) ܣ	 ൌ ,ܣ	 ݅. ݁. , ,is selfadjoint in ሺ् ܣ ሾ	൉	, െሿሻ. 

(ii) ܷ∗ܣ	 ൌ  .∗ܷ∗ܣ	

(iii) ܷܣ	 ൌ 	.ܷ∗ܣ	

(iv) ܣ	 ൌ  .ܣ	

If one of these equivalent statements holds true we have 

݂	 ∈ 	ܣ݉݋݀	 ⟺	ܷ∗݂ ∈ ∗ܣ݉݋݀	 	⟺ 	ܷ݂	 ∈ 	ሺ12ሻ																																																																									.∗ܣ݉݋݀	
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Proof. The equivalence of (i) and (ii) follows from (9), the equivalence of (iii) and (iv) follows from 
(10). 

Assume that (ii) holds. For ݂	 ∈ 	݂ܷ we conclude	ܣ݉݋݀	 ∈ ,݂ This implies for .∗ܣ݉݋݀	 ݃	 ∈
 :ܣ݉݋݀

ሺ݂, ሻ݃ܣܷ 	ൌ ሺܣ∗ܷ∗݂, ݃ሻ ൌ ሺܷ∗݂ܣ, ݃ሻ ൌ 	 ሺ݂ܣ, ܷ݃ሻ	

and we have ܷ݃	 ∈ 	ܣܷ hence ,∗ܣ݉݋݀	 ⊂  For the other inclusion, we observe by (ii) that	.ܷ∗ܣ	
∗ܣ݉݋݀ 	ൌ 	ܷ݃ For .ܣ݉݋݀	∗ܷ	 ∈ 	݂	݀݊ܽ	∗ܣ݉݋݀	 ∈ 	݂∗ܷ we have	ܣ݉݋݀	 ∈  and ∗ܣ݉݋݀	

ሺܷ∗݂, ሻܷ݃∗ܣ∗ܷ ൌ ሺ݂, ሻܷ݃∗ܣ ൌ 	 ሺ݂ܣ, ܷ݃ሻ ൌ ሺܷ∗݂ܣ, ݃ሻ ൌ ሺܣ∗ܷ∗݂, ݃ሻ,	

thus ݃	 ∈ 	∗ሻ∗ܣሺ݉݋݀	 ൌ 	ܷ݃∗ܣ∗ܷ	This gives	.ܣ݉݋݀	 ൌ 	∗ܣ	݀݊ܽ	݃ܣ	

ܷ	 ⊂  .This showes (iii) .ܣܷ	

Assume that (iii) holds. For	݂	 ∈ ݂ܷ we conclude ܣ݉݋݀	 ∈ ,݂ This gives for	.∗ܣ݉݋݀	 ݃	 ∈
 ܣ݉݋݀

ሺܷ∗݃ܣ, ݂ሻ ൌ 	 ሺ݃ܣ, ܷ݂ሻ ൌ ሺ݃, ሻ݂ܷ∗ܣ ൌ 	 ሺ݃, ሻ	݂ܣܷ 	ൌ ሺܷ∗݃, 	ሻ݂ܣ

and we have ܷ∗݃	 ∈ ,∗ܣ݉݋݀	 	ܣ∗ܷ	݄݁ܿ݊݁ ⊂  For the other inclusion, we observe by (iii) .∗ܷ∗ܣ	
that	݀ܣ݉݋∗ 	ൌ 	݃∗ܷ	ݎ݋ܨ			.ܣ݉݋݀	ܷ	 ∈ 	݂	and	 ∗ܣ݉݋݀	 ∈ 	݂ܷ we have ܣ݉݋݀	 ∈  and	∗ܣ݉݋݀	

ሺܷ݂, ሻ݃∗ܷ∗ܣܷ ൌ ሺ݂, ሻ݃∗ܷ∗ܣ ൌ ሺ݂ܣ, ܷ∗݃ሻ ൌ 	 ሺܷ݂ܣ, ݃ሻ 	ൌ ሺܣ∗ܷ݂, ݃ሻ,	

thus	݃	 ∈ ∗ሻ∗ܣሺ݉݋݀	 	ൌ 	݃∗ܷ∗ܣ	This gives .ܣ݉݋݀	 ൌ ∗ܷ∗ܣ	݀݊ܽ			݃ܣ∗ܷ	 	⊂  .This showes (ii) .ܣ∗ܷ
Moreover, we have shown that (12) holds.  

Proposition (3.1.11)[127].  Let ܣ be a selfadjoint operator in the ܵ-space ሺ्, ሾ	൉	, െሿሻ. Then the 
spectrumof ܣ is symmetric with respect to the real axis. 

Proof. Since ⋕	ܣ	 ൌ ⋕ܣ 	ൌ  is unitarily equivalent to its ܣ cf. Proposition (3.1.6), the operator ,∗ܷ∗ܣܷ	
adjoint. Hence, ߪሺܣሻ 	ൌ ሻ∗ܣሺߪ	 	ൌ 	 ሼ̅:ߣ	ߣ	 ∈  	.ሻሽܣሺߪ	

Let ܣ be a selfadjoint operator in the ܵ-space ሺ्, ሾ	൉	, െሿሻ. If ሺ्, ሾ	൉	, െሿሻ is a Krein space, then ܷ 
is selfadjoint and thus ߪሺܷሻ 	ൌ ௣ሺܷሻߪ	 	⊂ 	 ሼെ1, 1ሽ. It is well known that the spectrum of ܣ may be 
rather arbitrary. For example, it can happen that ߪሺܣሻ 	ൌ 	ԧ. 

Example (3.1.12)[127]. Assume that – in contrast to the Krein space case – ߪሺܷሻ consists of two 
eigenvalues ߣଵ, ଵߣ with	ଶߣ 	് 	െߣଶ, e.g., ߪሺܷሻ 	ൌ 	 ሼ1, ݅ሽ. Then ߪሺܷଶሻ 	ൌ 	 ሼ1,െ1ሽ, and since ܣ 
commutes with ܦ	 ൌ 	ܷଶ by Proposition (3.1.7) the spectral subspaces of ܦ are ܣ-invariant. Since these 
coincide with the eigenspaces of ܷ corresponding to 1 and i, respectively, we have ܣ	 ൌ ଵܣ	  ௜ andܣ	⊕	
ܷ	 ൌ 	ܫ	 ⊕ ् with respect to the decomposition	ܫ݅ ൌ 	ሺܷݎ݁݇	 െ 1ሻ⊕ 	ሺܷݎ݁݇ െ ݅ሻ. From the 
selfadjointness of ܣ in ሺ्, ሾ	൉	, െሿሻ we conclude that both ܣ௜ and ܣ௜  are selfadjoint with respect to the 
Hilbert space scalar product	ሺ	൉	, െሻ	݅݊	݇݁ݎሺܷ െ 1ሻ	ܽ݊݀	݇݁ݎሺܷ െ ݅ሻ,	respectively. Hence, ܣ is  
selfadjoint in ሺ्, ሺ	൉	, െሻሻ.	In particular its spectrum is real. 

This simple example shows that it is not necessarily “better” to know that an operator is 
selfadjoint in a Krein space than in an ܵ-space. In fact, we will show in the following that every 
selfadjoint operator in an ܵ-space is also selfadjoint in some Krein space. However, in general 
(if	ߪሺܷሻ 	് 	 ሼ݁௜௧	, െ݁௜௧	ሽ for some ݐ	 ∈ 	 ሾ0,  ሻሻ the selfadjointness in the ܵ-space gives us moreߨ
information  about the operator. E.g., we automatically know a whole bunch of invariant subspaces of 
the operator – namely the spectral subspaces of ܦ. 

Definition (3.1.13)[127]. Let ܩ be a bounded selfadjoint operator in the Hilbert space ൫्, ሺ	൉	, െሻ൯.	 

	ܶܩ symmetric if-ܩ closed and densely defined linear operator ܶ in ् will be called ܣ  ⊂ 	 ሺܶܩሻ∗. The 
operator ܶ is called ܩ-selfadjoint if ܶܩ	 ൌ 	 ሺܶܩሻ. 

In the following we will deal with the operators 

:ሻݐሺܩ ൌ 	
1
2݅
൫݁௜௧ܷ	 െ	݁ି௜௧ܷ∗൯,				ݐ ∈ 	 ሾ0, 	.ሻߨ
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It is easily seen that all these operators are bounded selfadjoint operators in the Hilbert space ሺ्, ሺ	൉
	, െሻሻ.	  We have ܩሺ0ሻ 	ൌ 2ሻ/ߨሺܩ	݀݊ܽ	ܷ݉ܫ	 	ൌ 	ܴܷ݁.	Moreover, the operator ܩሺݐሻ	can be factorized in 
the following way 

ሻݐሺܩ 	ൌ 	
݁௜௧

2݅
ܷ∗൫ܷଶ 	െ	݁ଶ௜௧൯ ൌ 	

݁௜௧

2݅
ܷ∗൫ܷ	 െ ݁ି௜௧൯	൫ܷ	 ൅ ݁ି௜௧൯	.	

Therefore,	ܩሺݐሻ is boundedly invertible if and only if ݁ି௜௧	, െ݁ି௜௧ 	∈ ,ሺܷሻ. In this case ሺ्ߩ	 ሺܩሺݐሻ 	 ൉
	, െሻሻ is a Krein space. 

Proposition(3.1.14)[127]. Let ܣ be a selfadjoint operator in the ܵ-space ሺ्, ሾ	൉	, െሿ). Then ܣ is ܩሺݐሻ-
symmetric for all t	∈ 	 ሾ0, 	ݐ If for some	ሻ.ߨ ∈ 	 ሾ0, ,	௜௧ି݁	݁ݒ݄ܽ	݁ݓ	ሻߨ െ݁ି௜௧ 	∈  ܣ ሺܷሻ, then the operatorߩ	
is ܩሺݐሻ-selfadjoint. 

Proof. Let ݐ	 ∈ 	 ሾ0,  ሻ. Then by Proposition (3.1.10) we haveߨ

	ܣሻݐሺܩ ൌ 	
1
2݅
	൫݁௜௧ܷ	– ݁ି௜௧ܷ∗ܣ	൯ ൌ 	

1
2݅
൫݁௜௧ܷܣ െ ݁ି௜௧ܷ∗ܣ൯ ൌ 	

1
2݅
൫݁௜௧ܣ∗ܷ െ ݁ି௜௧ܣ∗ܷ∗൯ 

⊂ ሻݐሺܩ∗ܣ 	ൌ 	.∗ܣሻݐሺܩ

This shows that ܣ is ܩሺݐሻ-symmetric. 

We have by Proposition 3.1.7  ܦܣ	 ൌ  ߣ therefore for each complex number ,ܣܦ	

ሺܦ	 െ 	ܣሻߣ ⊂ 	ܦሺܣ	 െ 	ሺ13ሻ																																																																																				ሻ.ߣ

We will show that for	ߣ	 ∈  ,ሻ equality holdsܦሺߩ	

ሺܦ	 െ 	ܣሻߣ ൌ 	ܦሺܣ	 െ 	ሺ14ሻ																																																																																																						ሻ.ߣ

Let ߣ	 ∈ 	ܦሺܣሺ݉݋݀ ሻ. We have to showܦሺߩ	 െ ሻሻߣ	 	⊂ Consider the Hilbert space ्஺ .ܣ݉݋݀	 ∶ൌ 
ሺ݀ܣ݉݋, ሺ	൉	, െሻ஺ሻ, where the inner product ሺ	൉	, െሻ୅ is defined by 

ሺ݂, ݃ሻܣ ∶ൌ 	 ሺ݂, ݃ሻ ൅ ሺ݂ܣ, ,ሻ݃ܣ ݂, ݃	 ∈ 	.ܣ݉݋݀	

Due to ܦܣ	 ൌ  invariant. Hence, define-ܦ the linear manifold domA is ܣܦ	

஺ܦ ∶ 	्஺ → ्஺, ݂ܣܦ ∶ൌ ,݂ܦ	 ݂	 ∈ 	.ܣ݉݋݀	

For	݂, ݃	 ∈ 	्஺ we have 

ሺܦ஺݂, ஺݃ሻ஺ܦ 	ൌ 	 ሺ݂ܦ, ሻ݃ܦ ൅ ሺ݂ܦܣ, ሻ݃ܦܣ ൌ ሺ݂, ݃ሻ ൅ ሺ݂ܦܣ, ሻ݃ܣܦ 	ൌ 	 ሺ݂, ݃ሻ஺	

and ܣܦ is an isometric operator in	्஺. Assume that there exists ݖ	 ∈ 	्஺ with ሺܦ஺݂, 	ሻ஺ݖ	 ൌ 	0	for all 
݂	 ∈  ஺. That givesܦ	

െሺ݂,ݖ∗ܦ ൌ	ሻሺܦ஺݂, ሻݖܣ 	ൌ ሺ݂ܣ, 	ሻݖܣ∗ܦ

for all ݂	 ∈ 	्஺ and, hence, ݖܣ∗ܦ	 ∈ ݖܣ∗ܦ∗ܣ	 with 	∗ܣ݉݋݀	 ൌ െݖ∗ܦ. 

	By	ሺ11ሻ	and ܦܣ	 ൌ  we obtain ܣܦ	

െݖ∗ܦ	 ൌ 	 ሺܣܦሻ∗ݖܣ	 ൌ 	 ሺܦܣሻ∗ݖܣ	 ൌ 	.ݖܣ∗ܣ∗ܦ	

It follows ݖܣ∗ܣ ൌ െݖ and	0	 ൑ ሺݖܣ∗ܣ, ሻݖ ൌ െሺݖ, ሻݖ ൑ 0. Therefore	ݖ	 ൌ 	0 and ܦ஺ has a denserange in 
्஺. The operator ܦ஺ is a unitary operator in ्஺. 

For ߣ	 ∈  ሼ0ሽ, we have	\	ሻܦሺߩ	

஺ܦሺ݊ܽݎ 	െ ሻୄ஺ߣ 	ൌ ஺ܦ൫ݎ݁݇	
ିଵ െ	 ൯ߣ̅ ൌ ݎ݁݇	 ቀܦ஺

ିଵ	̅ߣ൫ିߣଵ	തതതതത െ ஺൯ቁܦ ൌ 	 ሼ0ሽ,	

where ٣ ,	൉	denotes the orthogonal complement in ्஺ with respect to ሺ ܣ െሻ஺. Hence, for ߣ	 ∈  ,ሻܦሺߩ
the operator ܦ஺ 	െ  .has a dense range in ्஺ ߣ

In order to show (14) let ݂	 ∈ 	ܦሺܣሺ݉݋݀	 െ .ሻሻߣ	 ݄ܶ݁݊	ሺܦ	 െ 	ሻ݂ߣ	 ∈ ஺ܦAs ranሺ .ܣ݉݋݀	 	െ  ሻߣ	
is dense in ्஺, there exists a sequence ሺ ௡݂ሻ in dom	ܣ such that   

‖ሺܦ஺ 	െ ሻߣ ௡݂ 	െ ሺܦ	 െ ሻ݂‖஺ߣ → ݊				ݏܽ				0 → ∞.	

From this we conclude 
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௡݂ → –	ܦሺܣ		݀݊ܽ				݂ 	ሻߣ	 ௡݂ → –	ܦሺܣ ݊				ݏܽ				ሻ݂ߣ → ∞	

(in ܵ). But ௡݂ 	 ∈  and from (13) it follows that ܣ݉݋݀	

௡݂ → ܣ	݀݊ܽ	݂ ௡݂ → ሺܦ	 െ 	ܦሺܣ	ሻିଵߣ െ ݊	ݏܽ	ሻ݂ߣ → ∞.	

Now, it is a consequence of the closedness of ܣ that ݂	 ∈ 	ܦand  ሺ ܣ݉݋݀	 െ 	݂ܣሻߣ	 ൌ 	ܦሺܣ	 െ  . ሻ݂ߣ	
This shows (14). 

The selfadjointness of ܣ in ሺ्, ሾ	൉	, െሿሻ is equivalent to ܣ∗ܷ∗ 	ൌ  .cf. Proposition (3.1.10) ,ܣ∗ܷ	

With േ݁ି௜௧	 ∈ ሺܷሻ we have ݁ିଶ௜௧ߩ	 	 ∈  ሻ. This and (14) yieldܦሺߩ	

ሻݐሺܩ∗ܣ 	ൌ 	
	݁௜௧

2݅
	ܦ൫∗ܷ∗ܣ െ	݁ିଶ௜௧൯ ൌ 	

	݁௜௧

2݅
	ܦ൫ܣ∗ܷ െ ݁ିଶ௜௧൯ 	ൌ

	݁௜௧

2݅
ܷ∗൫ܦ	 െ ݁ିଶ௜௧	൯ܣ	 ൌ 	,ܣሻݐሺܩ	

which is the ܩሺݐሻ-selfadjointness of ܣ. 

Note that in general the operator ܣ in Proposition (3.1.15) is not ܩሺݐሻ-selfadjoint. For example 
let ܷ ∶ൌ 2ሻ/ߨሺܩ is unbounded. Then ܣ and suppose that ܫ݅	 	ൌ 	0 and ܩሺ2/ߨሻܣ is the restriction of the 
zero operator to ݀ܣ݉݋, whereas ሺܩሺ2/ߨሻܣሻ∗ equals the zero operator on ्. Hence, in this case, ܣ is 
not ܩሺ2/ߨሻ െselfadjoint. 

If ܩሺݐሻ is boundedly invertible, then the space ् equipped with the inner product ሺܩሺݐሻ 	 ൉	, െሻ is 
a Krein space. The following theorem follows immediately from Proposition (3.1.14). 

Theorem(3.1.15)[127]. Let ܣ be a selfadjoint operator in the ܵ-space ሺ्, ሾ	൉	, െሿሻ. If for some ݐ	 ∈
ሾ0, ,	௜௧ି݁	݁ݒ݄ܽ	݁ݓ	ሻߨ െ݁ି௜௧ ∈ ,is selfadjoint in the Krein spaceሺ् ܣ ሺܷሻ, then the operatorߩ	 ሺܩሺݐሻ 	 ൉
	, െሻሻ. 

If in the situation of  Theorem (3.1.15)  the operator ܷ satisfies some additional assumptions, 
more can be said about the spectrum of ܣ. 

Theorem(3.1.16)[127]. Let A be a selfadjoint operator in the ܵ-space ሺ्, ሾ	൉	, െሿሻ and assume that there 
is some ݐ	 ∈ 	 ሾ0, ,	ሻ such that ݁ି௜௧ߨ െ݁ି௜௧ ∈ 	ሺܷሻ. Let  ॻߩ	 ൌ 	ॻଵ ∪ሶ ॻଶ be a decomposition of the unit 
circle, where 

ॻଵ ∶ൌ ൛	݁௜௦ ∶ 	െݐ	 ൑ 	ݏ ൏ െݐ	 ൅  			݀݊ܽ		ൟߨ

ॻଶ ∶ൌ 	 ൛݁௜௦ :	െ 	ݐ ൅ ߨ ൑ 	ݏ ൏ െݐ	 ൅ 	.ൟߨ2

If ॻଵ 	∩ ሺܷሻߪ	 ൌ ॻଶ	ݎ݋	∅ 	∩ ሺܷሻߪ	 ൌ ∅ then ܣ is selfadjoint in the Hilbert space ሺ्, ሺܩሺݐሻ 	 ൉	, െሻሻ. In 
particular, 

ሻܣሺߪ 	⊂ 	Թ.	

If ॻଵ 	∩ ॻଶ	ݎ݋	ሺܷሻߪ	 	∩  ሺܷሻ consists of finitely many κ isolated eigenvalues (counted withߪ	
multiplicity) of ܷ, then the non-real spectrum of ܣ in the open upper half-plane consists of at most κ 
isolated eigenvalues with finite algebraic multiplicities, 

	Թ	\	ሻܣሺߪ ൌ 	 ሼߣଵ, ,ଵതതതߣ ,ଶߣ ,ଶതതതߣ . . . , ,	఑బߣ ఑బതതതതሽߣ 	⊂ 	,ሻܣ௣ሺߪ	

for some ߢ଴ with 0	 ൑ ଴ߢ ൑  .ߢ	

Proof. We define  
෩ܷ ∶ൌ 	݁௜௧ܷ.	

Then േ1	 ∈ ሺߩ ෩ܷሻ. The operator A is selfadjoint in the ܵ-space ሺ्, ሾ	൉, െሿ∼ሻ, where ሾ	൉, െሿ∼	is given by 

ሾ݂, ݃ሿ∼ ∶ൌ 	 ሺܷ݂, ݃ሻ				݂ݎ݋	݈݈ܽ	݂, ݃	 ∈ 	्.	

By Theorem (3.1.15), ܣ is selfadjoint in the Krein space ሺ्, ሺ݉ܫ	 ෩ܷ ൉	,൉ሻሻ. If  ॻଵ 	∩ ሺܷሻߪ	 		ൌ 	∅ then 
,is a uniformly negative operator in the Hilbert space ሺ् ܷ	݉ܫ ሺ	൉	, െሻሻ,	and hence A is a selfadjoint 
operator in the Hilbert space ሺܵ, െሺ݉ܫ	ܷ ൉	,൉ሻሻ. A similar argument holds for the case ॻଶ 	∩ ሺܷሻߪ	 	ൌ ∅ 
and the first assertion of the theorem is shown. 
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If ॻଵ 	∩   consists of finitely many isolated eigenvalues of  ܷ with finite multiplicity then		ሺܷሻߪ	
	݉ܫ ෩ܷ	is a bounded and boundedly invertible selfadjoint operator in the Hilbert space ሺ्, ሺ	൉	, െሻሻ. 
Moreover, the spectral subspace of ݉ܫ	 ෩ܷ corresponding to the positive real numbers is finite 
dimensional. Therefore ܣ is a selfadjoint operator in the Pontryagin space ሺ्, ሺ݉ܫ	 ෩ܷ ൉	,൉ሻሻ and the 
second assertion of the Theorem follows from well-known properties of selfadjoint operators in 
Pontryagin spaces, see, [98,105]. Similar arguments apply if ॻଶ 	∩  ሺܷሻ  consists of finitely manyߪ	
isolated eigenvalues of  ܷ.  

The following Theorem is the main result of this section. It shows that the notions of ܵ-space 
selfadjointness and Krein space selfadjointness coincide. 

Theorem(3.1.17)[127]. Let ܣ be a selfadjoint operator in the ܵ-space ሺ्, ሾ	൉	, െሿሻ. Then there exists  a 
Krein space inner product 〈൉	, െ	〉	such that ܣ is selfadjoint in the Krein space ሺ्, 〈൉	, െ	〉 Moreover, if  
 ௎ denotes the spectral measure of  ܷ and if  ∆ is a Borel subset of the unit circle ܶ with the propertyܧ
that ߣ	 ∈ 	∆ implies െߣ	 ∈ ∆,	then the spectral subspace ܧ௎ሺ∆ሻ् is an invariant subspace for ܣ. 

Proof. We choose some ߝ	 ∈ 	 ሺ0,  2ሻ and define/ߨ

∆ଵ∶ൌ ൛݁௜௧ ∶ 	ݐ	 ∈ 	 ሺെߝ, ሻൟߝ ∪ ൛െ݁௜௧ ∶ 	ݐ	 ∈ 	 ሺെߝ, ,ൟ	ሻߝ ∆ଶ∶ൌ 	ॻ	\∆ଵ.	

Let ्ଵ	ܽ݊݀	्ଶ be the spectral subspaces of ܷ corresponding to ∆ଵ and ∆ଶ, respectively, i.e. 

्ଵ 	ൌ ्ଶ							ܽ݊݀				௎ሺ∆ଵሻܵܧ	 	ൌ 	.௎ሺ∆ଶሻ्ܧ	

Then we have 

्	 ൌ 	्ଵ 	⊕ ्ଶ.	

We define the sets 

∆ଵ
ଶ: ൌ ൛݁௜௧ ∶ 	ݐ	 ∈ 	 ሺെ2ߝ, ∆ଶ				ܽ݊݀			ሻൟߝ2

ଶ: ൌ 	ॻ	\∆ଵ
ଶൌ ሼݖଶ:	ݖ	 ∈ 	∆ଶሽ.	

If ܧ௎మ denotes the spectral measure of ܷଶ and ݄ ∶ 	ԧ → 	ԧ denotes the function given by ݄ሺݖሻ 	ൌ 	  ,ଶݖ
then we deduce from the properties of the functional calculus for unitary operators forj = 1, 2 

௎మ൫∆௝ܧ
ଶ൯ ൌ 	1∆ೕమሺܷ

ଶሻ ൌ 	 ሺ1∆ೕమ°	݄ሻሺܷሻ 	ൌ 	1௛షభቀ∆ೕమቁ
ሺܷሻ 	ൌ 	,ሻ	௎ሺ∆௝ܧ	

where ૚∆ is the indicator function corresponding to a Borel set ∆ and ݄ିଵ൫∆௝
ଶ൯ denotes the pre-image of 

∆௝
ଶ under ݄. Therefore, the spectral subspace of ܦ	 ൌ 	ܷଶ corresponding to ∆௝

ଶ coincides with ௝् 	, ݆	 ൌ
	1, 2. 

For ߣ	 ∈ 	ܦሻ the operator ሺܦሺߩ	 െ  ሻିଵ commutes with A, cf. (14). With some obviousߣ
modifications due to the fact that ܷ is a unitary operator, the projector ܧ௎ሺ∆௝	ሻ, ݆	 ൌ 	1, 2, can be written 
in a similar form as in (7). From this, we conclude 

	ܣሻ	௎ሺ∆௝ܧ ⊂ 	ሺ15ሻ																																																																														ሻ.	௎ሺ∆௝ܧܣ	

Hence, for ݔ	 ∈ 	ݔሻ	௎ሺ∆௝ܧ we have ܣ݉݋݀	 ∈  and ܣ݉݋݀	

	ܣ݉݋݀ ൌ 	 ሺ्ଵ 	∩ ⊕ሻܣ݉݋݀	 ሺ्ଶ 	∩ 	.ሻܣ݉݋݀	

Moreover, if ݔ	 ∈ 	 ௝् 		∩  then with (15) ܣ݉݋݀	

	ݔܣ ൌ 	,ݔܣሻ	௎ሺ∆௝ܧ	

which implies that the subspaces ्ଵ and ्ଶ are ܣ-invariant. Thus, with respect to the decomposition 
् ൌ	्ଵ 	⊕	्ଶ the operators ܣ	ܽ݊݀	ܷ	decompose as ܣ	 ൌ ଵܣ	 	ܷ	݀݊ܽ	ଶܣ	⊕	 ൌ 	 ଵܷ 	⊕	 ଶܷ, where  

	௝ܣ ൌ |ܣ	 ௝्		ܽ݊݀	 ௝ܷ	 ൌ 	ܷ| ௝्		, ݆	 ൌ 	1, 2. It is easy to see that ܣଵ is selfadjoint in the ܵ-space ሺ्ଵ, ሺ ଵܷ 	 ൉
, െሻሻ	and that ܣଶ is selfadjoint in the ܵ-space (्ଶ, ሺܷଶ 	 ൉, െሻሻ. Since ݅, െ݅	 ∈ ሺߩ	 ଵܷሻ	and 1,െ1	 ∈
,	ሺܷଶሻ, it follows from Theorem (3.1.15) that there are Krein space inner products 〈൉ߩ	 െ〉ଵ	and 〈൉	, െ〉ଶ 
in ्ଵ and ्ଶ, respectively, such that ܣ௝ is selfadjoint in the Krein space ሺ ௝्	, 〈൉	, െ〉௝	ሻ, ݆	 ൌ 	1, 2. 
Hence, ܣ is obviously selfadjoint in the Krein space ሺ्, 〈൉	, െ〉ሻ, where 〈൉	, െ〉 is given by 
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,	ݔ〉 〈ݒ ∶ൌ 	 ,	ଵݔ〉 ଵ〉ଵݕ 	൅ ,	ଶݔ〉	  ,ଶ〉ଶݕ

	ݔ ൌ 	 ଵݔ ൅	ݔଶ, 	ݕ ൌ ଵݕ	 	൅ ,ଶݕ ,ଵݔ ଶݔ 	∈ 	्ଵ, ,ଵݕ ଶݕ 	∈ 	्ଶ.	

Example(3.1.18)[127]. As an illustration of Theorem (3.1.17) we consider a simple example with 
2	 ൈ 	2 matrices. Let ܷ be unitary in ԧଶ and choose an orthonormal basis of ԧଶ such that the 
corresponding matrix is diagonal with entries ݖଵ, ଶݖ 	∈ 	ॻ. A matrix with entries ܽ, ܾ, ܿ, ݀	 ∈ 	ԧ which is 
selfadjoint in the S-space given by ܷ has to satisfy 

൤
ଵݖ 0
0 ଶݖ

൨ ቂܽ ܾ
ܿ ݀

ቃ ൌ ൤ തܽ
തܾ

ܿ̅ ݀̅
൨ ൤
ଵݖ 0
0 ଶݖ

൨ ,	

cf. Proposition (3.1.10), part (iii).We assume ܾܿ	 ് 0. From this we see that a and d are real, ݖଵ ൌ
േݖଶ	ܽ݊݀	ܾ ൌ േܿ̅. Hence, either the matrix is selfadjoint (in the case ݖଵ ൌ ଵݖ ଶ) or, ifݖ ൌ െݖଶ, we have 
ܾ	 ൌ െܿ̅ and the matrix is selfadjoint in the (finite dimensional) Krein space with fundamental 
symmetry 

	ܬ ൌ ቂ1 0
0 െ1

ቃ. 

Corollary (3.1.19)[212]. Let ्௡ be a complex linear space with an inner product ሾ	൉	, െሿ. Then the pair 
ሺ्௡, ሺ	൉	, െሻሻ is an ܵ௡ିଵ-space if and only if there exist a Hilbert space inner product ሺ	൉	, െሻ on ्௡	and 
a bounded and boundedly invertible normal operators  ௡ܶିଵ in ሺ्௡, ሺ	൉	, െሻሻ such that 

൥෍ ௜݂ିଵ

௡

௜ୀଵ

,෍݃௜ିଵ

௡

௜ୀଵ

൩ ൌ ൭෍ ௜ܶିଵ ௜݂ିଵ

௡

௜ୀଵ

,෍݃௜ିଵ

௡

௜ୀଵ

൱				 

	݈݈ܽ	ݎ݋݂	 ∑ ௜݂ିଵ
௡
௜ୀଵ , ∑ ݃௜ିଵ

௡
௜ୀଵ 		 ∈ 	्௡ . 

Proof. We define the operators  ܷ௡ିଵ ∶ൌ 	 ௡ܶିଵ	ሺT୬ିଵ
∗

௡ܶିଵ	ሻ
ି
భ
మ and the inner product 

,௡ݔ〉 〈௡ାଵݔ ∶ൌ ൬ሺT୬ିଵ
∗

௡ܶିଵ	ሻ
ଵ
ଶݔ௡, ௡ାଵ൰ݔ , ,௡ݔ ௡ାଵݔ 	∈ 	्௡.	

Since ௡ܶିଵ is bijective, this is a Hilbert space inner product on ܵ௡ିଵ. From the relation 

ሺ ௡ܶିଵ	ሺ ௡ܶିଵ
∗

௡ܶିଵ	ሻ
ି
భ
మ ௡ܶିଵ

∗ ሻଶ 	ൌ 	 ௡ܶିଵ ௡ܶିଵ
∗  it follows that 

ሺ ௡ܶିଵ ௡ܶିଵ
∗ 	ሻ

ଵ
ଶ 	ൌ ሺ ௡ܶିଵ

∗
௡ܶିଵ	ሻ

ଵ
ଶ 		ൌ ௡ܶିଵ	ሺ ௡ܶିଵ

∗
௡ܶିଵ	ሻ

ିଵଶ ௡ܶିଵ
∗ .																																													ሺ16ሻ	

Hence, for ݔ௡, ௡ାଵݔ 	∈ 	्௡ we obtain 

〈ܷ௡ିଵݔ௡, 〈	௡ାଵݔ ൌ ൬ሺ ௡ܶିଵ
∗

௡ܶିଵ	ሻ
૚
૛ ௡ܶିଵ	ሺ ௡ܶିଵ

∗
௡ܶିଵ	ሻ

ି
૚
૛ݔ௡, ௡ାଵ൰ݔ

ൌ ൬ ௡ܶିଵ	ሺ ௡ܶିଵ
∗

௡ܶିଵ	ሻ
ି
૚
૛ ௡ܶିଵ

∗
௡ܶିଵሺ ௡ܶିଵ

∗
௡ܶିଵ	ሻ

ି
૚
૛ݔ௡, ௡ାଵ൰ݔ ൌ 	 ሾݔ௡, 	௡ାଵሿݔ

and 

〈ܷ௡ିଵݔ௡, ܷ௡ିଵݔ௡ାଵ〉 ൌ ൬ሺ ௡ܶିଵ
∗

௡ܶିଵ	ሻ
ଵ
ଶ ௡ܶିଵ	ሺ ௡ܶିଵ

∗
௡ܶିଵ	ሻ

ି
ଵ
ଶݔ௡, ௡ܶିଵ	ሺ ௡ܶିଵ

∗
௡ܶିଵ	ሻ

ି
ଵ
ଶݔ௡ାଵ൰ 

ൌ ൬ ௡ܶିଵ	ሺ ௡ܶିଵ
∗

௡ܶିଵ	ሻ
ି
ଵ
ଶ ௡ܶିଵ

∗
௡ܶିଵሺ ௡ܶିଵ

∗
௡ܶିଵ	ሻ

ି
ଵ
ଶݔ௡, ௡ܶିଵሺ ௡ܶିଵ

∗
௡ܶିଵ	ሻ

ି
ଵ
ଶݔ௡ାଵ൰ 

ൌ ൬ ௡ܶିଵݔ௡, ௡ܶିଵሺT୬ିଵ
∗

௡ܶିଵ	ሻ
ି
ଵ
ଶݔ௡ାଵ൰ ൌ ൬ሺ ௡ܶିଵ

∗
௡ܶିଵ	ሻ

ି
ଵ
ଶ	 ௡ܶିଵ

∗
௡ܶିଵݔ௡,  ௡ାଵ൰ݔ

ൌ ൬ሺ ௡ܶିଵ
∗

௡ܶିଵ	ሻ
ଵ
ଶݔ௡, ௡ାଵ൰ݔ ൌ ,௡ݔ	〉 	,〈௡ାଵݔ

which shows that ܷ௡ିଵ is unitary in ሺ्௡, 〈൉,൉〉ሻ and ሺ्௡, ሾ	൉	, െሿሻ is an ܵ௡ିଵ-space.  

Corollary (3.1.20)[212]. Let ሺ्௡, ሾ	൉	, െሿሻ be an ܵ௡ିଵ-space. Then there exists a uniquely defined linear 
operator ܦ௡ିଵ ∶ 	्௡ 	→ ्௡	such that 

ሾݔ௡, ௡ାଵሿݔ ൌ 	 ሾݔ௡ାଵ, ,௡ݔ	all	for		௡ሿതതതതതതതതതതതതതതതതതതതݔ௡ିଵܦ ௡ାଵݔ 	∈ 	्௡.																																																			ሺ17ሻ	
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If ሺሺ	൉	, െሻ, ܷ௡ିଵሻ is a Hilbert space realization of ሺ्௡, ሾ	൉	, െሿሻ ,then ܦ௡ିଵ 	ൌ ܷ௡ିଵ
௡ାଵ	. 

Proof. Let ሺሺ	൉	, െሻ, ܷ௡ିଵሻ be a Hilbert space realization of ሺ्௡, ሾ	൉	, െሿሻ. Then it is easily seen that 
ܷ௡ିଵ
௡ାଵ satisfies the relation (17) (with ܦ௡ିଵ replaced by ܷ௡ିଵ

௡ାଵ). Let ܦ௡ିଵ ∶ ्௡ 	→ 	्௡ be a linear 
operator satisfying (17). Then from  ሾݔ௡ାଵ, ௡ሿݔ௡ିଵܦ 	ൌ 	 ሾݔ௡ାଵ, ܷ௡ିଵ

௡ାଵݔ௡ሿ for all ݔ௡, ௡ାଵݔ 	∈ 	्௡		we 
conclude ሺܷ௡ିଵݔ௡ାଵ, ௡ݔ௡ିଵܦ 	െ ܷ௡ିଵ

௡ାଵݔ௡ሻ 	ൌ 	0, for all ݔ௡, ௡ାଵݔ ∈ 	्௡	.	And since ܷ௡ିଵ is bijective, it 
follows that ܦ௡ିଵ 	ൌ 	ܷ௡ିଵ

௡ାଵ.  

Corollary (3.1.21)[212]. Let ሺ्௡, ሾ	൉	, െሿሻ. be an ܵ௡ିଵ-space and assume that there are two Hilbert 
space realizations ሺሺ	൉	, െሻ௡, ሻ	ܽ݊݀	ሺሺ	൉	, െሻ௡ାଵ, ܷ௡ାଵሻ with 

൥෍ ௜݂ିଵ

௡

௜ୀଵ

,෍݃௜ିଵ

௡

௜ୀଵ

൩ ൌ ൭෍ ௜ܷ ௜݂ିଵ

௡

௜ୀଵ

,෍݃௜ିଵ

௡

௜ୀଵ

൱
௥

			ൌ 	൭෍ ௜ܷାଵ ௜݂ିଵ

௡

௜ୀଵ

,෍݃௜ିଵ

௡

௜ୀଵ

൱
௥ାଵ

					 

෍			݈݈ܽ	ݎ݋݂	 ௜݂ିଵ

௡

௜ୀଵ

,෍݃௜ିଵ

௡

௜ୀଵ

	∈ 	्௡.	

Then ሺ	൉	, െሻ௡ and ሺ	൉	, െሻ௡ାଵ are equivalent and the Gram operator ܵ௡ିଵ, defined by 

൭෍ ௜݂ିଵ

௡

௜ୀଵ

,෍݃௜ିଵ

௡

௜ୀଵ

൱
௥ାଵ

	ൌ 	൭෍ ௜ܵିଵ ௜݂ିଵ

௡

௜ୀଵ

,෍݃௜ିଵ

௡

௜ୀଵ

൱
௥

෍	ݎ݋݂				 ௜݂ିଵ

௡

௜ୀଵ

,෍݃௜ିଵ

௡

௜ୀଵ

∈ 	्௡, 

is bounded, boundedly invertible and selfadjoint with respect to ሺ	൉	, െሻ௡ and with respect to ሺ	൉	, െሻ௡ାଵ. 
Moreover, the following statements hold: 

(i) ܷ௡௡ାଵ ൌ 	ܷ௡ାଵ
௡ାଵ . 

(ii) The spectral measures of ܵ௡ିଵ in ሺ्௡, ሺ	൉	, െሻ௡ሻ	and	ሺ्௡, ሺ	൉	, െሻ௡ାଵሻ coincide and we have 

ܵ௡ିଵ ൌ 	ܷ௡ܷ௡ାଵ
௡ିଶ ൌ ܷ௡௡ିଶ	ܷ௡ାଵ, ܽ݊݀					ܷ௡௡ିଶ	ܵ௡ିଵܷ௡ ൌ 	ܵ௡ିଵ

ିଵ 	ൌ ܷ௡ାଵ
௡ିଶ	ܵ௡ିଵܷ௡ାଵ.																		ሺ18ሻ	

Hence, the operator	ܵ௡ିଵ is unitarily equivalent to its inverse. 

(iii) The operators ܷ௡	and ܷ௡ାଵ are similar. We have 

ܷ௡ 	ൌ ܵ௡ିଵ

ଵ
ଶ 	ܷ௡ାଵܵ௡ିଵ

ିଵଶ .	

Hence 

ሺܷ௡ሻߪ 	ൌ 	.ሺܷ௡ାଵሻߪ	

Proof. Denote by ‖	. ‖௡	 and  ‖	. ‖௡ାଵ	the norms induced by ሺ	൉	, െሻ௡	 and ሺ	൉	, െሻ௡ାଵ, respectively, and 
set ܤ௡ ∶ൌ 	 ሼݔ௡ାଵ ∈ 	 ܵ௡ିଵ:	‖ݔ௡ାଵ‖௡	 ൌ 	1ሽ.	Then, for ݔ௡ାଵ 	∈  ௡ the linear functionalܤ	

ሺܨ௡ሻ௫೙శభ ∶ൌ 	 ሾ൉	, ௡ାଵሿݔ 	ൌ 	 ሺܷ௡ ൉	, ௡ାଵሻ௥ݔ 	ൌ 	 ሺܷ௡ାଵ ൉	, 	௡ାଵሻ௥ାଵݔ

is continuous on both ሺ्௡, ሺ	൉	, െሻ௥ሻ	ܽ݊݀	ሺ्௡, ሺ	൉	, െሻ௥ାଵሻ. For its corresponding operator norms 
ฮሺܨ௡ሻ௫೙శభฮࣦሺሺ्೙,ሺ	൉	,ିሻ೙ሻ,ԧሻ

 and  ฮሺܨ௡ሻ௫೙శభฮࣦሺሺ्೙,ሺ	൉	,ିሻ೙శభሻ,ԧሻ
, respectively, we obtain 

ฮሺܨ௡ሻ௫೙శభฮࣦሺሺ्೙,ሺ	൉	,ିሻ೙ሻ,ԧሻ
ൌ 1 and ฮሺܨ௡ሻ௫೙శభฮࣦሺሺ्೙,ሺ	൉	,ିሻ೙శభሻ,ԧሻ

ൌ ௡ݔ ௡ାଵ‖௡ାଵ . For allݔ‖ 	∈ 	्௡ we 

have ݌ݑݏ௫೙శభ∈஻೙	|ሺܨ௡ሻ௫೙శభሺݔ௡ሻ| 	൑ ௡ାଵ‖ଵݔ‖ 	൏ 	∞. Due to the principle of uniform boundedness there 
exists some c	 ∈ 	 ሺ0,∞ሻ with 

,ିሻ೙శభሻ,ԧሻ	൉	௡ሻ௫೙శభฮࣦሺሺ्೙,ሺܨ௫೙శభ∈஻೙ฮሺ݌ݑݏ
	൑ 	ܿ.	

This yields ‖ݔ௡ାଵ‖௥ାଵ ൑ ௡ାଵݔ ௡ାଵ‖௥ for allݔ‖ܿ	 	∈ 	्௡. By interchanging the roles of ‖	. ‖௥and  
‖	. ‖௥ାଵ we obtain that these two norms are equivalent. Hence, by the well-known Lax–Milgram 
Theorem there exists a unique bounded linear operator ܵ௡ିଵ, selfadjoint in ሺ्௡, ሺ	൉	, െሻ௡ሻ, such that 

൭෍ ௜݂ିଵ

௡

௜ୀଵ

,෍݃௜ିଵ

௡

௜ୀଵ

൱
௥ାଵ

	ൌ 	൭෍ ௜ܵିଵ ௜݂ିଵ

௡

௜ୀଵ

,෍݃௜ିଵ

௡

௜ୀଵ

൱
௥

෍	ݎ݋݂							 ௜݂ିଵ

௡

௜ୀଵ

,෍݃௜ିଵ

௡

௜ୀଵ

	∈ ्௡ିଵ.	
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It is boundedly invertible since ‖ ௜ܵିଵ ௡݂‖௥ → 0 and	‖ ௡݂‖௥ ൌ 	1 would imply 
‖ ௡݂‖௡ାଵ

௡ାଵ ൌ 	 ሺ ௜ܵିଵ ௡݂, ௡݂ሻ௥ → 0  which contradicts the above showen fact that  ‖	. ‖௥and  ‖	. ‖௥ାଵ  are 
equivalent. For ∑ ௜݂ିଵ

௡
௜ୀଵ , ∑ ݃௜ିଵ

௡
௜ୀଵ 	∈ ्௡ we have 

൭෍ ௜ܵିଵ ௜݂ିଵ

௡

௜ୀଵ

,෍݃௜ିଵ

௡

௜ୀଵ

൱
௥ାଵ

		ൌ ൭෍ ௜ܵିଵ
ଶ

௜݂ିଵ

௡

௜ୀଵ

,෍݃௜ିଵ

௡

௜ୀଵ

൱
௥

	ൌ 	൭෍ ௜ܵିଵ ௜݂ିଵ

௡

௜ୀଵ

,෍ ௜ܵିଵ݃௜ିଵ

௡

௜ୀଵ

൱
௥

	

ൌ ൭෍ ௜݂ିଵ

௡

௜ୀଵ

,෍ ௜ܵିଵ݃௜ିଵ

௡

௜ୀଵ

൱
௥ାଵ

	 .	

Thus, ܵ௡ିଵ is also selfadjoint with respect to ሺ	൉	, െሻ௥ାଵ. Moreover, as ሺ	൉	, െሻ௥	and ሺ	൉	, െሻ௥ାଵ are 
positive definite, the operator ܵ௡ିଵ is uniformly positive. 

Now we will show (i)–(iii). Statement (i) follows directly from Lemma (3.1.3). The equality of 
the spectral measures ܧ௡	and	ܧ௡ାଵ of ܵ௡ିଵ in ሺ्௡, ሺ	൉	, െሻ௥ሻ and ሺ्௡ିଵ, ሺ	൉	, െሻ௥ାଵሻfollows from the 
equivalence of the norms  ‖. ‖௥ and  ‖. ‖௥ାଵ	and Stone’s formula (see, e.g., [132]), 

,௡ሺሺܽܧ ܽ ൅ ሻሻߝ ൌ 	 ݈݅݉ఋ→଴݈݅݉ା∈→଴ା
1

݊݅ߨ2
න ሺܵ௡ିଵ െ	ሺߣ௡ିଵ൅	∈ ݅ሻሻିଵ

௔ାఌିఋ

௔ାௌ೙షభ	

	

െ ሺܵ௡ିଵ െ ሺߣ௡ିଵ	െ∈ ݅ሻሻିଵ݀ߣ௡ିଵ ൌ ,௡ାଵሺሺܽܧ	 ܽ ൅ 	ሺ19ሻ																																												ሻሻ,ߝ

where the limit is taken in the strong operator topology. As 

൭෍ ௜ܵିଵ ௜݂ିଵ,෍݃௜ିଵ

௡

௜ୀଵ

௡

௜ୀଵ

൱
௥

	ൌ ൭෍ ௜݂ିଵ,෍݃௜ିଵ

௡

௜ୀଵ

௡

௜ୀଵ

൱
௥ାଵ

	ൌ ൭෍ ௜ܷାଵ ௜ܷାଵ
௜ିଶ

௜݂ିଵ

௡

௜ୀଵ

,෍݃௜ିଵ

௡

௜ୀଵ

൱
௥ାଵ

ൌ ൥෍ ௜ܷାଵ
௜ିଶ

௜݂ିଵ

௡

௜ୀଵ

,෍݃௜ିଵ

௡

௜ୀଵ

൩ ൌ ൭෍ ௜ܷ ௜ܷାଵ
௜ିଶ	 ௜݂ିଵ

௡

௜ୀଵ

,෍݃௜ିଵ

௡

௜ୀଵ

	൱
௥

,	

we have ܵ௡ିଵ ൌ ܷ௡ܷ௡ାଵ
௡ିଶ  and, with (i), we conclude  ܵ௡ିଵ 	ൌ 	ܷ௡௡ିଶ	ܷ௡௡ାଵܷଶ

௡ିଶ ൌ ܷ௡௡ିଶ	ܷ௡ାଵ. We will 
denote the adjoint with respect to ሺ	൉	, െሻ௥	 by the symbol ∗୰ and the adjoint with respect to ሺ	൉
	, െሻ௥ାଵ	by ∗௥ାଵ. For ∑ ௜݂ିଵ

௡
௜ୀଵ , ∑ ௜݃ିଵ

௡
௜ୀଵ 	∈ ्௡we have 

൭෍ ௜ܷାଵ ௜݂ିଵ

௡

௜ୀଵ

,෍݃௜ିଵ

௡

௜ୀଵ

	൱
௥ାଵ

ൌ ൭෍ ௜ܵିଵ ௜ܷାଵ ௜݂ିଵ

௡

௜ୀଵ

,෍݃௜ିଵ

௡

௜ୀଵ

൱
௥

	ൌ ൭෍ ௜ܷାଵ ௜݂ିଵ

௡

௜ୀଵ

,෍ ௜ܵିଵ ௜݃ିଵ

௡

௜ୀଵ

൱
௥

		

ൌ ൭෍ ௜݂ିଵ

௡

௜ୀଵ

,෍ ௜ܷାଵ
∗௜ 	 ௜ܵିଵ ௜݃ିଵ

௡

௜ୀଵ

൱
௥

ൌ ൭෍ ௜ܵିଵ
ିଵ

௜݂ିଵ

௡

௜ୀଵ

,෍ ௜ܷାଵ
∗௜

௜ܵିଵ݃௜ିଵ

௡

௜ୀଵ

൱
௥ାଵ

ൌ ൭෍ ௜݂ିଵ

௡

௜ୀଵ

,෍ ௜ܵିଵ
ିଵ

௜ܷାଵ
∗௜

௜ܵିଵ݃௜ିଵ

௡

௜ୀଵ

൱
௥ାଵ

,	

thus 

ܷ௡ାଵ
∗௡ାଵ ൌ 	ܵ௡ିଵ

ିଵ ܷ௡ାଵ
∗௡ 	ܵ௡ିଵ.																																																																																		ሺ20ሻ	

This implies 

ܵ௡ିଵ 	ൌ 	 ܵ௡ିଵ
∗௥ 	ൌ ሺܷ௡ܷ௡ାଵ

௡ିଶሻ∗ೝ 	ൌ ሺܷ௡ାଵ
௡ିଶሻ∗ೝܷ௡௡ିଶ ൌ ൫ܵ௡ିଵܷ௡ାଵ

∗೙శభ	ܵ௡ିଵ
ିଵ ൯

ିଵ
ܷ௡௡ିଶ ൌ ܵ௡ିଵܷ௡ାଵܵ௡ିଵ

ିଵ ܷ௡௡ିଶ	,	

hence, with ܵ௡ିଵ 	ൌ 	ܷ௡ܷ௡ାଵ
௡ିଶ we get ܵ௡ିଵ

ିଵ 	ൌ 	ܷ௡௡ିଶܵ௡ିଵܷ௡. Replacing ܷ௡ by ܷ௡ାଵ and ܷ௡ାଵ by ܷ௡ 
also ܵ௡ିଵ

ିଵ 	ൌ 	ܷ௡ାଵ
௡ିଶܵ௡ିଵܷ௡ାଵ holds and formula (18) and (ii) are showed. 

By (ii) the square root of ܵ௡ିଵ in ሺ्௡ሺ	൉	, െሻ௥ሻ and in ሺ्௡, ሺ	. , െሻ௥ାଵሻcoincide.We denote the 

unique  positive square root of the operator ܵ௡ିଵ by ܵ௡ିଵ

భ
మ . Since, by (18),  ሺܷ௡௡ିଶܵ௡ିଵ

ି
భ
మ ܷ௡ሻଶ ൌ

ܷ௡௡ିଶܵ௡ିଵ
ିଵ ܷ௡ ൌ 	ܵ௡ିଵ,			we have the relation 
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ܵ௡ିଵ

ଵ
ଶ 	ൌ 	ܷ௡௡ିଶܵ௡ିଵ

ି
ଵ
ଶ ܷ௡ሻଶ,	

which yields 

ܵ௡ିଵ
ିଵ ܷ௡ାଵܵ௡ିଵ

ି
ଵ
ଶ ൌ 	ܵ௡ିଵ

ଵ
ଶ ܵ௡ିଵ

ିଵ ܷ௡ܵ௡ିଵ
ି
ଵ
ଶ 		ൌ ܵ௡ିଵ

ି
ଵ
ଶ 	ܷ௡ܵ௡ିଵ

ି
ଵ
ଶ 	ൌ 	ܷ௡	

and (iii) is shown.  

Corollary (3.1.22)[212]. The operators A୬ିଵ
#  and  ܣ# ௡ିଵ are closed, densely defined and satisfy 

A୬ିଵ	݉݋݀
# ൌ 	ܷ௡ିଵ	݀ܣ݉݋௡ିଵ

∗ ൌ ௡ିଵܣሺ	݉݋݀	
∗ ܷ௡ିଵ

∗ ሻ			ܽ݊݀	A୬ିଵ
# 	ൌ 	ܷ௡ିଵܣ௡ିଵ

∗ ܷ௡ିଵ
∗ 															ሺ21ሻ	

and 

	݉݋݀ #ܣ ௡ିଵ 	ൌ 	ܷ௡ିଵ
∗ ௡ିଵܣ݉݋݀	

∗ ൌ ௡ିଵܣሺ	݉݋݀	
∗ ܷ௡ିଵሻ			ܽ݊݀	 ܣ

#
௡ିଵ ൌ 	ܷ௡ିଵ

∗ ௡ିଵܣ
∗ ܷ௡ିଵ									ሺ22ሻ 

Proof. Obviously, we have ∑ ௜݂ିଵ
௡
௜ୀଵ 	∈ ௡ିଵܣሺ݉݋݀	

∗ ܷ௡ିଵ
∗ ሻ if and only if ∑ ௜ܷିଵ

∗ 	݂	௜ିଵ
௡
௜ୀଵ ∈

௡ିଵܣ݉݋݀	
∗ 	which in turn holds if and only if ∑ ௜݂ିଵ

௡
௜ୀଵ 	∈ 	ܷ௡ିଵ	݀ܣ݉݋௡ିଵ

∗ . Hence  ܷ௡ିଵ	݀ܣ݉݋௡ିଵ
∗ 	ൌ

௡ିଵܣሺ݉݋݀	
∗ ܷ௡ିଵ

∗ ሻ.	

       Let ∑ ݃௜ିଵ
௡
௜ୀଵ 	∈ A୬ିଵ݉݋݀	

#  . By Definition (3.1.5) we have for all ∑ ௜݂ିଵ
௡
௜ୀଵ ∈  ௡ିଵܣ݉݋݀	

൭෍ ௜݂ିଵ

௡

௜ୀଵ

,෍ ௜ܷିଵ
∗ A௜ିଵ

# ݃௜ିଵ

௡

௜ୀଵ

൱ ൌ ൭෍ ௜݂ିଵ

௡

௜ୀଵ

,෍A௜ିଵ
# ݃௜ିଵ

௡

௜ୀଵ

൱ ൌ 	 ൥෍ܣ௜ିଵ ௜݂ିଵ

௡

௜ୀଵ

,෍݃௜ିଵ

௡

௜ୀଵ

	൩ 	

ൌ ൭෍ܣ௜ିଵ ௜݂ିଵ

௡

௜ୀଵ

,෍ܷ௡ିଵ
∗ ݃௜ିଵ

௡

௜ୀଵ

൱ .	

Thus ∑ ܷ௡ିଵ
∗ ݃௜ିଵ

௡
௜ୀଵ 	∈ ௡ିଵܣ	݉݋݀	

∗ 		ܽ݊݀	ܷ௡ିଵ
∗ A୬ିଵ

# ⊂ ௡ିଵܣ	
∗ ܷ௡ିଵ

∗ .	

    If ∑ ௜݃ିଵ
௡
௜ୀଵ 	∈ ௡ିଵܣሺ݉݋݀	

∗ ܷ௡ିଵ
∗ ሻ, then we have for all ∑ ݃௜ିଵ

௡
௜ୀଵ 		 ∈  ௡ିଵܣ݉݋݀	

൥෍ ௜݂ିଵ

௡

௜ୀଵ

,෍ ௜ܷିଵܣ௡ିଵ
∗

௜ܷିଵ
∗ ݃௜ିଵ

௡

௜ୀଵ

൩ ൌ ൭෍ ௜݂ିଵ

௡

௜ୀଵ

,෍ܣ௜ିଵ
∗

௜ܷିଵ
∗ ݃௜ିଵ

௡

௜ୀଵ

൱ ൌ ൭෍ܣ௜ିଵ ௜݂ିଵ

௡

௜ୀଵ

,෍ ௜ܷିଵ
∗ ݃௜ିଵ

௡

௜ୀଵ

൱

ൌ 	 ൥෍ܣ௜ିଵ ௜݂ିଵ

௡

௜ୀଵ

,෍݃௜ିଵ

௡

௜ୀଵ

	൩. 

Hence	∑ ݃௜ିଵ
௡
௜ୀଵ 	∈ A୬ିଵ݉݋݀	

#   and A୬ିଵ
# ⊂ 	ܷ௡ିଵܣ௡ିଵ

∗ ܷ௡ିଵ
∗ .	This gives ܷ௡ିଵ

∗ ௡ିଵܣ
# ൌ ௡ିଵܣ	

∗ ܷ௡ିଵ
∗ and 

(9) is showed. The proof of (22) is similar and we omit it here.  

Recall that for a densely defined operator ௡ܶିଵ and a bounded operator ܺ௡ିଵ in a Hilbert space 
we have (see [150]) 

ሺܺ௡ିଵ ௡ܶିଵ	ሻ∗ 	ൌ 	 ௡ܶିଵ
∗ ܺ௡ିଵ

∗  and, if ܺ௡ିଵ is boundedly invertible,  

ሺ ௡ܶିଵܺ௡ିଵ	ሻ∗ 	ൌ ܺ௡ିଵ
∗

௡ܶିଵ
∗ .																																																																																													ሺ23ሻ 

Corollary (3.1.23)[212]. If ܣ# ௡ିଵ 	ൌ ௡ିଵܣ
# 	then	ܣ௡ିଵܦ௡ିଵ 	ൌ ௡ିଵܦ	where	௡ିଵܣ௡ିଵܦ	 	ൌ ܷ୬ିଵ

୬ାଵ. 

Proof. If ܣ# ௡ିଵ ൌ ௡ିଵܣ
#  , then from Proposition (3.2.6) and (23) we conclude 

ሺܣ#ሻ# ൌ 	 ሺܷ௡ିଵܣ௡ିଵ
∗ ܷ௡ିଵ

∗ ሻ# ൌ ܷ௡ିଵ
∗ ሺܷ௡ିଵܣ௡ିଵ

∗ ܷ௡ିଵ
∗ ሻ∗ܷ௡ିଵ 	ൌ 	,௡ିଵܣ	

and hence, with ܣ# ௡ିଵ ൌ ௡ିଵܣ	
#  , 

௡ିଵܣ 	ൌ 	 ##	ܣ ൌ 	ܷ௡ିଵ
∗ ൫ #ܣ ௡ିଵ൯

∗
ܷ௡ିଵ 	ൌ 	ܷ௡ିଵ

∗ ሺܷ௡ିଵ
∗ ௡ିଵܣ

∗ ܷ௡ିଵሻ∗ܷ௡ିଵ ൌ ሺܷ௡ିଵ
∗ ሻଶܣ௡ିଵܷଶ 	

ൌ ௡ିଵܦ	
∗ 	.௡ିଵܦ௡ିଵܣ

And since ܦ௡ିଵ is unitary, the assertion follows.  

Corollary (3.1.24)[212]. If  ܣ# ௡ିଵ ൌ ௡ିଵܣ	
# and ܷ௡ିଵ has no eigenvalues, then ܣ௡ିଵ does not have 

eigenvalues with finite geometric multiplicity. 
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Proof. By Proposition (3.1.7) we have ܣ௡ିଵܦ௡ିଵ 	ൌ  ௡ିଵ is an eigenvalue ofߣ ௡ିଵ. Assume thatܣ௡ିଵܦ	
௡ିଵܦ௡ିଵܣ ௡ିଵ with finitegeometric multiplicity. Fromܣ 	ൌ ௡ିଵܣ௡ିଵ it follows that kerሺܣ௡ିଵܦ	 	െ
  .௡ିଵ (and hence ܷ௡ିଵ) has eigenvaluesܦ ,௡ିଵ. Thereforeܦ is invariant under	௡ିଵሻߣ	

Corollary (3.1.25)[212]. For a densely defined operator ܣ௡ିଵ in ्௡ the following assertions are 
equivalent: 

(i) ܣ௡ିଵ 	ൌ ௡ିଵܣ	
# , i. e. , ,௡ିଵ is selfadjoint in ሺ्௡ܣ ሾ	൉	, െሿሻ. 

(ii) ܷ௡ିଵ
∗ ௡ିଵܣ 	ൌ ௡ିଵܣ	

∗ ܷ௡ିଵ
∗ . 

(iii) ܷ௡ିଵܣ௡ିଵ 	ൌ ௡ିଵܣ	
∗ ܷ௡ିଵ.	

(iv) ܣ௡ିଵ 	ൌ ௡ିଵܣ	
# . 

If one of these equivalent statements holds true we have 

෍݂	௜ିଵ

௡

௜ୀଵ

∈ ௡ିଵܣ݉݋݀	 	⟺	෍ ௜ܷିଵ
∗ ݂	௜ିଵ

௡

௜ୀଵ

∈ ௡ିଵܣ݉݋݀	
∗ 	⟺	෍ ௜ܷିଵ݂	௜ିଵ

௡

௜ୀଵ

	∈ ௡ିଵܣ݉݋݀	
∗ .										ሺ24ሻ	

Proof. The equivalence of (i) and (ii) follows from (21), the equivalence of (iii) and (iv) follows from 
(22). 

        Assume that (ii) holds. For ∑ ݂	௜ିଵ
௡
௜ୀଵ ∈ ∑ we conclude	௡ିଵܣ݉݋݀	 ௜ܷିଵ

∗
௜݂ିଵ

௡
௜ୀଵ 	∈ ௡ିଵܣ݉݋݀	

∗ . This 
implies for ∑ ௜݂ିଵ

௡
௜ୀଵ , ∑ ݃	௜ିଵ

௡
௜ୀଵ ∈  :௡ିଵܣ	݉݋݀

൭෍ ௜݂ିଵ

௡

௜ୀଵ

,෍ ௜ܷିଵܣ௜ିଵ݃௜ିଵ

௡

௜ୀଵ

൱ 	ൌ ൭෍ܣ௜ିଵ
∗

௜ܷିଵ
∗

௜݂ିଵ

௡

௜ୀଵ

,෍݃௜ିଵ

௡

௜ିଵ

	൱ ൌ ൭෍ ௜ܷିଵ
∗ ௜ିଵܣ ௜݂ିଵ

௡

௜ିଵ

,෍݃௜ିଵ

௡

௜ୀଵ

	൱ 

ൌ	൭෍ܣ௜ିଵ ௜݂ିଵ

௡

௜ିଵ

,෍ ௜ܷିଵ݃௜ିଵ

௡

௜ୀଵ

൱	

and we have ∑ ௜ܷିଵ݃௜ିଵ
௡
௜ୀଵ 	∈ ௡ିଵܣ݉݋݀	

∗ , hence ∑ ௜ܷିଵܣ௜ିଵ
௡
௜ୀଵ 	⊂ ∑ ௜ିଵܣ

∗
௜ܷିଵ

௡
௜ୀଵ 	.	For the other 

inclusion, we observe by (ii) that ݀ܣ݉݋௡ିଵ
∗ 	ൌ 	ܷ௡ିଵ

∗  ௡ିଵ. Forܣ݉݋݀	
∑ ௜ܷିଵ݃௜ିଵ
௡
௜ୀଵ 	∈ ௡ିଵܣ݉݋݀	

∗ 	ܽ݊݀	 ∑ ௜݂ିଵ
௡
௜ୀଵ ∈ ∑ we have	௡ିଵܣ݉݋݀	 ௜ܷିଵ

∗
௜݂ିଵ

௡
௜ିଵ 	∈ ௡ିଵܣ݉݋݀	

∗ and 

൭෍ ௜ܷିଵ
∗

௜݂ିଵ

௡

௜ୀଵ

,෍ ௜ܷିଵ
∗ ௜ିଵܣ

∗
௜ܷିଵ ௜݃ିଵ

௡

௜ୀଵ

൱ ൌ ൭෍ ௜݂ିଵ

௡

௜ୀଵ

,෍ܣ௜ିଵ
∗

௜ܷିଵ݃௜ିଵ

௡

௜ୀଵ

൱

ൌ 	൭෍ܣ௜ିଵ ௜݂ିଵ

௡

௜ିଵ

,෍ ௜ܷିଵ݃௜ିଵ

௡

௜ୀଵ

൱ ൌ ൭෍ ௜ܷିଵ
∗ ௜ିଵܣ ௜݂ିଵ

௡

௜ୀଵ

,෍ ௜݃ିଵ

௡

௜ୀଵ

൱

ൌ ൭෍ܣ௜ିଵ
∗

௜ܷିଵ
∗

௜݂ିଵ

௡

௜ୀଵ

,෍݃௜ିଵ

௡

௜ୀଵ

൱ ,	

thus ∑ ௜݃ିଵ
௡
௜ୀଵ ∈ ௡ିଵܣሺ݉݋݀	

∗ ሻ∗	 ൌ ∑	This gives	௡ିଵ.ܣ݉݋݀	 ௜ܷିଵ
∗ ௜ିଵܣ

∗
௜ܷିଵ݃௜ିଵ

௡
௜ୀଵ ൌ 	∑ ௜ିଵ݃௜ିଵܣ

௡
௜ୀଵ 	 

ܽ݊݀	 ∑ ௜ିଵܣ
∗௡

௜ୀଵ 	 ௜ܷିଵ 	⊂ 	∑ ௜ܷିଵܣ௜ିଵ
௡
௜ୀଵ . This showes (iii).	

          Assume that (iii) holds. For	∑ ௜݂ିଵ
௡
௜ୀଵ ∈ ∑ ௡ିଵ we concludeܣ݉݋݀	 ௜ܷିଵ ௜݂ିଵ

௡
௜ୀଵ ∈ ௜ିଵܣ݉݋݀	

∗ . 

	This gives for ∑ ௜݂ିଵ
௡
௜ୀଵ , ∑ ௜݃ିଵ

௡
௜ୀଵ 	∈  ௡ିଵܣ݉݋݀

൭෍ ௜ܷିଵ
∗ ௜ିଵ݃௜ିଵܣ

௡

௜ୀଵ

,෍ ௜݂ିଵ

௡

௜ୀଵ

൱ ൌ 	൭෍ܣ௜ିଵ ௜݃ିଵ

௡

௜ୀଵ

,෍ ௜ܷିଵ ௜݂ିଵ

௡

௜ୀଵ

൱ ൌ ൭෍݃௜ିଵ

௡

௜ୀଵ

,෍ܣ௜ିଵ
∗

௜ܷିଵ ௜݂ିଵ

௡

௜ୀଵ

൱

ൌ 	൭෍݃௜ିଵ

௡

௜ୀଵ

,෍ ௜ܷିଵܣ௜ିଵ ௜݂ିଵ

௡

௜ୀଵ

൱ 		ൌ ൭෍ ௜ܷିଵ
∗

௜݃ିଵ

௡

௜ୀଵ

,෍ܣ௜ିଵ ௜݂ିଵ

௡

௜ୀଵ

	൱	

and we have ∑ ௜ܷିଵ
∗ ݃௜ିଵ

௡
௜ୀଵ 	∈ ௜ିଵܣ݉݋݀	

∗ , hence	ܷ௡ିଵ
∗ ௡ିଵܣ 	⊂ ௡ିଵܣ	

∗ ܷ௡ିଵ
∗ . For the other inclusion, we 

observe by (iii) that	݀ܣ݉݋௡ିଵ
∗ 	ൌ 	ܷ௡ିଵ	݀ܣ݉݋௡ିଵ.			ݎ݋ܨ	ܷ௡ିଵ

∗ ݃௡ିଵ 	∈ ௡ିଵܣ݉݋݀	
∗ 	and 
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	∑ ௜݂ିଵ
௡
௜ୀଵ ∈ ∑ ௜ିଵ we haveܣ݉݋݀	 ௜ܷିଵ ௜݂ିଵ

௡
௜ୀଵ 	∈ ௡ିଵܣ݉݋݀	

∗ 	and 

൭෍ ௜ܷିଵ ௜݂ିଵ

௡

௜ୀଵ

,෍ ௜ܷିଵܣ௜ିଵ
∗

௜ܷିଵ
∗

௜݃ିଵ

௡

௜ୀଵ

൱ ൌ ൭෍ ௜݂ିଵ

௡

௜ୀଵ

,෍ܣ௜ିଵ
∗

௜ܷିଵ
∗ ݃௜ିଵ

௡

௜ୀଵ

൱

ൌ ൭෍ܣ௜ିଵ ௜݂ିଵ

௡

௜ୀଵ

,෍ ௜ܷିଵ
∗ ݃௜ିଵ

௡

௜ୀଵ

൱ ൌ 	൭෍ ௜ܷିଵܣ௜ିଵ ௜݂ିଵ

௡

௜ୀଵ

,෍݃௜ିଵ

௡

௜ୀଵ

൱ 	

ൌ ൭෍ܣ௜ିଵ
∗

௜ܷିଵ ௜݂ିଵ

௡

௜ୀଵ

,෍݃௜ିଵ

௡

௜ୀଵ

൱ ,	

thus	∑ ݃௜ିଵ
௡
௜ୀଵ 	∈ ௜ିଵܣሺ݉݋݀	

∗ ሻ∗ 	ൌ  ௡ିଵ. This givesܣ݉݋݀	

	෍ܣ௜ିଵ
∗

௜ܷିଵ
∗ ݃௜ିଵ

௡

௜ୀଵ

	ൌ 	෍ ௜ܷିଵ
∗ ௜ିଵ݃௜ିଵܣ

௡

௜ୀଵ

		 

and	 ∑ ௜ܷିଵ
∗

௜ܷିଵ
∗௡

௜ୀଵ 	⊂ ∑ ௜ܷିଵ
∗ ௜ିଵܣ

௡
௜ୀଵ . This showes (ii).Moreover, we have shown that (24) holds.  

Corollary (3.1.26)[212].   Let ܣ௡ିଵ be a selfadjoint operators in the ܵ௡ିଵ-space ሺ्௡, ሾ	൉	, െሿሻ. Then the 
spectrumof ܣ௡ିଵ is symmetric with respect to the real axis. 

Proof. Since ܣ௡ିଵ 	ൌ ௡ିଵܣ
# 	ൌ 	ܷ௡ିଵܣ௡ିଵ

∗ ܷ௡ିଵ
∗ , cf. Proposition (3.1.6), the operator A is unitarily 

equivalent to its adjoint. Hence, ߪሺܣ௡ିଵሻ 	ൌ ௡ିଵܣሺߪ	
∗ ሻ 	ൌ 	 ሼ̅ߣ௡ିଵ:	ߣ௡ିଵ 	∈  	.௡ିଵሻሽܣሺߪ	

Let ܣ௡ିଵ be a selfadjoint operators in the ܵ௡ିଵ-space ሺ्௡, ሾ	൉	, െሿሻ. If ሺ्௡, ሾ	൉	, െሿሻ is a Krein 
space, then ܷ௡ିଵ is selfadjoint and thus ߪሺܷ௡ିଵሻ 	ൌ ௣ሺܷ௡ିଵሻߪ	 	⊂ 	 ሼെ1, 1ሽ. It is well known that the 
spectrum of ܣ௡ିଵ may be rather arbitrary. For example, it can happen that ߪሺܣ௡ିଵሻ 	ൌ 	ԧ. 

Corollary (3.1.27)[212]. Let ܣ௡ିଵ be a selfadjoint operators in the ܵ௡ିଵ-space ሺ्௡, ሾ	൉	, െሿ). Then ܣ௡ିଵ 
is ܩ௡ିଵሺݐሻ-symmetric for all t	∈ 	 ሾ0, πሻ.	If for some t	 ∈ 	 ሾ0, πሻ	we	have	eି୧୬୲	, െeି୧୬୲ 	 ∈ 	ρሺܷ௡ିଵሻ, then 
the operator ܣ௡ିଵ is ܩ௡ିଵሺݐሻ െselfadjoint. 

Proof. Let t	 ∈ 	 ሾ0, πሻ. Then by Proposition (3.1.10) we have 

௡ିଵܣሻݐ௡ିଵሺܩ 	ൌ 	
1
2݅݊

	൫݁௜௡௧ܷ௡ିଵ– ݁ି௜௡௧ܷ௡ିଵ
∗ ൯	௡ିଵܣ ൌ 	

1
2݅݊

൫݁௜௡௧ܷ௡ିଵܣ௡ିଵ െ ݁ି௜௡௧ܷ௡ିଵ
∗ ௡ିଵ൯ܣ

ൌ 	
1
2݅݊

൫݁௜௡௧ܣ௡ିଵ
∗ ܷ௡ିଵ െ ݁ି௜௡௧ܣ௡ିଵ

∗ ܷ௡ିଵ
∗ ൯ 

⊂ A∗Gሺtሻ 	ൌ GሺtሻA∗.	

This shows that ܣ௡ିଵ is ܩ௡ିଵሺݐሻ-symmetric. 

We have by Proposition (3.1.7)  ܣ௡ିଵܦ௡ିଵ 	ൌ  ௡ିଵ	ߣ ௡ିଵ, therefore for each complex numberܣ௡ିଵܦ	

ሺܦ௡ିଵ 	െ ௡ିଵܣ௡ିଵሻ	ߣ 	⊂ ௡ିଵܦ௡ିଵሺܣ	 	െ 	ሺ25ሻ																																																									௡ିଵሻ.	ߣ

We will show that for	ߣ	௡ିଵ ∈  ,௡ିଵሻ equality holds	ܦሺߩ	

ሺܦ	௡ିଵ 	െ ௡ିଵ	ܣ௡ିଵሻ	ߣ 	ൌ ௡ିଵܦ௡ିଵሺܣ 	െ 	ሺ26ሻ																																																										௡ିଵሻ.	ߣ

Let ߣ	௡ିଵ 	∈ ௡ିଵܦ௡ିଵሺܣሺ݉݋݀ ௡ିଵሻ. We have to show	ܦሺߩ	 	െ ௡ିଵሻሻ	ߣ 	⊂  ௡ିଵ. Consider the	ܣ݉݋݀	
Hilbert space ሺ्௡ሻ஺೙షభ ∶ൌ ሺ݀ܣ݉݋	௡ିଵ, ሺ	൉	, െሻ஺	೙షభሻ, where the inner product ሺ	൉	, െሻ஺	೙షభ is defined by 

൭෍ ௜݂ିଵ

௡

௜ୀଵ

,෍݃௜ିଵ

௡

௜ୀଵ

	൱෍ܣ௜ିଵ

௡

௜ୀଵ

∶ൌ 	൭෍ ௜݂ିଵ

௡

௜ୀଵ

,෍݃௜ିଵ

௡

௜ୀଵ

	൱ ൅ ൭෍ܣ௜ିଵ ௜݂ିଵ

௡

௜ୀଵ

,෍ܣ௜ିଵ ௜݃ିଵ

௡

௜ୀଵ

൱ ,

෍ ௜݂ିଵ

௡

௜ୀଵ

,෍݃௜ିଵ

௡

௜ୀଵ

	∈ 	.ܣ݉݋݀	

Due to ܣ௡ିଵܦ௡ିଵ 	ൌ  -invariant. Hence, define	௡ିଵܦ  is	௡ିଵܣ݉݋݀ ௡ିଵ the linear manifoldܣ௡ିଵܦ	
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ሺܦ௡ିଵ	ሻ஺೙షభ	 ∶ 	 ሺ्௡ሻ஺೙షభ → ሺ्௡ሻ஺೙షభ,෍ܦ௜ିଵ	ܣ௜ିଵ	 ௜݂ିଵ

௡

௜ୀଵ

		 ∶ൌ෍ܦ௜ିଵ	 ௜݂ିଵ

௡

௜ୀଵ

		 ,

෍ ௜݂ିଵ

௡

௜ୀଵ

	∈ 	.௡ିଵܣ݉݋݀	

For	∑ ௜݂ିଵ
௡
௜ୀଵ , ∑ ݃௜ିଵ

௡
௜ୀଵ ∈ 	 ሺ्௡ሻ஺೙షభ we have 

൭෍ሺܦ௜ିଵ	ሻ஺೔షభ	 ௜݂ିଵ

௡

௜ୀଵ

,෍ሺܦ௜ିଵ	ሻ஺೔షభ	

௡

௜ୀଵ

݃௜ିଵ൱
஺೙షభ

	

ൌ 	൭෍ܦ௜ିଵ ௜݂ିଵ

௡

௜ୀଵ

,෍ܦ௜ିଵ݃௜ିଵ

௡

௜ୀଵ

൱ ൅ ൭෍ܣ௜ିଵܦ௜ିଵ ௜݂ିଵ

௡

௜ୀଵ

,෍ܣ௜ିଵܦ௜ିଵ݃௜ିଵ

௡

௜ୀଵ

൱ 

ൌ ൭෍ ௜݂ିଵ

௡

௜ୀଵ

,෍݃௜ିଵ

௡

௜ୀଵ

൱ ൅ ൭෍ܣ௜ିଵܦ௜ିଵ ௜݂ିଵ

௡

௜ୀଵ

,෍ܦ௜ିଵܣ௜ିଵ݃௜ିଵ

௡

௜ୀଵ

൱ 	ൌ ൭෍ ௜݂ିଵ

௡

௜ୀଵ

,෍ ௜݃ିଵ

௡

௜ୀଵ

൱
஺೙షభ

		

and ܣ௡ିଵܦ௡ିଵ is an isometric operator in		ሺ्௡ሻ஺೙షభ. Assume that there exists ݖ௡ 	∈ 	 ሺ्௡ሻ஺೙షభ with 
ሺሺܦ௡ିଵሻ஺೙షభ ௡݂ିଵ, 	௡ሻ஺೙షభݖ	 ൌ 	0	for all ௡݂ିଵ ∈ 	 ሺܦ௡ିଵሻ஺೙షభ. That gives 

െ൭෍ ௜݂ିଵ, ௜ିଵܦ
∗ ௜ݖ

௡

௜ୀଵ

	൱ ൌ ൭෍ሺܦ௜ିଵሻ஺೔షభ ௜݂ିଵ

௡

௜ୀଵ

,෍ܣ௜ିଵݖ௜

௡

௜ୀଵ

൱ 	ൌ ൭෍ܣ௜ିଵ ௜݂ିଵ

௡

௜ୀଵ

,෍ܦ௜ିଵ
∗ ௜ݖ௜ିଵܣ

௡

௜ୀଵ

൱	

for all ∑ ௜݂ୀଵ
௡
௜ୀଵ ∈ 	 ሺ्௡ሻ஺೙షభ and, hence, ܦ௡ିଵ

∗ ௡ݖ௡ିଵܣ 	∈ ௡ିଵܣ݉݋݀	
∗ 	 with 	ܣ௡ିଵ

∗ ௡ିଵܦ
∗ ௡ݖ௡ିଵܣ ൌ

െܦ௡ିଵ
∗  .௡ݖ

	By	ሺ23ሻ	and ܣ௡ିଵܦ௡ିଵ 	ൌ  ௡ିଵ weobtainܣ௡ିଵܦ

െ෍ܦ௜ିଵ
∗ 	௜ݖ

௡

௜ୀଵ

ൌ 	൭෍ܦ௜ିଵܣ௜ିଵ

௡

௜ୀଵ

൱

∗

෍ܣ௜ିଵݖ௜

௡

௜ୀଵ

	ൌ 	൭෍ܣ௜ିଵܦ௜ିଵ

௡

௜ୀଵ

൱

∗

෍ܣ௜ିଵݖ௜

௡

௜ୀଵ

	ൌ ෍ܦ௜ିଵ
∗ ௜ିଵܣ

∗ ௜ݖ௜ିଵܣ

௡

௜ୀଵ

	 .	

It follows ܣ௡ିଵ
∗ ௡ݖ௡ିଵܣ ൌ െݖ௡ and	0	 ൑ ሺܣ௡ିଵ

∗ ,௡ݖ௡ିଵܣ z୬ሻ ൌ െሺݖ௡, ௡ሻݖ ൑ 0. Therefore	ݖ௡ 	ൌ 	0 and 
ሺܦ௡ିଵሻ஺೙షభ has a denserange in ሺ्௡ሻ஺೙షభ. The operator ሺܦ௡ିଵሻ஺೙షభ is a unitary operator in ሺ्௡ሻ஺೙షభ. 

For 	ߣ௡ିଵ ∈  ሼ0ሽ, we have	\	௡ିଵሻܦሺߩ	

௡ିଵሻ஺೙షభܦሺሺ݊ܽݎ 	െ ௡ିଵሻୄ஺೙షభߣ 	ൌ ௡ିଵሻ஺೙షభܦ൫ሺݎ݁݇	
ିଵ െ	ߣ௡ିଵതതതതതത൯

ൌ ݎ݁݇	 ቀሺܦ௡ିଵሻ஺೙షభ
ିଵ ௡ିଵߣ௡ିଵതതതതതത൫ߣ	

ିଵതതതതതത െ ሺܦ௡ିଵሻ஺೙షభ൯ቁ ൌ 	 ሼ0ሽ,	

where ٣ ,	൉	௡ିଵ denotes the orthogonal complement in ሺ्௡ሻ஺೙షభ with respect to ሺܣ െሻ஺೙షభ. Hence, for 
௡ିଵߣ 	∈ ௡ିଵሻ஺೙షభܦ௡ିଵሻ, the operator ሺܦሺߩ 	െ  .௡ିଵ has a dense range in ሺ्௡ሻ஺೙షభߣ

In order to show (26) let ∑ ௜݂ିଵ
௡
௜ୀଵ 	∈ ௡ିଵܦ௡ିଵሺܣሺ݉݋݀	 	െ	ߣ௡ିଵሻሻ. ݄ܶ݁݊	 ∑ ሺܦ௜ିଵ 	െ

௡
௜ୀଵ

௜ିଵሻߣ	 ௜݂ିଵ 	∈ ௡ିଵሻ஺೙షభܦ௡ିଵ. As ranሺሺܣ݉݋݀	 	െ	ߣ௡ିଵሻ is dense in ሺ्௡ሻ஺೙షభ, there exists a sequence 
ሺ ௡݂ሻ in domܣ௡ିଵ such that   

ะሺሺܦ௡ିଵሻ஺೙షభ 	െ ௡ିଵሻߣ ௡݂	–෍ሺܦ௜ିଵ 	െ ௜ିଵሻߣ ௜݂ିଵ

௡

௜ୀଵ

ะ
஺೙షభ

→ ݊				ݏܽ				0 → ∞.	

From this we conclude 

௡݂ →෍ ௜݂ିଵ		

௡

௜ୀଵ

	௡ିଵሻߣ	–	௡ିଵܦ௡ିଵሺܣ		݀݊ܽ		 ௡݂ → ෍ܣ௜ିଵሺܦ௜ିଵ	– ௜ିଵሻߣ ௜݂ିଵ

௡

௜ୀଵ

݊				ݏܽ				 → ∞	

(in ܵ). But ௡݂ 	 ∈  ௡ିଵ and from (25) it follows thatܣ݉݋݀	
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௡݂ →෍ ௜݂ିଵ		

௡

௜ୀଵ

௡ିଵܣ	݀݊ܽ	 ௡݂ →෍ሺܦ௜ିଵ	– ௜ିଵሻିଵߣ
௡

௜ୀଵ

–	௜ିଵܦ௜ିଵሺܣ	 ௜ିଵሻߣ ௜݂ିଵ	ܽݏ	݊ → ∞.	

Now, it is a consequence of the closedness of ܣ௡ିଵ that ∑ ௜݂ିଵ		
௡
௜ୀଵ 	∈   ௡ିଵ andܣ݉݋݀	

∑ ሺܦ௜ିଵ	– ௜ିଵܣ௜ିଵሻߣ ௜݂ିଵ
௡
௜ୀଵ 	ൌ ∑ –	௜ିଵܦ௜ିଵሺܣ ௜ିଵሻߣ ௜݂ିଵ

௡
௜ୀଵ 	 . This shows (26). 

The selfadjointness of ܣ௡ିଵ in ሺ्௡, ሾ	൉	, െሿሻ is equivalent to ܣ௡ିଵ
∗ ܷ௡ିଵ

∗ 	ൌ 	ܷ௡ିଵ
∗  .௡ିଵ, cfܣ

Proposition (3.1.10). 

With േ݁ି௜௡௧	 ∈ ሺܷ௡ିଵሻ we have ݁ିଶ௜௡௧ߩ	 	 ∈  ௡ିଵሻ. This and (26) yieldܦሺߩ	

௡ିଵܣ
∗ ሻݐ௡ିଵሺܩ 	ൌ 	

	݁௜௡௧

2݅݊
௡ିଵܣ
∗ ܷ௡ିଵ

∗ ൫ܦ௡ିଵ 	െ	݁ିଶ௜௡௧൯ ൌ 	
	݁௜௡௧

2݅݊
ܷ௡ିଵ
∗ ௡ିଵܦ௡ିଵ൫ܣ 	െ ݁ିଶ௜௡௧൯ 	

ൌ
	݁௜௡௧

2݅݊
ܷ௡ିଵ
∗ ൫ܦ௡ିଵ 	െ ݁ିଶ௜௡௧	൯ܣ௡ିଵ 	ൌ 	,௡ିଵܣሻݐ௡ିଵሺܩ

which is the ܩ௡ିଵሺݐሻ-selfadjointness of ܣ௡ିଵ. 

Corollary (3.1.28)[212]. Let ܣ௡ିଵ be a selfadjoint operator in the ܵ௡ିଵ-space ሺ्௡, ሾ	൉	, െሿሻ and assume 
that there is some ݐ	 ∈ 	 ሾ0, ,	ሻ such that ݁ି௜௡௧ߨ െ݁ି௜௡௧ ∈   ሺܷ௡ିଵሻ. Letߩ	

ॻ	௡ିଵ ൌ 	ॻ௡ ∪ሶ ॻ௡ାଵ be a decomposition of the unit circle, where 

ॻ௡ ∶ൌ ൛	݁௜௡௦ ∶ 	െݐ	 ൑ 	ݏ ൏ െݐ	 ൅  			݀݊ܽ		ൟߨ

ॻ௡ାଵ ∶ൌ 	 ൛݁௜௡௦ :	െ 	ݐ ൅ ߨ ൑ 	ݏ ൏ െݐ	 ൅ 	.ൟߨ2

If ॻ௡ 	∩ ሺܷ௡ିଵሻߪ	 ൌ ॻ௡ାଵ	ݎ݋	∅ 	∩ ሺܷ௡ିଵሻߪ	 ൌ ∅ then ܣ௡ିଵ is selfadjoint in the Hilbert space 
ሺ्௡, ሺܩ௡ିଵሺݐሻ 	 ൉	, െሻሻ. In particular, 

௡ିଵሻܣሺߪ 	⊂ 	Թ.	

If ॻ௡ 	∩ ॻ௡ାଵ	ݎ݋	ሺܷ௡ିଵሻߪ	 	∩  ሺܷ௡ିଵሻ consists of finitely many κ isolated eigenvalues (counted withߪ	
multiplicity) of ܷ௡ିଵ, then the non-real spectrum of ܣ௡ିଵ in the open upper half-plane consists of at 
most κ isolated eigenvalues with finite algebraic multiplicities, 

	Թ	\	௡ିଵሻܣሺߪ ൌ 	 ሼߣ௡, ,௡തതതߣ ,௡ାଵߣ ,௡ାଵതതതതതതߣ . . . , ሺߣ௡ିଵሻ఑బ	, ሺߣ௡ିଵሻ఑బ
തതതതതതതതതതതሽ 	⊂ 	,௡ିଵሻܣ௣ሺߪ	

for some ߢ଴ with 0	 ൑ ଴ߢ ൑  .ߢ	

Proof. We define  

ܷ௡ିଵ෫ ∶ൌ 	݁௜௡௧ܷ௡ିଵ.	

Then േ1	 ∈ ,௡ିଵ is selfadjoint in the ܵ௡ିଵ-space ሺ्௡ܣ ሺܷ௡ିଵ෫ሻ. The operatorߩ ሾ	൉, െሿ∼ሻ, where ሾ	൉, െሿ∼is 
given by 

൥෍ ௜݂ିଵ

௡

௜ୀଵ

,෍݃௜ିଵ

௡

௜ୀଵ

൩
∼

	 ∶ൌ ൭෍ ௜ܷିଵ ௜݂ିଵ

௡

௜ୀଵ

,෍݃௜ିଵ

௡

௜ୀଵ

൱ ෍	݈݈ܽ	ݎ݋݂				 ௜݂ିଵ

௡

௜ୀଵ

,෍݃௜ିଵ

௡

௜ୀଵ

	∈ 	्௡.	

By Theorem (3.1.15), ܣ௡ିଵ is selfadjoint in the Krein space ሺ्௡, ሺ݉ܫ	ܷ௡ିଵ෫ ൉	,൉ሻሻ. If  ॻ௡ 	∩
ሺܷ௡ିଵሻߪ	 		ൌ 	∅ then ݉ܫ	ܷ௡ିଵ is a uniformly negative operator in the Hilbert space ሺ्௡, ሺ	൉	, െሻሻ,	and 
hence ܣ௡ିଵ is a selfadjoint operator in the Hilbert space ሺܵ௡ିଵ, െሺ݉ܫ	ܷ௡ିଵ ൉	,൉ሻሻ. A similar argument 
holds for the case ॻ௡ାଵ 	∩ ሺܷ௡ିଵሻߪ	 	ൌ ∅ and the first assertion of the theorem is showed. 

If ॻ௡ 	∩   consists of finitely many isolated eigenvalues of  ܷ௡ିଵ with finite		ሺܷ௡ିଵሻߪ	
multiplicity then ݉ܫ	ܷ௡ିଵ෫	is a bounded and boundedly invertible selfadjoint operator in the Hilbert 
space ሺ्௡, ሺ	൉	, െሻሻ. Moreover, the spectral subspace of ݉ܫ	ܷ௡ିଵ෫  corresponding to the positive real 
numbers is finite dimensional. Therefore ܣ௡ିଵ is a selfadjoint operator in the Pontryagin space 
ሺ्௡, ሺ݉ܫ	ܷ௡ିଵ෫ ൉	,൉ሻሻ and the second assertion of the Theorem follows from well-known properties of 
selfadjoint operators in Pontryagin spaces, see, [98,105]. Similar arguments apply if ॻ௡ାଵ 	∩   ሺܷ௡ିଵሻߪ	
consists of finitely many isolated eigenvalues of  ܷ௡ିଵ.  
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It shows as [128] that the notions of ܵ௡ିଵ-space selfadjointness and Krein space selfadjointness 
coincide. 

Corollary (3.1.29)[212]. Let ܣ௡ିଵ be a selfadjoint operator in the ܵ௡ିଵ-space ሺ्௡, ሾ	൉	, െሿሻ. Then there 
exists  a Krein space inner product 〈൉	, െ	〉such that ܣ௡ିଵ is selfadjoint in the Krein space ሺ्௡, 〈൉	, െ	〉 
Moreover, if  ܧ௎೙షభ denotes the spectral measure of  ܷ௡ିଵ and if  ∆௡ିଵ is a Borel subset of the unit 
circle ௡ܶିଵ with the property that ߣ௡ିଵ 	∈ 	∆௡ିଵ implies െߣ௡ିଵ 	∈ ∆௡ିଵ,	then the spectral subspace 
 .௡ିଵܣ ௎೙షభሺ∆௡ିଵሻ्௡ is an invariant subspace forܧ

Proof. We choose some ߝ	 ∈ 	 ሺ0,  2ሻ and define/ߨ

∆௡∶ൌ ൛݁௜௡௧ ∶ 	ݐ	 ∈ 	 ሺെߝ, ሻൟߝ ∪ ൛െ݁௜௡௧ ∶ 	ݐ	 ∈ 	 ሺെߝ, ,ൟ	ሻߝ ∆௡ାଵ∶ൌ 	ॻ௡ିଵ	\∆௡.	

Let ्௡ାଵ	ܽ݊݀	्௡ାଶ be the spectral subspaces of ܷ௡ିଵ corresponding to ∆௡ and ∆௡ାଵ, respectively, i.e. 

्௡ାଵ 	ൌ ्௡ାଶ						ܽ݊݀				௎೙షభሺ∆௡ሻܵ௡ିଵܧ	 	ൌ 	.௎೙షభሺ∆௡ାଵሻ्௡ܧ	

Then we have 

्௡ ൌ 	्௡ାଵ 	⊕ ्௡ାଶ.	

We define the sets 

∆௡ଶ:ൌ ൛݁௜௡௧ ∶ 	ݐ	 ∈ 	 ሺെ2ߝ, ∆௡ାଵ				ܽ݊݀			ሻൟߝ2
ଶ : ൌ 	ॻ௡ିଵ	\∆௡ଶൌ ሼݖ௡ଶ:	ݖ௡ 	∈ 	∆௡ାଵሽ.	

If ܧ௎೙షభ೙శభ denotes the spectral measure of ܷ௡ିଵ
௡ାଵ and ݄௡ିଵ ∶ 	ԧ → 	ԧ denotes the function given by 

݄௡ିଵሺݖ௡ሻ 	ൌ 	  ௡ଶ, then we deduce from the properties of the functional calculus for unitary operators forݖ
݆	 ൌ 	1, 2 

௎೙షభ೙శభ൫ሺ∆௡ିଵሻ௝ܧ
ଶ൯ ൌ 	૚ሺ∆೙షభሻೕమሺܷ௡ିଵ

௡ାଵሻ ൌ 	 ሺ૚ሺ∆೙షభሻೕమ°	݄௡ିଵሻሺܷ௡ିଵሻ 	ൌ 	૚௛೙షభషభ ሺ∆೙షభሻೕ
మሺܷ௡ିଵሻ 	

ൌ 	,ሻ	௎೙షభሺሺ∆௡ିଵሻ௝ܧ	

where ૚∆೙షభ is the indicator function corresponding to a Borel set ∆௡ିଵ and  ݄௡ିଵ
ିଵ ሺ∆௡ିଵሻ௝

ଶ denotes the 
pre-image of ሺ∆௡ିଵሻ௝

ଶ  under ݄௡ିଵ. Therefore, the spectral subspace of ܦ௡ିଵ 	ൌ 	ܷ௡ିଵ
௡ାଵ corresponding to 

ሺ∆௡ିଵሻ௝
ଶ  coincides with ሺ्௡ሻ௝	, ݆	 ൌ 	1, 2. 

For ߣ௡ିଵ 	∈ ௡ିଵܦ௡ିଵሻ the operator ሺܦሺߩ	 	െ  ௡ିଵ, cf. (26). With someܣ ௡ିଵሻିଵ commutes withߣ
obvious modifications due to the fact that ܷ௡ିଵ is a unitary operator, the projector 
,ሻ	௎೙షభሺሺ∆௡ିଵሻ௝ܧ ݆	 ൌ 	1, 2, can be written in a similar form as in (19). From this, we conclude 

௡ିଵܣ௎೙షభሺሺ∆௡ିଵሻ௝ሻܧ 	⊂ 	ሺ27ሻ																																																								ሻ.	௎೙షభሺሺ∆௡ିଵሻ௝ܧ௡ିଵܣ

Hence, for ݔ௡ 	∈ 	ݔሻ	௎೙షభሺሺ∆௡ିଵሻ௝ܧ ௡ିଵ we haveܣ݉݋݀	 ∈  ௡ିଵ andܣ݉݋݀	

௡ିଵܣ݉݋݀ 	ൌ 	 ሺሺ्௡ሻଵ 	∩ ௡ିଵሻܣ݉݋݀	 ⊕ ሺሺ्௡ሻଶ 	∩ 	.௡ିଵሻܣ݉݋݀	

Moreover, if ݔ௡ 	∈ 	 ሺ्௡ሻ௝ 		∩  then with (15) ܣ݉݋݀	

௡ݔ௡ିଵܣ 	ൌ 	,௡ݔ௡ିଵܣሻ	௎೙షభሺሺ∆௡ିଵሻ௝ܧ	

which implies that the subspaces ሺ्௡ሻଵ and ሺ्௡ሻଶ are ܣ௡ିଵ-invariant. Thus, with respect to the 
decomposition ्௡ ൌ 	 ሺ्௡ሻଵ 	⊕	ሺ्௡ሻଶ the operators ܣ௡ିଵ	ܽ݊݀	ܷ௡ିଵ	decompose as  ܣ௡ିଵ 	ൌ
	ሺܣ௡ିଵሻଵ 	⊕	ሺܣ௡ିଵሻଶ	ܽ݊݀	ܷ௡ିଵ 	ൌ 	 ሺܷ௡ିଵሻଵ 	⊕	ሺܷ௡ିଵሻଶ,where 
ሺܣ௡ିଵሻ௝	 ൌ 	ሺܷ௡ିଵሻ௝	ܽ݊݀		௡ିଵ|ሺ्௡ሻ௝ܣ	 ൌ 	ܷ௡ିଵ|ሺ्௡ሻ௝		, ݆	 ൌ 	1, 2. It is easy to see that ሺܣ௡ିଵሻଵ is 
selfadjoint in the ܵ௡ିଵ-space ሺሺ्௡ሻଵ, ሺሺܷ௡ିଵሻଵ 	 ൉, െሻሻ	and that ሺܣ௡ିଵሻଶ is selfadjoint in the ܵ௡ିଵ-space 
(ሺ्௡ሻଶ, ሺሺܷ௡ିଵሻଶ 	 ൉, െሻሻ. Since ݅, െ݅	 ∈ ,and 1	ሺሺܷ௡ିଵሻ௡ሻߩ	 െ1	 ∈  ሺሺܷ௡ିଵሻ௡ାଵሻ, it follows fromߩ	
Theorem (3.1.15) that there are Krein space inner products 〈൉	, െ〉௡	and 〈൉	, െ〉௡ାଵ in ሺ्௡ሻଵ and ሺ्௡ሻଶ, 
respectively, such that ሺܣ௡ିଵሻ௝ is selfadjoint in the Krein space ሺሺ्௡ሻ௝	, 〈൉	, െ〉௝	ሻ, ݆	 ൌ 	1, 2. Hence, 
,௡ିଵ is obviously selfadjoint in the Krein space ሺ्௡ܣ 〈൉	, െ〉ሻ, where 〈൉	, െ〉 is given by 

,	௡ݔ〉 〈௡ାଵݔ ∶ൌ 	 ,	௡ାଵݔ〉 ௡ାଶ〉ଵݔ 	൅	 ,	௡ାଶݔ〉  ,௡ାଷ〉ଶݔ

௡ݔ 	ൌ 	 ௡ାଵݔ ൅	ݔ௡ାଶ, ௡ାଵݔ 	ൌ 	 ௡ାଶݔ 	൅ ,௡ାଷݔ ,௡ାଵݔ ௡ାଶݔ 	∈ 	 ሺ्௡ሻଵ, ,௡ାଶݔ ௡ାଷݔ 	∈ 	 ሺ्௡ሻଶ.	
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Corollary (3.1.30)[212]. For ܣ∑ ௡ೝିଵ
೘
ೝసభ

∗  be a series of selfadjoint operators in the ܵ∑ ௡ೝିଵ
೘
ೝసభ

-space 

൫्∑ ௡ೝ
೘
ೝసభ

, ሾ	൉	, െሿ൯. Then there exists  a Krein space inner product 〈൉	, െ	〉	such that ܣ∑ ௡ೝିଵ
೘
ೝసభ

∗  is a series 

ofselfadjoint in the Krein space ሺ्∑ ௡ೝ
೘
ೝసభ

, 〈൉	, െ	〉 . Hence, if  ܧ௎∑ ೙ೝషభ
೘
ೝసభ

 denotes a series of the spectral 

measures of  ܷ∑ ௡ೝିଵ
೘
ೝసభ

 and if  ∆∑ ௡ೝିଵ
೘
ೝసభ

 are series of Borel subsets of the unit circle ܶ∑ ௡ೝିଵ
೘
ೝసభ

 with 
the property that ߣ∑ ௡ೝିଵ

೘
ೝసభ

	 ∈ 	∆∑ ௡ೝିଵ
೘
ೝసభ

 implies െߣ∑ ௡ೝିଵ
೘
ೝసభ

	 ∈ ∆∑ ௡ೝିଵ
೘
ೝసభ

,	then the series of the 
spectral subspaces ܧ௎∑ ೙ೝషభ

೘
ೝసభ

ሺ∆∑ ௡ೝିଵ
೘
ೝసభ

ሻ्∑ ௡ೝ
೘
ೝసభ

 are an invariant subspaces for ܣ∑ ௡ೝିଵ
೘
ೝసభ

∗ . 

Proof. We choose some ߝ	 ∈ 	 ሺ0,  2ሻ and define/ߨ

∆∑ ௡ೝ
೘
ೝసభ

∶ൌ ൛݁௜௧ ∑ ௡ೝ
೘
ೝసభ ∶ 	ݐ	 ∈ 	 ሺെߝ, ሻൟߝ ∪ ൛െ݁௜௧ ∑ ௡ೝ

೘
ೝసభ ∶ 	ݐ	 ∈ 	 ሺെߝ, ,ൟ	ሻߝ ∆∑ ௡ೝାଵ

೘
ೝసభ

∶
ൌ 	ॻ∑ ௡ೝ

೘
ೝసభ ିଵ	\∆∑ ௡ೝ

೘
ೝసభ

.	

Let ्∑ ௡ೝ
೘
ೝసభ ାଵ	ܽ݊݀	्∑ ௡ೝ

೘
ೝసభ ାଶ be the spectral subspaces of ܷ∑ ௡ೝ

೘
ೝసభ ିଵ corresponding to ∆∑ ௡ೝ

೘
ೝసభ

 and 
∆∑ ௡ೝ

೘
ೝసభ ାଵ, respectively, i.e. 

्∑ ௡ೝ
೘
ೝసభ ାଵ 	ൌ ∑௎ܧ	 ೙ೝ

೘
ೝసభ షభ

൫∆∑ ௡ೝ
೘
ೝసభ

൯ܵ∑ ௡ೝ
೘
ೝసభ ିଵ				ܽ݊݀						्∑ ௡ೝ

೘
ೝసభ ାଶ 	ൌ ∑௎ܧ	 ೙ೝ

೘
ೝసభ షభ

ሺ∆∑ ௡ೝ
೘
ೝసభ ାଵሻ्∑ ௡ೝ

೘
ೝసభ

.	

Then we have 

्∑ ௡ೝ
೘
ೝసభ

ൌ 	्∑ ௡ೝ
೘
ೝసభ ାଵ 	⊕ ्∑ ௡ೝ

೘
ೝసభ ାଶ.	

We define the sets 

∆∑ ௡ೝ
೘
ೝసభ

ଶ : ൌ ൛݁௜௧ ∑ ௡ೝ
೘
ೝసభ ∶ 	ݐ	 ∈ 	 ሺെ2ߝ, ∑∆				݀݊ܽ			ሻൟߝ2 ௡ೝ

೘
ೝసభ ାଵ

ଶ :ൌ 	ॻ∑ ௡ೝ
೘
ೝసభ ିଵ	\∆∑ ௡ೝ

೘
ೝసభ

ଶ

ൌ ቄݖ∑ ௡ೝ
೘
ೝసభ

ଶ ∑ݖ	: ௡ೝ
೘
ೝసభ

	 ∈ 	∆∑ ௡ೝ
೘
ೝసభ ାଵቅ .	

If ܧ
௎
∑ ೙ೝ
೘
ೝసభ షభ

∑ ೙ೝ
೘
ೝసభ శభ denotes the series of spectral measures of ܷ∑ ௡ೝ

೘
ೝసభ ିଵ
∑ ௡ೝ
೘
ೝసభ ାଵ and ݄∑ ௡ೝ

೘
ೝసభ ିଵ ∶ 	ԧ → 	ԧ denotes the 

function given by ݄∑ ௡ೝ
೘
ೝసభ ିଵሺݖ∑ ௡ೝ

೘
ೝసభ

ሻ 	ൌ 	 ∑ݖ ௡ೝ
೘
ೝసభ

ଶ , then we deduce from the properties of the 
functional calculus for unitary operators for j = 1, 2 

ܧ
௎
∑ ೙ೝ
೘
ೝసభ షభ

∑ ೙ೝ
೘
ೝసభ శభ ቀ൫∆∑ ௡ೝ

೘
ೝసభ ିଵ൯௝

ଶ
ቁ ൌ 	૚ሺ∑ ௡ೝ

೘
ೝసభ ିଵሻೕ

మ ቀܷ∑ ௡ೝ
೘
ೝసభ ିଵ
∑ ௡ೝ
೘
ೝసభ ାଵቁ ൌ 	 ሺ૚

ቀ∆∑ ೙ೝ
೘
ೝసభ షభቁೕ

మ°	݄∑ ௡ೝ
೘
ೝసభ ିଵሻሺܷ∑ ௡ೝ

೘
ೝసభ ିଵሻ 	

ൌ 	૚
௛∑ ೙ೝ

೘
ೝసభ షభ

షభ ቀ∆∑ ೙ೝ
೘
ೝసభ షభቁೕ

మሺܷ∑ ௡ೝ
೘
ೝసభ ିଵሻ 	ൌ ∑௎ܧ	 ೙ೝ

೘
ೝసభ షభ

ሺ൫∆∑ ௡ೝ
೘
ೝసభ ିଵ൯௝	ሻ,	

where ૚∆∑ ೙ೝ
೘
ೝసభ షభ

 is the indicator function corresponding to a Borel set ∆∑ ௡ೝ
೘
ೝసభ ିଵ and  

݄∑ ௡ೝ
೘
ೝసభ ିଵ

ିଵ ൫∆∑ ௡ೝ
೘
ೝసభ ିଵ൯௝

ଶ
 denotes the pre-image of ൫∆∑ ௡ೝ

೘
ೝసభ ିଵ൯௝

ଶ
  under ݄∑ ௡ೝ

೘
ೝసభ ିଵ. Therefore, the series 

of spectral subspaces of ܦ∑ ௡ೝ
೘
ೝసభ ିଵ 	ൌ 	ܷ∑ ௡ೝ

೘
ೝసభ ିଵ
∑ ௡ೝ
೘
ೝసభ ାଵ corresponding to ൫∆∑ ௡ೝ

೘
ೝసభ ିଵ൯௝

ଶ
  coincides with 

൫्∑ ௡ೝ
೘
ೝసభ

൯
௝
	, ݆	 ൌ 	1, 2. 

     For ߣ∑ ௡ೝ
೘
ೝసభ ିଵ 	∈ ∑ܦሺߩ	 ௡ೝ

೘
ೝసభ ିଵሻ the operators ሺܦ∑ ௡ೝ

೘
ೝసభ ିଵ 	െ ∑ߣ ௡ೝ

೘
ೝసభ ିଵሻିଵ commutes with 

∑ܣ ௡ೝିଵ
೘
ೝసభ

∗ , cf. (14). With some obvious modifications due to the fact that ܷ∑ ௡ೝ
೘
ೝసభ ିଵ is a unitary 

operator, the projector ܧ௎∑ ೙ೝ
೘
ೝసభ షభ

ሺ൫∆∑ ௡ೝ
೘
ೝసభ ିଵ൯௝	ሻ, ݆	 ൌ 	1, 2, can be written in a similar form as in (19). 

From this, we conclude 

∑௎ܧ ೙ೝ
೘
ೝసభ షభ

ሺ൫∆∑ ௡ೝ
೘
ೝసభ ିଵ൯௝ሻܣ∑ ௡ೝିଵ

೘
ೝసభ

∗ 	⊂ ∑ܣ ௡ೝିଵ
೘
ೝసభ

∗ ∑௎ܧ ೙ೝ
೘
ೝసభ షభ

ሺ൫∆∑ ௡ೝ
೘
ೝసభ ିଵ൯௝	ሻ.																		ሺ28ሻ	

Hence, for ݔ	 ∈ ∑ܣ݉݋݀	 ௡ೝିଵ
೘
ೝసభ

∗  we have ܧ௎∑ ೙ೝ
೘
ೝసభ షభ

ሺ൫∆∑ ௡ೝ
೘
ೝసభ ିଵ൯௝	ሻݔ	 ∈ ∑ܣ݉݋݀	 ௡ೝିଵ

೘
ೝసభ

∗  and 

∑ܣ݉݋݀ ௡ೝିଵ
೘
ೝసభ

∗ 	ൌ 	 ሺ൫्∑ ௡ೝ
೘
ೝసభ

൯
ଵ
	∩ ∑ܣ݉݋݀	 ௡ೝିଵ

೘
ೝసభ

∗ ሻ ⊕ ሺ൫्∑ ௡ೝ
೘
ೝసభ

൯
ଶ
	∩ ∑ܣ݉݋݀	 ௡ೝିଵ

೘
ೝసభ

∗ ሻ.	

Moreover, if ݔ௡ 	∈ 	 ൫्∑ ௡ೝ
೘
ೝసభ

൯
௝
		∩  then with (28) ܣ݉݋݀	
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∑ܣ ௡ೝିଵ
೘
ೝసభ

∗ ௡ݔ 	ൌ ∑௎ܧ	 ೙ೝ
೘
ೝసభ

ሺቀܣ∑ ௡ೝିଵ
೘
ೝసభ

∗ ቁ
௝
	ሻܣ∑ ௡ೝିଵ

೘
ೝసభ

∗ 	,௡ݔ

which implies that the subspaces ൫्∑ ௡ೝ
೘
ೝసభ

൯
ଵ
 and ൫्∑ ௡ೝ

೘
ೝసభ

൯
ଶ
 are ܣ∑ ௡ೝିଵ

೘
ೝసభ

∗ -invariant. Thus, with 

respect to the decomposition ्∑ ௡ೝ
೘
ೝసభ

ൌ 	 ൫्∑ ௡ೝ
೘
ೝసభ

൯
ଵ
	⊕	൫्∑ ௡ೝ

೘
ೝసభ

൯
ଶ
 the operators 

∑ܣ ௡ೝିଵ
೘
ೝసభ

∗ 	ܽ݊݀	ܷ∑ ௡ೝ
೘
ೝసభ

	decompose as ܣ∑ ௡ೝିଵ
೘
ೝసభ

∗ 	ൌ 	 ቀܣ∑ ௡ೝିଵ
೘
ೝసభ

∗ ቁ
ଵ
	⊕	ቀܣ∑ ௡ೝିଵ

೘
ೝసభ

∗ ቁ
ଶ
	ܽ݊݀	ܷ௡ିଵ 	ൌ

	ሺܷ௡ିଵሻଵ 	⊕	ሺܷ௡ିଵሻଶ, where  ቀܣ∑ ௡ೝିଵ
೘
ೝసభ

∗ ቁ
௝	
ൌ ∑ܣ	 ௡ೝିଵ

೘
ೝసభ

∗ หሺ्௡ሻ௝		ܽ݊݀	ሺܷ௡ିଵሻ௝	 ൌ 	ܷ௡ିଵหሺ्௡ሻ௝		,	 

݆	 ൌ 	1, 2. It is easy to see that ቀܣ∑ ௡ೝିଵ
೘
ೝసభ

∗ ቁ
ଵ
 is selfadjoint in the ܵ∑ ௡ೝ

೘
ೝసభ ିଵ-space 

ሺ൫्∑ ௡ೝ
೘
ೝసభ

൯
ଵ
, ሺ൫ܷ∑ ௡ೝ

೘
ೝసభ ିଵ൯ଵ 	 ൉, െሻሻ	and that ቀܣ∑ ௡ೝିଵ

೘
ೝసభ

∗ ቁ
ଶ
 is selfadjoint in the ܵ∑ ௡ೝ

೘
ೝసభ ିଵ-space 

(൫्∑ ௡ೝ
೘
ೝసభ

൯
ଶ
, ሺ൫ܷ∑ ௡ೝ

೘
ೝసభ ିଵ൯ଶ 	 ൉, െሻሻ. Since ݅, െ݅	 ∈ ∑ሺ൫ܷߩ	 ௡ೝ

೘
ೝసభ ିଵ൯ଵሻ	and 1,െ1	 ∈ ∑ሺ൫ܷߩ	 ௡ೝ

೘
ೝసభ ିଵ൯ଶሻ, it 

follows from Theorem (3.1.15) that there are Krein space inner products 〈൉	, െ〉ଵ	and 〈൉	, െ〉ଶ in 

൫्∑ ௡ೝ
೘
ೝసభ

൯
ଵ
 and ൫्∑ ௡ೝ

೘
ೝసభ

൯
ଶ
, respectively, such that ቀܣ∑ ௡ೝିଵ

೘
ೝసభ

∗ ቁ
௝
 is selfadjoint in the Krein space 

ሺ൫्∑ ௡ೝ
೘
ೝసభ

൯
௝
	, 〈൉	, െ〉௝	ሻ, ݆	 ൌ 	1, 2. Hence, ܣ∑ ௡ೝିଵ

೘
ೝసభ

∗  is obviously selfadjoint in the Krein space 

ሺ्∑ ௡ೝ
೘
ೝసభ

, 〈൉	, െ〉ሻ, where 〈൉	, െ〉 is given by 

∑ݔ〉 ௡ೝ
೘
ೝసభ

	, ∑ݔ ௡ೝ
೘
ೝసభ ାଵ〉 ∶ൌ 	 ∑ݔ〉 ௡ೝ

೘
ೝసభ ାଵ	, ∑ݔ ௡ೝ

೘
ೝసభ ାଶ〉ଵ 	൅ ∑ݔ〉	 ௡ೝ

೘
ೝసభ ାଶ	, ∑ݔ ௡ೝ

೘
ೝసభ ାଷ〉ଶ, 

∑ݔ ௡ೝ
೘
ೝసభ

	ൌ 	 ∑ݔ ௡ೝ
೘
ೝసభ ାଵ ൅	ݔ∑ ௡ೝ

೘
ೝసభ ାଶ, ∑ݔ ௡ೝ

೘
ೝసభ ାଵ 	ൌ 	 ∑ݔ ௡ೝ

೘
ೝసభ ାଶ 	൅ ∑ݔ ௡ೝ

೘
ೝసభ ାଷ, ∑ݔ ௡ೝ

೘
ೝసభ ାଵ, ∑ݔ ௡ೝ

೘
ೝసభ ାଶ 	

∈ 	 ൫्∑ ௡ೝ
೘
ೝసభ

൯
ଵ
, ∑ݔ ௡ೝ

೘
ೝసభ ାଶ, ∑ݔ ௡ೝ

೘
ೝసభ ାଷ 	∈ 	 ൫्∑ ௡ೝ

೘
ೝసభ

൯
ଶ
.	

 

Section (3.2) : ࡶ -Selfadjoint Operators with Empty Resolvent Set 

Let ሺ्, ሾ൉,൉ሿሻ be a Krein space with a non-trivial fundamental symmetry  J	ሺi. e. , Jଶ 	ൌ 	I	, J	 ്
	േI,			and	ሺ्, ሾ	J	 ൉,൉ሿሻ is a Hilbert space) and corresponding fundamental decomposition 

् ൌ	्ା 	⊕ ्ି,																																																																																														ሺ29ሻ	

where ्േ 	ൌ 	
ଵ

ଶ
ሺI	 േ 	J	ሻ्. Let ܣ be a linear operator in ् which is ܬ -selfadjoint with respect to the 

Krein space inner product ሾ൉,൉ሿ. In general, ܬ -selfadjoint operators ܣ are non-selfadjoint in the Hilbert 
space ሺ्, ሾ	J	 ൉,൉ሿሻ and their spectra ߪሺܣሻ are only symmetric with respect to the real axis: 

	ߤ  ∈ 	ߤ ሻ if and only ifܣሺߪ	 ∈ ሻܣሺߪ ሻ. Moreover, the situation whereܣሺߪ	 	ൌ  .is also possible ܥ	

It is simple to construct infinitely many ܬ -selfadjoint operators with empty resolvent set. For 
instance, let ࣥ be a Hilbert space and let ܮ be a closed symmetric (non-self-adjoint) operator in ࣥ 
Consider the operators 

ܣ ∶ൌ ቀܮ 0
0 ∗ܮ

ቁ	 , 	ܬ ൌ ቀ0 ܫ
ܫ 0

ቁ	

in the product Hilbert space ्	 ൌ 	ࣥ ⊕ 	ࣥ. Then ܬ is a fundamental symmetry in	् and ܣ is a ܬ -
selfadjoint operator. As ߩሺܮሻ ൌ ∅, it is clear that  ߩሺܣሻ ൌ ∅. 

This example shows that the property	ߩሺܣሻ ൌ ∅ is a consequence of the special structure of ܣ. 
It is natural to suppose that this relationship can be made more exact for some special types of ܬ	-
selfadjoint operators. 

We investigate a closed symmetric operator ܵ in the Hilbert space ࣢ with inner product 
ሺ൉,൉ሻ 	ൌ 	 ሾ	ܬ	 ൉,൉ሿ. 

We assume the deficiency indices of ܵ to be 〈2,2〉 and we assume that ܵ	commutes with the 
fundamental symmetry ܬ , 
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	ܬ	ܵ ൌ 	ሺ30ሻ																																																																																															.ܵ	ܬ	

Hence, S is simultaneously symmetric and ܬ-symmetric. 

Our aim is to describe different types of ܬ -selfadjoint extensions of ܵ. For this let ߑ௃ be the set 
of all ܬ -selfadjoint extensions of ܵ  and let us denote by ܷ the set of all fundamental symmetries which 
commute with S, by ߑ௃

௦௧	we denote the set of all ܬ -selfadjoint extensions of ܵ which commute with a 
fundamental symmetry in ॏ,	by ߓ௃  the set of all ܬ -selfadjoint extensions of ܵ which commute with ܬ 
and by ߓॏ, the set of all ܬ -selfadjoint extensions	which commute with all operators in ॏ. By definition 
we have ܬ	 ∈ 	ॏ and 

ॏߓ 	⊂ ௃ߓ	 	⊂ ௃ߑ	
௦௧	.																																																																																	ሺ31ሻ	

Operators from ߑ௃
௦௧  are said to have the property of stable ܥ-symmetry, see [118]. In particular, 

they are fundamentally reducible and, hence, similar to selfadjoint operators in Hilbert spaces. 
Therefore, ܬ -selfadjoint operators with stable ܥ-symmetries admit detailed spectral analysis, see also 
[96,114], and the set ߑ௃

௦௧ may be useful for the explanation of exceptional points phenomenon in ࣮࣪ -
symmetric quantum mechanics (see [103,112,123,124] and the references therein). 

In the case of a simple symmetric operator ܵ, we show in this section that the existence of at 
least one ܬ -selfadjoint extension of ܵ with empty resolvent set leads to the quite specific structure of 
the underlying symmetric operator ܵ. Namely, we have in (31) strict inclusions, 

ॏߓ 	⊂ ௃ߓ	 	⊂ ௃ߑ	
௦௧			൫ߓॏ 	് ௃ߓ	 	് ௃ߑ	

௦௧൯	.	

and it follows from the definition of the classes ߓॏ, ߓ௃ J and ߑ௃
௦௧		that we have a rich structure of 

different extensions of ܵ. Moreover, in Corollary (3.2.16) and Theorem (3.2.17)  below we give a full 
parametrization of the sets ߓॏ, ߓ௃ J and ߑ௃

௦௧  in terms of  four real parameters. 

If, on the other hand, all ܬ -selfadjoint extension of ܵ have non-empty resolvent set, we show  

(cf. Theorem (3.2.10) below) equality in (31), 

ॏߓ            ൌ ௃ߓ ൌ ௃ߑ	
௦௧. 

Moreover, we have ॏ	 ൌ 	 ሼ	ܬ	ሽ. This is in particular the case, if there exists at least one 
definitizable extension (see Corollary (3.2.11)  below). 

         We show that the existence of at least one ܬ	-selfadjoint extension of ܵ with empty resolvent set is 
equivalent to one of the following statements. 

• There exists an additional fundamental symmetry ܴ	in	् such that 

ܴܵ	 ൌ 	ܴܵ, 	ܴ	ܬ ൌ െܴ	ܬ. 

• The operator ܵା ∶ൌ 	ܵ ↾्శ	is unitarily equivalent to ܵି ∶ൌ 	ܵ ↾्ష , where ्േ are from the 
fundamental decomposition (29) corresponding to ܬ . 

• The characteristic function ݏାof ܵା (see [126]) is equal  to the characteristic function sିof Sି.  

If, in addition, the characteristic function of ܵ is not identically equal to zero, we showide a 
complete description of the set ॏ in terms of ܴ	ܽ݊݀	ܬ . More precisely (see Theorem (3.2.15) below), ॏ 
consists of all operators ܥ of the form 

	ܥ ൌ 	 ሺ݄ܿ߯ݏ݋ሻ	ܬ	 ൅ 	ሺ݄߯݊݅ݏሻ	ܬ	ܴሾܿ߱ݏ݋	 ൅ 	݅ሺ߱݊݅ݏሻ	ܬሿ	

with	߯	 ∈ Թ	ܽ݊݀	߱	 ∈ 	 ሾ0,  .ሻߨ2

The operators ܬ	ܽ݊݀	ܴ can be interpreted as basis (generating) elements of the complex  
Clifford algebra ݈ܥଶሺ	ܬ	, ܴሻ ∶ൌ ,ܫሼ݊ܽ݌ݏ	 ,	ܬ ܴ, ௃ߑ ሽ and they give rise to a ‘rich’ familyܴ	ܬ

௦௧ .  
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The section is structured as follows. And contains auxiliary results related to the Krein space 
theory and the extension theory of symmetric operators. In the latter case we emphasize the usefulness 
of the Krein spaces ideology for the description of the set ߑ௃ of ܬ -selfadjoint extensions of ܵ in terms 
of unitary 2	 ൈ 	2-matrices ܷ and the definition of the characteristic function of ܵ. 

We establish a necessary and sufficient condition under which ߑ௃ contains operators with empty 
resolventset (Theorem (3.3.7) and Corollary (3.3.9)) and explicitly describe these operators in terms of 
unitary matrices ܷ (Corollary 3.3.8). 

We establish our main result (Theorem (3.2.12)) about the equivalence between the presence of 
 with a Clifford algebra	selfadjoint extensions of ܵ with empty resolvent set and the commutation of ܵ-ܬ
,	ܬ	ଶሺ݈ܥ ܴሻ.This enables one to construct the collection of operators ߯ܥ, ߱ realizing the property of 
stable ܥ-symmetry for extensions ܣ	 ∈ ,	ܬ	ଶሺ݈ܥ directly in terms of	௃ߑ	 ܴሻ (Theorem (3.2.15)) and to 
describe the corresponding subset ߑ௃

௦௧ of extensions ܣ	 ∈  symmetry in terms of-ܥ with stable	௃ߑ	
matrices ܷ	(Corollary (3.2.16) and Theorem (3.2.17)). 

In the case of a degenerated Sturm–Liouville expression on a finite interval we describe all ܬ -
selfadjoint extensions with an empty resolvent set. Moreover, we consider the case of an indefinite 
Sturm– Liouville expression on the real line. Imposing an additional boundary conditions at zero, the 
symmetric operator ܵ is obtained as the orthogonal sum of two symmetric operators related to two 
differential expressions defined on Թା	ܽ݊݀	Թି, respectively. We are able to show that all ܬ -selfadjoint 
extensions of ܵ have nonempty resolvent set. This extends some results from [101,102,106,115]. 
Finally, we consider a one-dimensional impulse and a Dirac operator with point perturbation. 

Throughout the section, the symbols ࣞሺܣሻ	ܽ݊݀	࣬ሺܣሻ denote the domain and the range of a 
linear operator ܣ .ܣ ↾ࣞ is the restriction of ܣ onto a set ࣞ. The notation ߪሺܣሻ	ܽ݊݀	ߩሺܣሻ are used for the 
spectrum and the resolvent set of ܣ. The sign denotes the end of a proof. 

Let ् be a Hilbert space with inner product ሺ൉,൉ሻ and with non-trivial fundamental symmetry 
.ሺ݅	ܬ ݁. , 	ܬ ൌ 	ܬ	 ∗, ଶ	ܬ ൌ 	ܬ and ,	ܫ	 ് 	േܫ	ሻ. The space ् endowed with the indefinite inner product  
ሾ൉,൉ሿ ∶ൌ 	 ሺ	ܬ	 ൉,൉ሻ is called a Krein space ሺ्, ሾ൉,൉ሿሻ. For the basic theory of  Krein spaces and operators 
acting therein we refer to the monographs [98] and [105]. 

The projectors േܲ 	ൌ 	
ଵ

ଶ
	ሺܫ	 േ  ,् ሻ determine a fundamental decomposition of	ܬ	

्	 ൌ 	्ା 	⊕ ्ି	, ्ି 	ൌ 	 ܲି ्, 	्ା 	ൌ 	 ା्ܲ,																																																			ሺ32ሻ 

where ሺ्, ሾ൉,൉ሿሻ and ሺ्ି,െሾ൉,൉ሿሻ	are Hilbert spaces. With respect to the fundamental decomposition 
(32), the operator ܬ	has the following form 

	ܬ ൌ ቀܫ 0
0 െܫ

ቁ .	

A subspace े	of	् is called hypermaximal neutral if 

े	 ൌ 	ेሾୄሿ 	ൌ 	ݔ ∈ 	Ձ:	ሾݔ, ሿݕ 	ൌ 	0, 	ݕ∀ ∈ 	े. 

A subspace े ⊂ 	् is called uniformly positive (uniformly negative) if 
	ሾݔ, ሿݔ ൒ 	ܽଶ‖ݔ‖ଶ	ሺ݌ݏ݁ݎ.െሾݔ, ሿݔ ൒ 	ܽଶ‖ݔ‖ଶሻܽ	 ∈ Թ, ܽ	 ് 	0,for all ݔ	 ∈ 	े. The subspaces 	्േ in (32) 
are examples of uniformly positive and uniformly negative subspaces and, moreover,	they are maximal, 
i.e., 	्ା	ሺ्ିሻ is not a proper subspace of a uniformly positive (resp. negative) subspace. 

Let ेାሺ് 	 	्ାሻ be an arbitrary maximal uniformly positive subspace. Then its ܬ -orthogonal 

complement  ेି 	ൌ 	ेା
ሾୄሿ is Maximal uniformly negative and the direct ܬ -orthogonal sum 

्	 ൌ ेା	ሾ∔ሿेି																																																																																ሺ33ሻ	

gives a fundamental decomposition of ्. 
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  With respect to (33) we define an operator ܥ via 

ܥ ൌ ቀܫ 0
0 െܫ

ቁ .	

We have ܥ	ଶ ൌ ,is a selfadjoint operator in the Hilbert space ሺ् ܥ and ܫ	 ሺ൉,൉ሻܥ	ሻ, where the inner 
product ሺ൉,൉ሻܥ is given by 

ሺݔ, ܥሻݕ ∶ൌ 	 ሾݔܥ, ሿݕ 	ൌ 	 ሺ	ݔܥܬ, ,ሻݕ ,ݔ 	ݕ ∈ 	्.	

Note that ሺ൉,൉ሻܥ	ܽ݊݀	ሺ൉,൉ሻ are equivalent, see, [121]. Hence, one can view ܥ as a fundamental 
symmetry of the Krein space ሺ्, ሾ൉,൉ሿሻ with an underlying Hilbert space	ሺ्, ሺ൉,൉ሻܥ	ሻ. 

Summing up, there is a one-to-one correspondence between the set of all decompositions (33) 
of the Krein space ሺ࣢, ሾ൉,൉ሿሻ and the set of all bounded operators C such that 

	2ܥ ൌ 	ܥܬ						,ܫ	 ൐ 	0.																																																																																			ሺ34ሻ	

Definition (3.2.1)[94]. An operator ܣ acting in a Krein space ሺ्, ሾ൉,൉ሿሻ has the property of ܥ-symmetry 
if there exists a bounded linear operator ܥ	in	् such that: 

	ሺiሻ	ܥଶ 	ൌ 	;	ܫ	

ሺiiሻ	ܥܬ	 ൐ 	0;	

ሺiiiሻ	ܥܣ	 ൌ  .ܣ	ܥ	

In particular, if ܣ is a ܬ -selfadjoint operator with the property of ܥ-symmetry, then its counterparts 

േܣ ∶ൌ ܣ	 ↾ेേ	, ेേ ൌ 	1ሺܫ	 േ 	ሻ्ܥ	

are selfadjoint operators in the Hilbert spaces ेାand ेି endowed with the inner products	ሾ൉,൉ሿ	and	 െ ሾ൉
,൉ሿ, respectively. This simple observation leads to the following statement, which is a direct 
consequence of the Phillips theorem [98]. 

Proposition (3.2.2)[94]. A ܬ -selfadjoint operator ܣ has the property of ܥ-symmetry if and only if ܣ	is 
similar to a selfadjoint operator in ्. 

In conclusion, we emphasize that the notion of ܥ-symmetry in Definition (3.2.1) coincides with 
the notion of fundamentally reducible operator (see, [113]). However, in the context of this section and 
motivated by [96,97,103,104,111,123,124], we prefer to use the notion of ܥ-symmetry. 

Here and in the following we denote by ԧା	ሺԧିሻ the open upper (resp. lower) half plane. Let ܵ 
be a closed symmetric densely defined operator with equal deficiency indices acting in the Hilbert 
space ሺ्, ሺ൉,൉ሻሻ. 

We denote by ॉఓ 	ൌ ∗ሺܵݎ݁݇	 െ ,ሻܫߤ	 	ߤ ∈ 	ԧ	\	Թ, the defect subspaces of ܵ	and consider the 
Hilbert space ै ൌ	ॉ௜ ∔ ॉି௜	

with the inner product 

ሺݔ, ሻैݕ ൌ 	2ሾሺݔ௜	, ௜ሻݕ ൅	ሺିݔ௜	,  ሺ35ሻ																																																																	௜ሻሿ,ିݕ

where ݔ	 ൌ ௜ݔ ൅	ିݔ௜	ܽ݊݀	ݕ	 ൌ ௜ݕ 	൅ ,	௜ݔ	݄ݐ݅ݓ	௜ିݕ ௜ݕ ∈ ॉ௜	, ,	௜ିݔ ௜ିݕ 	 ∈ 	ॉି௜	. 

The operator ܼ which acts as identity operator ܫ	on	ॉ୧ and minus identity operator െܫ	on	ॉି୧ is 
an example of a fundamental symmetry in ै. 

According to the von-Neumann formulas (see, [125,117]) any closed intermediate extension 
.ܵ ሺi	of	ܣ e. , ܵ	 ⊂ 	ܣ	 ⊂ 	 ܵ∗ሻ in the Hilbert space  ሺ्, ሺ൉,൉ሻሻ is uniquely determined by the choice of a 
subspace  ܯ	 ⊂ ै: 

	ܣ ൌ 	ܵ∗ ↾ࣞሺ஺ሻ			, ࣞሺܣሻ ൌ 	ࣞሺܵሻ ∔  ሺ36ሻ																																																															.ܯ
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Let us set ܯ	 ൌ 	ॉఓ	ሺߤ	 ∈ 	ԧାሻ in (36) and denote by 

ఓܣ 	ൌ 	 ܵ∗ ↾ࣞ൫஺ഋ൯		, ࣞ൫ܣఓ൯ 	ൌ 	ࣞሺܵሻ ∔ ˙ॉఓ	, 	ߤ∀ ∈ 	ԧା																																									ሺ37ሻ	

the corresponding maximal dissipative extensions of ܵ. The operator-function 

݄ܵሺߤሻ 	ൌ 	 ሺܣఓ 	െ ఓܣሻሺܫ	݅	 	൅ ሻିଵܫ	݅	 ↾ॉ೔	 :	ॉ௜	 → ॉି௜		, 	ߤ ∈ ԧା																																																ሺ38ሻ 

is the characteristic function of ܵ defined by ܣ. Straus, see [168]. 

The characteristic function ݄ܵሺ൉ሻ is connected with the Weyl function of the symmetric operator 
ܵ constructed in terms of boundary triplets (see [107], [110]). For instance, if ܯሺ൉ሻ is the Weyl function 
of ܵ associated with the boundary triplet ሺॉ௜	, ,଴߁  ଵሻ, where߁

	݂	଴߁ ൌ 	 ௜݂ 	൅ 	ܸ	݂ି ௜, 	݂	ଵ߁ ൌ 	݅	 ௜݂ 	െ 	ܸ݅	݂ି ௜	, ݂	 ൌ 	ݑ	 ൅ 	݂݅	 ൅	 ݂ି ௜ 	 ∈ ࣞሺܵ∗ሻ																						ሺ39ሻ 

and ܸ ∶ 	ॉି௜	 → ॉ௜		is an arbitrary unitary mapping, then 

ሻߤሺܯ 	ൌ 	݅൫ܫ	 ൅ 	ܸ	݄ܵሺߤሻ൯൫ܫ	– 	ܸ	݄ܵሺߤሻ൯
ିଵ
, 	ߤ ∈ 	ԧା.																																													ሺ40ሻ	

The function ܸ	݄ܵሺ൉ሻ in (40) coincides with the characteristic function of ܵ associated with the 
boundary triplet ሺॉ௜	, ,଴߁  .ଵሻ,  cf. [109]߁

Another (equivalent) definition of ݄ܵሺ൉ሻ (see [126]) is based on the relation 

ࣞሺܣఓሻ 	ൌ 	ࣞሺܵሻ ∔ ॉߤ	 ൌ 	ࣞሺܵሻ ∔	൫ܫ െ ݄ܵሺߤሻ൯ॉ௜	, 	ߤ ∈ 	ԧା,																																	ሺ41ሻ 

which also allows one to uniquely determine ݄ܵሺ൉ሻ. 

The characteristic function ݄ܵሺ൉ሻ can be easily interpreted in the Krein space setting. Indeed, 
according to the von- Neumann formulas,  ࣞሺܣఓሻ 	ൌ 	ࣞሺܵሻ ∔ 	ߤܮ where ,	ߤܮ ⊂ 	ै is a maximal 
uniformly positive subspace in the Krein space ሺै, ሾ൉,൉ሿܼ	ሻ. Using (41), we conclude thatߤܮ	 ൌ 	 ሺܫ	 െ
	݄ܵሺߤሻሻॉ௜	 and hence, െ݄ܵሺߤሻ is the angular  operator of ߤܮ with respect to the maximal uniformly 
positive subspace ॉ୧	of the Krein space ሺै, ሾ൉,൉ሿܼ	ሻ (see [140] for the concept of angular operators). 

In what follows we assume that ܵ satisfies (30), where J is a fundamental symmetry in	ሺै, ሺ൉,൉ሻሻ. 

The condition (30) immediately leads to the special structure of ܵ with respect to the fundamental 
decomposition (32): 

ܵ	 ൌ ൬
ܵା 0
0 ܵି

൰ , ܵା 	ൌ 	ܵ ↾्శ		, ܵି 	ൌ 	ܵ ↾्ష ,																																																										 ሺ42ሻ 

where ܵേ are closed symmetric densely defined operators in ्േ. 

Denote by ߑ௃ the collection of all ܬ -selfadjoint extensions of ܵ and set 

௃ߓ 		ൌ 	 ሼܣ	 ∈ 	ܬ	ܣ	|	௃ߑ	 ൌ  ሺ43ሻ																																																																															ሽ.ܣ	ܬ	

It is clear that ߓ௃ 	⊂ 	ܣ  and an arbitrary	௃ߑ	 ∈ - ܬ ௃ is a simultaneously selfadjoint andߓ	
selfadjoint extension of ܵ. The set ߓ௃	is non-empty if and only if each symmetric operator ܵേ in (42) has 
equal deficiency indices. We always suppose that ߓ௃ 	് 	∅. 

Since ܵ satisfies (30) the subspaces ॉേ௜		reduce ܬ and the restriction ܬ ↾ ै	 gives rise to a 
fundamental symmetry in the Hilbert space ै. Moreover, according to the properties of ܼ mentioned 
above, ܬ	ܼ	 ൌ  is a fundamental symmetry in ै. Therefore, the sesquilinear form ܼ	ܬ and ܬ	ܼ	

ሾݔ, 	௓	ሿ௃ݕ 	ൌ 	 ሺ	ܬ	ݔܼ, ሻैݕ 	ൌ 	2ሾሺ	ܬ	ݔ௜	, –௜ሻݕ ሺ	ܬ	ିݔ௜	, 	ሺ44ሻ																																											௜ሻሿିݕ

defines an indefinite metric on ै. 

It is known (see, [96]) that an arbitrary ܬ -selfadjoint extension ܣ	݂݋	ܵ is uniquely determined 
by (36), where M is a hypermaximal neutral subspace of the Krein space ሺै, ሾ൉,൉ሿ	ܬ	ܼ	ሻ. 
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In comparison with selfadjoint extensions in the sense of Hilbert spaces, we remark that  

selfadjoint extensions of ܵ in (्, ሺ൉,൉ሻሻ are also determined by (36) but then subspaces ܯ are assumed 
to be hypermaximal neutral in the Krein space ሺै, ሾ൉,൉ሿ௓	ሻ with the indefinite metric (cf. (44)) 

ሾݔ, ሿ௓ݕ 	ൌ 	 ሺܼݔ, ሻैݕ 	ൌ 	2ሾሺݔ௜	, ௜ሻݕ 	െ	ሺିݔ௜	,  .௜ሻሿିݕ

Denote by ॏ the set of all possible ܥ-symmetries of the closed symmetric operator ܵ. By 
Definition (3.2.1), this means that 

	ܥ ∈ 	ॏ ଶܥ	⟺ ൌ 	ܥܬ			,ܫ	 ൐ 	0, 	ܥܵ ൌ  .ܵ	ܥ	

The next result  follows directly from [138]. We repeat principal stages for the reader’s 
convenience. 

Lemma (3.2.3)[94]. The set  ॏ is non-empty and ܥ	 ∈ 	ॏ if and only if ܥ∗ 	∈ 	ॏ. 

Proof. It follows from (30) that ܬ	 ∈ 	ॏ. Therefore, ॏ	 ് 	∅. 

Let ܥ	 ∈ 	ॏ. The conditions ܥଶ 	ൌ 	ܥܬ			݀݊ܽ	ܫ	 ൐ 	0 are equivalent to the presentation 	C ൌ 	Jeଢ଼ , 
where ܻ is a bounded selfadjoint operator in ् such that ܬ	ܻ	 ൌ 	െܻ	ܬ, see [96]. In that case ܥ∗ 	ൌ
ଶ∗ܥ satisfies the relations 	∗ܥ ,and, obviously	௒ି݁ܬ	 	ൌ ∗ܥܬ			݀݊ܽ		ܫ	 ൐ 	0. 

Since ܵ commutes with ܬ	and	C one gets S݁௒ 	ൌ 	 ݁௒	ܵ. But then  ܵܥ∗ 	ൌ 	ܵ݁௒	ܬ	 ൌ 	 ݁௒	ܬ	ܵ	 ൌ
∗Hence, C .ܵ	∗ܥ	 	∈ 	ॏ	. 

Definition (3.2.4)[94]. (See [118].) An operator ܣ	 ∈  symmetry if-ܥ  ௃ has the property of stableߑ	
	ܥ i.e., there exists ,ܥ symmetry realized by the same operator-ܥ ܵ have the property of	and	ܣ ∈ 	ॏ 
with ܥܣ	 ൌ  .ܣ	ܥ	

    Denote 

௃ߑ
௦௧ ൌ 	 ሼܣ	 ∈ 	ܥ∃	|	௃ߑ	 ∈ 	ॏ	݄ܿݑݏ	ݐ݄ܽݐ	ܥܣ	 ൌ 	ሺ45ሻ																																													ሽ.ܣ	ܥ	

Due to Definition (3.2.4), ߑ௃
௦௧ consists of ܬ -selfadjoint extensions ܣ	of	ܵ with the property of 

stable ܥ-symmetry. It follows from (43) and (45) that ߑ௃
௦௧ ⊃ ,Hence				.	௃ߓ	 ௃ߑ

௦௧ is non-empty. 

Denote 

ॏߓ 	ൌ 	 ൛ܣ	 ∈ 	ܥܣห	௃ߑ	 ൌ ,			ܣ	ܥ	 	ܥ∀ ∈ 	ॏሽ.																																																										ሺ46ሻ 

	

      It	is	clear	that	

ॏߓ 	⊂ ௃ߓ	 		⊂ ௃ߑ	
௦௧ ⊂ 	ሺ47ሻ																																																																														.	௃ߑ	

The next Theorem gives a condition for the non-emptiness of the left-hand side of the chain (47). 

Theorem (3.2.5)[94]. If the characteristic function ݄ܵሺ൉ሻ of S is boundedly invertible for at least one 
	ߤ ∈ 	ԧା,			݄݊݁ݐ	ߓॏ 	് 	∅. 

Proof. Let ܥ	 ∈ 	ॏ. Then	ܵ∗ܥ	 ൌ  ,and, hence (see the proof of Lemma (3.2.3)) ∗ܵ	ܥ	

ܥ ∶ 	ॉߤ → ॉߤ		, 	ߤ∀ ∈ 	ԧ	\	Թ.																	ሺ48ሻ	

Therefore, ܥߤܣ	 ൌ  of S (see (37)). This means that the ߤܣ for maximal dissipative extensions ߤܣ	ܥ	
characteristic function ݄ܵሺ൉ሻ defined by (38) commutes with an arbitrary ܥ	 ∈ 	ॏ, i.e., 

݄ܵሺߤሻܥ	 ൌ ,ሻߤሺ݄ܵܥ	 	ߤ∀ ∈ 	ԧା, 	ܥ∀ ∈ ॏ.																																																															ሺ49ሻ	

It follows from Lemma (3.2.3) and (49) that ݄ܵሺߤሻ 	ൌ  ,ሻ. Thereforeߤሺ݄ܵ∗ܥ	

݄ܵ∗ሺߤሻܥ	 ൌ 	ߤ∀			,ሻߤሺ∗݄ܵܥ	 ∈ 	ԧା, 	ܥ∀ ∈ 	ॏ.																																																															ሺ50ሻ 
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Let ݄ܵሺߤሻ be boundedly invertible for a certain	ߤ	 ∈ 	ԧା and let  ܸ ∶ 	ॉ௜ → ॉି௜ be the isometric  

factor in the polar decomposition of ݄ܵሺߤሻ. Then ܸ	ܥ	 ൌ 	ܥ for all	ܸܥ	 ∈ 	ॏ (since (49) and (50)). This 
means that the operator 

	ܣ ൌ 	ܵ∗ ↾ࣞሺ஺ሻ ,			ࣞሺܣሻ ൌ 	ࣞሺܵሻ ∔ ሺܫ	 ൅ 	ܸ	ሻॉ௜ 

belongs to ߓॏ. 

According to (47), an arbitrary ܥ	 ∈ 	ॏ determines two operators ܥ ↾ॉേ೔ acting in ॉേ௜. 

Lemma (3.2.6)[94]. If ܵ is a simple closed symmetric operator, then the correspondence ܥ	 ∈ 	ॏ →
ሼܥ ↾ॉశ೔	, ܥ ↾ॉష೔ሽ is injective. 

Proof. Assume the existence of an operator pair ሼܥ ↾ॉశ೔	, ܥ ↾ॉష೔ሽ for two different operators ܥ, ሚܥ 	∈ 	ॏ. 

Then ሺܥ	 െ ෩	ܥ ሻࣞሺܵ∗ሻ ⊂ ࣞሺܵሻ. Therefore, ሺܥ	 െ ෩	ܥ ሻॉఓ ⊂ ࣞሺܵሻ. On the other hand, ൫ܥ	 െ ෩	ܥ ൯ॉఓ ⊂
ॉఓby (47). The obtained relations yield ܥ	 ఓ݂	 ൌ 	ሚܥ ఓ݂	 for any ఓ݂	 	 ∈ 	ॉఓ			ܽ݊݀			ߤ	 ∈ 	ԧ	\	Թ. This means 
that ܥ	 ൌ  .ሚܥ

In what follows we assume that the deficiency indices of the operators ܵേ in (42) are 〈1, 1〉. In 
that case, the defect subspaces ॉേ௜ሺܵേሻ of ܵേ are one-dimensional and 

ॉ௜ሺܵାሻ 	ൌ 	 ሺܫ	 ൅ 	ܼሻሺܫ	 ൅ ॉି௜ሺܵାሻ	ሻै;	ܬ	 	ൌ 	 ሺܫ	 െ 	ܼሻሺܫ	 ൅ 	;ሻै	ܬ	

ॉ௜ሺܵିሻ ൌ 	 ሺܫ	 ൅ 	ܼሻሺܫ	 െ ॉି௜ሺܵିሻ	ሻै;	ܬ	 ൌ 	 ሺܫ	 െ 	ܼሻሺܫ	 െ  .ሻै	ܬ	

Hence,	ॉേ௜ሺܵേሻ  are orthogonal in the Hilbert space ሺै, ሺ൉,൉ሻैሻ (see (35)). 

Let ሼ݁ାା, ݁ାି, ݁ିା, ݁ିିሽ be an orthogonal basis of ै such that 

                 ॉ௜ሺܵାሻ 	ൌ ∗ሺܵାݎ݁݇	 െ ሻܫ	݅	 ൌ 	,ሼ݁ାାሽ݊ܽ݌ݏ	

                 ॉ௜ሺܵିሻ 	ൌ ∗ሺܵିݎ݁݇	 െ ሻܫ	݅	 ൌ 	,ሼ݁ାିሽ݊ܽ݌ݏ	

                 ॉି௜ሺܵାሻ ൌ ∗ሺܵାݎ݁݇ ൅ ሻܫ	݅	 ൌ 	,ሼ݁ିାሽ݊ܽ݌ݏ	

                 ॉି௜ሺܵିሻ 	ൌ ∗ሺܵିݎ݁݇ ൅ ሻܫ	݅	 ൌ  	ሺ51ሻ																																																																																		ሼ݁ିିሽ,݊ܽ݌ݏ	

and the elements ݁ାା, ݁ାି, ݁ିା, ݁ିି have equal norms in ै. It follows from the definition of ݁േേ that 

    ܼ݁ାା 	ൌ 	 ݁ାା,			ܼ݁ାି ൌ 	݁ାି, ܼ݁ିା 	ൌ െ݁ିା, ܼ݁ିି 	ൌ െ݁ିି,	

ାା݁ܬ ൌ 	 ݁ାା, ାି݁ܬ 	ൌ െ݁ାି, ାି݁ܬ 	ൌ 	 ݁ିା, ିି݁ܬ 	ൌ െ݁ିି.																																ሺ52ሻ	

Relations (52) mean that the fundamental decomposition of the Krein space ሺै, ሾ൉,൉ሿ௃	௓		ሻ has 
the form 

ै ൌैି 	⊕ैା,ैି ൌ ,ሼ݁ାି݊ܽ݌ݏ	 ݁ିାሽ,ैା 	ൌ ,ሼ݁ାା݊ܽ݌ݏ	 ݁ିିሽ.																															ሺ53ሻ 

According to the general theory of Krein spaces [98], an arbitrary hypermaximal neutral 
subspace ܯ of 	ሺै, ሾ൉,൉ሿ	௃	௓	ሻ is uniquely determined by a unitary mapping of ैିonto	ैା. Since 
݀݅݉ैേ

ൌ 	2 the set of unitary mappings ैି → ैା is in one-to-one correspondence with the set of 
unitary matrices 

ܷ	 ൌ 	 ݁௜ఝ ቆ
	௜ఊ݁ݍ ௜క݁ݎ

െି݁ݎ௜క ௜ఊି݁ݍ
ቇ , ଶݍ ൅ ଶݎ 	ൌ ,ݍ			,1	 	ݎ ∈ 	Թା, ߮, ,	ߛ 	ߦ ∈ 	 ሾ0, 	54ሻ	ሺ																				ሻ.ߨ2

In other words, formulas (53), (54) allow one to describe a hypermaximal neutral subspace ܯ 
of	ሺै, ሾ൉,൉ሿ	௃	௓	ሻ  as a linear span 

	ܯ ൌ ,ሼ݀ଵ݊ܽ݌ݏ	 ݀ଶሽ																																																																																									ሺ55ሻ	

of elements 



58 
 

                   ݀ଵ 	ൌ 	 ݁ାା 	൅ ݁ାି	ሻ	௜ሺఝାఊ݁ݍ 	൅ 	,௜ሺఝାకሻ݁ିା݁ݎ

݀ଶ 	ൌ 	 ݁ିି 	െ ௜ሺఝିకሻ݁ାି݁ݎ 	൅ 	ሺ56ሻ																																																								݁ିା.	ሻ	௜ሺఝିఊ݁ݍ

This means that (54)–(56) establish a one-to-one correspondence between domains ࣞሺAሻ 	ൌ 	ࣞሺܵሻ ∔
 of ܵ and unitary matrices ܷ. To underline this relationship we will use ܣ selfadjoint extensions-	ܬ of	ܯ
the notation ܣ௎ for the corresponding ܬ -selfadjoint extension ܣ. 

It follows from (49) (with 	ܥ ൌ that the characteristic function ݄ܵሺ൉ሻ ( ܬ	 ∶ 	ॉ௜ → ॉି௜ commutes 
with ܬ . Combining this fact with the obvious presentations 

               ॉ௜ 	ൌ 	ॉ௜ሺܵାሻ ⊕ॉ௜ሺܵିሻ 	ൌ ,ሼ݁ାା݊ܽ݌ݏ	 ݁ାିሽ,	

ॉି௜ 	ൌ 	ॉି௜ሺܵାሻ ⊕ॉି௜ሺܵିሻ ൌ ,ሼ݁ିା݊ܽ݌ݏ	 ݁ିିሽ																																																		ሺ57ሻ	

and relations (41), (52), we arrive at the conclusion that 

݄ܵሺߤሻ݁ାା 	ൌ 	 ,ሻ݁ିାߤାሺݏ ݄ܵሺߤሻ݁ ൅ െ	ൌ 	 	ሺ58ሻ																																																	ሻ݁ିି,ߤሺିݏ

where s୨ are holomorphic functions in ԧା. Moreover, it is easy to see that relations in (58) determine 
the characteristic functions 

݄ܵାሺߤሻ:	ॉ௜ሺܵାሻ → ॉି௜ሺܵାሻ, ݄ܵିሺߤሻ:	ॉ௜ሺܵିሻ → ॉି௜ሺܵିሻ																																								ሺ59	

of the symmetric operators ܵା and ܵି, respectively. 

We will use the notation 

ܵା 	ൎ 	 ܵି	

if the identity ݁௜ఈܵାሺߤሻ 	ൌ 	 ܵିሺߤሻ holds for all ߤ	 ∈ 	ԧାand for a certain choice of a unimodular 
constant ݁௜ఈ, i.e., the sign	 ൎ means equality up to the multiplication by a unimodular constant. 

Theorem(3.2.7)[94]. Assume that the deficiency indices of operators ܵേ in the presentation (42) of ܵ 
are  〈1, 1〉. Then ܬ -selfadjoint extensions of ܵ with empty resolvent set exist if and only if  ܵା 	ൎ 	ܵି. 

Proof. It follows from (41) that a ܬ -selfadjoint extension ܣ௎	݂݋	ܵ with the domain ࣞሺܣ௎		ሻ 	ൌ 	ࣞሺܵሻ ∔
	ߤ has a non-real eigenvalue ܯ ∈ 	ԧା if and only if ܷ has a non-trivial intersection with the subspace 
ఓܮ 	ൌ 	 ሺܫ	 െ ݄ܵሺߤሻሻॉ௜ . Therefore, 

ሻ	௎ܣሺߪ 	⊃ ԧା	݂݅	ܽ݊݀	ݕ݈݊݋	݂݅	ܯ	 ఓܮ	∩ 	് 	 ሼ0ሽ	∀ߤ	 ∈ 	ԧା.	

    Since ܣ௎ is a ܬ -selfadjoint operator, the inclusion ߪሺܣ௎	ሻ 	⊃ 	ԧା is equivalent to ߪሺܣ௎	ሻ 	ൌ 	ԧା. 

     In view of (57) and (58), ܮఓ 	ൌ 	 ሺܫ	 െ ݄ܵሺߤሻሻॉ௜ 	ൌ ,ሻߤሼܿଵሺ݊ܽ݌ݏ	 ܿଶሺߤሻሽ, where 

ܿଵሺߤሻ ൌ 	 ݁ାା 	െ	ݏାሺߤሻ݁ିା, ܿଶሺߤሻ 	ൌ 	 ݁ାି 	െ	ିݏሺߤሻ݁ିି.																																					ሺ60ሻ	

Therefore, the relation ܯ ∩ ఓܮ ് 	 ሼ0ሽ holds if and only if the equation 

ଵ݀ଵݔ ൅	ݔଶ݀ଶ ൌ ሻߤଵܿଵሺݕ	 ൅	ݕଶܿଶሺߤሻ																																																																						ሺ61ሻ	

has a non-trivial solution ݔଵ, ,ଶݔ ,ଵݕ ଶݕ 	 ∈ 	ߤ	݈݈ܽ	ݎ݋݂				ܥ	 ∈ 	ԧା. Substituting (56) and (60) into (61) and 
combining the corresponding coefficients for ݁േേ we obtain four relations 

ଵݔ 	ൌ ሻ	௜ሺఝାఊ݁ݍଵݔଵݕ	 	െ ௜ሺఝିకሻ݁ݎଶݔ	 	ൌ 	,ଶݕ	

ଶݔ ൌ െݕଶିݏሺߤሻ, ௜ሺఝାకሻ݁ݎଵݔ 	൅	ݔଶ݁ݍ௜ሺఝିఊ	ሻ 	ൌ െݏାሺߤሻyଵ 

or 

ଵݕ	ሻ	௜ሺఝାఊ݁ݍ 	െ ൫1 െ ଶݕሻ൯ߤሺିݏ௜ሺఝିకሻ݁ݎ ൌ 	0,	

௜ሺఝାకሻ݁ݎ 	൅ ଵݕሻߤାሺݏ	 	െ ଶݕሻߤሺିݏሻ	௜ሺఝିఊ݁ݍ 	ൌ 	0.	

The last system has a non-trivial solution ݕଵ, 	ߤ ଶ for allݕ ∈ 	ԧା if and only if its determinant 
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ሻ	௜ሺఝାఊ݁ݍ 	ቤ
ሻ	௜ሺఝାఊ݁ݍ െ1 ൅ ሻߤሺିݏሻ	௜ሺఝାక݁ݎ

ሻ	௜ሺఝାక݁ݎ ൅ ሻߤାሺݏ െ݁ݍ௜ሺఝିఊ	ሻ
ቤ ൌ 	0, 	ߤ∀ ∈ 	ԧା	

This is the case if and only if 

݁ଶ௜∅ିݏሺߤሻ 	ൌ ௜ሺ∅ାకሻ݁ݎ	 	൅ ሻߤାሺݏ	 	െ ,ሻߤାሺݏሻߤሺିݏ௜ሺ∅ିకሻ݁ݎ 	ߤ∀ ∈ 	ԧା.																											ሺ62ሻ 

Further, ݄ܵሺ݅ሻ 	ൌ 	0 by the construction (see (38) or (41)). Hence  ݏାሺ݅ሻ ൌ ሺ݅ሻିݏ ൌ 	0 and 
relation (62) takes the form ݁ݎ௜ሺఝାక	ሻ 	ൌ 	0 ሺ݂ݎ݋	ߤ	 ൌ 	݅ሻ which means that ݎ	 ൌ 	0. Therefore, an 
operator ܣ௎ 	∈  has empty resolvent set if and only	௃ߑ	

݁ଶ௜ఝିݏሺߤሻ 	ൌ 	 ,ሻߤାሺݏ 	ߤ∀ ∈ ԧା.																																																																									ሺ63ሻ 

Corollary (3.2.8)[94]. If ݏା 	ൎ 	 ௎ܣ then the operators ,ିݏ 	∈  ௃ with empty resolvent set areߑ	
determined by the matrices: 

ܷ	 ൌ 	 ݁௜ఝ ൬݁
௜ఊ	 0
0 ݁ି௜ఊ

൰ 	ߛ			, ∈ 	 ሾ0, 	ሺ64ሻ																																																																		ሻ,ߨ2

where ߮	 ∈ 	 ሾ0, ݄ܵ ሻ is uniquely determined by (63) ifߨ2 ≢ 	0 and ߮ is an arbitrary parameter if  
݄ܵ	 ≡ 	0. 

Corollary (3.2.9)[94]. Let ܵ be a simple closed symmetric operator. Then ߑ௃ contains operators with 
empty resolvent set if and only if the operators ܵേ in (42) are unitarily equivalent. 

Proof. Assume that ߑ௃  contains operators with empty resolvent set and  ݄ܵ ≢ 	0. Then ݏା ≢ 	0 and 
(63) holds for a certain ߮	 ∈ 	 ሾ0, ሻ. Consider unitary mappings േܸߨ2 ∶ 	ॉି௜ሺܵേሻ → ॉ௜ሺܵേሻ defined by 
the relations 

ାܸ݁ିା 	ൌ 	 ݁ାା,							ܸି ݁ିି ൌ 	 ݁ଶ௜ఝ݁ାି. 

By virtue of (58) and (59), we get 

          ାܸ݄ܵାሺߤሻ݁ାା ൌ  ,ሻ݁ାାߤାሺݏ

ܸି ݄ܵିሺߤሻ݁ାି 	ൌ 	 ݁ଶ௜ఝିݏሺߤሻ݁ାି 	ൌ 	ሺ65ሻ																																																												ሻ݁ାି.ߤାሺݏ	

Then ାܸ݄ܵାሺ. ሻܽ݊݀	ܸି ݄ܵିሺ. ሻ are the characteristic functions (see,  [161]) of ܵേ associated with 
the boundary triplets ॉ௜ሺܵേሻ, ሺ߁଴, േܵ	݂݋	ଵሻ߁

∗   defined by (39). Identifying the defect subspaces 
ॉ௜ሺܵାሻ 	ൌ ሼ݁ାା} and ॉ௜ሺܵିሻ݊ܽ݌ݏ	 	ൌ  ሼ݁ାି}with ԧ and using (65) we arrive at the conclusion݊ܽ݌ݏ	
that the characteristic functions of Sേ associated with the boundary triplets ሺԧ, ,଴߁  .coincide	ଵሻ߁

The same is true when ݄ܵ	 ≡ 	0. In that case, ݏା 	≡ 	 ିݏ ≡ 	0 and the characteristic functions 
݄ܵേ	݂݋	ܵേ are equal to zero. 

Since ܵ is a simple symmetric operator, ܵേ are also simple symmetric operators. In that case, 
the equality of characteristic functions of ܵേ implies the unitary equivalence of ܵേ, see, [115,119]. 

Conversely, if ܵേ are unitarily equivalent then ݏା 	ൌ 	ܹିଵܹିݏ, where ܹ	is a unitary mapping 
of ्ା	onto	्ି. Therefore, 

ܹ ∶ ॉఓሺݏାሻ → ॉఓሺିݏሻ	ܽ݊݀	ܹ݄ܵାሺߤሻ 	ൌ 	݄ܵିሺߤሻ.																																																		ሺ66ሻ	

Assuming ߤ ൌ േ݅ in the first identity of (66) and using (57), we find ݓଵ, ଶݓ ∈ 	ԧ with 

ܹ݁ାା	 ൌ ଵ݁ାି,ܹ݁ିାݓ	 	ൌ ,ଶ݁ିିݓ	 |ଵݓ| 	ൌ 	 |ଶݓ| 	ൌ 	1.																																																									ሺ67ሻ	

It follows from (58) and (67) that 

ܹ݄ܵାሺߤሻ݁ାା	 ൌ 	 ∓ሻܹ݁ߤାሺݏ 	ൌ  	ሻ݁ିିߤାሺݏଶݓ	
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and	ିݏሺߤሻܹ݁ାା	 ൌ ሻ݁ାିߤଵ݄ܵାሺݓ	 	ൌ  . Combining the last two identities with the second	ሻ݁ିିߤሺିݏଵݓ
relation in (66) we obtain ݁ଶ௜ఝିݏሺߤሻ 	ൌ 	ሻ, where ݁ଶ௜ఝߤାሺݏ ൌ  ଶ. The statement of Corollaryݓ/ଵݓ
(3.2.9) follows now from Theorem (3.2.7).  

As above the deficiency indices of operators ܵേ in the presentation (42) of ܵ	are supposed to be 
〈1, 1〉. In the following we discuss the different situations which can occur: 

• no member of ߑ௃	has non-empty resolvent set; 

• there are members of ߑ௃	 with empty resolvent set. We discuss the cases ݄ܵሺ൉ሻ 	≢ 0	ܽ݊݀	݄ܵሺ൉ሻ 	≡ 	0  

Theorem (3.2.10)[94]. If ߑ௃	 contains no operators with empty resolvent set, then 

ॏߓ ൌ 	௃ߓ	 	ൌ 	௃ߑ	
௦௧ 

in (47). Moreover, if ܵ	is a simple closed symmetric operator, then ॏ ൌ ሼ	ܬ	ሽ. 

Proof. Let ܥ	 ∈ 	ॏ. It follows from (48) that the operator ܥ ↾ॉേ೔ acts in ॉേ௜ and satisfies the relations 

ሺܥ ↾ॉേ೔	ሻ
ଶ ൌ ܥܬ										,ܫ	 ↾ॉേ೔	൐ 	0.																																																																ሺ68ሻ	

 Denote by ܥଵ and ܥଶ the 2 ൈ 2-matrix representations of ܥ ↾ॉ೔ ܥ	݀݊ܽ ↾ॉష೔ with respect to the 
orthogonal bases ݁ାା, ݁ାି	ܽ݊݀	݁ିା, ݁ିି of ॉ௜	and ॉି௜ , respectively. Then (68) takes the form 

௝ܥ
ଶ ൌ ቀ1	 0

0 1
ቁ , ቀ1	 0

0 െ1
ቁܥ௝ ൐ 	0,			݆	 ൌ 	1, 2	.																																																							ሺ69ሻ	

(since ܥ ↾ॉേ೔are determined by (52)). The Hermiticity of the matrix in the second relation of (69) 
enables one to deduce that a matrix ܥ௝ satisfy (69) if and only if 

௝ܥ ൌ ,ఠ௝	ఞ௝ܥ	 ≔ ቆ
		݆݄߯ݏ݋ܿ ሺ݆݄߯݊݅ݏሻ݁ െ௜ఠ௝

െሺ݆݄߯݊݅ݏሻ݁௜ఠ௝ െ݆݄ܿ߯ݏ݋
ቇ , ݆߯	 ∈ Թ,݆߱	 ∈ 	 ሾ0, 	ሺ70ሻ																				ሻ.ߨ2

Combining (49) with (58) and (70) we get 

           ൬
		ሻߤାሺݏ 0
0 ሻߤሺିݏ

൰ ቆ
		ଵ݄߯ݏ݋ܿ ሺ݄߯݊݅ݏଵሻ݁ି௜ఠభ

െሺ݄߯݊݅ݏଵሻ݁௜ఠభ െ݄ܿ߯ݏ݋ଵ
ቇ	

ൌ ቆ
		ଶ݄߯ݏ݋ܿ ሺ݄߯݊݅ݏଵሻ݁ି௜ఠమ

െሺ݄߯݊݅ݏଵሻ݁௜ఠమ െ݄ܿ߯ݏ݋ଶ
ቇ ൬
		ሻߤାሺݏ 0
0 ሻߤሺିݏ

൰.																																																				ሺ71ሻ	

for matrix representations ܥఞ௝	,ఠ௝	of the operators ܥ ↾ॉേ೔. 

If ߑ௃ has no operators with empty resolvent set, then ݏା ≉ 	  In that case .(Theorem (3.3.7)) ିݏ

identity (71) holds only in the case 	߯ଵ ൌ 	߯ଶ ൌ 	0,				݅. ݁. , ,଴ܥ ߱ଵ ൌ ,଴ܥ ߱ଶ ൌ ቀ1	 0
0 െ1

ቁ . Therefore, if 

ାݏ ≉ 	  then ିݏ

ܥ ↾ॉേ೔ൌ ܬ	 ↾ॉേ೔	, 	ܥ∀ ∈ 	ॏ.																																																																																	ሺ72ሻ	

Let us consider an arbitrary ܣ௎ 	∈ ௃ߑ	
௦௧ . Then ܣ௎	ܥ	 ൌ 	ܥ ௎  for some choice ofܣܥ	 ∈ 	ॏ. It is 

known that ܣ௎	ܥ	 ൌ 	ܯܥ ௎ if and only ifܣܥ	 ൌ  is defined by (55) and (56), cf. [138]. This ܯ where ,ܯ	
and (72) give ܯܥ	 ൌ 	ܯܬ if and only if ܯ	 ൌ 	ܬ	௎ܣ ,Therefore .ܯ	 ൌ ௎ܣ ௎ andܣ	ܬ	 	∈  ௃. Thus	ߓ	

௃	ߓ	 	ൌ ௃ߑ	
௦௧. 

The identity 	ߓ	௎ 	ൌ 	  .௃ is verified in a similar manner	ߓ	

If ܵ is a simple symmetric operator, then ܷ	 ൌ 	 ሼ	ܬ	ሽ	due to Lemma (3.2.6) and relation (72).  

Recall, that a ܬ -selfadjoint operator ܣ in a Krein space ሺ्, ሾ൉,൉ሿሻ is called definitizable (see [163]) if  
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ሻܣሺߩ 	് 	∅ and there  exists a rational function ݌	 ് 	0 having poles only in	ߩሺܣሻ such that 
ሾ݌ሺܣሻݔ, ሿݔ ൒ 0,						 for all ݔ	 ∈ 	्. 

Corollary (3.2.11)[94]. If ߑ௃ contains at least one definitizable operator, then 

௎	ߓ	 ൌ 	 ௃	ߓ	 	ൌ ௃ߑ	
௦௧	. 

Proof. If ܣ	 ∈  .௃ is also definitizable, see [99,100]ߑ ௃ is definitizable then an arbitrary operator fromߑ	
Therefore, ߑ௃ has no operators with empty resolvent sets. 

In that case two quite different arrangements for the sets 	ߓ	௎, ௃ߑ ௃ , and	ߓ	
௦௧ are possible and 

they will be discussed in this  Section. 

We recall that ߑ௃ contains operators with empty resolvent set if and only if ݁௜ఈݏାሺߤሻ 	ൌ 	 ,ሻߤሺିݏ 	ߤ ∈
ԧା, for a certain parameter eiα (Theorem (3.2.6)). Here, the functions ݏേሺ൉ሻ are defined in (58) with the 
help of the elements ሼ݁േേሽ which are determined up to the multiplication with a unimodular constant. 
Therefore, without loss of generality, we may assume 

ାݏ 	ൌ 	 	ሺ73ሻ																																																																																																	.ିݏ

Theorem (3.2.12)[94]. Let ܵ be a simple closed symmetric operator. Then the set ߑ௃ contains operators 
with empty resolvent set if and only if  there exists a fundamental symmetry ܴ	ሺ݅. ݁. , ܴ	ଶ ൌ 	ܴ	݀݊ܽ	ܫ	 ൌ
	ܴ∗ሻ in ࣢ such that 

ܴܵ	 ൌ 	ܴ	ܬ											,ܴܵ	 ൌ െܴ	ܬ.																																																																								ሺ74ሻ	

Proof. By virtue of Corollary (3.2.7), the existence of ܬ-selfadjoint extensions of ܵ	with empty 
resolvent set implies that the symmetric operators ܵേ in (42) are unitarily equivalent. Hence, ݏା 	ൌ
	ܹିଵ	ܹିݏ, where ܹ is an isometric mapping of ्ା	݋ݐ݊݋	्ି. It is clear that the operator 

ܴ	 ൌ ቀ0		 ܹିଵ

ܹ 0
ቁ																																																																																																									ሺ75ሻ	

determined with respect to the fundamental decomposition (30) is a fundamental symmetry in ् and 
satisfies (74). Conversely, if (75) hold, then ܵା 	ൌ 	ܴܵିܴ. Therefore ܵേ are unitarily equivalent and ߑ௃ 
contains elements with empty resolvent set (Corollary (3.2.8)).  

Remark (3.2.13)[94]. If the relations in (74) hold then the existence of ܬ	-selfadjoint extensions of ܵ 
with empty resolvent set can be established without the assumption of simplicity of	ܵ in Theorem 
(3.2.12). Indeed, the operator ܵ is reduced by the decomposition 

्	 ൌ 	्଴ 	⊕ ्ଵ, 			्ଵ 	ൌ ሩ ࣬ሺܵ	 െ ሻܫߤ
∀ఓ∈ԧ\Թ

,																																																																ሺ76ሻ	

where			्ଵ is the maximal subspace invariant for ܵ on which the operator ܵ	ଵ ൌ 	ܵ ↾्భ is selfadjoint; 
the subspace ्଴ coincides with the closed linear span of all ݇݁ݎሺܵ∗ 	െ ሻ and the restriction ܵ଴ܫߤ	 ∶ൌ
	ܵ ↾	्భ is a simple closed symmetric operator in ्଴, see, [151]. 

If (74) hold, then the restrictions ܬ଴ ∶ൌ ܬ ↾	्భ and ܴ଴ ∶ൌ ܴ ↾	्భare fundamental symmetries in 
्଴ and they satisfy (74) for ܵ଴. Applying Theorem (3.3.12), we establish the existence of ܬ଴-selfadjoint 
extensions of ܵ଴ with empty resolvent set. Since an operator ܣ	 ∈ 	ܣ ௃ has the decompositionߑ	 ൌ
଴ܣ	 ⊕ 	 ଵܵ with respect to (75), where ܣ଴ is a ܬ଴-selfadjoint extension of ܵ଴, the set ߑ௃  contains ܬ -
selfadjoint operators with empty resolvent set. 

However, we cannot drop the condition of simplicity of ܵ in Theorem (3.2.11) for the inverse 
implication. In that case, the existence of a fundamental symmetry ܴ଴ satisfying (74) for ܵ଴ in ्଴ is 
easily deduced from Theorem (3.2.11) but it is not clear how to extend ܴ଴  to ् with preservation of 
the relations in (74). 



62 
 

From (74) one concludes that the four operators ܫ, ,ܴ ,	ܬ  .are linearly independent	ܴ	ܬ	݀݊ܽ
Hence, the operators ܬ	ܽ݊݀	् can be interpreted as basis (generating) elements of the complex Clifford 
algebra 

ଶ݈ܥ ൌ ,ܫሼ݊ܽ݌ݏ	 ,	ܬ ܴ, 	.ሽܴ	ܬ

Corollary(3.2.14)[94]. Let ܵ satisfy (74) and let ܬ	෩ ∈  .् be a non-trivial fundamental symmetry in		ଶ݈ܥ	
Then there exists ܬ -selfadjoint extensions of ܵ with empty resolvent set. 

Proof. It is easy to see that an operator 	ܬ	෩ ∈ .ሺ݅	ଶ is a non-trivial fundamental symmetry in ्݈ܥ	 ݁. , ଔ̃ଶ ൌ
,	ܫ	 	ܬ ൌ ෩	ܬ			݀݊ܽ					,	∗ሚܬ ്  ሻ if and only if	ܫ	

ሚܬ ൌ 	ܬ	ଵߙ	 ൅ 	ଶܴߙ	 ൅	ߙଷ݅	ܴܬ, ଵߙ
ଶ ൅	ߙଶ

ଶ ൅ ଷߙ
ଶ ൌ 	1, ௝ߙ 	∈ 	Թ.																																	ሺ77ሻ	

  Denote  ෨ܴ ൌ 	ܬ	ଵߚ	 ൅ 	ଶܴߚ	 ൅ ,ܴܬ	ଷ௜ߚ	 	݁ݎ݄݁ݓ ∑ ௝ߚ
ଶ ൌ 	1, ௝ߚ ∈ 	Թ. By virtue of (4.10), ෨ܴ  is a 

fundamental symmetry in ् which commutes with ܵ. Assuming ߙ௝ߚ௝ 	ൌ 	0, 	ሚܬ	݊݅ܽݐܾ݋	݁ݓ ෨ܴ ൌ െ ෨ܴܬሚ	. 
Since ܬ is a fundamental symmetry in ् which commutes with	ܵ, the statement follows from Theorem 
(3.2.11).  

Theorem (3.2.15)[94]. Let ܵ be a simple closed symmetric operator with non-zero characteristic 
function ݄ܵሺ൉ሻ and let the set ߑ௃ contains operators with empty resolvent set. Then all operators ܥ	 ∈ 	ॏ 
have the form 

ܥ ∶ൌ ఞ,ఠܥ	 	ൌ 	ܫሻ݄߯ݏ݋ሾሺܿܬ	 ൅ ሺ݄߯݊݅ݏሻܴ߱ሿ,																																																			ሺ78ሻ	

where R satisfies (74), ܴఠ	 ൌ 	ܴ݁௜ఠ	௃ 	ൌ 	ܴሾܿ߱ݏ݋	 ൅ 	݅ሺ߱݊݅ݏሻ	ܬ	ሿ, and ߯	 ∈ 	Թ, ߱	 ∈ 	 ሾ0,  .ሻߨ2

Proof. First, we will show ܥఞ,ఠ 	∈ 	ॏ. Since ߑ௃  contains operators with empty resolvent set, there 
exists a unitary mapping ܹ ∶ 	्ା 	→ ्ି such that  ܵା ൌ 	ܹିଵ	ܵିܹ (Corollary (3.2.9)). This allows 
one to determine a fundamental symmetry ܴ	݅݊	् with the help of formula (75). 

By construction, the operator	ܴ satisfies (74). Therefore, the subspaces ॉേ௜ reduce ܴ. ଵ࣬	ݐ݁ܮ 	ൌ
	ሺݎ௜௝

ଵሻ௜,௝ୀଵ
ଶ 		ܽ݊݀			࣬ଶ 	ൌ ሺݎ௜௝

ଵሻ௜,௝ୀଵ
ଶ  be the matrix representations of ܴ ↾ॉ೔ and	ܴ ↾ॉష೔ with respect to the 

bases ݁ାା, ݁ାି	ܽ݊݀	݁ିା, ݁ିି of ॉ௜ and ॉି௜ , respectively. It follows from (67) and (75) that ௝࣬ 	ൌ

ቆ
0		 ௝ݓ

ିଵ

	௝ݓ 0
ቇ , where	|ݓଵ| 	ൌ 	 |ଶݓ| 	ൌ 	1. Moreover, since we assume (73), the parameter	߮ in the proof 

of Corollary 3.2.8 is equal to zero and, hence, ݓ ∶ൌ ଵݓ	 	ൌ  ଶ. The exact value of the unimodularݓ	
constant w depends on the choice of ܹ. Without loss of generality we may assume that ݓ	 ൌ 	1. Then 

	࣬: ൌ ࣬ଵ 	ൌ ࣬ଶ ൌ ቀ0		 1
1 0

ቁ.																																																																					ሺ79ሻ 

Let us consider the collections of all operators ܥఞ,ఠ determined by (78) It is known that 
ఞ,ఠܥ 	ൌ ோഘ , where ܴఠ	ఞ݁ܬ	 	ൌ 	ܴ݁௜ఠ	ܬ	 ൌ 	ܴሾܿ߱ݏ݋	 ൅ 	݅ሺ߱݊݅ݏሻ	ܬ	ሿ is a fundamental symmetry in ्, 
which anticommutes with ܬ ሺ݅. ݁. , ܴఠ		ܬ	 ൌ െܬ	ܴఠ	ሻ, see [138]. 

Such a representation leads to the conclusion that ܥఞ,ఠଶ ൌ ఞ,ఠܥܬ		݀݊ܽ		ܫ	 	൐ 	0. Moreover ܵܥఞ,ఠ 	ൌ
 .ఞ,ఠ belongs to ॏܥ ఞ,ఠ due to (30) and (74). Therefore, an arbitraryܥܵ	

Rewriting (78) as follows 

ఞ,ఠܥ 	ൌ 	 ሺ݄ܿ߯ݏ݋ሻ	ܬ	 ൅ ሺ݄߯݊݅ݏሻሺܿ߱ݏ݋ሻ	ܬ	ܴ	 െ 	݅ሺ݄߯݊݅ݏሻሺ߱݊݅ݏሻܴ	

and using (79) we obtain that both matrix representations of  ܥఞ,ఠ ↾ॉ೔ and of ܥఞ,ఠ ↾ॉష೔ coincide with 

ఞ,ఠܥ ൌ ቆ
		݄߯ݏ݋ܿ ሺ݄߯݊݅ݏሻ݁ି௜ఠ

െሺ݄߯݊݅ݏሻ݁௜ఠ െ݄ܿ߯ݏ݋
ቇ .	
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Let ܥ	 ∈ 	ॏ. Then the matrix representations of its restrictions ܥ ↾ॉ೔ and ܥ ↾ॉష೔ coincide with 
ఞభ,ఠభܥ

ఞమ,ఠమܥ	݀݊ܽ		
	 defined by (70). Furthermore, since ݄ܵሺߤሻܥ	 ൌ  ሻ (see (49)), the identity (71)ߤሺ݄ܵܥ	

holds. That is equivalent to the relations  ߯ଵ 	ൌ 	߯ଶ		ܽ݊݀		݁ି௜ఠభ 	ൌ 	 ݁ି௜ఠమ (since (73) is true and 
ାݏ 	≢ 	0). 

Setting ߯	 ൌ 	߯ଵ 	ൌ 	߯ଶ and ߱	 ൌ 	߱ଵ, one concludes that the matrix representations ܥఞೕ,ఠೕ
		 

coincides with ܥఞ,ఠ. Therefore, ܥ	 ൌ  ఞ,ఠሽܥఞ,ఠdue to Lemma 3.2.6. Thus, the collection of operators ሼܥ	
defined by (78) coincides with ॏ.  

Combining Theorem (3.2.15) with [138], we immediately derive the following statement. 

Corollary (3.2.16)[94]. Let ܵ and ߑ௃ satisfy the condition of Theorem (3.2.15) and let ܣ௎ 	∈  ௃ beߑ
defined by (54)–(56). Then the strict inclusions 

ॏߓ 	⊂ ௃ߓ	 	⊂ ௃ߑ	
௦௧	

hold and the following relations are true. 

(i) ܣ௎ belongs to ߓॏ	 if and only if 

ܷ	 ൌ 	݁௜	
గ
ଶ ൬ 0	 ݁௜క

െ݁ି௜క	 0
൰ , ߦ ∈ 	 ሾ0, 	;ሻߨ2

(ii) ܣ௎  belongs to ߓ௃ if and only if 

ܷ	 ൌ 	 ݁௜ఝ ൬ 0	 ݁௜క

െ݁ି௜క	 0
൰ , ߦ							,߮ ∈ 	 ሾ0, 	;ሻߨ2

(iii) ܣ௎ belongs to ߑ௃
௦௧\	ߓ௃ if and only if 

ܷ	 ൌ 	 ݁௜ఝ ቆ
		௜ఊ݁ݍ ௜క݁ݎ

െି݁ݎ௜క ௜ఊି݁ݍ
ቇ , ,	ߛ 	ߦ ∈ 	 ሾ0, ,ሻߨ2 ,ݍ 	ݎ ൐ 	0, ଶݍ ൅ ଶݎ 	ൌ 	1, 

where 0	 ൏ 	ݍ	 ൏ 	 	߱ ఞ,ఠ -symmetry, whereܥ ௎hasܣ In that case the operator .|߮ݏ݋ܿ	| ൌ  is ߯	݀݊ܽ	ߛ	
determined by the relation ݍ	 ൌ െ݄߯݊ܽݐ	ݏ݋ܿ	߮. 

If ݄ܵ	 ≡ 	0, ሻߤାሺݏ				݄݊݁ݐ ൌ 	 ሻߤሺିݏ ൌ 	ߤ	݈݈ܽ	ݎ݋݂			0	 ∈ 	ԧା. Therefore, by Theorem (3.2.7), ߑ௃  
contains operators with empty resolvent set and Theorem (3.2.12) and Corollary (3.2.14) hold. 
However Theorem (3.2.15) is not true due to the fact that the set of all stable ܥ-symmetries ॏ is much 
more greater then the formula (78) provides. That is why the commutation condition (71) is vanished 
for ݏേ	 ≡ 	0 and we cannot establish the relationship between parameters ߯ଵ, ߱ଵand ߯ଶ,߱ଶ of 
matrices			ܥఞೕ,ఠೕ

 (see the proof of  Theorem (3.2.15)). 

Theorem (3.2.17)[94]. Let ܵ be a simple closed symmetric operator with zero characteristic function 
and let ܣ௎ ∈  .௃ be defined by (54)–(56)ߑ	

Then ߓॏ 	ൌ ∅ and the strict inclusions 

ॏߓ 	⊂ ௃ߓ	 		⊂ ௃ߑ	
௦௧	

hold. 

 (i) ܣ௎ belongs to ߓ௃		if and only if 

ܷ	 ൌ 	 ݁௜ఝ ൬ 0		 ݁௜క

െ݁ି௜క 0
൰ , ߮, ߦ ∈ 	 ሾ0, 	;ሻߨ2

(ii) ܣ௎ belongs to ߑ௃
௦௧\	ߓ௃ if and only if 

ܷ	 ൌ 	݁௜ఝ ቆ
		௜ఊ݁ݍ ௜క݁ݎ

െି݁ݎ௜క ௜ఊି݁ݍ
ቇ , ߮, ,	ߛ 	ߦ ∈ 	 ሾ0, ,ሻߨ2 ,ݍ 	ݎ ൐ 	0, ଶݍ ൅ ଶݎ 	ൌ 	1 
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Proof. (i) follows from [138]. 

In order to show (ii) let ܣ௎ 	∈ ௃ߑ	
௦௧ . Then ܣ௎ܥ	 ൌ 	ܥ ௎ for some choice ofܣ	ܥ	 ∈ 	ॏ. This is 

equivalent to the relation ܯܥ	 ൌ  ,ܯ	

where	ܯ	 ൌ ,ሼ݀ଵ݊ܽ݌ݏ	 ݀ଶሽ is defined by (55) and (56) (see the proof of  Theorem (3.2.10)). Moreover, 
it follows from the proof of  Theorem (3.2.10) that the operators ܥ ↾ॉ೔ and ܥ ↾ॉష೔  acts in ॉ௜ and ॉି௜ , 
respectively and they have the matrix representations  ܥఞభ,ఠభ

ఞమ,ఠమܥ			݀݊ܽ		
 defined by formula (70). 

Combining [160] with Lemma (3.2.6) we conclude that the correspondence 

	ܥ ∈ 	ॏ → ൛ܥఞభ,ఠభ
	, ఞమ,ఠమܥ

	ൟ, ߯௝ 	 ∈ 	Թ, ௝߱ ∈ 	 ሾ0, 	ሺ80ሻ																																														ሻߨ2

is bijective for the case of a zero characteristic function ሺ݄ܵ	 ≡ 	0ሻ. 

It follows from (56) and (70) that 

ଵ݀ܥ 	ൌ ఞభ,ఠభܥ	
݁ାା 	൅ ఞభ,ఠభܥሻ	௜ሺఝାఊ݁ݍ

݁ାି 	൅ ఞమ,ఠమܥ௜ሺఝାకሻ݁ݎ
݁ିା	

ൌ ݇ଵ݁ାା െ ଵ݁௜ఠభ݄߯݊݅ݏൣ 	൅ ଵ൧݁ାି݄߯ݏ݋ܿ	ሻ	௜ሺఝାఊ݁ݍ 	൅  ,݇ଶ݁ିି	ଶ൧݁ିା݄߯ݏ݋ܿ	௜ሺఝାకሻ݁ݎൣ

where 

݇ଵ 	ൌ ଵ݄߯ݏ݋ܿ	 	൅ ,	ଵ݁ି௜ఠଵ݄߯݊݅ݏ	ሻ	௜ሺఝାఊ݁ݍ ݇ଶ 	ൌ െ݁ݎ௜ሺఝାకሻ	݄߯݊݅ݏଶ݁௜ఠమ	.																										ሺ81ሻ	

Taking the definition (56) of ௝݀ into account we conclude that ݀ܥଵ 	∈ ଵ݀ܥ if and only if ܯ	 	ൌ
	݇ଵ݀ଵ 	൅ ݇ଶ݀ଶ, where ௝݇ are defined by (81). A direct calculation shows that the last identity holds if 
we set 

߯	 ൌ 	߯ଵ 	ൌ 	߯ଶ 	ൌ െି݄݊ܽݐଵ	ݍ, ߱ଵ 	ൌ 	
	ߛ ൅ 	߮
2

, ߱ଶ 	ൌ 	
	ߛ െ 	߮
2

.																										ሺ82ሻ	

A similar reasoning shows that	݀ܥଶ 	∈  . and ௝߱ according to (82)	if we choose parameters ߯௝ ܯ	
Note that	߯ can be defined in (82) only in the case 0 ൑ ݍ ൏ 1. 

Thus, if ܣ௎ 	∈ ௃ is defined by (54)–(56) with 0ߑ	 ൑ ݍ ൏ 1, then choosing parameters ߯௝	, ௝߱ due 
to (82) and using the bijection (70), we establish the existence of ܥ	 ∈ 	ॏ such that ܣ௎	ܥ	 ൌ  . ௎ܣ	ܥ	
Therefore ܣ௎ 	∈ ௃ߑ	

௦௧ . Since   ܬ	 ∈ 	ݍ  when	௃ߓ	 ൌ 	0  (see (i)) and the spectrum of ܣ௎ coincides with ԧ 
when ݍ	 ൌ 	1, we show (ii). 

Let us assume that ܣ௎ 	∈ 	ܥ	௎ܣ ॏ. In that caseߓ	 ൌ 	ܥ ௎ for allܣ	ܥ	 ∈ 	ॏ. Taking (80) into 
account, we conclude that the element ݀ܥଵ 	ൌ ఞభ,ఠభܥ	

݁ାା 	൅ ఞభ,ఠభܥሻ	௜ሺఝାఊ݁ݍ	
݁ାି 	൅ ఞమ,ఠమܥ௜ሺఝାకሻ݁ݎ	

݁ିା 
belongs to ܯ	ሺ݅. ݁. , ଵ݀ܥ 	ൌ 	݇ଵ݀ଵ 	൅ 	݇ଶ݀ଶ, where ௝݇ are  defined by (81)) for all values of parameters 
߯௝ and ௝߱ . This is impossible. Hence, ߓॏ ൌ ∅.  

The next statement is a direct consequence of Proposition (3.2.2) and Theorem (3.3.17). 

Corollary(3.2.18)[94]. (See [118].) If ܵ is a simple closed symmetric operator with zero characteristic 
function, then an operator ܣ௎ 	∈  , has stable C-symmetry and	௎ܣ ௃ has real spectrum if and only ifߑ	
hence, ܣ௎	 is similar to a selfadjoint operator. Otherwise, the spectrum of ܣ௎	 coincides with ԧ. 

The necessary and sufficient conditions for the Dirichlet eigenvalue problem associated with the 
Sturm–Liouville equation 

ᇱ൯ݕሻݔ൫ሺ݌
ᇱ
ൌ ,ݕሻݔሺݎߣ	 െ∞ ൏ ܽ	 ൑ ݔ ൑ ܾ	 ൏ ∞																																																		ሺ83ሻ	

to be degenerate  were established in [122]. We consider one of the simplest cases where 

ሻݔሺ݌ 	ൌ ሻݔሺݎ	 	ൌ 	 ሺ݊݃ݏ	ݔሻ	ܽ݊݀		ሾܽ, ܾሿ 	ൌ 	 ሾെ1, 1ሿ. 

Define the closed symmetric operator ܵ associated with the expression	െሺ݊݃ݏ	ݔሻሺሺ݊݃ݏ	ݔሻݕ′ሻ′  
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and boundary conditions	ݕሺെ1ሻ 	ൌ ሺ1ሻݕ	 	ൌ 0	via 

	ݕܵ ൌ െݕᇱᇱ	,	

with domain 

ࣞሺܵሻ ൌ ሼݕ	 ∈ 	 ଶܹ
ଶ	ሺെ1, 0ሻ ⊕	 ଶܹ

ଶ	ሺ0, 1ሻݕሺ0 േሻ ൌ ሺ0ݕ	 േሻ ൌ ሺേ1ሻݕ	 ൌ 	0ሽ	.																					ሺ84ሻ 

Then (83) takes the form ܵݕ	 ൌ  .ݕߣ	

The operator ܵ has deficiency indices  〈2, 2〉  and it commutes with the fundamental symmetry 
ሻݔሺݕ	ܬ 	ൌ 	 ሺ݊݃ݏ	ݔሻݕሺݔሻ in ्	 ൌ ,ଶሺെ1ܮ	 1ሻ. The corresponding closed symmetric operators  ܵേ	ݕ	 ൌ
െݕ′′  (see (42)) with the domains 

ࣞሺܵାሻ 	ൌ ሼݕ	 ∈ 	 ଶܹ
ଶ	ሺ0, 1ሻ|ݕሺ0൅ሻ 	ൌ ሺ0൅ሻ′ݕ	 	ൌ ሺ1ሻݕ	 	ൌ 	0ሽ, 

ࣞሺܵିሻ 		ൌ ሼݕ	 ∈ 	 ଶܹ
ଶ		ሺെ1, 0ሻ|ݕሺ0 െሻ 	ൌ ሺ0െሻ′ݕ	 	ൌ ሺെ1ሻݕ	 	ൌ 	0ሽ	

act in ्ା 	ൌ ,ଶሺ0ܮ	 1ሻ				ܽ݊݀				्ି 	ൌ 	 ,ଶሺെ1ܮ 0ሻ, respectively. 

Consider the parity operator ࣪ݕሺݔሻ 	ൌ ܴ	ݐ݁ݏ	݀݊ܽ	ሻݔሺെݕ	 ∶ൌ 	࣪. It is clear that ܴ is a 
fundamental symmetry in ܮଶሺെ1, 1ሻ and it satisfies (74). To describe these operators we observe that 
solutions ݕఓേሺݔሻ of the equations 

ܵേ
	ݕ∗ െ 	ݕߤ ൌ െݕᇱᇱሺݔሻ െ ሻݔሺݕߤ	 ൌ 	0, ሺേ1ሻݕ 	ൌ 	0, 	ߤ ∈ 	ԧା	

have the form 

ሻݔఓାሺݕ 	ൌ ቊ
ݔሺߤඥ݊݅ݏ െ 	1ሻ,									ݔ	 ∈ 	 ሾ0, 1ሿ,																																																									
	ݔ														,0 ∈ 	 ሾെ1, 0ሿ,																																																																								

	

ሻݔఓିሺݕ 	ൌ ቊ
	ݔ																																	,0 ∈ 	 ሾ0, 1ሿ, ሿ.

െ݊݅ݏඥߤሺݔ ൅ 1ሻ,				ݔ	 ∈ 	 ሾെ1, 0
 

Here denotes the branch of the square root defined in ԧ with a cut along ሾ0,∞ሻ and fixed by ߣ√݉ܫ ൐
	ߣ	݂݅					0	 ∉ 	 ሾ0,∞ሻ. Moreover, √. is continued to ሾ0,∞ሻ via 	ߣ	 ↦ 	ߣ ൒ 	ߣ	ݎ݋݂				0	 ∈ 	 ሾ0,∞ሻ. According 
to (51), the elements ݁േേ can be chosen as follows: 

݁ାା 	ൌ ௜ݕ	
ା	, ݁ାି 	ൌ ௜ݕ	

ି	, ݁ିା 	ൌ ௜ିݕ
ା 	, ݁ିି 	ൌ ௜ିݕ	

ି 	

and the functions ݏേሺߤሻ in (58) can be calculated immediately by repeating the arguments in [168]. For 
completeness we outline the method. 

The characteristic function ݄ܵାሺߤሻ	݂݋	ܵା is determined by the first relations in (58) and (59). 
Employing here (41) 

we get 

ሻݔఓାሺݕ ൌ ሻݔሺݑ	 ൅ ܿ݁ାା 	െ ,ሻ݁ିାߤାሺݏܿ 	ݑ ∈ 	ࣞሺܵାሻ, 	ݔ ∈ 	 ሾ0, 1ሿ,																																					ሺ85ሻ 

where ܿ	is a constant which is easily determined by setting ݔ	 ൌ 	0 and taking into account the relevant 
boundary conditions: 

ܿ	 ൌ 	
ߤ	√	݊݅ݏ

	݅√	݊݅ݏ െ െ݅√݊݅ݏ	ሻߤାሺݏ	
	.	

Differentiating (85) with a subsequent setting ݔ	 ൌ 0 we obtain 

ඥߤ	ߤݏ݋ܿ	 ൌ ݅√	ݏ݋ܿ	݅√	ܿ	 	െ 	.െ݅√ݏ݋ܿ		ሻ√െ݅ߤାሺݏܿ

The last two relations leads to the conclusion: 
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ሻߤାሺݏ ൌ
݅√	ݏ݋ܿ	ߤ√	݊݅ݏ	݅√ 	െ ݅√݊݅ݏ	ߤ√ݏ݋ܿ	ߤ√

√െ݅	√݊݅ݏ	ݏ݋ܿߤ√െ݅ 	െ െ݅√݊݅ݏߤ√ݏ݋ܿߤ√
.	

Considering the characteristic function ݄ܵି			݂݋				ܵି we obtain the same expression for ିݏሺߤሻ. 
Thus ݏା 	ൌ ିݏ 	≢ 	0. By Theorem (3.2.7), the set ߑ௃ of ܬ -selfadjoint extensions of  ܵ contains operators 
with empty resolvent set. Applying Corollary (3.2.8) and taking the explicit form of elements ݁േേ	into 
account we derive the following description of  ܬ -selfadjoint extensions of  ܵ with empty resolvent set. 

Proposition(3.2.19)[94]. Let ܵ be a symmetric operator in ܮଶሺെ1, 1ሻ defined by (84) and let ܬ	ݕሺݔሻ 	ൌ
	ሺ݊݃ݏ	ݔሻݕሺݔሻ				݂ݎ݋	ݕ	 ∈ 	 ,ଶሺെ1ܮ 1ሻThen the collection of all possible ܬ -selfadjoint extensions ܣఊ of S 
with empty resolvent set is determined by the formulas 

ݕ	ఊܣ ൌ  ′′ݕ

ࣞ൫ܣఊ൯ 	ൌ ቐݕ ∈ ଶܹ
ଶሺെ1, 0ሻ ⊕	 ଶܹ

ଶ	ሺ0, 1ሻ ቮ
݁௜ఊ	ݕሺ0 ൅ሻ ൌ ሺ0ݕ	 െሻ
݁௜ఊ	ݕ′ሺ0൅ሻ ൌ െݕ′ሺ0െሻ
ሺേ1ሻݕ ൌ 	0																				

				ቑ ,	

where ߛ	 ∈ 	 ሾ0,  .ሻ is an arbitrary parameterߨ2

Consider the indefinite Sturm–Liouville differential expression 

ܽሺݕሻሺݔሻ 	ൌ 	 ሺ݊݃ݏ	ݔሻሺݕᇱᇱሺݔሻ ൅ ,ሻሻݔሺݕሻݔሺݍ 	ݔ ∈ 	Թ	

with a real potential ݍ	 ∈ 	 ௟௢௖ܮ
ଵ ሺԹሻ and denote by ् the set of all functions  ݕ	 ∈ ݈ଶሺԹሻ such that	ݕ and 

ሻݕare absolutely continuous and ܽሺ ′ݕ ∈ 	 ݈ଶሺԹሻ.	On ् we define the operator ܣ as follows: 

	ݕܣ ൌ ܽሺݕሻ, ࣞሺܣሻ 	ൌ 	्	.																																																																							ሺ86ሻ	

Assume in what follows the limit point case of ܽሺݕሻ at both െ∞	ܽ݊݀	 ൅ ∞. Then the operator ܣ 
is J -selfadjoint in the Krein space ሺ݈ଶሺԹሻ, ሾ൉,൉ሿ	ܬ	ሻ, where ܬ	 ൌ 	 ሺ݊݃ݏ	ݔሻܫ , see, [148]. 

The operator ܣ is a ܬ -selfadjoint extension of the symmetric operator ܵ, 

ܵ	 ൌ 	 ሺ݊݃ݏ	ݔሻ ቆെ	
݀ଶ

ଶݔ݀
൅ ቇݍ , ࣞሺܵሻ 	ൌ ሼݕ	 ∈ ሺ0ሻݕ|	्	 	ൌ ᇱሺ0ሻݕ	 ൌ 	0ሽ.																								ሺ87ሻ 

The operator ܵ commutes with ܬ and has deficiency indices 〈2, 2〉. Its restrictions onto the 
subspaces   ݈ଶሺԹേሻ of the fundamental decomposition ݈ଶሺԹሻ 	ൌ 	 ݈ଶሺԹାሻ⊕	݈ଶሺԹିሻ coincides with the 
symmetric operators 

ܵା 	ൌ െ	
݀ଶ

ଶݔ݀
൅ ,ାݍ ܵି 	ൌ 	

݀ଶ

ଶݔ݀
െ ,ିݍ ࣞሺܵേሻ 	ൌ 	 േܲࣞሺܵሻ, േݍ 	ൌ ݍ ↾Թേ	

with deficiency indices 〈1, 1〉 acting in the Hilbert spaces ्	ା 	ൌ 	 ݈ଶሺԹାሻ	ܽ݊݀	्	ି 	ൌ 	 ݈ଶሺԹିሻ, 
respectively. Here േܲ  are the orthogonal projectors onto   ݈ଶሺԹേሻin ݈ଶሺԹሻ. 

Denote by ܿఓሺ൉ሻ,  ఓሺ൉ሻ the solutions of the equationݏ

െ݂ᇱᇱሺݔሻ ൅ ሻݔሺ	ሻ݂ݔሺݍ ൌ ,ሻݔሺ	݂ߤ	 	ݔ ∈ 	Թ, 	ߤ ∈ 	ԧ 

with boundary conditions 

ܿఓሺ0ሻ ൌ 	 ఓሺ0ሻ′ݏ ൌ 	1, ܿᇱఓሺ0ሻ 	ൌ 	 ఓሺ0ሻݏ 	ൌ 	0.																																														ሺ88ሻ	

Due to the limit point case at േ∞ there exist unique holomorphic functions ܯേሺߤሻ	ሺߤ	 ∈
	ԧ	\	Թሻ such that the functions 

߰ఓേ	ሺݔሻ ൌ ൜
	ݔ				,ሻݔሻܿേఓሺߤേሺܯ	–ሻݔേఓሺݏ ∈ 	Թേ,
	ݔ																																															,0 ∈ 	Թേ

																																																					ሺ89ሻ	
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belongs to ݈ଶሺԹሻ. The functions ܯേሺ. ሻ are called the Titchmarsh–Weyl coefficients of the differential 
expression ܽሺ൉ሻ (see, [158]). They are Nevanlinna functions and they satisfy the following asymptotic 
behavior 

ሻߤേሺܯ ൌ േ	
݅

ඥേߤ
൅ 	ܱ ൬

1
|ߤ|
൰ ሺߤ → ∞, 0	 ൏ 	ߜ	 ൏ 	ߤ݃ݎܽ ൏ –	ߨ	 	ሺ90ሻ																																		ሻߜ

for ߜ	 ∈ 	 ሺ0,  .2ሻ, see [150]ߨ

The asymptotic behavior (90) was used for justifying the property  ߩሺܣሻ 	് ∅	for the concrete ܬ 
-selfadjoint extension ܣ of ܵ defined by (86), cf. [115]. We extend this result to all operators in ߑ௃ . 

Theorem(3.2.20)[94]. Let the symmetric operator ܵ be defined by (87) and 	ܬ ൌ 	 ሺ݊݃ݏ	ݔሻܫ . Then the 
set ߑ௃ of ܬ -selfadjoint extensions of ܵ does not contain operators with empty resolvent set. 

Proof. The proof is divided into two steps. In the first one we calculate the characteristic function of ܵ. 
In the second step we apply Theorem (3.2.7). 

Step 1. It follows from the definition of  ܵേ and (89) that the defect subspaces ॉേ௜ሺܵାሻ 
coincides with spanሼ߰േ௜

ା ሽ and the defect subspaces ॉേ௜ሺܵିሻ coincides with spanሼ߰േ௜
ି ሽ. Therefore, we 

can choose basis elements ሼ݁േേሽ as follows: 

݁ାା 	ൌ 	߰௜
ା	, ݁∓ 	ൌ 	߰ି௜

ା 	, ݁ାି 	ൌ 	ܿ߰௜
ି	, ݁ିି 	ൌ 	ܿ߰ି௜

ି , 

where an auxiliary constant ܿ	 ൐ 	0 is determined by the condition ‖߰௜
ା‖ 	ൌ 	 ‖߰௜

ି‖ 

 (or, what is equivalent, by the condition ‖߰ି௜
ା ‖ 	ൌ 	 ‖߰ି௜

ି ‖) .This ensures the equality of the norms 
‖݁ାା‖ 	ൌ ‖݁ାି‖ ൌ 	‖݁ିା‖ 	ൌ 	 ‖݁ିି‖. 

By virtue of (88) and (89) we have 

݁േାሺ0ሻ ൌ െܯାሺേ݅ሻ, ݁ᇱേାሺ0ሻ 	ൌ 	1, ݁േିሺ0ሻ ൌ െܿିܯሺേ݅ሻ, ݁ᇱേିሺ0ሻ 	ൌ 	ܿ.																											ሺ91ሻ 

Using these boundary conditions and, we arrive at the conclusion that the characteristic function 
 :ሺ൉ሻ in (58)ିݏ	݀݊ܽ	ାሺ൉ሻݏ is defined by the following functions ܵ	݂݋	݄ܵ

ሻߤାሺݏ ൌ 	
ାሺ݅ሻܯ–ሻߤାሺܯ

ାሺെ݅ሻܯ	–ሻߤାሺܯ
, ሻߤሺିݏ ൌ 	

ሺ݅ሻିܯ	–ሻߤሺିܯ

ܯ െ ሺߤሻ–	ିܯሺെ݅ሻ
.																																					ሺ92ሻ	

Step 2. By Theorem (3.2.7) the set ߑ௃ contains operators with empty resolvent set if and only if 
݁ଶ௜ఝିݏሺߤሻ 	ൌ 	 	ߤ				,ሻߤାሺݏ ∈ 	ԧା, for a certain choice of ߮	 ∈ 	 ሾ0, ߤ ሻ. Tendingߨ2 → ∞ in this identity 
and taking (90) and (92) into account, we obtain that 

݁ଶ௜ఝ 	ൌ 	
ܯାሺ݅ሻܯ െ ሺെ݅ሻ

ሺ݅ሻିܯାሺെ݅ሻܯ
.																																																																																	ሺ93ሻ	

Rewriting ݁ଶ௜ఝିݏሺߤሻ 	ൌ 	  ሻ with the use of (92) and (93) we getߤାሺݏ

–	ሻൣ݁ଶ௜ఝߤሺିܯሻߤାሺܯ      	1൧ ൅	ܯାሺߤሻሻܯ—௜	– ݁
ଶ௜ఝିܯሺ݅ሻ 

൅	ܯ െ ሺߤሻܯାሺߤሻ 	െ ݁ଶ௜ఝܯାሺെ݅ሻ ൌ 	0.																																																																											ሺ94ሻ	

Denote ܯേሺ݅ሻ 	ൌ 	݁௜ఏ േ േߠ േሺ݅ሻ|, whereܯ| 	∈ 	 ሺ0, േሺ݅ሻܯ	݉ܫ ሻ (sinceߨ 	൐ 	0). Then (93) takes 
the form ݁ଶ௜ఝ 	ൌ 	 ݁ଶ௜ሺఏశିఏషሻ and relation (94) can rewriting (after routine transformations) as follows: 

ାߠሺ݊݅ݏሻߤሺିܯሻߤାሺܯ 	െ ሻିߠ െ	ܯାሺߤሻିܯሺ݅ሻ݊݅ݏ	ߠା 	൅	ିܯሺߤሻܯାሺ݅ሻ݊݅ݏ	ିߠ 	ൌ 	ߤ∀					0	 ∈ ܥ	 ൅.		 ሺ95ሻ	

Since the coefficients |ܯേሺ݅ሻ|	݊݅ݏ	ߠ േ  are real, identity (95) cannot be true for the whole	ሻߤേሺܯ		݂݋	
ԧା (due to the asymptotic  behavior (90)). Therefore, ߑ௃ does not contain operators with empty 
resolvent set. (See [115]). 
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By virtue of Theorems (3.2.10), (3.2.20) the set ߑ௃
௦௧ of ܬ -selfadjoint operators with stable ܥ-

symmetry is reduced to the set ߓ௃	 of selfadjoint extensions of ܵ which commute with ܬ in the case of 
indefinite Sturm–Liouville operators. The set ߓ௃	 consists of all selfadjoint extensions of  ܵ with 
separated boundary conditions on 0, i.e., 

	ܣ ∈ ௃ߓ 	⇔ 	ݕܣ	 ൌ ܽሺݕሻ, ࣞሺܣሻ 	ൌ ൛ݕ	 ∈ Ձหܽേ		݂	ሺ0േሻ െ ܾേ	݂	′ሺ0േሻ	 ൌ 	0ൟ. 

Consider the closed symmetric operator 

ܵ	 ൌ െ݅
݀
ݔ݀

, ࣞሺܵሻ 	ൌ ሼݕ	 ∈ 	 ଶܹ
ଵሺԹ, ԧଶሻ|ݕሺ0ሻ 	ൌ 	0ሽ	

in the Hilbert space ܮଶሺԹ, ԧଶሻ ∶ൌ 	 ⊗ଶሺԹሻܮ ԧଶ. 

Lemma(3.2.21)[94]. The operator ܵ has deficiency indices 〈2, 2〉 and its characteristic function ݄ܵ is 
equal to zero. 

Proof. The operator ܵ can be presented as ܵ	 ൌ 	 ଵܵ 	൅ 	ܵଶ with respect to the decomposition 
,ଶሺԹܮ ԧଶሻ 	ൌ 	 ,ଶሺԹିܮ ԧଶሻ 	⊕ ,ଶሺԹାܮ ԧଶሻ. The restrictions ଵܵ 	ൌ 	ܵ ↾௅మሺԹష,ԧమሻ 	ܽ݊݀					ܵଶ 	ൌ
		ܵ ↾௅మሺԹశ,ԧమሻ are maximal symmetric operators in the Hilbert spaces ܮଶሺԹି, ԧଶሻ	ܽ݊݀	ܮଶሺԹା, ԧଶሻ	, 
respectively, with deficiency indices 〈0, 2〉	ܽ݊݀	〈	2, 0〉	, respectively. Therefore ܵ has deficiency indices 
〈2, 2〉	and ॉఓሺܵሻ 	ൌ 	ॉఓሺܵଶሻ	݂ݎ݋	݈݈ܽ	ߤ	 ∈ ԧା (since ܵଶ has deficiency indices 〈	2, 0〉). An arbitrary  

ఓ݂ 	 ∈ 	ॉఓሺܵሻ admits the representation 

ఓ݂ 	ൌ 	ݑ	 ൅ 	 ௜݂	, 	ݑ ∈ 	ࣞሺܵଶሻ, ௜݂ ∈ 	ॉ௜ሺܵଶሻ. 

Comparing the obtained formula with (41) we obtain	݄ܵሺߤሻ 	ൌ 	0.  

To achieve a non-empty set ߑ௃, we have to choose a fundamental symmetry ܬ in such a way that 
the deficiency indices of ܵേ in (42) are 〈	1, 1〉. To this end, we write an arbitrary element ݕ	 ∈
,ଶሺԹܮ	 ԧଶሻ as follows 

	ݕ ൌ ቀ
ଵݕ
ଶݕ
ቁ ൌ ଵݕ	 	⊗ ݄ା 	൅	ݕଶ 	⊗ ݄ି, ݄ା 	ൌ ቀ1

0
ቁ , ݄ି 	ൌ ቀ0

1
ቁ 

and consider the fundamental symmetry	ܬ	ݕ	 ൌ ቀ
ଵݕ
െݕଶ

ቁ in ܮଶሺԹ, ԧଶሻ. In that case, the operators ܵേ in 

(42) act in the Hilbert spaces ܮଶሺԹ,࣢േሻ, where ࣢േ ൌ  ሼ݄േሽ and they are determined by the݊ܽ݌ݏ	
formulas  

ܵേ 	ൌ െ݅
݀
ݔ݀

, ࣞሺܵേሻ 	ൌ ሼݕ	 ∈ 	 ଶܹ
ଵሺԹ,࣢േሻ|ݕሺ0ሻ 	ൌ 	0ሽ.																																									ሺ96ሻ	

Obviously, ܵേ have deficiency indices 〈1, 1〉. This means that the set ߑ௃ is non-empty and its elements 
can be parameterized by unitary matrices ܷ in (54). 

In order to describe the subset of ܬ -selfadjoint extensions with empty resolvent set in ߑ௃ we 
have to calculate basis elements ሼ݁േേሽ (see (51)) and to apply Corollary (3.2.8). 

  Denote by 

ሻݔ௜ሺݕ ൌ ൜݁
ି௫, ݔ ൒ 0,
0, 	ݔ ൏ 	0,

ሻݔ௜ሺିݕ							 ൌ ቄ
0, 	ݔ ൒ 	0,
݁௫,					ݔ	 ൏ 	0,  

the solutions of the equation – 	′ݕ݅ െ 	ݕߤ ൌ 	0	ሺߤ	 ∈ 	 ሼ݅, െ݅ሽሻ. Using the definition of  ܵേ  and (51) we 
obtain 

݁ାା	 ൌ 	݅ݕ	 ⊗ ݄ା, ݁ାି	 ൌ ௜ݕ 	⊗ ݄ି, ݁ିା 	ൌ ௜ିݕ	 ⊗ ݄ା, ݁ିି 	ൌ ௜ିݕ	 ⊗ ݄ି. 

Corollary (3.2.8) and equalities (55), (56) imply that an arbitrary ܬ -selfadjoint extension ܣ௎ 
with empty resolvent set has the domain ࣞሺܣ௎	ሻ 	ൌ 	ࣞሺܵሻ ∔  is a linear span of elements ܯ where ,ܯ
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݀ଵ ൌ 	 ݁ାା	 	൅ ݁௜ሺఝାఊ	ሻ݁ାି	, ݀ଶ 	ൌ ݁ିି 	൅ ݁௜ሺఝିఊ	ሻ݁ିା, ߮, 	ߛ ∈ 	 ሾ0, 	.ሻߨ2

The obtained expression leads to the following description of ܬ -selfadjoint extensions ܣ௎		ሺൌ
 :with empty resolvent set ܵ	݂݋	ሻ	ఝఊܣ	

	ݕ		ఝఊܣ ൌ െ݅ݕᇱ, 	ݕ ൌ ቀ
ଵݕ
ଶݕ
ቁ ∈ 	ࣞሺܣఝఊ		ሻ,	

where ߮, 	ߛ ∈ 	 ሾ0,  ሻ are arbitrary parameters andߨ2

ࣞ൫ܣఝఊ		൯ ൌ ቐቀ
ଵݕ
ଶݕ
ቁ ∈ 	 ଶܹ

ଵԹ	\	ሼ0ሽ ⊗ ԧଶቤ
ଶሺ0ݕ ൅ሻ ൌ 	 ݁௜

ሺఊାఝሻ	ݕଵሺ0 ൅ሻ

ଶሺ0ݕ െሻ ൌ 	 ݁௜
ሺఊିఝሻ	ݕଵሺ0 െሻቑ. 

Let us consider the free Dirac operator ܦ in the space ܮଶሺԹሻ⊗ ԧଶ: 

	ܦ ൌ െ݅ܿ
݀
ݔ݀

⊗ ଵߪ 	൅	
ܿଶ
2
⊗ ,ଷߪ ࣞሺܦሻ 	ൌ 	 ଶܹ

ଵ	ሺԹሻ⊗ ԧଶ, 

where ߪଵ 	ൌ ቀ0	 1
1 0

ቁ,				ߪଷ 	ൌ ቀ1 0
0 െ1

ቁ are Pauli matrices and ܿ	 ൐ 	0. 

The closed symmetric Dirac operator 

ܵ	 ൌ ܦ	 ↾ ሼ	ݑ	 ∈ 	 ଶܹ
ଵ	ሺԹሻ ⊗ ԧଶ	|ݑሺ0ሻ 	ൌ 	0ሽ  

has deficiency indices 〈2, 2〉, see [95], and it commutes with the fundamental symmetry ܬ	 ൌ 	࣪	 ⊗
⊗ଶሺԹሻܮ	݊݅	ଷߪ ԧଶ, where ࣪ is the parity operator  ࣪ݕሺݔሻ 	ൌ  ሻ. In that case, the operators ܵേ inݔሺെݕ	
(42) are restrictions of ܵ onto the Hilbert spaces 

ሾܮଶ	
௘௩௘௡ሺԹሻ⊗࣢ାሿ⊕ ሾܮଶ

௢ௗௗ	ሺԹሻ⊗࣢ିሿ,	 

ሾ2݀݀݋ܮ	ሺԹሻ⊗࣢ାሿ⊕ ሾܮଶ	
௘௩௘௡	ሺԹሻ⊗࣢ିሿ,	

respectively, where ࣢േ are as in this section and the closed symmetric operators ܵേ have deficiency 
indices 〈1, 1〉. 

The defect subspaces ॉ௜	ܽ݊݀	ॉି௜		݂݋	ܵ coincide, respectively, with the linear spans of the 
functions ሼݕଵା, ,ଵିݕଶାሽ and ሼݕ  ଶିሽ whereݕ

ሻݔଵേሺݕ ൌ ൬ ݅݁∓௜௧

ሺ݊݃ݏ	ݔሻ
൰ ݁௜ఛ	|௫|, ሻݔଶേሺݕ 	ൌ 	 ሺ݊݃ݏ	ݔሻݕଵേሺݔሻ,																																								ሺ97ሻ	

߬	 ൌ
	௜

௖
ට௖ర

ସ
൅ 1,				ܽ݊݀					݁௜௧ ∶ൌ 	 ሺ	

௖మ

ଶ
െ 	݅ሻሺට

௖ర

ସ
൅ 1ሻିଵ, see, e.g., [137]. 

Using the definition of ܵേ and (51) we obtain 

݁ାା 	ൌ ,ଵାݕ	 ݁ାି 	ൌ ,ଶାݕ	 ݁ିା 	ൌ ,ଵିݕ ݁ିି 	ൌ 	ሺ98ሻ																																		ଶି.ݕ

      The adjoint operator 

ܵ∗ ൌ െ݅ܿ
݀
ݔ݀

⊗ ଵߪ 	൅	
ܿଶ

2
⊗  ଷߪ

is defined on the domain ࣞሺܵ∗ሻ 	ൌ 	 ଶܹ	
ଵሺԹ	\	ሼ0ሽሻ ⊗ ԧଶ and an arbitrary ܬ -selfadjoint extension 

௎ܣ 	∈ ሻ	௎ܣ௃ is the restriction of ܵ∗ onto ࣞሺߑ	 	ൌ 	ࣞሺܵሻ ∔  is defined by (55) and (56) with ܯ where ,ܯ	
݁േേ determined by (98). 

It is easy to see that the fundamental symmetry ܴ	 ൌ 	 ሺ݊݃ݏ	ݔሻܫ	݊݅	ܮଶሺԹሻ 	⊗	ԧଶ also commutes 
with ܵ and ܬ	ܴ	 ൌ 	െܴ	ܬ. Taking into account Remark (3.2.13) we establish the existence of ܬ -
selfadjoint extensions of ܵ with empty resolvent set. 
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A routine calculation with the use of Corollary (3.2.8) gives that ܣ௎ 	∈  ௃ has empty resolventߑ	
set if and only if ܣ௎	ሺൌ  ሻ is the restriction of ܵ∗ onto the set	ఊܣ	

ࣞ൫ܣఊ൯ ൌ ቊݕ	 ∈ 	 ଶܹ
ଵሺԹ	\	ሼ0ሽሻ ⊗ ԧଶ ቤ

൅	ሺ0൅ሻݕሾ	ఊ߉ ሺ0െሻሿݕ	 	ൌ െ	ሺ0൅ሻݕ	 ሺ0െሻݕ	
൅	ሺ0൅ሻ′ݕ ሺ0െሻ′ݕ	 ൌ –	ሺ0൅ሻ′ݕሾ	ఊ߉	 ሺ0െሻሿ′ݕ	

ቋ	

where ࢽࢫ 	ൌ ൬݁
௜ఊ		 0
0 ݁ି௜ఊ

൰. 
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Chapter 4 
Functions of Perturbed Normal and Selfadjoint Operators 

 We also study properties of the operators ݂	ሺܣሻ 	െ 	݂	ሺܤሻ for ݂	 ∈  ఈሺԹሻ and selfadjoint߉	
operators A and B such that ܣ	 െ  belongs to the Schatten–von Neumann class Sp. We consider the ܤ	
same problem for higher order differences. Similar results also hold for unitary operators and for 
contractions. We show that if ݂  belongs to the Besov class ܤஶ,ଵ

ଵ ሺԹଶሻ,, then it is operator Lipschitz, i.e., 
‖݂	ሺ ଵܰ	ሻ 	െ 	݂	ሺ ଶܰ	ሻ‖ 	൑ ஻ಮ,భ‖݂‖	ݐݏ݊݋ܿ

భ 	‖ ଵܰ 		െ 	 ଶܰ‖	. We also study properties of  ݂	ሺ ଵܰሻ 	െ 	݂	ሺ ଶܰሻ 

in the case when ݂	 ∈ ఈሺԹଶሻ and ଵܰ߉	 		െ 	 ଶܰ belongs to the Schatten–von Neumann class ࡿ	࢖. In 
particular, we show that if a function ݂ belongs to the Besov space ܤஶ,ଵ

ଵ ሺԹ௡ሻ, then ݂ is operator 
Lipschitz and we show that if ݂ satisfies a H݋ሷ lder condition of order ߙ, then ‖݂	ሺܣଵ, . . . , ௡ሻܣ 	െ
	݂	ሺܤଵ, . . . , ‖௡ሻܤ 	൑ ௝ܣฮ	ଵஸ௝ஸ௡ݔܽ݉ݐݏ݊݋ܿ 	െ	ܤ௝	ฮ

ఈ
	for all n-tuples of commuting selfadjoint operators 

ሺܣଵ, . . . , ,ଵܤ௡ሻ and ሺܣ . . . ,  consider the case of arbitrary moduli of continuity and the case	௡ሻ. We alsoܤ
when the operators ܣ௝ 	െ	ܤ௝	belong to the Schatten–von Neumann class ࡿ	࢖.	
Section(4.1): Functions of Perturbed Operators 

It is well known that a Lipschitz function on the real line is not necessarily operator Lipschitz, 
i.e., the condition, 

|݂	ሺݔሻ െ ݂	ሺݕሻ| 	൑ 	ݔ|	ݐݏ݊݋ܿ െ ,|ݕ ,ݔ 	ݕ ∈ Թ,	
does not imply that for selfadjoint operators A and B on Hilbert space, 

‖݂	ሺܣሻ െ 	݂	ሺܤሻ‖ ൑ ܣ‖	ݐݏ݊݋ܿ െ 	.‖ܤ
The existence of such functions was proved in [82] (see also [90] and [92]). Later in [84] necessary 
conditions were found for a function  ݂  to be operator Lipschitz. Those necessary conditions imply 
that Lipschitz functions do not have to be operator Lipschitz. It is also well known that a continuously 
differentiable function does not have to be operator differentiable, see [84] and [85]. Note that the 
necessary conditions obtained in [84] and [85] are based on the nuclearity criterion for Hankel 
operators, see [89]. 

It turns out that the situation dramatically changes if we consider Hölder classes ߉ఈሺԹሻ with 
0 ൏ 	ߙ ൏ 1. In this case such functions are necessarily operator Hölder of order α, i.e., the condition: 

|݂	ሺݔሻ െ ݂	ሺݕሻ|ܿݐݏ݊݋	ݔ|	– ,	ఈ|ݕ ,ݔ 	ݕ ∈ 	Թ,											
implies that for selfadjoint operators A and B on Hilbert space, 

‖݂	ሺܣሻ െ 	݂	ሺܤሻ‖ ൑ ܣ‖	ݐݏ݊݋ܿ െ   ሺ1ሻ																																																																							ఈ.‖ܤ
Moreover, a similar result holds for the Zygmund class ߉ଵሺԹሻ, i.e., the fact that 

|݂	ሺݔ	 ൅ ሻݐ െ 2݂	ሺݔሻ ൅ ݂	ሺݔ	 െ |	ሻݐ ൑ ,|	ݐ|	ݐݏ݊݋ܿ ,ݔ 	ݐ ∈ 	Թ,	
and f is continuous implies that  ݂	 is operator Zygmund, i.e., for selfadjoint operators ܣ and ܭ, 

‖݂	ሺܣ ൅ ሻܭ 	െ 2݂	ሺܣሻ ൅ 	݂	ሺܣ െ ‖	ሻܭ ൑  ሺ2ሻ																																																	.‖ܭ‖	ݐݏ݊݋ܿ
We also obtain similar results for the whole scale of Hölder–Zygmund classes ߉ఈሺԹሻ) for 0 ൏ 	ߙ ൏ ∞. 
Recall that for ߙ	 ൐ 1, the class ߉ఈሺԹሻ consists of continuous functions  ݂	 such that 

อ෍ሺെ1ሻ௡ି௞ ቀ
݊
݇ቁ ݂	ሺݔ	 ൅ ሻݐ݇	

௡

௞ୀ଴

อ ൑ ݊	݁ݎ݄݁ݓ			,ఈ|ݐ|	ݐݏ݊݋ܿ െ 1 ൑ ߙ ൑ ݊	.	

       
The same problems can be considered for unitary operators and for functions on the unit circle, 

and for contractions and analytic functions in the unit disk. 
To show(1), we use a crucial estimate obtained for trigonometric polynomials and unitary 

operators in [84] and for entire functions of exponential type and selfadjoint operators in [85]. We state 
here the result for selfadjoint operators.  It can be considered as an analog of Bernstein’s inequality. 

Let ݂ be an entire function of exponential type σ that is bounded on the real line Թ. Then for 
selfadjoint operators ܣ and ܤ with bounded ܣ	 െ  :the following inequality holds ܤ

‖݂	ሺܣሻ െ 	݂	ሺܤሻ	‖ ൑ ܣ	‖௅ಮሺԹሻ‖	݂‖	ߪ	ݐݏ݊݋ܿ െ  ሺ3ሻ																																																.‖ܤ
Inequality (3) was showed by using double operator integrals and the Birman–Solomyak formula: 
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݂	ሺܣሻ െ 	݂	ሺܤሻ 	ൌ ඵ
݂	ሺݔሻ െ ݂	ሺݕሻ

	ݔ െ ݕ
		 	ܣሻሺݔ஺ሺܧ݀ െ 	,ሻݕ஻ሺܧሻ݀ܤ

where ܧ஺ and ܧ஻ are the spectral measures of selfadjoint operators ܣ and ܤ; we refer to [79], [80] and 
[81] for the theory of double operator integrals. Note that A and B do not have to be bounded, but A−B 
must be bounded. 

To estimate the second difference (2), we use the corresponding analog of  Bernstein’s 
inequality which was obtained in [93] with the help of  triple operator integrals. To estimate higher 
order differences, we need multiple operator integrals. We refer the reader to [93] for definitions and 
basic results on multiple operator integrals. 

We also consider in this section the problem of the behavior of functions of operators ݂	ሺܣሻ 
under perturbations of ܣ by operators of Schatten–von Neumann class ࡿ௣ in the case when  ݂	 ∈
 .ఈሺԹሻ߉	
             We start with first order differences. We use the notation by ߉ఈ, 0	 ൏ 	ߙ	 ൏ ∞, for the scale of 
Hölder–Zygmund classes on the unit circle ܶ. 
Theorem(4.1.1)[73]. Let  0	 ൏ 	ߙ	 ൏ 1. Then there is a constant c	 ൐ 	0	such that for every ݂	 ∈ 	Λ஑	and 
for arbitrary unitary operators ܷ	ܽ݊݀	ܸ on Hilbert space the following inequality holds: 

‖݂	ሺܷሻ െ ݂	ሺܸሻ‖ 	൑ ܿ‖	݂‖௸ഀ		‖ܷ	 െ ܸ‖ఈ	.	
Theorem(4.1.2)[73]. There exists a constant c	 ൐ 	0 such that for every function	݂	 ∈  ଵ and for߉	
arbitrary unitary operators ܷ	ܽ݊݀	ܸ on Hilbert space the following inequality holds: 

‖݂	ሺܷሻ െ ݂	ሺܸሻ‖ ൑ 	ܿ	‖݂‖௸భ 	൬2 ൅ ଶ݃݋݈
1

‖ܷ	 െ ܸ‖
	൰ ‖ܷ	 െ ܸ‖	.	

Note that this result improves an estimate obtained in [82] for Lipschitz functions in the case of 
bounded selfadjoint operators. 
Theorem(4.1.3)[73]. Let n be a positive integer and 0	 ൏ 	ߙ	 ൏ 	݊. Then there exists a constant c	 ൐ 	0 
such that for every ݂	 ∈  ఈ and for an arbitrary unitary operator ܷ and an arbitrary bounded selfadjoint߉	
operator ܣ on Hilbert space the following inequality holds: 

อ෍ሺെ1ሻ௡ି௞ ቀ
݊
݇ቁ ݂	ሺ݁

௜௞஺ܷሻ

௡

௞ୀ଴

อ ൑ ‖ܣ‖		ഀ௸‖݂‖	ܿ
ఈ	.	

Let us consider now a more general problem. Suppose that ߱ is a modulus of continuity, i.e., ߱ 
is a nondecreasing continuous function on ሾ0,∞ሻ such that ߱ሺ0ሻ ൌ 	0	ܽ݊݀	߱ሺݔ	 ൅ ሻݕ	 ൑ ߱ሺݔሻ ൅
	߱ሺݕሻ, ,ݔ ൒ 	0. The space ߉ఠ consists of functions ݂	݊݋	ܶ such that 

|݂	ሺߞሻ െ ݂	ሺ߬ሻ	| ൑ 	ߞ|ሺ߱	ݐݏ݊݋ܿ െ ߬	|ሻ, ,ߞ ߬	 ∈ 	ॻ.	
With a modulus of continuity ߱ we associate the function ߱∗ defined by: 

߱∗	ሺݔሻ 	ൌ න
߱ሺݐሻ
ଶݐ

,ݐ݀		 	ݔ ൒ 	0

ஶ

௫

		 .	

Theorem(4.1.4)[73]. Suppose that ω is a modulus of continuity and ݂	 ∈  .ఠ߉	
If ܷ	ܽ݊݀	ܸ are unitary operators, then 

‖݂	ሺܷሻ െ ݂	ሺܸሻ‖ ൑ ߱		ഘ௸	‖݂	‖	ݐݏ݊݋ܿ	
∗	ሺ‖ܷ	– ܸ‖ሻ	. 

 In particular, if  ߱∗	ሺݔሻ 	൑  ܸ	݀݊ܽ	ܷ ሻ, then for unitary operatorsݔሺ߱	ݐݏ݊݋ܿ
‖݂	ሺܷሻ െ ݂	ሺܸሻ‖ ൑ –	ܷ‖ሺ	߱		ഘ௸	‖݂	‖		ݐݏ݊݋ܿ ܸ‖ሻ	. 

We have also showed an analog of Theorem (4.1.4) for higher order differences. 
We denote here by ሺ߉ఈሻା the set of functions ݂	 ∈ 	 ఈ, for which the Fourier coefficients߉	 መ݂	ሺ݊ሻ 

vanish for ݊ ൏ 0. 
       Recall that an operator ܶ on Hilbert space is called a contraction if ‖ܶ‖ 		൑ 1. The following result 
is an analog of  Theorem (4.1.3) for contractions. 
Theorem(4.1.5)[73]. Let n be a positive integer and 0	 ൏ 	ߙ	 ൏ 	݊. Then there exists a constant c	 ൐ 	0 
such that for every ݂ ∈ ሺ߉ఈሻା and for arbitrary contractions ܶ and ܴ	on Hilbert space, the following 
inequality holds: 
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ะ෍ሺെ1ሻ௡ି௞ ቀ
݊
݇ቁ ݂	 ൭ܶ ൅

݇
݊
ሺܶ െ ܴሻ൱

௡

௞ୀ଴

ะ ൑ ܿ	‖݂‖௸ഀ		‖ܶ െ ܴ‖ఈ	 

 
     Note  that an analog of  Theorem (4.1.4) also holds for contractions. 
Theorem(4.1.6)[73]. Let  0 ൏ 	ߙ ൏ 1	and let  f ∈  are selfadjoint ܤ	݀݊ܽ	ܣ ఈሺԹሻ. Suppose that߉	
operators such that ܣ	 െ ሻܣሺ	is bounded. Then ݂ ܤ	 	െ ݂	ሺܤሻ is bounded and 

‖݂	ሺܣሻ െ 	݂	ሺܤሻ‖ ൑ ܣ‖	ሺԹሻഀ௸‖݂‖	ݐݏ݊݋ܿ	 െ 	.ఈ‖ܤ
In this connection we mention the reference [82] where it was showed that for selfadjoint 

operators A and B with spectra in an interval [a, b] and a function ߮	 ∈  ఈሺԹሻ, the following inequality߉	
holds: 

‖߮ሺܣሻ െ 	߮ሺܤሻ‖ ൑ ሺԹሻഀ௸‖߮‖	ݐݏ݊݋ܿ 	൬݈݃݋ ൬
ܾ	 െ 	ܽ
	ܣ‖ െ ‖ܤ

൅ 1൰ ൅ 1൰
ଶ

ܣ‖ െ 	ఈ‖ܤ

(see also [91]). 
Theorem(4.1.7)[73]. Suppose that ݊ is a positive integer and 0	 ൏ 	ߙ	 ൏ 	݊. Let ܣ be a selfadjoint 
operator and let ܭ be a bounded selfadjoint operator. Then the map, 

݂ ↦ ሺ∆௄
௡݂ሻ	ሺܣሻ	݂݀݁		෍ሺെ1ሻ௡ି௝ ቀ

݊
݆ቁ ݂	ሺܣ ൅ ሻܭ݆

௡

௝ୀ଴

,																																												ሺ4ሻ	

has a unique extension from ܮஶ  ఈሺԹሻ to the߉ ఈሺԹሻ to a sequentially continuous operator from߉	∩
space of bounded linear operators on Hilbert space  and 

‖ሺ∆௄
௡݂ሻ	ሺܣሻ	‖ ൑ ‖ܭ‖ሺԹሻഀ௸‖݂‖	ݐݏ݊݋ܿ

ఈ.	
We use the same notation ሺ∆௄

௡݂ሻ	ሺܣሻ for the unique extension of the map (4). 
We can also showe an analog of  Theorem (4.1.4) for selfadjoint operators. 
In this section we consider the behavior of functions of selfadjoint operators under perturbations 

of Schatten–von Neumann class ࢖ࡿ. Similar results also hold for unitary operators and for contractions. 
Recall that the spaces ࢖ࡿ and ࢖ࡿ,ஶ consist of operators ܶ on Hilbert space such that 

ሻ௣	ሺܶ࢔ݏ൭෍		݂݁݀	࢖ࡿ‖	ܶ‖

௡ஹ଴

൱

ଵ
௣

൏ ∞ 

	ሺ1	௡ஹ଴݌ݑݏ	ಮ݂݀݁,࢖ࡿ‖	ܶ‖	݀݊ܽ	 ൅ ݊ሻ
ଵ
௣	࢔ݏሺܶ	ሻ 	൏ ∞.	

Theorem(4.1.8)[73]. Let 1	 ൑ 	݌ ൏ ∞, 0 ൏ 	ߙ ൏ 1, and let ݂	 ∈  are ܤ	݀݊ܽ	ܣ ఈሺԹሻ. Suppose that߉	
selfadjoint operators such that ܣ െ 	ܤ	 ∈ 	  Then .࢖ࡿ

݂	ሺܣሻ െ 	݂	ሺܤሻ ∈ ௣ࡿ	
ఈ,,ஶ

		 

	ܽ݊݀	‖݂	ሺܣሻ െ 	݂	ሺܤሻ‖ࡿ೛
ഀ,,ಮ

൑ ܣ‖		ሺԹሻഀ௸	‖	݂‖		ݐݏ݊݋ܿ		 െ ࢖ࡿ	‖ܤ
ఈ .	

Note that in Theorem (4.1.8). in the case ݌	 ൐ 	1 we can replace the condition ܣ െ 	ܤ	 ∈ 	  with the ࢖ࡿ
condition ܣ െ 	ܤ	 ∈ 	  .ஶ,࢖ࡿ
      Using interpolation arguments, we can deduce from Theorem (4.1.8) the following result: 
Theorem(4.1.9)[73]. Let 1 ൏ 	݌ ൏ ∞, 0	 ൏ 	ߙ ൏ 1, and let ݂	 ∈  are ܤ	݀݊ܽ	ܣ ఈሺԹሻ. Suppose that߉	
selfadjoint operators such that ܣ െ 	ܤ	 ∈ 	  Then .࢖ࡿ

݂	ሺܣሻ െ ݂	ሺܤሻ ∈ ௣ࡿ	
ఈ,			

 

ܽ݊݀	‖݂	ሺܣሻ െ 	݂	ሺܤሻ‖ࡿ೛
ഀ
	 ൑ ܣ‖	ሺԹሻഀ௸	‖	݂‖ݐݏ݊݋ܿ െ ࢖ࡿ	‖ܤ

ఈ . 

Theorem(4.1.10)[73]. Suppose that n is a positive integer, α is a positive number such that n	 െ 	1	 ൑
α	 ൏ ݊, and n	 ൑ p	 ൏ ∞. 

Let ܣ be a selfadjoint operator and let ܭ be a selfadjoint operator of class ࢖ࡿ. Then the operator 
ሺ∆௄

௡݂ሻ	ሺܣሻ defined in Theorem (4.1.7) belongs to ܁౦
ಉ,
,ஶ, and 
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‖ሺ∆௄
௡݂ሻ	ሺܣሻ‖ࡿ೛

ഀ	,ಮ
	൑ ࢖ࡿ‖ܭ‖		ሺԹሻഀ௸	‖	݂‖	ݐݏ݊݋ܿ

ఈ 	.	

Theorem(4.1.11)[73]. Suppose that ݊ is a positive integer, α is a positive number such that ݊	 െ 	1	 ൑
	ߙ ൏ 	݊, ݂	 ∈ 	ఈሺԹሻ, and n߉	 ൏ 	݌	 ൏ ∞. Let ܣ be a selfadjoint operator and let ܭ be a selfadjoint 
operator of class ࢖ࡿ. Then the operator ሺ∆௄

௡݂ሻ	ሺܣሻ defined in Theorem (4.1.7)  belongs to ࡿ೛
ഀ
 , and 

‖ሺ∆௄
௡݂ሻ	ሺܣሻ‖ࡿ೛

ഀ

	൑ ࢖ࡿ‖ܭ‖		ሺԹሻഀ௸	‖	݂‖	ݐݏ݊݋ܿ
ఈ .	

 
Section (4.2): Perturbed Normal Operators 

In this Section we generalize results of the references [85,86,173,74], and [75] to the case of 
normal operators. 
      A Lipschitz function ݂ on the real line ܴ (i.e., a function satisfying the inequality |	݂	ሺݔሻ െ
	݂	ሺݕሻ| ൑ 	ݔ|	ݐݏ݊݋ܿ െ ,|ݕ	 ,ݔ 	ݕ ∈ 	Թሻ does not have to be operator Lipschitz, i.e., 

‖݂	ሺܣሻ െ 	݂	ሺܤሻ‖ ൑ 	ܣ‖	ݐݏ݊݋ܿ െ 	‖ܤ	
for arbitrary selfadjoint operators ܣ	݀݊ܽ	ܤ on Hilbert space. The existence of such functions was 
showed in [82]. Later in [85] and [86] necessary conditions were found for a function f to be operator 
Lipschitz. In particular, it was shown in [85] that if ݂ is operator Lipschitz, then ݂ belongs locally to 
the Besov space ܤଵଵ

ଵ ሺԹሻ. This also implies that Lipschitz functions do not have to be operator 
Lipschitz. Note that in [85] and [86] stronger necessary conditions are also obtained. Note also that the 
necessary conditions obtained in [85] and [86] are based on the trace class criterion for Hankel 
operators, see [89]. 

On the other hand, it was shown in [85] and [86] that if ݂ belongs to the Besov class ܤஶଵ
ଵ ሺԹሻ, 

then ݂	is operator Lipschitz. We refer the reader to [84] for information on Besov spaces. 
It was shown in [73] and [74] that the situation dramatically changes if we consider H݋ሷ lder 

classes ߉ఈሺԹሻ with 0	 ൏ 	ߙ	 ൏ 	1. In this case such functions are necessarily operator H݋ሷ lder of order 
α, i.e., the condition |	݂	ሺݔሻ െ 	݂	ሺݕሻ| ൑ 	ݔ|	ݐݏ݊݋ܿ െ ,ఈ|ݕ	 ,ݔ 	ݕ ∈ 	Թ, implies that for selfadjoint 
operators ܣ and ܤ on Hilbert space, 

‖݂	ሺܣሻ െ 	݂	ሺܤሻ‖ ൑ 	ܣ‖	ݐݏ݊݋ܿ െ  .	ఈ‖ܤ	
Note that another proof of this result was found in [88]. 

This result was generalized in [73] and [74] to the case of functions of class ߉ఠሺԹሻ for arbitrary 
moduli of continuity ω. This class consists of functions ݂ on R, for which |	݂	ሺݔሻ 	െ 	݂	ሺݕሻ| ൑
ݔ|ሺ߱ݐݏ݊݋ܿ െ ,ሻ|ݕ	 ,ݔ 	ݕ ∈ Թ. 
Finally, we mention here that in [75] properties of operators ݂	ሺܣሻ െ 	݂	ሺܤሻ were studied for functions 
݂ in Λ஑ሺԹሻ and selfadjoint operators ܣ	݀݊ܽ	ܤ whose difference ܣ	 െ  belongs to Schatten–von ܤ	
Neumann classes ܁	୮ . 
       We generalize the above results to the case of normal operators. Throughout the section we 
identify the complex plane ԧ with Թଶ. 

Our results are based on the following inequality: 
Theorem(4.2.1)[77]. Let ݂ be a bounded function of class ܮஶ	ሺԹଶሻ whose Fourier transform is 
supported on the disc	ሼߞ	 ∈ 	ԧ:	|ߞ	| 	൑  ሽ. Thenߪ

‖݂	ሺ ଵܰሻ െ 	݂	ሺ ଶܰሻ‖ ൑ ‖ߪ	ݐݏ݊݋ܿ ଵܰ െ	 ଶܰ‖	
for arbitrary normal operators Nଵ and Nଶ with bounded difference. 

To show Theorem (4.2.1), we obtain a formula for	݂	ሺ ଵܰሻ െ 	݂	ሺ ଶܰሻ in terms of double operator 
integrals. The theory of double operator integrals was developed in [85,87], and [81]. If ܧଵ and ܧଶ are 
spectral measures on ߯ଵ and ߯ଵ and ߔ is a bounded measurable function on ߯ଵ ൈ ߯ଶ, then the double 
operator integral 

ඵ ,ଵݏሺߔ ଶሻݏଶሺܧ݀	ଵሻܶݏଵሺܧ݀	ଶሻݏ
ఞభൈఞమ

	

is well defined for all operators ܶ of Hilbert–Schmidt class ܁૛ and determines an operator of class ܁૛. 
For certain functions ߔ the transformer ܶ	 ↦  ૚ into itself. For܁ maps the trace class		ଶܧ݀	ଵܶܧ݀	ߔ∬
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such functions ߔ one can define by duality double operator integrals for all bounded operators ܶ . Such 
functions Φ are called Schur multipliers (with respect to the spectral measures ܧଵ and ܧଶ). We refer the 
reader to [85] for characterizations of Schur multipliers. 
      In the following theorem ܧଵ and	ܧଶ are the spectral measures of normal operators ଵܰ and ଶܰ. We 
use the notation 

߯௝ ൌ ,	௝ݖ	ܴ݁	 ௝ݕ 	ൌ ,	௝ݖ	݉ܫ	 ௝	ܣ 	ൌ 	ܴ݁	 ௝ܰ		, ௝ܤ 		ൌ 	݉ܫ	 ௝ܰ		, ݆	 ൌ 	1, 2. 

Theorem(4.2.2)[77]. Let ଵܰ and ଶܰ be normal operators such that ଵܰ 	െ 	 ଶܰ is bounded. Suppose that 
݂	is a function in ܮஶ	ሺԹଶሻ such that its Fourier transform ࣠ has compact support. Then the functions 

ሺݖଵ, ଶሻݖ ⟼
	݂	ሺݔଵ, –ଵሻݕ 	݂	ሺݔଵ, ଶሻݕ

ଵݕ െ ଶݕ
	ܽ݊݀	ሺݖଵ, ଶሻݖ ⟼

	݂	ሺݔଵ, ଶሻݕ 	െ 	݂	ሺݔଶ, ଶሻݕ
ଵݔ െ ଶݔ

	

(are Schur multipliers with respect to ܧଵ and ܧଶ). and 

݂	ሺ ଵܰሻ 	െ 	݂	ሺ ଶܰሻ 	ൌ ඵ
	݂	ሺݔଵ, –ଵሻݕ 	݂	ሺݔଵ, ଶሻݕ

ଵݕ െ ଶݕ
ଵܤଵሻሺݖଵሺܧ݀ 	െ	ܤଶሻ	݀ܧଶሺݖଶሻ

ԧమ

	

൅ඵ
	f	ሺxଵ, yଶሻ 	െ 	f	ሺxଶ, yଶሻ

xଵ െ xଶ
dEଵሺzଵሻሺAଵ 	െ	Aଶሻ	dEଶሺzଶሻ

ԧమ

.																																										ሺ5ሻ	

           A continuous function f on Թଶ is called operator Lipschitz if 
‖݂	ሺ ଵܰሻ െ 	݂	ሺ ଶܰሻ‖ ൑ ‖	ݐݏ݊݋ܿ	 ଵܰ െ	 ଶܰ‖	

for arbitrary normal operators ଵܰ and ଶܰ whose difference is a bounded operator. 
Theorem(4.2.3)[77]. Let ݂ belong to the Besov space ܤஶଵ

ଵ ሺԹଶሻ and let ଵܰ and ଶܰ be normal operators 
whose difference is a bounded operator. Then (5) holds and 

‖݂	ሺ ଵܰሻ െ 	݂	ሺ ଶܰሻ‖ ൑ ஻ಮభ‖݂‖	ݐݏ݊݋ܿ	
భ ሺԹమሻ‖ ଵܰ െ 	 ଶܰ‖	.	

In other words, functions in ܤஶଵ
ଵ ሺԹଶሻ must be operator Lipschitz. 

As in the case of functions on Թ, not all Lipschitz functions are operator Lipschitz. In particular, 
it follows from [85] that if ݂ is an operator Lipschitz function on Թଶ, then the restriction of  ݂	 to an 
arbitrary line belongs locally to the Besov space ܤଵଵ

ଵ . 
The next result shows that functions in ܤஶଵ

ଵ ሺԹଶሻ respect trace class perturbations. 
Theorem(4.2.4)[77]. Let 	݂ belong to the Besov space ܤஶଵ

ଵ ሺԹଶሻ and let ଵܰ and ଶܰ be normal operators 
such that ଵܰ െ 	 ଶܰ ∈ ሺ	૚. Then ݂ࡿ	 ଵܰሻ െ 	݂	ሺ ଶܰሻ 	∈ 	  ૚ andࡿ

‖݂	ሺ ଵܰሻ െ 	݂	ሺ ଶܰሻ‖ࡿ૚ ൑ ஻ಮభ‖݂‖	ݐݏ݊݋ܿ	
భ ሺԹమሻ‖ ଵܰ െ	 ଶܰ‖ࡿ૚	 . 

For ߙ	 ∈ 	 ሺ0, 1ሻ, we consider the class ߉ఈሺԹଶሻ of Holder functions of order α: 

ఈሺԹଶሻ݂݀݁߉ 	ቄ	݂ ∶ ‖	݂‖௸ഀሺԹమሻ 	ൌ 	 ௭భஷ௭మ݌ݑݏ
|	௙	ሺ௭భሻି	௙	ሺ௭మሻ|

|௭భି௭మ|ഀ
	൏ ∞ቅ. 

The following result shows that in contrast with the class of Lipschitz functions, a Hoሷ lder function of 
order ߙ	 ∈ 	 ሺ0, 1ሻ must be operator Hoሷ lder of order ߙ. 
Theorem(4.2.5)[77]. There exists a positive number c such that for every ߙ	 ∈ 	 ሺ0, 1ሻ and every 
݂	 ∈  ఈሺԹଶሻ߉	

‖݂	ሺ ଵܰሻ െ 	݂	ሺ ଶܰሻ‖ ൑ 	ܿሺ1 െ ‖	‖݂‖௸ഀሺԹమሻ	ሻିଵߙ	 ଵܰ െ	 ଶܰ‖ఈ 
for arbitrary normal operators ଵܰ and ଶܰ. 

Consider now more general classes of functions. Let	ω	be a modulus of continuity. We define 
the class  ߉ఠሺԹଶሻ  by 

݂	൜	݂݀݁		ఠሺԹଶሻ߉ ∶ ‖	݂‖௸ഘሺԹమሻ		 	ൌ 	 ௭భஷ௭మ݌ݑݏ
|	݂	ሺݖଵሻ െ 	݂	ሺݖଶሻ|
߱ሺ|ݖଵ െ ଶ|ሻݖ

	൏ ∞ൠ 

    As in the case of functions of one variable (see [73,74]), we define the function ω∗ by 

߱∗ሺ߯ሻ݂݀݁	߯ න
߱ሺݐሻ

ଶݐ

ஶ

ఞ

,	ݐ݀	 ߯	 ൐ 	0	. 
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Theorem(4.2.6)[77]. There exists a positive number ܿ such that for every modulus of continuity ߱ and 
every ݂	 ∈  ,ఠሺԹଶሻ߉	

‖݂	ሺ ଵܰሻ െ 	݂	ሺ ଶܰሻ‖ ൑ 	ܿ‖݂‖௸ഘሺԹమሻ߱∗	ሺ‖ ଵܰ െ	 ଶܰ‖ሻ 
for arbitrary normal operators ଵܰ and ଶܰ. 
Corollary(4.2.7)[77]. Let ߱ be a modulus of continuity such that ߱∗ሺ߯ሻ ൑ ,ሺ߯ሻ߱ݐݏ݊݋ܿ ߯	 ൐ 	0, and let 
݂	 ∈  ఠሺԹଶሻ. Then߉	

‖݂	ሺ ଵܰሻ െ 	݂	ሺ ଶܰሻ‖ ൑ ‖ഘሺԹమሻ߱ሺ௸‖݂‖	ݐݏ݊݋ܿ	 ଵܰ െ	 ଶܰ‖ሻ	
for arbitrary normal operators ଵܰ and ଶܰ. 

In this section we study properties of ݂	ሺ ଵܰሻ െ 	݂	ሺ ଶܰሻ in the case when ݂	 ∈ ,ሺԹଶሻ	ఈ߉	 0	 ൏
	ߙ	 ൏ 	1, and ଵܰ and ଶܰ are normal operators such that ଵܰ െ 	 ଶܰ belongs to the Schatten–von Neumann 
class ࢖ࡿ	 . The following theorem generalizes (see [75]) to the case of normal operators. 
Theorem(4.2.8)[77]. Let 0	 ൏ 	ߙ	 ൏ 	1	ܽ݊݀	1	 ൏ 	݌	 ൏ ∞.	Then there exists a positive number c such 
that for every ݂	 ∈ 	ሺԹଶሻ  and for arbitrary normal operators ଵܰ and ଶܰ with	ఈ߉	 ଵܰ െ 	 ଶܰ 	 ∈ 	  the ,	࢖ࡿ
operator ݂	ሺ ଵܰሻ െ 	݂	ሺ ଶܰሻ belongs to ࡿ௣/ఈ	 and the following inequality holds: 

‖݂	ሺ ଵܰሻ െ 	݂	ሺ ଶܰሻ‖ࡿ೛/ഀ ൑ 	ܿ‖݂‖௸ഀ	ሺԹమሻ	‖ ଵܰ െ	 ଶܰ‖࢖ࡿ
ఈ 	. 

For ݌	 ൌ 	1 this is not true even for selfadjoint operators, see [118]. Note that the construction 
of the counterexample in [75] involves Hankel operators and is based on the criterion of membership of 
 .for Hankel operators, see [89] ࢖ࡿ

The following weak version of Theorem (4.2.8) holds: 
Theorem(4.2.9)[77]. Let 0	 ൏ 	ߙ	 ൏ 	1 and let ݂	 ∈  ሺԹଶሻ. Suppose that ଵܰ and ଶܰ  are normal	ఈ߉	
operators such that ଵܰ െ 	 ଶܰ 	 ∈ 	  ૚. Thenࡿ

݂	ሺ ଵܰሻ െ 	݂	ሺ ଶܰሻ 	∈ 	 ૚ࡿ
ఈ,ஶ

	, ݅. ݁. ,	

ሺ	ሺ݂	௝ݏ ଵܰሻ െ 	݂	ሺ ଶܰሻሻ ൑ ൫Թమ൯ሺ1	ഀ௸‖݂‖	ݐݏ݊݋ܿ	 ൅ 	݆ሻିఈ	, ݆ ൒ 0.	
Here	ݏ௝ሺܶ	ሻ is the jth singular value of a bounded operator ܶ . 

On the other hand, the conclusion of Theorem (4.2.8)  remains valid even for ݌	 ൌ 	1 if we 
impose a slightly stronger assumption on ݂ . 
Theorem(4.2.10)[77]. Let 0	 ൏ 	ߙ	 ൏ 	1 and let ݂ belong to the Besov space ܤஶଵ

ఈ ሺԹଶሻ. Suppose that ଵܰ 
and ଶܰ are normal operators such that	 ଵܰ െ 	 ଶܰ 	 ∈ 	 ሺ	૚. Then ݂ࡿ ଵܰሻ െ 	݂	ሺ ଶܰሻ 	 ∈ 	 ૚ࡿ

ഀ
 and 

‖݂	ሺ ଵܰሻ െ 	݂	ሺ ଶܰሻ‖ࡿభ/ഀ ൑ ஻ಮభ	‖݂‖ݐݏ݊݋ܿ	
ഀ ሺԹమሻ	‖ ଵܰ െ	 ଶܰ‖ࡿ૚

ఈ 	. 
We conclude this section with the following improvement of Theorem (4.2.8). 
Theorem(4.2.11)[77]. Let 0	 ൏ 	ߙ	 ൏ 	1	ܽ݊݀	1	 ൏ 	݌	 ൏ ∞. Then there exists a positive number c such 
that for every ݂	 ∈ 	݈	ݕݎ݁ݒ݁	ሺԹଶሻ	ఈ߉	 ∈ 	Ժା, and arbitrary normal operators ଵܰ and ଶܰ with bounded 
ଵܰ െ 	 ଶܰ, the following inequality holds: 

෍ቀݏ௝൫|݂	ሺ ଵܰሻ െ 	݂	ሺ ଶܰሻ|ଵ ఈ⁄ ൯ቁ
௣
൑

௟

௝ୀ଴

	ܿ‖݂‖௸ഀ	൫Թమ൯
௣ ఈ⁄ 	෍ቀݏ௝ሺ ଵܰ െ	 ଶܰሻቁ

௣
௟

௝ୀ଴

	. 

 
Section (4.3): Perturbed Tuples of Selfadjoint Operators 

In this section we study the behavior of functions of perturbed tuples of commuting selfadjoint 
operators. We are going to find sharp estimates for ݂	ሺܣଵ, . . . , ௡ሻܣ 	െ 	݂	ሺܤଵ, . . . ,  ௡ሻ, whereܤ
ሺܣଵ, . . . , ,ଵܤ௡ሻ and ሺܣ . . . ,  ௡ሻ are ݊-tuples of commuting self-adjoint operators and ݂ is a functionܤ
on		Թ௡	. Our results generalize the results of [85,86,73,74,75,76,77,78] for selfadjoint and normal 
operators. 
Recall that a Lipschitz function ݂ on the real line Թ does not have satisfy the inequality 

‖݂ሺܣሻ െ ݂ሺܤሻ‖ ൑ ܣ‖ݐݏ݊݋ܿ െ  ‖ܤ
for arbitrary selfadjoint operators A and B on Hilbert space, i.e., it does not have to be operator 
Lipschitz. This was showed in [82]. Later it was shown in [85] and [86] that if ݂	 is operator Lipschitz,  
then	݂  locally belongs to the Besov space ܤଵ,ଵ

ଵ ሺԹሻ (see [84]) which also implies that Lipschitzness is  
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not sufficient for operator Lipschitzness. 
On the other hand, it was shown in [85] and [86] that if ݂	 belongs to the Besov space ܤஶ,ଵ

ଵ ሺԹሻ  
, then ݂	is operator Lipschitz. 

The situation changes dramatically if instead of the Lipschitz class, we consider the Hỡlder 
classes ߉ఈሺԹሻ, 0	 ൏ 	ߙ	 ൏ 	1, of functions ݂	 satisfying the inequality 

|	݂	ሺݔሻ 	െ 	݂	ሺݕሻ| ൑ –	ݔห	ݐݏ݊݋ܿ	 หݕ	
ఈ	
, ,ݔ 	ݕ ∈ 	Թ.	It was shown in [73] and [74] that a function ݂ in 

ሺԹሻ must be operator Hoሷߙ߉ lder of order ߙ, i.e. 
‖݂ሺܣሻ െ ݂ሺܤሻ‖ ൑ ܣ‖ݐݏ݊݋ܿ െ  	,		ఈ‖ܤ

for arbitrary selfadjoint operators A and B. In [73] and [74] also contain sharp estimates of ‖݂ሺܣሻ െ
݂ሺܤሻ‖   for functions ݂	of class ߉ఠ for arbitrary moduli of continuity ߱. 

It was also showed in [73] and [75] that if ݂	 ∈ ,ఈ߉	 	݌ ൐ 	1, and ܣ	and ܤ are selfadjoint 
operators such that ܣ	 െ ሻܣሺ	belongs to the Schatten–von Neumann class ܵ௣, then ݂ ܤ	 െ 	݂	ሺܤሻ 	∈
	ܵ௣

ఈൗ
 and 

‖݂ሺܣሻ െ ݂ሺܤሻ‖ௌ೛
ഀൗ
൑ ܣ‖ݐݏ݊݋ܿ െ ௌ೛‖ܤ

ఈ  

  Later in ሾ77ሿ and [78] the above results were generalized to the case of functions of normal 
operators. Note that the proofs given in ሾ85,86,73,74,75ሿ for selfadjoint operators do not work in the 
case of normal operators and a new approach was used in ሾ77ሿ and ሾ78ሿ. 

In this section we consider a more general problem of functions of ݊-tuples of commuting 
selfadjoint operators. The case ݊	 ൌ 	2 corresponds to the case of normal operators. It turns out that the 
techniques used in [78] do not work for ݊	 ൒ 	3. We offer in this section a new approach that works for 
all ݊ ൒ 1. 

We are going to use the technique of double operator integrals developed in ሾ79,80,81ሿ. Double 
operator integrals are expressions of the form 

ඵ ,ଵݏሺߔ ଶሻݏଶሺܧଵሻܶ݀ݏଵሺܧଶሻ݀ݏ
ఞభൈఞమ

																																																																		ሺ6ሻ 

where ܧଵ and ܧଶ are spectral measures on ߯ଵ and ߯ଶ, ߔ is a bounded measurable function on ߯ଵ ൈ ߯ଶ, 
and T is an operator on Hilbert space. It was observed in ሾ79,80,81ሿ that the double operator integral 
ሺ6ሻ is well defined if ܶ	 ∈ 	  the transformer ,ߔ ଶ. For certainݏ ଶ and determines an operator of classݏ
ܶ ↦ ଵܶܧ݀ߔ∬  ଵinto itself. If so, one can define by duality the integral ሺ6ሻݏ ଶ  maps the trace classܧ݀
for all bounded operators ܶ . Such functions ߔ are called Schur multipliers (with respect to the spectral 
measures ܧଵ and ܧଶ). We refer the reader to [85] for characterizations of Schur multipliers. 

If ߯ଵ and ߯ଶ are Borel subsets of Euclidean spaces, we use the notation ैఞభ	,ఞమ for the space of 
Borel functions Φ on χଵ ൈ χଶ that are Schur multipliers for all Borel spectral measures ܧଵ and ܧଶ on χଵ 
and χଶ. 

The proofs of the results of ሾ78ሿ for normal operators were based on the following formula: 

݂ሺ ଵܰሻ െ ݂ሺ ଶܰሻ ൌ ඵሺुఒ݂ሻሺݖଵ, ,ଵܤଵሻሺݖଵሺܧଶሻ݀ݖ  ଶሻݖଶሺܧଶሻ݀ܤ

൅ඵሺु௫݂ሻሺݖଵ, ,ଵܣଵሻሺݖଵሺܧଶሻ݀ݖ  ଶሻݖଶሺܧଶሻ݀ܣ

Here ଵܰ and ଶܰ are normal operators with bounded difference ଵܰെ ଶܰ, ܣ௝ 		ൌ 	ܴ݁	 ௝ܰ	, ௝ܤ 		ൌ
	݉ܫ	 ௝ܰ	, ௝ݔ 	ൌ ,	௝ݖ	ܴ݁	 ௝ݕ 	ൌ ,	௝ݖ݉ܫ	 ݂ is a bounded function on Թଶ whose Fourier transform has compact 
support, 

ሺु௫݂ሻሺݖଵ, ଶሻݖ ൌ
݂ሺ߯ଵ, ଶሻݕ െ ݂ሺ߯ଶ, ଶሻݕ

߯ଵ െ ߯ଶ
	, ܽ݊݀	൫ु௬݂൯ሺݖଵ, ଶሻݖ ൌ

݂ሺ߯ଵ, ଵሻݕ െ ݂ሺ߯ଵ, ଶሻݕ

ଵݕ െ ଶݕ
	 ,

,ଵݖ  ԧ	ଶ߳ݖ
It was shown in [78] that ु௫݂ and ु௬݂	 belong to the space of Schur multipliers ैԹమൈ	Թమ. 

However, in the case ݊ ൒ 3	the situation is more complicated. Let ሺܣଵ, ,ଶܣ ,ଵܤଷሻ and ሺܣ ,ଶܤ   ଷሻܤ
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be triples of commuting selfadjoint operators. Suppose that ݂	 is a bounded function on Թଷ whose 
Fourier transform has compact support. It can be shown that 
݂ሺܣଵ, ,ଶܣ ଷሻܣ െ ݂ሺܤଵ, ,ଶܤ ଷሻܤ ൌ ∬ሺुଵ݂ሻሺݔ, ଵܣሻሺݔଵሺܧሻ݀ݕ െ    ሻݕଶሺܧଵሻ݀ܤ

൅ඵሺुଶ݂ሻሺݔ, ଶܣሻሺݔଵሺܧሻ݀ݕ െ  ሻݕଶሺܧଶሻ݀ܤ

൅ඵሺुଷ݂ሻሺݔ, ଷܣሻሺݔଵሺܧሻ݀ݕ െ  ,		ሻݕଶሺܧଷሻ݀ܤ

whenever the functions ुଵ݂ , ुଶ݂ , and ुଷ݂ belong to the space of Schur multipliers ैԹయൈ	Թయ. Here 

ሺुଵ݂ሻሺݔ, ሻݕ ൌ
݂ሺݔଵ, ,ଶݔ ଷሻݔ െ ݂ሺݕଵ, ,ଶݔ ଷሻݔ

ଵݔ െ ଵݕ
		,	 

ሺुଶ݂ሻሺݔ, ሻݕ ൌ
݂ሺݕଵ, ,ଶݔ ଷሻݔ െ ݂ሺݕଵ, ,ଶݕ ଷሻݔ

ଶݔ െ ଶݕ
		, 

ሺुଷ݂ሻሺݔ, ሻݕ ൌ
݂ሺݕଵ, ,ଶݕ ଷሻݔ െ ݂ሺݕଵ, ,ଶݕ ଷሻݕ

ଷݔ െ ଷݕ
		,	 

ݔ ൌ ሺݔଵ, ,ଶݔ ,	ଷሻݔ ݕ ൌ ሺݕଵ, ,ଶݕ  ଷሻݕ
The methods of ሾ78ሿ allow us to show that ुଵ݂ and ुଷ݂ do belong to the space of Schur multipliers 
ैԹయൈ	Թయ. However, as the next result shows, the function ुଶ݂ does not have to be in ैԹయൈ	Թయ . 
Theorem(4.3.1)[72]. Suppose that ݃ is a bounded function on Թ such that the Fourier transform of ݃ 
has compact support and is not a measure. Let ݂ be the function on Թଷ defined by 

݂ሺݔଵ, ,ଶݔ ଷሻݔ ൌ ݃ሺݔଵ െ  .ଷሻݔ
Then ुଶ݂ ∉ ैԹయൈ	Թయ . 

Note that it is easy to construct such a function ݃, ݁. ݃., 

݃ሺݔሻ ൌ න ݐ݀	ݐ݊݅ݏଵିݐ

௫

଴

 

. 
We show that in the case	݊	 ൒ 	3 it is possible to represent ݂	ሺܣଵ, . . . , ௡ሻܣ 	െ 	݂	ሺܤଵ, . . . ,  ௡ሻin terms ofܤ
double operator integrals in a different way. Using such a representation, we obtain analogs of the 
above results in the case of ݊-tuples of commuting selfadjoint operators. 

The integral representation for ݂	ሺܣଵ, . . . , ௡ሻܣ െ 	݂	ሺܤଵ, . . . ,  :is based on the following result	௡ሻܤ
We are going to derive Schur multiplier estimates from the following lemma. 

Lemma (4.3.2)[72]. Let C	 ൌ Q ൈ Ը be a cube in Թଶ୬ of sidelength L and let ߖ	be a Cஶ function on 
ଷ

ଶ
C	. Then Ψ|C	 ∈ 		ै୕,࣬ and   

࣬,ೂै		‖ߖ‖
൑ ݔܽ݉	ݐݏ݊݋ܿ ൤ܮ|ఈ|݉ܽݔ

௔∈
ଷ
ଶ஼
|ሺܦఈߖሻሺܽሻ|: |ߙ| ൑ 2݊ ൅ 2൨. 

The lemma can be showed by expanding ߖ in the Fourier series. 
Theorem(4.3.3)[72]. Let σ	 ൐ 	0 and let ݂ be a function in LஶሺԹ୬ሻ whose Fourier transform is 
supported on ሼξ	 ∈ 	Թ୬:	‖ξ‖ 	൑ σሽ. Then there exist functions Ψ୨ in		ैԹ౤ൈ	Թ౤	, 1	 ൑ 	j	 ൑ n, such that 

݂ሺݔଵ, … , ௡ሻݔ െ ݂ሺݕଵ, … , ௡ሻݕ ൌ෍൫ݔ௝ െ	ݕ௝൯ߖ௝	ሺݔଵ, … , ,௡ݔ …,ଵݕ , ,௡ሻݕ ,௝ݔ ௝ݕ ∈ Թ

௡

௝ୀଵ

	,																																ሺ7ሻ 

ܽ݊݀	ฮߖ௝ฮ		ैԹ೙ൈ	Թ೙
൑  .	௅ಮሺԹ೙ሻ‖݂‖ߪ	ݐݏ݊݋ܿ

proof. By rescaling, we may assume that ‖݂‖௅ಮ ൑ ߪ	݀݊ܽ	1 ൌ 	1. 
            We consider the lattice of dyadic cubes in Թଶ௡ ൌ Թ௡ ൈ	Թ௡, i.e., the cubes whose sides are 
intervals of the form ሾ	݆ଶ௞, ሺ	݆	 ൅ 1ሻଶ௞ሻ, ݆, ݇	 ∈ Ժ. We say that a dyadic cube C in Թଶ௡ ൌ Թ௡ ൈ	Թ௡,  is 
admissible if either its sidelength ܮሺܥሻ is equal to 1 or ܮሺܥሻ 	൐ 	1 and the interior of the cube 2ܥ, i.e., 
the cube centered at the center of ܥ	with sidelength 2ܮሺܥሻ, does not intersect the diagonal ሼሺݔ, 	ݔ	:ሻݔ ∈
	Թ௡ሽ. An admissible cube is called maximal if it is not a proper subset of another admissible cube. It is 
easy to see that the maximal admissible cubes are disjoint and cover Թଶ௡. It can also easily be verified 
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that if ࣫ is a dyadic cube in Թ௡, then there can be at most 6௡ dyadic cubes ࣬ in Թ௡ such that ࣫ ൈ ࣬ is 
a maximal admissible cube. 
For  ݈ ൌ 	2݉, we denote by ݈ܦ the set of maximal dyadic cube of sidelength ݈ . 

It follows that if ߗ is a function on Թ௡ ൈ	Թ௡ that is supported on 
∪஼∈ࣞభ  then ,ܥ
Թ೙,Թ೙ै		‖ߗ‖             

൑ 6௡݌ݑݏ஼∈ࣞభ‖߯஼ߗ‖		ैԹ೙,Թ೙
. 

           We have to define ߖ௝	on each maximal admissible cube. Suppose that ܥ ∈ ࣞଵ. We put 

,ݔ௝ሺߖ ሻݕ ൌ න൫ ௝ु݂൯൫ሺ1 െ ݔሻݐ ൅ ,		ݐ൯݀ݕݐ ሺݔ, ܥ	߳		ሻݕ ൌ ࣫ ൈ ࣬		,

ଵ

଴

 

where ௝ु݂ is the jth partial derivative of ݂	. It follows from Lemma (4.3.2) that  ฮߖ௝ฮ		ै࣫,࣬
൑ const. 

Suppose now that ݈	 ൌ 	 2௠ 	൐ 	1 and ܥ	 ൌ 	࣫ ൈ ࣬	 ∈ 	ࣞ௟. Let ω be a ܥஶ nonnegative even function on 

࣬ such that ߱ሺݐሻ 	ൌ 	0 for ݐ	 ∈ 	 ሾെ
ଵ

ଶ
,
ଵ

ଶ
ሿ, and ߱ሺݐሻ 	ൌ 	1 for ݐ	 ∉ 	 ሾെ1, 1ሿ.	We put ߔ௝ሺݔ, ሻݕ ൌ

	߱ ቀ
௫ೕି	௬ೕ	

௟
ቁ , 	ߔ ൌ ∑ ௝ߔ

௡
௝ୀଵ 		, and define the functions ߌ௝	, 1 ൑ 	݆	 ൑ ݊,	by 

,ݔ௝ሺߌ ሻݕ ൌ ൝
ଵ

௫ೕି	௬ೕ
.
ఃೕሺ௫,௬ሻ

ఃሺ௫,௬ሻ
௝ݔ			,	 ് 		௝ݕ	

0																		, ௝ݔ			 ൌ 	௝ݕ	
		. 

It follows easily from Lemma (4.3.3) that ฮߌ௝ฮ		ै࣫,࣬
൑  2ି௠  .  We put now	ݐݏ݊݋ܿ

      ψ௝ሺݔ, ሻݕ ൌ ൫݂ሺݔሻ െ ݂ሺݕሻ൯ߌ௝ሺݔ, ,			ሻݕ ሺݔ,  .	ܥ	߳			ሻݕ
Clearly, (7) holds for ሺݔ, ሻݕ 	∈ ࣬,࣫ै		and ฮψ௝ฮ ܥ	

൑   . The functions ψ௝ are now defined on	2ି௠	ݐݏ݊݋ܿ

Թ௡ ൈ	Թ௡ and ฮψ௝ฮ		ैԹ೙,Թ೙
൑ 		ݐݏ݊݋ܿ ∑ 2ି௠௠ஹ଴  . This implies the result.  

Theorem(4.3.4)[72]. Let ݂ be a function satisfying the hypotheses of Theorem (4.3.3) and let ψ୨, 1 ൑
j ൑ n	, be functions in ैԹ౤,Թ౤	satisfying (7). Suppose that ሺAଵ, Aଶ, … , A୬ሻ and ሺBଵ, Bଶ, … , B୬ሻare ݊-
tuples of commuting selfadjoint operators such that the operators A୨ െ B୨ are bounded, 1 ൑ ݆ ൑ ݊. Then 

݂ሺܣଵ, , … , ௡ሻܣ െ ݂ሺܤଵ, … , ௡ሻܤ ൌ෍ ඵ ߰௝ሺݔ, ௝ܣሻ൫ݔ஺ሺܧሻ݀ݕ െ ሻݕ஻ሺܧ௝൯݀ܤ
Թ೙ൈԹ೙

௡

௝ୀଵ

 

and  
‖݂ሺܣଵ,… , ௡ሻܣ െ ݂ሺܤଵ, … , ‖௡ሻܤ ൑ ௅ಮሺԹ೙ሻ‖݂‖ߪ	ݐݏ݊݋ܿ ௝ܣଵஸ௝ஸ௡ฮݔܽ݉ െ  ௝ฮܤ

In this section we obtain operator norm estimates for  ሺܣଵ, … , ௡ሻܣ െ ݂ሺܤଵ, … ,   , where	௡ሻܤ
ሺܣଵ, … , ,ଵܤ௡ሻ and ሺܣ … ,  . are n-tuples of commuting selfadjoint operators	௡ሻܤ
A function ݂ on Թ௡ is called operator Lipschitz if 
‖݂ሺܣଵ, … , ௡ሻܣ െ ݂ሺܤଵ, … , ‖௡ሻܤ ൑ ௝ܣଵஸ௝ஸ௡ฮݔܽ݉	ݐݏ݊݋ܿ െ  for all ݊-tuples of commuting			௝ฮܤ
selfadjoint operators ሺAଵ, … , A୬ሻ and ሺBଵ, … , B୬ሻ	. 

The following theorem can be deduced easily from Theorem (4.3.4): 
Theorem(4.3.5)[72]. Let ݂ be a function in the Besov space  ܤஶ,ଵ

ଵ ሺԹ௡ሻ. Then ݂ is operator Lipschitz. 
For α	 ∈ 	 ሺ0, 1ሻ, we define the Hoሷ lder class ߉ఈሺԹ௡ሻ of functions ݂ on Թ௡ such that 

|݂	ሺݔሻ െ 	݂	ሺݕሻ| ൑ ݔ	‖ݐݏ݊݋ܿ െ Թ೙‖ݕ
ఈ 			, ,ݔ 	ݕ ∈ 	Թ௡. 

For a modulus of continuity ߱, the space ߉ఠሺԹ௡ሻ consists of functions ݂ on Թ௡ such that 
|݂	ሺݔሻ െ 	݂	ሺݕሻ| ൑ ݔ‖ሺ߱	ݐݏ݊݋ܿ െ ,			Թ೙ሻ‖ݕ ,ݔ 	ݕ ∈ 	Թ௡ 

The following results are analogs of the corresponding results of [73] and [74] in the case ݊	 ൌ 	1. The 
proofs of Theorems (4.3.6) and (4.3.7) are based on Theorem (4.3.4) and use the same methods as in 
[74]. 
Theorem(4.3.6)[72]. Let ߙ	 ∈ 	 ሺ0, 1ሻ and let ݂	 ∈ ఈሺԹ௡ሻ. Then ݂ is operator Hoሷ߉	 lder of order ߙ, i.e., 
‖݂ሺܣଵ, … , ௡ሻܣ െ ݂ሺܤଵ, … , ‖௡ሻܤ ൑ ௝ܣଵஸ௝ஸ௡ฮݔܽ݉		ݐݏ݊݋ܿ െ ௝ฮܤ

ఈ
	for all ݊-tuples of commuting 

selfadjoint operators ሺܣଵ, … , …,ଵܤ௡ሻ and ሺܣ ,  .௡ሻܤ
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Theorem(4.3.7)[72]. Let ω be a modulus of continuity and let  ݂ ∈ ,ଵܣఠሺԹ௡ሻThen ‖݂ሺ߉	 … , ௡ሻܣ െ

݂ሺܤଵ, … , ‖௡ሻܤ ൑ ∗߱ݐݏ݊݋ܿ 		ቀ	݉ܽݔଵஸ௝ஸ௡ฮܣ௝ െ ௝ฮܤ ቁ	for all ݊-tuples of commuting selfadjoint 

operators ሺܣଵ, … , ,ଵܤ௡ሻ and ሺܣ … ,  ௡ሻ, whereܤ

߱ ∗ ሺߜሻ	݂݀݁		ߜ න
߱ሺݐሻ

ଶݐ
ݐ݀	

ஶ

ఋ

		 , ߜ ൐ 0. 

In this section we obtain estimates in ࢖ࡿ	 norms. 
Theorem(4.3.8)[72]. Let ݂ be a function in the Besov space Bஶ,ଵ

ଵ ሺԹ୬ሻ.. Suppose that ሺܣଵ, … ,  ௡ሻ andܣ
ሺܤଵ, … , ௝	ܣ are ݊-tuples of commuting selfadjoint operators such that	௡ሻܤ െ	ܤ௝ 	∈ 	   ૚. Thenࡿ
݂ሺܣଵ, … , ௡ሻܣ െ ݂ሺܤଵ, … , ௡ሻܤ 	∈ 	  ૚ andࡿ

‖݂ሺܣଵ, … , ௡ሻܣ െ ݂ሺܤଵ, … , ૚ࡿ‖௡ሻܤ ൑ ஻ಮ,భ	‖݂‖ݐݏ݊݋ܿ
భ ሺԹ೙ሻ		݉ܽݔଵஸ௝ஸ௡ฮܣ	௝ െ	ܤ௝ฮࡿ૚

 . 

Theorem(4.3.9)[72]. Let ݂	 ∈ 	ఈሺԹ௡ሻ. and let p߉	 ൐ 	1. Suppose that ሺܣଵ, … , ,ଵܤ௡ሻ and ሺܣ … ,  ௡ሻ areܤ
n-tuples of commuting selfadjoint operators such that ܣ	௝ െ	ܤ௝ 	∈ 	 ,ଵܣThen ݂ሺ .	࢖ࡿ … , ௡ሻܣ െ
݂ሺܤଵ, … , ௡ሻܤ 	∈ 	  ௣/ఈ andࡿ

‖݂ሺܣଵ, … , ௡ሻܣ െ ݂ሺܤଵ, … , ഀ/೛ࡿ‖௡ሻܤ ൑ ௝	ܣଵஸ௝ஸ௡ฮݔܽ݉	ሺԹ೙ሻഀ௸	‖݂‖ݐݏ݊݋ܿ െ ࢖ࡿ௝ฮܤ
ఈ

. 

Note that the conclusion of Theorem (4.3.9) does not hold in the case ݌	 ൌ 1 even if ݊	 ൌ 	1, see [75]. 
Theorem(4.3.10)[72]. Let f be a function in the Besov space  ܤஶ,ଵ

ଵ ሺԹ௡ሻ . Suppose that ሺܣଵ, … ,  ௡ሻ andܣ
ሺܤଵ, … , ௝	ܣ ௡ሻ are n-tuples of commuting selfadjoint operators such thatܤ െ	ܤ௝ 	∈ 	   ૚. Thenࡿ
݂ሺܣଵ, … , ௡ሻܣ െ ݂ሺܤଵ, … , ௡ሻܤ 	∈ 	   and	ଵ/ఈࡿ

‖݂ሺܣଵ, … , ௡ሻܣ െ ݂ሺܤଵ, … , ഀ/భࡿ‖௡ሻܤ ൑ ஻ಮ,భ	‖݂‖ݐݏ݊݋ܿ
భ ሺԹ೙ሻ	݉ܽݔଵஸ௝ஸ௡ฮܣ	௝ െ ૚ࡿ௝ฮܤ

ఈ
 

   The proofs of the above theorems are based on Theorem (4.3.4) and use the methods of [75]. 
 In[75] more general results for other operator ideals were obtained in the case ݊	 ൌ 	1. Those 

results can also be generalized to the case of arbitrary ݊ ൒ 1. ( see [83] ) . 
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Chapter  5 

Operators and Functions in Krein Spaces 

We study selfadjoint operators in Krein space. Our goal is to show that there is a relationship 
between the following classes of operators: operators with a compact “corner,” definitizable operators, 
operators of classes (H) and K(H) , and operators of class ܦ఑ା . Also, each ܬ-frame induces an indefinite 
reconstruction formula for the vectors in ࣢, which resembles the one given by a ܬ-orthonormal basis. 

Section ( 5.1): Krein Space and Operators 

Let ߢ be a linear space equipped with an indefinite metric (or, which is the same, a sesquilinear 
form) ሾ	. , . ሿ . We assume that ߢ can be decomposed into the direct orthogonal sum 

	ߢ ൌ ାߢ	 	ሺ1ሻ																																																																																																									,ିߢ	∔	

of a positive subspace ߢା and a negative subspace ିߢ. If ሼߢା, ሾ	. , . ሿሽ is a Hilbert space and ሼିߢሾ	. , . ሿሽ is 
an anti-Hilbert space (the latter means that	ሼିߢ, െሾ	. , . ሿሽ is a Hilbert space), then ߢ is called a Krein 
space. 

By ܲା	ܽ݊݀	ܲି we denote the projection operators on ߢା	 and ିߢcorresponding to the 
decomposition (1) and introduce the operator ܬ	 ൌ ܲା 	െ	ܲି. Then ߢ is a Hilbert space with respect to 
the inner product ሺ	. , . ሻ 	ൌ 	 ሾܬ	. , . ሿ . This implies that ሾ. , . ሿ 	ൌ 	 ሺܬ	. , . ሻ . The Krein space with the inner 
product thus introduced is called a ܬ-space, and the indefinite metric is called a ܬ-metric. We note that 
the decomposition (1) is orthogonal both with respect to the ܬ-metric and with respect to the Hilbert 
inner product. 

     A subspace ܮ	 ⊂  is said to be regular ifߢ

ߢ ൌ 	ࣦሾ∔ሿࣦሾୄሿ	,																																																																																																																ሺ2ሻ 

where ࣦሾୄሿ	 denotes the ܬ-orthogonal complement of  ࣦ. In contrast to the Hilbert case, for spaces with 
indefinite metric, the subspace ࣦ଴ ൌ 	ࣦ ∩ ࣦሾୄሿ	, which is said to be isotropic, is not necessarily trivial, 
but even if it is trivial, then it may be possible that relation (2) does not hold. We note that ࣦ is regular 
if and only if it is a Krein space. In particular, the Hilbert and anti-Hilbert subspaces are regular. The 
latter are also said to be uniformly positive and uniformly negative subspaces, respectively. 

               It is said that a subspace ࣦା	ሺࣦିሻ belongs to the class ݄ାሺ݄ିሻ if ࣦା଴ሺࣦି଴ሻ is finite-dimensional 
and the quotient space መࣦା 	ൌ ࣦା/ࣦା଴ , ሺ መࣦି 	ൌ ࣦି/ࣦି଴ሻ is a Hilbert (anti-Hilbert) space with respect to the 
induced indefinite metric. Or, equivalently, ࣦା ∈ 	݄ା	ሺࣦି 	∈ ݄ିሻ if it can be decomposed into the sum 
of a finite-dimensional isotropic subspace and a uniformly positive (uniformly negative) subspace.	

We denote the set of maximal nonnegative subspaces and the set of maximal nonpositive 
subspaces by ैା	ܽ݊݀	ैି , respectively. 

The Krein space with ߢ	 ൌ 	݉݅݊ሼdim 	 ,ାߢ ሽିߢ		݉݅݀ 	൏ 	∞ is called a Pontryagin space with κ 
positive or negative squares depending on whether 	ൌ 	ߢ	ݎ݋	ାߢ		݉݅݀	 ൌ dim 		  .respectively , ିߢ

One of the main problems of the theory of operators in Krein spaces is the problem of existence 
of maximal nonnegative and maximal nonpositive invariant subspaces for ܬ-selfadjoint and, which is 
equivalent, ܬ-unitary operators. Or, more generally, this is the problem of extending a given 
nonnegative or nonpositive invariant subspace to an invariant subspace which is maximal in its class. 
Finally, the same problems are posed for operator families. These problems have been solved to a 
sufficient extent in the case of a Pontryagin space. In the case of a general Krein space, none of these 
problems has been solved, but several sufficient conditions under which these problems have solutions 
have been obtained (see [52,63,64], etc.); we refer to the same sources for details concerning the 
geometry and the theory of operators in spaces with indefinite metric. 

We distinguish the following four main classes of operators: 

(i) operators with a completely continuous “corner”; 

(ii) definitizable operators; 
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(iii) operators of class ܭሺܪሻ ; 

(iv) operators of class ܦ఑ା . 

Information on classes (i) and (ii) can be found, for example, in [52,63,64]; about the class ܭሺܪሻ	and 
the subclass H, see [64] and [65]; and about operators of class ܦ఑ା, see [66,67]. In what follows, we 
assume, unless otherwise specified, that all operators are bounded and defined on the entire space. 

Definition (5.1.1)[62]. Suppose that κ is a Krein space, ܶ is a continuous operator, and 

ܶ	 ൌ ൤ ଵܶଵ	 ଵܶଶ

ଶܶଵ	 ଶܶଶ
൨																																																																																																													ሺ3ሻ	

is its matrix representation with respect to the decomposition (1). We shall say that a continuous 
operator ܶ has a completely continuous corner and write ܶ	 ∈ 	्ஶ,ଵଶ	if there exists a decomposition of 
the form (1) such that ଵܶଶ is a completely continuous operator ሺ ଵܶଶ 	 ∈ 	्ஶሻ. 

Definition (5.1.2)[62]. A selfadjoint operator ܣ acting in the Krein space ߢ is said to be definitizable if 
there exists a polynomial ݌ such that ݌ሺܣሻ is a nonnegative operator, i.e., if ሾ݌ሺܣሻݔ, ሿݔ 	൒ 	0 for all 
	ݔ ∈  .ܦ We denote the set of definitizable operators by the symbol .ߢ	

Definition (5.1.3)[62] We shall say that an operator ܶ belongs to the class ܪ, and write ܶ	 ∈  if there ,ܪ	
exist invariant subspaces ࣦേ 	∈ ैേ for this operator and all such subspaces, respectively, belong to the 
class ݄േ . 

Definition (5.1.4)[62]. A set ॏ	 ൌ 	 ሼܣሽ of selfadjoint linear operators acting in a Krein space belongs to 
the class ܭሺܪሻ	, ॏ		 ∈ 	ܤ ሻ , if in this space there exists a selfadjoint operatorܪሺܭ	 ∈  such that	ܪ	
	ܣܤ ൌ 	ܣ for all ܤܣ	 ∈ 	ॏ. If ॏ consists of a single operator ܣ, then we shall say that ܣ belongs to the 
class ܭሺܪሻ	, and we shall write ܣ	 ∈  . ሻܪሺܭ	

Definition (5.1.5)[62]. We shall say that a family ॏ ൌ	 ሼܣሽ	of selfadjoint linear operators acting in the 
Krein space belongs to the class ܦ఑ା	, ॏ	 ∈   , if, for this family, there exists a pair of invariant	఑ାܦ	
subspaces ࣦേ 	∈ ैേ 	∩	݄േ and	ࣦାሾ٣ሿࣦି	whose dimension is that of the subspace ࣦା 	∩ ࣦି equal to 
,ߢ 	ߢ ൏ 	∞. 

Let us find the relationship and distinctions between these operator classes. First, we note that it 
follows from [107] that	ܭሺܪሻ 	⊂ Dசା . We shall show that a finite family of selfadjoint operators 
belongs to Dசା if and only if this family belongs to the class ܭሺܪሻ . 

Let ॏ ∈  ఑ା be a commutative family of selfadjoint operators in a Krein space. It follows fromܦ
[64] that there exists a decomposition of the form (1) such that all the operators from ܣ have 
completely continuous corners. In the next section, we present several examples illustrating the 
difference between these operator classes. 

In what follows, in Examples (5.1.6) and (5.1.7), we assume that 

	ܪ ൌ 	࣡	 ⊕ ࣡																																																																																																					ሺ4ሻ	

is the orthogonal sum of two copies of an infinite-dimensional Hilbert space ࣡ and the ܬ-metric is 
introduced in ࣢ by using the operator 

	ܬ ൌ ቂ0		 ܫ
ܫ 0

ቃ.																																																																																																												ሺ5ሻ	

Example (5.1.6)[62]. ሺ्ஶ,ଵଶ ⊄ 	 ሺܦ ∪ 	࣡	:ܣ ሻሻ. Letܪሺܭ → ࣡ be a nonzero Volterra operator with 
	ߣ ൌ 	0 in the continuous spectrum. Then the diagonal-with-respect-to-(4) operator ܣሚ 	ൌ 	݀݅ܽ݃ሼܣ,  ሽ is∗ܣ
a Volterra ܬ-selfadjoint operator, ܣሚ ∉ ሚܣ ሚ is not definitizable. Indeed, if we hadܣ ሻ , andܪሺܭ	 	∈  , ሻܪሺܭ	
then ܣሚ would have a basis system of eigenvectors in the sense of Riesz (see [64]), and if it were 
definitizable, then the system of its eigenvectors would be complete (see [64]). Either of these 
properties contradicts the fact that ܣሚis a Volterra operator. 

Example(5.1.7)[62]. ሺܦ	 ⊄ 	 ሺܭሺܪሻ	∪ ्ஶ,ଵଶሻሻ.	Now, let ܣ:	࣡	 → ࣡ be a positive completely continuous 
operator. Then 
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ሚܣ ൌ ቂ 0 ܫ
	ܣ 0	

ቃ																																																																																																					ሺ6ሻ 

is a ܬ-positive operator with a complete system of eigenvectors (see [64]), but in ࣢ there is no basis 
composed of these vectors: otherwise, we would have ܣሚ 	∈ 	्ஶ. Hence this operator does not belong to 
the class ሺܪሻ . Moreover, (6) gives an example of a definitizable (nonnegative) ܬ-selfadjoint operator 
for which there does not exist a decomposition of the form (1) such that, with respect to this 
decomposition, the operator ܣሚ would have a representation with a completely continuous corner, i.e., 
ሚܣ ∉ 	्ஶ,ଵଶ. The latter follows from the relation ܣሚ 	ൌ ଵܣ	 	൅	  ଶ , whereܣ	

ଵܣ	 		ൌ ቂ0		 0
ܣ 0

ቃ,																		 ଶܣ	 	ൌ ቂ0	 ܫ
0 0

ቃ	

ଵܣ	 	∈ ्ஶ,	 	ܣଶ  is a ܬ-nonnegative operator, and ܣଶ
ଶ 	ൌ 	0. If there were a decomposition of the form 

(1) such that A had a completely continuous corner, then 	ܣଶ would also have a completely continuous 
corner with respect to the same decomposition. In this case, we see that ܣଶ

ଶ 	ൌ 	0 and the operator 	ܣଶ is 
completely continuous, which contradicts the fact that ࣡ is infinite-dimensional. 

Example(5.1.8)[62] ሺܪ	 ⊄  ሚ can be found rather easily: one can considerܣ ሻ. The desired example ofܦ	
a block-operator matrix ܣሚ 	ൌ 	 ሼ	ܣଵ,  ଶሽ diagonal with respect to (1), with completely continuousܣ	
selfadjoint cyclic operators 	ܣଵ and 	ܣଶ , whose eigenvalues are nonzero and alternate. However, in this 
case, ࣥ can be easily represented as a direct orthogonal sum of two			ܣሚ-invariant Krein subspaces such 
that the restrictions of operator ܣሚ	to these subspaces are definitizable operators; moreover, these 
subspaces can be chosen as Pontryagin spaces. Thus, studying ܣሚ is reduced to studying definitizable 
operators or operators in Pontryagin spaces, respectively. 

We modify this example and present an operator ܣሚ for which it is impossible to perform a 
similar reduction to definitizable operators or, in particular, to operators in a Pontryagin space. 

Let ߝ ൌ  ሼ݁ሽ be a one-dimensional space, and let ࣡ be a separable infinite-dimensional spaceܵܮ	
 :space-ܬ We form the Krein space ࣥ as the following .(means the linear span ܵܮ)

ࣥ ൌ 	ߝ		 ⊕ ࣡	 ⊕ ࣡	 ⊕ 	ሺ7ሻ																																																																																													ߝ	

with the operator 

	ܬ ൌ ቎

0 0 0 1
0 ܫ 0 0
0
0

0
0

െܫ 0
0 0

቏.																																																																																									ሺ8ሻ	

Let ሼ ௡݂ሽ	ܽ݊݀	ሼ݃௡ሽ be orthonormal bases in ࣡. We set 

݂	 ൌ ෍
1
2݊

ஶ

௡ୀଵ

௡݂		ܽ݊݀			݃	 ൌ ෍
1

2݊ െ 1

ஶ

௡ୀଵ

݃௡.	

The operators 

ଶଶܣ 	ൌ ෍
1
2݊

ஶ

௡ୀଵ

ሺ	. , ௡݂ሻ ௡݂	ܽ݊݀	ܣଷଷ 	ൌ ෍
1

2݊ െ 1

ஶ

௡ୀଵ

ሺ. , ݃௡ሻ݃௡ 

are completely continuous and selfadjoint,	݂	 ∉  ଶଶ, andܣ		݊ܽݎ

 ݃	 ∉  : as a block-operator 4 × 4 matrix with respect to (7)	ሚܣ ଷଷ . We define the operatorܣ	݊ܽݎ	

ሚܣ 	ൌ ൦

0 ଵଶܣ ଵଷܣ 0
0 ଶଶܣ 0 ଵଶܣ

∗

0
0

0
0

ଷଷܣ െܣଵଷ
∗

0 0

൪,																																																																													ሺ9ሻ 
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where ܣଵଶ 	ൌ 	 ሺ. , ݂ሻ݁					ܽ݊݀	ܣଵଷ 	ൌ 	 ሺ. , ݃ሻ݁ . The operator ܣሚ thus defined is completely continuous and 
 and cannot be decomposed in a finite sum ,ܪ in (8), belongs to the class ܬ selfadjoint with respect to-ܬ
of definitizable operators. 

Example(5.1.9)[62]. ሺܦ఑ା ് .ሻሻܪሺܭ	 ሼ݁௞ሽ௞ୀିஶ	ݐ݁ܮ
ஶ 		∪ 	 ሼ݃଴ሽ be an orthonormal basis in the Hilbert 

spaceࣥ. We set 

௞݁ܬ 	ൌ 	 ݁௞, ௞ି݁ܬ 	ൌ 	െ݁௞, ݇ ൌ 	1, 2, . . . , ଴݁ܬ 	ൌ 	݃଴, ଴݃ܬ 	ൌ 	 ݁଴	,	

	ݔ௞ܣ ൌ 	 ݁௞ሾݔ, ݁଴ሿ ൅	݁଴ሾݔ, ݁௞ሿ, 	ݔ	݁ݎ݄݁ݓ ∈ 	࣢, േ݇	 ൌ 	1, 2, . . .. 

The operator family ሼܣ௞ሽേ	௞ୀଵ
ஶ  belongs to the class ܦଵ

ା , but does not belong to the class ܭሺܪሻ . Indeed, 
all operators from ሼܣ௞ሽേ	௞ୀଵ

ஶ  are ܬ-selfadjoint, the subspace ࣦା 	ൌ ሼ݁௞ሽ௞ୀ଴ܵܮܥ	
ஶ 	(from now on, ܵܮܥ 

means the closed linear span) is invariant with respect to ሼܣ௞ሽേ	௞ୀଵ
ஶ  , and ࣦା 	∈ 	ैା ∩ ݄ା . 

Moreover, ݀݅݉ሺࣦା 	∩	ࣦା
ሾୄሿ		ሻ 	ൌ 	1 so that ሼܣ௞ሽേ	௞ୀଵ

ஶ ∈ ଵܦ
ା	. Next, the linear hull spanned by the vector 

݁଴ is the common kernel of the family ሼܣ௞ሽേ	௞ୀଵ
ஶ  . We assume that a ܬ-selfadjoint operator ܤ commutes 

with ሼܣ௞ሽേ	௞ୀଵ
ஶ  . Then the vector ݁଴ is an eigenvector for ܤ. Without loss of generality, we can assume 

that ݁ܤ଴ 	ൌ 	0. In this case, we have ݃ܤ଴ 	∈ ሼ݁௞ሽ௞ୀିஶܵܮܥ	
ஶ . 

Let us find ݁௞	݂ݎ݋	 േ ݇	 ൌ 	1, 2, . .. : we obtain ݁ܤ௞ ൌ ௞݃଴ܣܤ ൌ ଴݃ܤ௞ܣ ൌ  ௞݁଴ . This impliesߚ
the following representation of the operator :	ݔܤ	 ൌ 	 ሾݔ, ሿ݁଴ݖ 	൅	 ሾݔ, ݁଴ሿݖ	 ൅ ,ݔሾߦ	 ݁଴ሿ݁଴ , where 

	ݖ ൌ ∑ ௞݁௞ߛ
ஶ
௞ୀିஶ,௞_ୀ଴ , . But the rank of indefiniteness of the kernel of this operator is infinite, and 

hence we have ܤ	 ∉  .ܪ	

In what follows, we show that, for a finite family of commuting operators, the fact that this 
family belongs to the class ܦ఑ା implies that it belongs to ሺܪሻ . 

Theorem(5.1.10)[62]. Let ॏ	 ൌ 	 ሼܣ௝ሽ௝
௠ 	ൌ 1 be a finite family of bounded pairwise commuting ܬ-

selfadjoint operators in a Krein space. Then the conditions  ॏ ∈ ॏ	ܽ݊݀	఑ାܦ	 ∈  .ሻ are equivalentܪሺܭ	

Proof. The statement ॏ ∈ ሻܪሺܭ	 	⇒ 	ॏ ∈ ∋ ఑ା follows from [64]. Let us prove thatܦ ఑ାܦ	 	⇒ 	ॏ	 ∈
 commuting with each ܪ selfadjoint operator ܺ of class-ܬ ሻ . We show that there exists a boundedܪሺܭ	
of the operators ܣ௝	, ݆	 ൌ 	1, . . . , ݇. By the definition of the class ܦ఑ା , for the family ॏ, there exist 
invariant subspaces ࣦേ 	∈ 	ैേ such that ࣦାሾ٣ሿࣦି and 

ࣦേ 	ൌ 	ࣦ଴ 	⊕ ࣦേ,																																																																																																				ሺ10ሻ	

where ࣦ଴ is a finite-dimensional neutral subspace and ࣦേare uniformly definite subspaces. Without 
loss of generality, we assume that ࣦേ 	⊂ 	ࣥേ , where ࣥേ	are components of (1). By ࣥ we denote the 
angular operator of the subspace ࣦା	, ݅. ݁. , ାࣥ	:ࣥ	݁ݒ݄ܽ	݁ݓ 	→ 	ࣥି	, ‖ࣥ‖ 		൑ 	1, and ࣦା 	ൌ 	 ሼݔ	 ൌ

ାݔ	 	൅ ∋	൅ݔ	|	ାݔܭ	 	ࣥାሽ.			ݐ݁ܮ	ܣ௝	 ൌ 	 ฮܣ௝௜௞ฮ୧,୩ୀଵ
ଶ

 be the matrix representation of the operators ܣ௝	, ݆	 ൌ

	1, . . . , ݉, with respect to (1). We shall seek the operator ܺ in the form of a	matrix 

ܺ	 ൌ ൤ ଵܺଵ		 ଵܺଶ
ܺଶଵ ܺଶଶ

൨																																																																																																		ሺ11ሻ	

whose components satisfy the following conditions: ଵܺଵ 	ൌ 	 ଵܺଵ
∗ 	, ܺଶଵ 	ൌ ܭ	 ଵܺଵ	, ଵܺଶ 	ൌ 	െܺଶଵ

∗ 	ൌ
െ ଵܺଵܭ∗,			ܽ݊݀	ܺଶଶ ൌ 	ܺଶଶ

∗ 	ൌ 	െܭ ଵܺଵܭ∗. Since we have  ࣦേ 	⊂ ࣥേ , the operator ܭ is finite-
dimensional and partially isometric. Hence it follows from representation (11) that ܺ	 ∈  if and only ܪ	
if ݀݅݉	݇݁ݎ ଵܺଵ	 ൏ 	∞. The ܣ௝	-invariantness of ࣦା is equivalent to the condition 

௝ଵଵܣܭ 	൅ 	ܭ௝ଵଶܣܭ	 െ	ܣ௝ଶଵ	 െ	ܣ௝ଶଶܭ	 ൌ 	0, ݆ ൌ 	1, . . . , ݉.																																									ሺ12ሻ	

It follows from (12) that ܺ	commutes with ܣ௝	 if and only if  ሺܣ௝ଵଵ 	൅ ሻܭ௝ଵଶܣܣ ଵܺଵ is a selfadjoint 
operator in ࣥା	 , which, in turn, is equivalent to the selfadjointness of the operator 

ሾሺܲା	|	ࣦାሻିଵሺܣ௝ଵଵ 	൅	ܣ௝ଵଶܭሻሺܲା	|	ࣦାሻሿሾሺܲା	|	ࣦାሻିଵ ଵܺଵሺܲା	|	ࣦାሻିଵ∗ሿ.																											ሺ13ሻ 

Since, by assumption, ࣦା is invariant with respect to ܣ௝	 and, by construction, invariant with respect to  
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ܺ, it follows from (13) and the relations 

ࣦା	|		௝ܣ 	ൌ 	 ሺܲା		|	ࣦାሻ െ 1ሺܣ௝ଵଵ 	൅ 	ࣦାሻ	|		ሻሺܲାܭ௝ଵଶܣ	

that the fact that ܣ௝	 and ܺ commute is equivalent to the existence of a selfadjoint operator ܻ ∶ 	 ࣦା 	→
	ࣦା	 with ݀݅݉	ܻ݇݁ݎ	 ൏ 	∞ such that 

	 ௝ܼܻ	 ൌ 	ܻ	 ௝ܼ
	݁ݎ݄݁ݓ					,	∗ ௝ܼ 	ൌ ,	|ࣦା	௝ܣ	 ݆	 ൌ 	1, . . . , ݉, ሺܻ	 ൌ ሺܲା	|	ࣦାሻିଵ ଵܺଵሺܲା	|	ࣦାሻିଵ∗ሻ . 

Let ௝ܼ ൌ 	 ฮ ௝ܼ௜௞ฮ௜,௞ୀଵ
ଶ

	be the matrix representation of the operator ௝ܼ with respect to the 

decomposition (10), ݆	 ൌ 	1, . . . , ݉. Then ௝ܼଶଵ	 ൌ 	0 and ௝ܼଶଶ	 is a selfadjoint operator. Suppose that 
ሺߪ ௝ܼଵଵሻ 	ൌ 	 ሼߣ௝௦ሽ௝	௦ୀଵ

௦ 	is the spectrum of the operator ௝ܼଵଵ	 , ଴ܲ is the orthoprojection from 

 ࣦା	݊݋	࣢଴ 	ൌ	∩ ሼܵܮሼ݇݁ݎሺ ௝ܼଶଶ	 	െ ௦ୀଵ	௝௦ሻሽߣ	
௦ ሽ௝ୀଵ

௠ , and ࣧ is the minimal subspace containing 
ሼܵܮ ଴ܲ ௝ܼଵଶ

∗ ࣦ଴ሽ௝ୀଵ
௠  and invariant with respect to  ௝ܼଶଶ	, ݆	 ൌ 	1, . . . , ݉. Hence ݀݅݉ࣧ ൏ 	∞, the subspace 

࣢଴	 is invariant with respect to all operators ௝ܼଶଶ , and there exists a decomposition 

ࣦା ൌ ࣢଴ 	⊕࣢ଵ 	⊕ …	⊕࣢௠,			 ௝ܼଶଶ࣢௞ ⊂ 	࣢௞, ݆,			݇ ൌ 	1, . . . , ݉,																																	ሺ14ሻ	

such that  

൫ߪ ௝ܼଵଵ 	∩ ௣൫ߪ	 ௝ܼଶଶ	ห࣢௝൯ ൌ 	∅, ݆ ൌ 	1, . . . , ݉,																																																											ሺ15ሻ	

where the symbol ߪ௣ denotes the set of eigenvalues of the corresponding operator. Let ܻ	 ൌ ‖ܻ݅݇‖௜,௞ୀଵ
ଶ  

be the matrix representation of the desired operator  . Then ௝ܼܻ is a selfadjoint operator if and only if 
the following relations hold: 

ሺ݅ሻ	 ௝ܼଵଵ ଵܻଵ 	൅	 ௝ܼଵଶܻ	ଵଶ	
∗ ൌ 	 ଵܻଵ ௝ܼଵଵ

∗ 	൅ 	 ଵܻଶ ௝ܼଵଶ
∗ 	;	

ሺ݅݅ሻ	 ଵܻଶ
∗ 	 ௝ܼଵଵ

∗ 	൅ 	 ଶܻଶ ௝ܼଵଶ
∗ 	ൌ 	 ௝ܼଶଶܻ	ଵଶ

∗ 	;	

ሺ݅݅݅ሻ	 ௝ܼଶଶ	 ൌ 	 ଶܻଶ ௝ܼଶଶ		.	

This allows us to construct ܻ	so that each of the subspaces in the decomposition (15) is invariant with 

respect to 	 ଶܻଶ. We set ܻ	 ൌ ∑ ௝ܻ
௠
௝ୀ଴ 		, where ௝ܻ ൌ ฮ ௝ܻ௜௞ฮ௜,௞ୀଵ

ଶ	
 satisfy conditions (i)– (iii) and ௝ܻଶଶ|࣢௞ ൌ

݆	ݎ݋݂ 0 ് ݇	, j , ݇	 ൌ 	1, . . . , ݉. If we choose the operators ௝ܻଶଶ so that ݀݅݉	݇݁ݎ	 ௝ܻଶଶ|࣢௝ 	൏ 	∞, then the 
operator ܻ thus constructed is the desired operator. 

        We define the operators ௝ܻ 	, ݆	 ൌ 	0, 1, . . . , ݉, as follows:	 ଴ܻ:	 ଴ܻଵଵ 	ൌ 	0, ଴ܻଵଶ ൌ 	0, ܽ݊݀	 ଴ܻଶଶ is the 
orthoprojection in ࣢଴ on ࣧୄ ; and ௝ܻ , ݆	 ൌ 	1, . . . , ݉. 	෩ܼ௝		ݐ݁ܮ ൌ ∏ ሺ ௝ܼ െ ௝௦ሻሺߣ ௝ܼ െ ௝௦ሻߣ̅

௦
௝௦ୀଵ 	, and let 

	෩ܼ௝	 ൌ ฮ	෩ܼ௝௜௞	ฮ௜,௞ୀଵ
ଶ

 be its matrix representation with respect to (5.1.10). We set 

௝ܻଵଵ	 ൌ 	 	෩ܼ௝ଵଶ		෩ܼ௝ଵଶ
∗ 	,						 ௝ܻଵଶ 	ൌ 		 	෩ܼ௝ଵଶ				෩ܼ௝ଶଶ		, ௝ܻଶଵ 	ൌ 	ܻ	௝ଵଶ

∗ ,	 

ܽ݊݀		 ௝ܻଶଶ 	ൌ 	 	෩ܼ௝ଶଶ		, ݆	 ൌ 	1, . . . , ݉.	 

Definitizable operators and operators of class	ܭሺܪሻ have several similar properties. In 
particular, if a ܬ-selfadjoint operator belongs to at least one of these classes, then the spectral function 
of this operator has a finite set of spectral singularities. The character of these singularities is different 
in the two cases mentioned above. Therefore, it is natural to study the spectral singularities of operators 
contained simultaneously in both classes. 

In what follows, in the statement of  Theorem (5.1.13) and in its proof, we shall use the 
standard terminology concerning the ܬ-spectral function of a definitizable operator and its critical 
points [68] (see also [64]). 

The fact that an operator of class ܭሺܪሻ has a spectral function was first announced as an 
exercise in [64]. We present the corresponding result in the form used in a detailed proof in [69]. 

Proposition (5.1.11)[62]. Let the spectrum of a ܬ-selfadjoint operator ܣ	 ∈   ఑ା be real,and let theܦ	
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subspace ࣦା corresponding to Definition (5.1.5) be invariant with respect to ܣ. Then the operator ܣ has 
spectral function ܧఒ	with a finite set ߉	 ⊂ 	Թ of spectral singularities and 

(a) ܧఒ 	∈ 	ߣ	ݕ݊ܽ	ݎ݋݂	ܣ݈݃ܣ	 ∈ 	Թ\	߉, ாሺ௱ሻࣥ൯	|ܣ൫ߪ ⊂ ഥ	߂	 	߂	ݕ݊ܽ	ݎ݋݂	 ∈ 	࣬௸	, ሺԹሻܧ	݀݊ܽ 	ൌ  ;	ܫ	

(b)	݂݅	߂	 ∈ 	߂	݀݊ܽ		௸࣬ ∩ 	߉	 ൌ 	∅, 	ሻࣥ߂ሺܧ	݄݊݁ݐ ൌ ௱ࣥ
ା	ሾ൅ሿ ௱ࣥ

ି	, ܣ ௱ࣥ
ା ⊂

	 ௱ࣥ
ା	, ܣ ௱ࣥ

ି	 ௱ࣥ
ି	, ௱ࣥ

ା		ܧሺ߂ሻࣦା	is	a	uniformly	positive	subspace, and	 ୼ࣥ
ି	is	a	uniformly	negative 

	subspaceሺeach	of	the	subspaces	 ୼ࣥ
ାand	ࣥ୼

ି	can	degenerate	into	ሼ0ሽሻ; 

(c) ݂݅	߂	 ∈ 	߂	݀݊ܽ௸࣬	 ∩ ߉	 ് 	∅, ሻሺࣦା߂ሺܧ	݄݊݁ݐ 	∩ ࣦା
ሾୄሿ	ሻ ് ሼ0ሽ,	

where ܣ݈݃ܣ is the minimal weakly closed algebra generated by ܣ and containing the identity, and  ࣬௸ 
is the system of all Borel subsets of the real axis for which none of the points from ߉ can be a tangency 
point,although such point can be inner. 

Theorem(5.1.12)[62]. For a ܬ-selfadjoint operator ܣ	 ∈ ሻ with invariant subspaces ࣦേܪሺܭ	 	∈
	ैേ	ܽ݊݀	ࣦାሾ٣ሿࣦି to be definitizable,it is necessary and sufficient that there exist a finite set 
ሼߤ௞ሽ௞ୀଵ

௠ ⊂ 	Թ of points such that the intervals ሺെ∞, ,	ଵሻߤ ሺߤଵ, ,	ଶሻߤ . . . , ሺߤ௠,∞ሻ consist of definite-type 
points of the ܬ-spectral function ܧ of the operator ܣ. 

Proof. The necessity follows from the general theory of definitizable operators [68]. Sufficiency. If a ܬ-
selfadjoint operator ܣ	 ∈  ሻ has a nonreal spectrum, then the latter consists of finitely manyܪሺܭ	
eigenvalues of finite multiplicity [64]. Let ሼߣ௝	, ୀଵ	௝ሽ௝ߣ̅

௦ 	be the set of nonreal eigenvalues of the operator 
 if they exist. We introduce the notation ܣ

ଵࣥ 	ൌ ෍ࣦఒೕ	ሺܣሻ 	൅ ࣦఒഥೕ	ሺܣሻ

௦

௝ୀଵ

,	

where ࣦఒೕ	ሺܣሻ and ࣦఒഥೕ	ሺܣሻ are the root linear manifolds corresponding to ߣ௝and ̅ߣ௝ , respectively, 

݆	 ൌ 	1, . . . , ,ݏ ଶࣥ 	ൌ 	 ଵࣥ	
ሾୄሿ. Then the subspaces ଵࣥ and ଶࣥ	 are invariant with respect to ܣ and ܭ	 ൌ

ଵࣥሾ∔ሿ	 ଶࣥ	. We write ܣ௝ 	ൌ 	|	ܣ	 ௝ࣥ 	, ݆	 ൌ 	1, 2. The operator ܣଶ has the same properties as the operator 
 ݌ and the additional property that its spectrum is real. This implies the existence of a polynomial ܣ
such that its set of zeros contains the sets ሼߣ௝	, ୀଵ	௝ሽ௝ߣ̅

௦ 	ܽ݊݀	ሼߤ௞ሽ௞ୀଵ
௠  and the operator ܤ ∶ൌ  ሻ has theܣሺ݌	

property that the negative half-axis contains points of negative type and the positive half-axis contains 
points of positive type. Since the lengths of  Jordan chains of the operator ܣ are uniformly bounded 
[64], it follows that we can choose ݌ so that	ࣦ଴ሺܤሻ 	ൌ  By assumption, the subspaces ࣦേ are .ܤݎ݁݇	
invariant with respect to ܣ and hence with respect to B. We set 	ࣦ଴ 	ൌ ࣦା 	∩ ࣦି. Then 

ࣥ ൌ	ࣦ଴ 	∔ ࣦା ∔	ࣦି 	∔ 	ሺ16ሻ																																																																															,	଴ࣦܬ	

where ࣦേ are uniformly definite components of the decomposition of the subspaces ࣦା. Withrespect to 
(16), the operator ܤ is represented by the matrix 

ܤ ൌ ൦

0 ଵଶܤ ଵଷܤ ଵସܤ
0 ଶଶܤ 0 ଶସܤ				
0
0

0
0
			

ଷଷܤ ଷସܤ
0								 0

൪ 

Since ࣦା is a uniformly positive subspace and ࣦି is a uniformly negative subspace, we have ሺܤଶଶሻ 	∈
	ሾ0,∞ሻ	ܽ݊݀	ߪሺܤଷଷሻ 	∈ 	 ሺെ∞, 0ሿ . This implies that the operator ܤ is a finite-dimensional perturbation 
of the ܬ-nonnegative operator 

ଵܤ ൌ ൦

0 0 0 			0
0 ଶଶܤ 0 				0
0
0

0
0
			

ଷଷܤ 0
0			 0

൪ 

In view of [70], the operator ܤ, as well as the operator ܣ, is definitizable.  
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Now, we consider the difference between the spectral function of an operator of class ܪ and the 
spectral function of an operator of class ܦ఑ା . First of all, we note the following assertion. 

Proposition(5.1.13)[62]. Let ܣ	 ∈  selfadjoint operator. Then to all its real eigenvalues, except-ܬ be a ܪ	
possibly finite many, there correspond uniformly definite eigensubspaces, and the eigensubspaces 
corresponding toexceptional eigenvalues are regular or pseudoregular and have a finite rank of 
indefiniteness and a finite-dimensional isotropic part. 

Remark(5.1.14)[62]. Let ܧఒ be the spectral function of a ܬ-selfadjoint operator 	ܣ ∈  function ܣ . ఑ାܦ	
݂ሺߣሻ defined on the set ܵ݌݌ݑሺܧሻ	\	߉  is said to be ܧ-measurable if it is measurable with respect to any 
Lebesgue–Stieltjes measure ߤఙ determined by a function of the form ߪሺߣሻ 	ൌ 	 ሾܧఒݔ,  ,	ሿݔ

	ݔ ∈ 	 ෩ࣥ 	ൌ ܮܥ	 ௱ܵ∈࣬೰,௱∩௸ୀ∅ܧሺ߂ሻࣥ,																																																																																ሺ17ሻ	

first defined on ܵ݌݌ݑሺܧሻ	\	߉ and then extended continuously to points from ߉. If the space ࣥ is 
separable, then the measurability of a function with respect to the above set of  Lebesgue–Stieltjes 
measures can be replaced by its measurability with respect to the unique measure ߤఙ specified by the 
function ߪሺߣሻ 	ൌ 	 ሾܧఒݔ,  . ݕ	݀݊ܽ	ݔ  determined by several specially chosen vectors	ሿݕ

Proof. Indeed, in the quotient space 	 ෩ࣥ ൌ 		 ෩ࣥ 	/ሺ		 ෩ࣥ 	∩ 		 ෩ࣥ ሾୄሿሻ	, a ܬ-selfadjoint operator	ܣ	 ∈  ఑ାܦ	
generates an operator ܣመ, which is selfadjoint with respect to an appropriately chosen canonical inner 
product, and ߪ௣ሺܣሻ ∩ ߉ ൌ ∅. For more details, see, for example, [71]. For our purposes, it is expedient 
to choose the above vectors in the following special way. We set  

෩ࣥା ൌ ܮܥ	 ௱ܵ∈࣬೰,௱∩௸ୀ∅ሼࣥାሺ߂ሻሽ, ෩ࣥି ൌ ܮܥ	 ௱ܵ∈࣬೰,௱∩௸ୀ∅ሼࣥିሺ߂ሻሽ,																																			ሺ18ሻ	

where ࣥାሺ߂ሻ and ࣥିሺ߂ሻ are chosen in accordance with conditions (a)–(c) in Proposition (5.1.11). 
Then there is a vector ݔା 	∈ ෩ࣥା such that the measurability of the set ܺ	 ⊂ 	Թ	\	߉ with respect to the 
measure ߤఙା , where ߪାሺߣሻ 	ൌ 	 ሾܧఒݔା,  ܺ with respect to the measure	 ାሿ , implies the measurability ofݔ
ሻߣሺߪ  ఙ , whereߤ 	ൌ 	 ሾܧఒݕ, 	ݕ ሿ for anyݕ ∈ 	 ෩ࣥା ; and a similar vector ିݔ belongs to ෩ࣥି. The desired 
vectors ݔ and ݕ , which completely describe ܧఒ-measurability, can now be chosen in the form 

	ݔ ൌ 	 ାݔ 	൅	,ିݔ								ݕ ൌ 	 ାݔ 	െ	ିݔ.																																																																														ሺ19ሻ	

It follows from Example (5.1.8) that operators of the class ܪ are, in general, not definitizable, 
but the next theorem shows that the operators of class ܪ are in some sense similar to definitizable 
operators. 

Theorem(5.1.15)[62]. Suppose that the space ࣥ is separable, ܣ	 ∈  ఒ isܧ ,selfadjoint operator-ܬ is a ܪ	
its spectral function with the set of critical points Λ. Then there exists a finite set ߉መ ⊂ 	Թ, 	߉ ⊂  , and	መ߉
,ఒ-measurable sets ܺାܧ ܺି 	⊂ 	ܴ, ܺା 	∩ ܺି 	ൌ 	∅	ܽ݊݀	ܺା 	∪ ܺି 	ൌ Թ\߉መ ,such that,for any interval 
Δ ∈ ௸ܤ	 	∩ 	Թ,e ach of the subspaces 

	߂ሺܧ ∩ 	ܺାሻࣥ						ܽ݊݀					ܧሺ߂	 ∩	ܺିሻࣥ																																																														ሺ20ሻ	

either degenerates into ሼ0ሽ or is, respectively, positive or negative. 

Proof. We construct the set			߉መ by adding to ߉௔	ఒ	 	 ∈ 	   ሻ for which the corresponding eigensubspaceܣ௣ሺߪ

is indefinite. By Proposition (5.1.13), the set ߉መ is finite. To simplify the calculations, we assume that 
	߉ ൌ  መand, under the above assumption, show that the measures generated by the functions߉	

ሻߣାሺߪ	 ൌ 	 ሾܧఒݔା, ሻߣሺିߪ								݀݊ܽ					ାሿݔ ൌ 	െሾܧఒିݔ,  ሿିݔ

൫ݔା	ܽ݊݀	ିݔ	݁ݎܽ	݄݁ݐ	݁݉ܽݏ	ݏܽ	݅݊	ሺ19ሻ൯ are mutually singular. First, we note that, according to the 
above assumption, the atomic components of these measures are mutually singular; hence we can 
assume that the functions ߪାሺߣሻ and ିߪሺߣሻ ൌ	 are continuous.	

In view of Remark (5.1.14) and the decomposition (19), we have  ߪሺߣሻ 	ൌ ሻߣାሺߪ ൅  ሻ , andߣሺିߪ
hence ߤఙା ≺ ఙିߤ					݀݊ܽ				ఙߤ	 	≺  ሺ≺ is the symbol of measure subordination), which implies	ߪߤ	
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ሻߣାሺߪ 	ൌ නߩାሺ߬	ሻ݀ߪሺ߬	ሻ

ఒ

ିஶ

				 , ሻߣሺିߪ ൌ නିߩሺ߬	ሻ݀ߪሺ߬	ሻ

ఒ

ିஶ

 ,ሻ	ሺ߬ߪ݀	

and ߩାሺ߬	ሻ, ሻ	ሺ߬ିߩ 	 ∈ 	 ሾ0	; 	1ሿ for any ߬ ∈ Թ. We set ܻ	 ൌ 	 ሼ߬ ∶ ሻ	ାሺ߬ߩ 	് ሻ	ሺ߬ିߩ ,0	 	് 	0ሽ. The 
statement of  the theorem will be showed if we obtain  ߤఙܻ	 ൌ 0. We assume the contrary, i.e., we 
assume that ߤఙܻ ് 	0, and introduce the following two functions: 

ା݂ሺݐሻ ൌ ൞ ቆ
ሻ	ାሺ߬ߩ 	൅	ିߩሺ߬	ሻ

ሻ	ାሺ߬ߩ
ቇ

ଵ
ଶൗ

	ݐ	ݎ݋݂																					0 ∉ 	ܻ		,				

	ݐ	ݎ݋݂				 ∈ 	ܻ	, 

݂ି ሺݐሻ ൌ ൞ ቆ
ሻ	ାሺ߬ߩ 	൅	ିߩሺ߬	ሻ

ሻ	ሺ߬ିߩ
ቇ

ଵ
ଶൗ

	ݐ	ݎ݋݂																					0 ∉ 	ܻ		,				

	ݐ	ݎ݋݂				 ∈ 	ܻ	, 

Now, we fix an interval 	⊂ 	Թ, 	߂ ∈ 	ఙሺܻߤ for which , ௸ܤ	 ∩ ሻ߂	 	് 	0, and set 

ାݕ 	ൌ න ା݂ሺݐሻ	݀ܧ௧ݔା
௱

, ݕି 	ൌ න ݂ି ሺݐሻ	݀ܧ௧ିݔ
௱

.	

Suppose that ߂ଵ 	⊂ ௱భݖ					݀݊ܽ				߂ 	ൌ ାݕଵሻሺ߂ሺܧ	 	൅ ݕି ሻ . Then we have 

,	௱భݖൣ ௱భ൧ݖ ൌ න ା݂
ଶሺݐሻ݀ߪାሺݐሻ

௱భ

	െ න ݂ିଶሺݐሻ݀ିߪሺݐሻ ൌ
௱భ

න ൫ߩାሺݐሻ ൅ ሻ൯ݐሺିߩ
௱భ∩ೊ

ሻݐሺߪ݀

െ න ൫ߩାሺݐሻ ൅ ሻ൯ݐሺିߩ
௱భ∩ೊ

ሻݐሺߪ݀ 	ൌ 	0.	

We set ࣦ ൌ ܮܥ	 ௱ܵ⊂௱భሼݖ௱భሽ. It is clear that ࣦ is a neutral subspace. And since ߤఙሺܻ	 ∩ ሻ߂	 ് 	0 and the 
set ܻ	 ∩  is an infinite-dimensional subspace. So, the ܮ is free of atomic measure, it follows that ߂
operator A has an infinite-dimensional neutral invariant subspace; but this is impossibleby the 
definition of the class ܪ. 

  

Section (5.2): Krein Spaces and Frames  
Frame theory for Hilbert spaces has been thoroughly developed; see, [40,41,42,43]. For a fixed 

Hilbert space ሺ࣢, ,	ۦ ۧሻ, a frame for ࣢ is family of vectors ܨ	 ൌ 	 ሼ ௜݂ሽ௜ఢூ in ࣢ which satisfies the 
inequalities 

ଶ‖݂‖ܣ 	൑෍|〈݂, ௜݂〉|ଶ

௜∈ூ

൑ ݂	every	for			,	ଶ‖݂‖ܤ ∈ ࣢	,																																											ሺ21ሻ 

for positive constants 0 ൑ 	ܣ	 ൑ ܵ  The (bounded, linear) operator .ܤ	 ∶ 	࣢	 → 	࣢ defined by 

݂ܵ ൌ෍〈݂, ௜݂〉 ௜݂				, ݂ ∈ ࣢
௜∈ூ

																																																																				ሺ22ሻ 

 
is known as the frame operator associated to ࣠ . The inequalities in (21) imply that ܵ is a (positive) 
boundedly invertible operator, and it allows to reconstruct each vector ݂ ∈ ࣢ in terms of the family ࣠ 
as follows: 
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݂ ൌ෍〈݂, ܵିଵ ௜݂〉 ௜݂ 	ൌ ෍〈݂, ௜݂〉ܵିଵ ௜݂		
௜∈ூ௜∈ூ

																																																																ሺ23ሻ 

The above formula is known as the reconstruction formula associated to	࣠. Notice that if ࣠ is a 
Parseval frame, i.e. if ܵ	 ൌ  ݂ then the reconstruction formula resembles the Fourier series of ,ܫ	
associated to an orthonormal basis ࣜ ൌ ሼܾ௞ሽ௞∈௄  of ࣢ : 

݂ ൌ ෍〈݂, ܾ௞〉ܾ௞		,
௞∈௄

 

but the frame coefficients ሼۦ	݂	, ௜݂	ۧሽ௜∈ூ			given by ࣠  allow to reconstruct ݂ even when some of these 
coefficients are missing. Indeed, each vector ݂ ∈ ࣢ may admit several reconstructions in terms of the 
frame coefficients as a consequence of the redundancy of ࣠. These are some of the advantages of 
frames over bases in signal processing applications, when noisy channels are involved; e.g., see 
[44,45,46]. 

Given a Krein space ሺ࣢, ሾ	, ሿሻ with fundamental symmetry ܬ, a ܬ -orthonormalized system is a 
family ࣟ ൌ ሼ݁௜ሽ௜∈ூ such that  ൣ݁௜, ௝݁൧ ൌ േߜ௜௝		, ,݅	ݎ݋݂ ݆ ∈ -ܬ orthonormal basis is a-ܬ A . ܫ
orthonormalized system which is also a Schauder basis for ࣢. If ࣟ ൌ ሼ݁௜ሽ௜∈ூ is a ܬ-orthonormal basis of 
࣢ then the vectors in ࣢ can be represented as follows: 

݂ ൌ෍ߪ௜ሾ݂, ݁௜ሿ݁௜	, ݂ ∈
௜∈ூ

࣢,																																																																													ሺ24ሻ 

whereߪ௜ ൌ ሾ݁௜, ݁௜ሿ ൌ േ1 . 
-ܬ orthonormalized systems are intimately related to the notion of dual pair. In fact, each-ܬ
orthonormalized system generates a dual pair, i.e. a pair ሺࣦା, ࣦିሻ of subspaces of ࣢ such that ࣦା is ܬ-
nonnegative, ࣦି	  is ܬ-nonpositive and ࣦା is ܬ-orthogonal to ࣦି, i.e. ሾࣦା, ࣦିሻ		ሿ 	ൌ 	0. Moreover, if ࣟ is 
a ܬ-orthonormal basis of ࣢, the dual pair associated to ࣟ is maximal  and the subspaces ࣦା and ࣦି are 
uniformly ܬ-definite, see [47]. Therefore the dual pair ሺࣦା, ࣦିሻ is a fundamental decomposition of ࣢. 
Notice that, considering the Hilbert space structure induced by the above fundamental decomposition, 
the ܬ-orthonormal basis ࣟ turns out to be an orthonormal basis in the associated Hilbert space. 
Therefore, each ܬ-orthonormal basis can be realized as an orthonormal basis of ࣢. 

Given a pair of maximal uniformly ܬ-definite subspaces ାࣧ  and	 ିࣧ  of a Krein space	࣢, 
where	 ାࣧ is ܬ-positive and  ିࣧ  is ܬ-negative, if  േ݂ ൌ ሼ ௜݂ሽ௜∈ூേ  is a frame for the Hilbert space 
ሺ േࣧ, േሾ	, ሿሻ, it is easy to see that 

࣠ ൌ ࣠ା ∪ ࣠ି  , 
is a frame for ࣢, which produces an indefinite reconstruction formula: 

݂ ൌ෍ߪ௜ሾ݂, ݃௜ሿ ௜݂ ൌ ෍ߪ௜ሾ݂, ݃௜ሿ ௜݂ 	, ݂ ∈ ࣢
௜∈ூ௜∈ூ

																																																								ሺ25ሻ 

where ߪ	௜ ൌ 	ሾ݊݃ݏ	 ௜݂, ௜݂ 	ሿ and ሼ݃௜ሽ௜∈ூ݅ ∈  .(see Example (5.2.10)) ࣢ is some (equivalent) frame for ܫ
The aim of this work is to introduce and characterize a particular family of frames for a Krein 

space (࣢, ሾ	, ሿ) – hereafter called ܬ-frames – that are compatible with the indefinite inner product ሾ	, ሿ , 
in the sense that an indefinite reconstruction formula as in (25) holds (see Proposition (5.2.25)). 

Some different approaches to frames for Krein spaces and indefinite reconstruction formulas are 
developed in [48,49], respectively. As it will be seen along this work, neither of the definitions below is 
comparable with the ܬ-frame concept  introduced here. 

In [49], the authors studied when a set of vectors ሼ߶௝ሽ௝ఢூ in a Hilbert spaceH can be scaled to 
obtain a tight frame ሼߙ௝߶௝ሽ௝ఢூ , and hence a representation of the form 

݂ ൌ෍ ௝ܿ〈݂, ߰௝〉߶௝
௝ఢூ

			 , ݂߳࣢																																																																							ሺ26ሻ 
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It turns out that representations as in (26) can exist even when some of the ௝ܿ’s are negative, and these 
correspond to what they call ‘‘signed frames’’. Indeed, a Bessel family ሼ߰௝ሽ௝ఢூin a Hilbert space ࣢ is 
called a signed frame with signature ߪ	 ൌ 	 ሺߪ௝ሻ	௝ఌூ, ௝ߪ 	 ∈ 	 ሼെ1, 1ሽ, if there exist ܣ, 	ܤ ൐ 	0 with 

ଶ‖݂‖ܣ ൑෍ߪ௝ห〈݂, ߰௝〉ห
ଶ
൑ 	࣢݂߳	ݕݎ݁ݒ݁	ݎ݋݂			ଶ‖݂‖ܤ

௝ఢூ

 

Then, each ݂߳࣢ can be represented as 

݂ ൌ෍ߪ௝〈݂, ߰௝〉߮௝ ൌ෍ߪ௝〈݂, ߮௝〉߰௝	,
௝ఢூ௝ఢூ

 

where ሼ߮௝ሽ௝ఢூ is the dual signed frame (see [49]). Observe that this idea can be interpreted as 
introducing an indefinite inner product (associated to the signature ߪ	 ൌ 	 ሺߪ௝ሻ௝∈ூ	 in ℓଶሺܫሻ). But the 
sampling space ࣢ does not need to be a Krein space. 

On the other hand, in [48] the authors consider Krein spaces as sampling spaces. They say that a 
family ሼ ௡݂ሽ௡∈ே of vectors in  ࣢ is a ‘‘frame for the Krein space (࣢, ሾ	, ሿ)’’ if there exist constants 
,ܣ 	ܤ ൐ 	0 such that 

ଶ‖݂‖ܣ ൑ ෍|ሾ݂, ௡݂ሿ|ଶ ൑ ௝‖݂‖ܤ
ଶ		,			݂ݎ݋	ݕݎ݁ݒ݁	࣢݂߳	

௡ఢே

 

 
where ∥	∥௃ stands for the norm of the associated Hilbert space	ሺ࣢, ,	ۦ ۧሻ. Then, they show that a family 
ሼ ௡݂ሽ௡∈ே in ࣢ is a ‘‘frame for the Krein space (࣢, ሾ	, ሿ)’’ if and only if it is a frame  for the Hilbert space 
ሺ࣢, ,	ۦ ۧሻ . This is the major difference between ܬ-frames and this concept, because there are frames for 
the associated Hilbert space ሺ࣢, ,	ۦ ۧሻ. 
which are not ܬ-frames for the Krein space (࣢, ሾ	, ሿ) (see Example (5.2.9)). 

The section is organized as follows: Section  contains some preliminaries results both in Krein 
spaces and in frame theory for Hilbert spaces, and presents the motivation and what is meant by a ܬ-
frame. Briefly, a ܬ-frame for the Krein space (࣢, ሾ	, ሿ) is a Bessel family ࣠ ൌ ሼ ௜݂ሽ௜ఢூ with synthesis 
operator ܶ ∶ 	 ℓଶሺܫሻ 	→ ࣢ such that the ranges of ାܶ ∶ൌ 	ܶܲି  and  ܶି ∶ൌ 	ܶሺ1 െ ାܲሻare maximal 
uniformly ܬ-positive and maximal uniformly ܬ-negative subspaces, respectively, where ܫା ൌ
ሼ݅ ∈ :ܫ ሾ ௜݂ , ௜݂ሿ ൐ 0ሽ and ାܲ is the orthogonal projection onto ℓଶሺܫାሻ  ,as a subspace of ℓଶሺܫሻ. It is 
immediate that ܬ-orthonormal bases are ܬ-frames, because they generate maximal dual pairs [78]. 

Also, if ࣠ is a ܬ-frame for ࣢, observe that ܴሺܶ	ሻ 	ൌ 	ܴሺ ାܶሻ 	൅ 	ܴሺܶି ) and recall that the sum of 
a maximal uniformly ܬ-positive and a maximal uniformly ܬ-negative subspace coincides with ࣢ [81]. 
Therefore, each ܬ-frame is in fact a frame for ࣢ in the Hilbert space sense. Moreover, it is shown that 
࣠ା ൌ ሼ ௜݂ሽ௜ఢூశ is a frame for the Hilbert space ሺܴሺ ାܶሻ	, ሾ	, ሿሻ and ࣠ି ൌ ሼ ௜݂ሽ௜ఢூ ூశ⁄   is a frame for 
ሺܴሺܶି ሻ	, െሾ	, ሿሻ, i.e. there exist constants ିܤ ൑ ି	ܣ	 ൏ 	0	 ൏ ାܣ	 	൑  ା such thatܤ	

,േሾ݂ܣ ݂ሿ ൑ ෍|ሾ݂, ௜݂ሿ|ଶ ൑ ,േሾ݂ܤ ݂ሿ								݂ݎ݋	ݕݎ݁ݒ݁			݂ ∈ ܴሺ േܶሻ
௜∈ூേ

																																		ሺ27ሻ 

The optimal constants satisfying the above inequalities can be characterized in terms of േܶ and the 
Gramian operators of their ranges. 

This section ends with a geometrical characterization of ܬ-frames, in terms of the (minimal) 
angles between the uniformly ܬ-definite subspace ܴሺ േܶሻ and the cone of neutral vectors of the Krein 
space. 

This Section is devoted to study the synthesis operators associated to ܬ-frames. Given a 
bounded operator ܶ ∶ 	 ℓଶሺܫሻ 	→ ࣢, it is described under which conditions ܶ is the synthesis operator of 
a ܬ-frame for the Krein space ࣢. 

And  the ܬ-frame operator is introduced. Given a ܬ-frame ࣠ ൌ ሼ ௜݂ሽ௜ఢூ, the ܬ-frame operator 
ܵ ∶ 	࣢	 → 	࣢ is defined by 
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݂ܵ ൌ෍ߪ௜ሾ݂, ௜݂ሿ
௜∈ூ

௜݂		, ݂ ∈ 	࣢	, 

where  ߪ௜ ൌ ,ሺሾ݂݊݃ݏ ௜݂ሿሻ .This operator resembles the frame operator for frames in Hilbert spaces (see 
(22)), and it has similar properties, in particular ܵ	 ൌ 	ܶܶା where ܶ ∶ 	 ℓଶሺܫሻ 	→ ࣢ is the synthesis 
operator of ࣠ and  ܶା denotes the ܬ-adjoint of ܶ (see Proposition (5.2.23)). Furthermore, each ܬ-frame 
࣠ ൌ ሼ ௜݂ሽ௜ఢூ determines an indefinite reconstruction formula, which depends on the ܬ-frame operator ܵ: 

݂ ൌ෍ߪ௜
௜∈ூ

ሾ݂, ܵିଵ ௜݂ሿ ௜݂ ൌ ෍ߪ௜
௜∈ூ

ሾ݂, ܵିଵ ௜݂ሿܵିଵ ௜݂	, ݂	ݕݎ݁ݒ݁	ݎ݋݂ ∈ 	࣢	.																								ሺ28ሻ 

In this case the family ሼܵିଵ ௜݂ሽ௜∈ூ turns out to be a ܬ-frame too. 
Finally, it will be shown that the ܬ-frame operator of a ܬ-frame ࣠ is intimately related to the 

projection ܳ	 ൌ 	ܲோሺ శ்ሻ//ோሺ ష்ሻ  determined by the decomposition ࣢	 ൌ 	ܴሺ ାܶሻ ൅ 	ܴሺܶି ሻ, see Theorem 
(5.2.26). 

Along this work ࣢ denotes a complex (separable) Hilbert space. If ࣥ is another Hilbert space 
then ܮሺ࣢,ࣥሻ is the algebra of bounded linear operators from ࣢ into ࣥ and ܮሺ࣢ሻ 	ൌ  ሺ࣢,࣢ሻ. Theܮ	
groups of linear invertible and unitary operators acting on ࣢ are denoted by ܮܩሺ࣢ሻ and ܷሺ࣢ሻ, 
respectively. Also,	ܮሺ࣢ሻା denotes the cone of positive semidefinite operators acting on ࣢ and 
ሺ࣢ሻାܮܩ 	ൌ ∩	ሺ࣢ሻܮܩ	  .ሺ࣢ሻାܮ	

If ܶ	 ∈ ∗	ܶ ሻ thenࣥ,ሺ࣢ܮ	 	 ∈  ሻ stands for its	࣢ሻ denotes the adjoint operator of  , ܴሺܶ,ሺࣥܮ	
range and ܰሺܶ	ሻ for its nullspace. Also, if ܶ	 ∈ ሻ  has closed range, ܶறࣥ,ሺ࣢ܮ	 	∈  ࣢ሻ denotes,ሺࣥܮ	
the Moore–Penrose inverse of  ܶ . 

Hereafter, ः ∔ ॅ denotes the direct sum of two (closed) subspaces ः and ॅ of ࣢. On the other 
hand,ः	 ⊕ 	ॅ stands for the (direct) orthogonal sum of them and ः	 ⊕ 	ॅ	 ∶ൌ 	ः	 ∩ 	ሺः	 ∩ ॅ	ሻୄ . The 
oblique projection onto ः along  , denoted by ःܲ//ॅ , is the unique projection with range ः and 
nullspace ॅ . In particular, ःܲ ≔ ܲः//ः఼ is the orthogonal projection onto ः. 

The following result due to Douglas [51], characterizes operator range inclusions. It is quite 
often used along the Section. 
Theorem (5.2.1)[39]. Given Hilbert spaces ࣢, ଵࣥ, ଶࣥ	 and operators	ܣ	 ∈ ሺܮ	 ଵࣥ,࣢ሻ and	ܤ	 ∈
ሺܮ	 ଶࣥ,࣢ሻ, the following conditions are equivalent: 
(i) the equation ܺܣ	 ൌ ሺܮ has a solution in ܤ	 ଶࣥ, ଵࣥሻ; 
(ii) ܴሺܤሻ 	⊆ 	ܴሺܣሻ; 
(iii) there exists ߣ	 ൐ 	0 such that ܤܤ	∗ ൑  .	∗ܣܣߣ	

In this case, there exists a unique ܦ	 ∈ ሺܮ	 ଶࣥ, ଵࣥሻ such that ܦܣ	 ൌ ሻܦand ܴሺ ܤ	 	⊆ 	ܴሺܣ ∗ሻ; 
moreover,	ܰሺܦሻ 	ൌ 	ܰሺܤሻ and ∥ ܦ ∥	ൌ 	݂݅݊ሼߣ	 ൐ 	0 ∶ ∗ܤܤ	 	൑  is called the ܦ	ሽ. The operator∗ܣܣߣ	
reduced solution of ܺܣ	 ൌ  .ܤ	
Corollary( 5.2.2)[39]. Let ܶ	 ∈ .ሺ࣢ሻାܮ	 ሻ	ሺܴܶ	݂ܫ 	ൌ 	ܴሺܶଵ ଶ⁄ 	ሻ, then ܴሺܶ	ሻ is closed. 

In what follows we present the standard notation and some basic results on Krein spaces. For a 
complete exposition on the subject see the books by Azizov and Iokhvidov [47] and Bognr [52] and the 
monographs by Ando [50] and by Dritschel and Rovnyak [53]. 

Given a Krein space (࣢, ሾ	, ሿ) with a fundamental decomposition ࣢	 ൌ 	࣢ା 	∔	࣢ି,	the direct 
(orthogonal) sum of the  Hilbert spaces (࣢ା, ሾ	, ሿ)  and (࣢ି,െሾ	, ሿ)is denoted by ሺ࣢, ,	ۦ ۧሻ. 

Observe that the indefinite metric and the inner product of ࣢ are related by means of a 
fundamental symmetry, i.e. a unitary selfadjoint operator ܬ	 ∈  :ሺ࣢ሻ which satisfiesܮ	

ሾ	ݔ, ሿ	ݕ 	ൌ 	 ,ݔܬ	ۦ ,	ۧ	ݕ ,ݔ 	ݕ ∈ 	࣢. 
If ࣢ and ࣥ are Krein spaces,  ሻ stands for the vector space of linear transformationsࣥ,ሺ࣢ܮ

which are bounded respect to the associated Hilbert spaces ሺ࣢, ,	ۦ ۧ࣢ሻ and ሺࣥ, ,	ۦ ۧࣥሻ. Given ܶ	 ∈
adjoint operator of ܶ is defined by ܶା-ܬ ሻ, theࣥ,ሺ࣢ܮ	 	ൌ 	 ܬࣥ	∗࣢ܶܬ , where ࣢ܬ and ࣥܬ  are the 
fundamental symmetries associated to	࣢ and ࣥ, respectively. An operator ܶ	 ∈  selfadjoint-ܬ ሺ࣢ሻ isܮ	
if ܶ	 ൌ 	ܶା. 
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A vector ݔ	 ∈ 	࣢ is ܬ-positive if ሾ	ݔ, ሿ	ݔ 	൐ 	0. A subspace ः of ࣢ is ܬ-positive if every ݔ	 ∈
	ܵ, 	ݔ ് 	0, is a ܬ-positive vector. A subspace ः of ࣢ is uniformly ܬ-positive if there exists α > 0 such 
that 

ሾ	ݔ, ሿ	ݔ 	൒ ߙ	 ∥ ݔ ∥ଶ, ݂ݎ݋	ݔ ݕݎ݁ݒ݁	 ∈ 	ः, 
where ∥	∥ stands for the norm of the associated Hilbert space ሺ࣢, ,	ۦ ۧሻ. 
 negative vectors and subspaces are-ܬ nonpositive and uniformly-ܬ ,negative-ܬ ,neutral-ܬ ,nonnegative-ܬ
define analogously. 
Remark (5.2.3)[39]. If ःା is a closed uniformly ܬ-positive subspace of a Krein space(࣢, ሾ	, ሿ)  , observe 
that (ःା, ሾ	, ሿ) is a Hilbert space. In fact, the forms, ሾ	, ሿ and ۦ	, ۧ are equivalent inner products on ःା, 
because 

ߙ ∥ ݂	 ∥ଶ	൑ 	 ሾ	݂	, ݂	ሿ ൑	∥ ݂	 ∥ଶ, 	݂	ݕݎ݁ݒ݁	ݎ݋݂ ∈ 	 ःା. 
Analogously, if ःିis a closed uniformly ܬ-negative subspace of (࣢, ሾ	, ሿ)  , (ःି, െሾ	, ሿ)  is a Hilbert 
space. 
Proposition (5.3.4)[39]. ([47]). Let ࣢ be a Krein space with fundamental symmetry ܬ and ः a ܬ-
nonnegative closed subspace of ࣢. Then, ः is the range of a ܬ-selfadjoint projection if and only if ः is 
uniformly ܬ-positive. 
Recall that, given a closed subspace ࣧ of a Krein space ࣢, the Gramian operator of ࣧ  is defined by: 
ࣧܩ ൌ	 ܲࣧ ࣧܲܬ , where ܲࣧ  is the orthogonal projection onto ࣧ and ܬ is the fundamental symmetry of 
࣢. If ࣧ is ܬ-semidefinite, then ࣧ∩ࣧሾୄሿ coincides with ࣨ ∶ൌ 	 ሼ݂	 ∈ 	ࣧ ∶ 	 ሾ	݂	, ݂	ሿ 	ൌ 	0ሽ. Therefore, 
it is easy to see that 

ࣧܩ ൌ	ࣧܩ⊖ࣨ	. 
Given a subspace ः of a Krein space ࣢, the ܬ-orthogonal companion to ः is defined by 

ः	ሾୄሿ ൌ 	 ሼݔ	 ∈ 	࣢ ∶ 	 ሾ	ݔ, ሿ	ݏ 	ൌ 	ݏ	ݕݎ݁ݒ݁	ݎ݋݂	0	 ∈ 	ःሽ. 
A subspace ܵ of ࣢ is ܬ-non-degenerated if ः	 ∩	ः	ሾୄሿ 	ൌ 	 ሼ0ሽ. Notice that if ः is a ܬ-definite 

subspace of ࣢ then it is ܬ-non degenerated. 
Given closed subspaces ः and ॅ of a Hilbert space ࣢, the cosine of the Friedrichs angle 

between ः and ॅ is defined by 
ܿሺः, ॅሻ 	ൌ ,ݔ	ۦ|ሼ	݌ݑݏ	 |ۧ	ݕ ∶ 	ݔ	 ∈ 	ः	 ⊖ 	ॅ	, ∥ ݔ ∥	ൌ 	1, 	ݕ ∈ 	ॅ	 ⊖ 	ः	, ∥ ݕ ∥	ൌ 	1ሽ . 

It is well known that 
ܿሺः, ॅ	ሻ 	൏ 	1	 ⇔ 	ः	 ൅ 	ॅ is closed ⇔ 	ܿሺःୄ, ॅୄሻ 	൏ 	1. 

Furthermore, if ःܲ and ܲॅ  are the orthogonal projections onto ः and  , respectively, then ܿሺः, ॅ	ሻ 	൏ 	1	if 
and only if ሺܫ െ ःܲሻܲॅ  has closed range. See [54] for further details. 
The next definition is due to Kato, see [55]. 
Definition (5.2.5)[39]. The reduced minimum modulus ߛ	ሺܶ	ሻ of an operator ܶ	 ∈  ሻ is definedࣥ,ሺ࣢ܮ	
by 

ሻ	ሺܶ	ߛ 	ൌ 	݂݅݊ሼ∥ ݔܶ ∥∶ 	ݔ	 ∈ 	ܰሺܶ	ሻୄ, ∥ ݔ ∥	ൌ 	1ሽ. 
Observe that ߛ	ሺܶ	ሻ 	ൌ 	ܥሼ݌ݑݏ	 ൒ 	0 ∶ ܥ	 ∥ ݔ ∥	൑	∥ ݔܶ ∥ 	ݔ	ݕݎ݁ݒ݁	ݎ݋݂	 ∈ 	ܰሺܶ	ሻୄ, ∥ ݔ ∥	ൌ 	1ሽ. It is well 
known that ߛ	ሺܶ	ሻ ൌ ሻ	ሺܶ∗	ߛ	 ൌ ሻଵ	∗ܶ	ሺܶ	ߛ ଶ⁄ . Also, it can be shown that an operator ܶ	 ് 	0 has closed 

range if and only if ߛ	ሺܶ	ሻ 	൐ 	0. In this case, ߛ	ሺܶ	ሻ 	ൌ 	 ฮܶறฮ
ିଵ

.	
If ࣢ and ࣥ are Krein spaces with fundamental symmetries ࣢ܬ and ࣥܬ , respectively, and 

ܶ	 ∈  ሻ thenࣥ,ሺ࣢ܮ	
ሺܶାሻ	ߛ 	ൌ ܬࣥ	∗࣢ܶܬሺ	ߛ	 ሻ 	ൌ ሺܶ∗ሻ	ߛ	 	ൌ  ,ሻ	ሺܶ	ߛ	

because ࣢ܬ (resp. ࣥܬ ) is a unitary operator on ࣢ (resp.	ࣥ). 
Remark (5.2.6)[39]. If ାࣧ is a closed ܬ-nonnegative subspace of a Krein space ࣢ then 

ܩሺ	ߛ
శࣧ
ሻ 	ൌ  ା,                                                                                        (29)ߙ	

where ߙା 	∈ 	 ሾ0, 1ሿ is the supremum among the constants ߙ	 ∈ 	 ሾ0, 1ሿ such that ߙ ∥ ݂	 ∥ଶ	൑
	ሾ	݂	, ݂	ሿ	݂ݎ݋	ݕݎ݁ݒ݁	݂	 ∈ 	 ାࣧ. From now on, the constant ߙା	 is called the definiteness bound of ାࣧ. 
Notice that α+ is in fact a maximum for the above set and ାࣧ is uniformly ܬ-positive if and only if 
ାߙ 	൐ 	0. 
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Analogously, if ିࣧ  is a ܬ-nonpositive subspace then ߛ	ሺܩ
షࣧ
ሻ 	ൌ  is the ିߙ where ,ିߙ	

definiteness bound of ିࣧ, i.e. 
ିߙ 	ൌ 	ߙሼݔܽ݉	 ∈ 	 ሾ0, 1ሿ ∶ 	 ሾ	݂	, ݂	ሿ 	൑ 	െߙ	 ∥ ݂	 ∥ଶ 	݂	ݕݎ݁ݒ݁	ݎ݋݂	 ∈ 	 ିࣧሽ. 

The following is the standard notation and some basic results on frames for Hilbert spaces, see 
[40,41,43]. 

A frame for a Hilbert space ࣢ is a family of vectors ࣠	 ൌ 	 ሼ ௜݂ሽ௜∈ூ 	⊂ 	࣢ for which there exist 
constants	0	 ൏ 	ܣ	 ൑ 	ܤ	 ൏ 	∞ such that 

ଶ‖݂‖ܣ ൑෍|〈݂, ௜݂〉|ଶ ൑ ,	ଶ‖݂‖ܤ ݂	ݕݎ݁ݒ݁	ݎ݋݂ ∈ ࣢
௜∈ூ

.																																				ሺ30ሻ 

The optimal constants (maximal for ܣ and minimal for ܤ) are known, respectively, as the upper 
and lower frame bounds. 

If a family of vectors ࣠	 ൌ 	 ሼ ௜݂ሽ௜∈ூ satisfies the upper bound condition in (30), then ࣠ is a 
Bessel family. For a Bessel family ࣠	 ൌ 	 ሼ ௜݂ሽ௜∈ூ, the synthesis operator ܶ	 ∈  ࣢ሻ is defined by,ሻܫሺℓଶሺܮ	

ݔܶ ൌ෍〈ݔ, ݁௜〉 ௜݂

௜∈ூ

, 

where ሼ݁௜ሽ௜∈ூ is the standard orthonormal basis of ℓଶሺܫሻ. It holds that ࣠ is a frame for ࣢ if and only if 
ܶ is surjective. In this case, the operator ܵ ൌ 	ܶܶ∗ ∈  is invertible and is called the frame	ሻ	ሺ࣢ܮ
operator. It can be easily verified that 

݂ܵ ൌ෍〈݂, ௜݂〉 ௜݂

௜∈ூ

		 , ݂	ݕݎ݁ݒ݁	ݎ݋݂ ∈ ࣢.																																																																			ሺ31ሻ 

This implies that the frame bounds can be computed as: ܣ	 ൌ	∥ ܵିଵ ∥ିଵ	  and ܤ	 ൌ	∥ ܵ ∥. From (31), it 
is also easy to obtain the canonical reconstruction formula for the vectors in ࣢: 

݂ ൌ෍〈݂, ܵିଵ ௜݂〉 ௜݂

௜∈ூ

ൌ෍〈݂, ௜݂〉ܵିଵ ௜݂

௜∈ூ

		 , ݂	ݕݎ݁ݒ݁	ݎ݋݂ ∈ ࣢, 

and the frame ሼܵିଵ ௜݂ሽ௜∈ூ is called the canonical dual frame of ࣠ . More generally, if a frame ԭ ൌ
	ሼ݃௜ሽ௜∈ூ satisfies 

݂ ൌ෍〈݂, ݃௜〉 ௜݂

௜∈ூ

ൌ෍〈݂, ௜݂〉݃௜
௜∈ூ

		 , ݂	ݕݎ݁ݒ݁	ݎ݋݂ ∈ ࣢,																																													ሺ32ሻ 

 then ܩ is called a dual frame of ࣠ . 
Let ሺ࣢, ,	ۦ ۧሻ. be a separable Hilbert space that models a signal space. A common task in signal 

processing applications is to take samples of the signals ݔ	 ∈ ࣢, for instance to save or to transmit 
them. Mathematically, taking samples of a signal can be represented as follows: given a frame ԭ ൌ
	ሼ݃௜ሽ௜∈௄ that spans a closed subspace ः (called the sampling subspace), the samples of ݔ	 ∈ ࣢ are given 
by the family of coefficients ሼ〈ݔ, ௜݃〉ሽ௜∈௄ , see [56] and the references therein. 

Assume that the signals carrying the desired information are those containing only high 
frequencies or only low frequencies. In order to clarify the idea, suppose that ݔ	 ∈ ࣢ is a piece of 
music and it is intended to discriminate those fragments where high frequencies are predominant (a 
trumpet) from those fragments where low frequencies are predominant (a bass). 

It turns out that some filters for the signals can be modeled as orthogonal projections acting on 
࣢. Hence, consider an ideal low pass filter, i.e. an orthogonal projection ܲ	 ∈  and the	ሺ࣢ሻ,ܮ	
complementary filter ܫ	 െ ܲ. Therefore, the signals with the same energy at high and low band 
frequencies ሼݔ	 ∈ ࣢ ∶	∥ ݔܲ ∥	ൌ	∥ ሺܫ െ ܲሻݔ ∥ሽ	are considered disturbances, see, [57,58]. 

For this particular application, given an arbitrary signal ݔ	 ∈ ࣢, the filtered signals ܲݔ and 
ሺܫ	 െ 	ܲሻݔ are sampled and ݔ is discarded in case that the modulus of the difference ∥ ݔܲ ∥ଶ 	െ	∥ ሺܫ	 െ
	ܲሻݔ ∥ଶ is small enough. Also, notice that sampling both filtered signals ݕଵ 	ൌ ଶݕ		݀݊ܽ	ݔܲ	 ൌ 	 ሺܫ െ ܲሻݔ 
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with frames ԭଵ 	ൌ 	 ሼ݃௜ሽ௜∈ூభ		ܽ݊݀	ԭଶ ൌ 	 ሼ݄௜ሽ௜∈ூమ , which span ܴሺܲሻ and ܰሺܲሻ respectively, is equivalent 
to sampling ݕ	 ൌ ଵݕ	 	൅	 ଶݕ	 	∈ 	࣢ with the frame 

࣠ ൌ ሼ ௜݂ሽ௜∈ூ ൌ ሼ݃௜ሽ௜∈ூభ 		∪ ሼ݄௜ሽ௜∈ூమ,  .  		࣢	ݎ݋݂
The space	࣢ can be endowed with an indefinite inner product in order to characterize the set of 

disturbances as the cone of ܬ-neutral vectors ࣝ of ࣢. Indeed, ܬ	 ൌ 	ܲ	 െ ሺܫ	 െ ܲሻ 	ൌ 	2ܲ	 െ  is a ܫ
fundamental symmetry which turns ࣢ into a Krein space. Furthermore, a signal is a disturbance if and 
only if it is ܬ-neutral with respect to the indefinite inner product given by 

ሾ	ݕ, ሿ	ݖ 	ൌ 	 ,ݕܲ	ۦ ۧ	ݖܲ 	െ	 	ܫሺ	ۦ െ 	ܲሻݕ, ሺܫ	 െ 	ܲሻݖ	ۧ , 
where	ݕ, 	ݖ ∈ 	࣢ are arbitrary signals. 

Observe that the vectors of the frame ࣠ are away from the disturbances set ࣝ, i.e. the sampling 
vectors are not highly  correlated with the disturbances (see Remark (5.2.18) ). However, once that the 
cone of  disturbances is determined, the following questions naturally arise: Are there other frames 
whose sampling vectors are not highly correlated with the disturbances? Given an arbitrary frame  
࣠ᇱ ൌ ሼ݂′௜ሽ௜∈ூ		݂ݎ݋	࣢ ൈ࣢ is ࣠ᇱ good for this sampling scheme?. How correlated are the sampling 
vectors in ࣠ᇱ and the cone of disturbances ࣝ? 

The above discussion motivates the following definition. Let ࣢ be a Krein space with 
fundamental symmetry ܬ. Given a Bessel family ࣠ ൌ ሼ ௜݂ሽ௜∈ூ in ࣢ consider the synthesis operator 
ܶ	 ∈ .࣢ሻ,ሻܫሺℓଶሺܮ	 ାܫ	݂ܫ 	ൌ 	 ሼ݅	 ∈ ܫ	 ∶ 	 ሾ	 ௜݂, ௜݂ 	ሿ ൒ 	0ሽܽ݊݀	ିܫ ൌ 	 ሼ݅	 ∈ ܫ	 ∶ 	 ሾ	 ௜݂ , ௜݂ሿ 	൏ 	0ሽ, consider the 
orthogonal decomposition of ℓଶሺܫሻ given by	

ℓଶሺܫሻ 	ൌ ℓଶሺܫାሻ 	⊕	ℓଶሺିܫ ሻ,                                                                                              (33) 
and denote by േܲ the orthogonal projection onto ℓଶሺܫേሻ. Also, let 

േܶ ൌ 	ܶ േܲሽ. 	݂ܫ േࣧ 	ൌ 	 ሼ݊ܽ݌ݏ ௜݂ ∶ 	݅	 ∈ ሼ݊ܽ݌ݏ േሽሽ, notice thatܫ ௜݂ ∶ 	݅	 ∈ േሽܫ 	⊆ 	ܴሺ േܶሽሻ 	⊆ 	 േࣧሽ and 
ܴሺܶ	ሻ 	ൌ 	ܴሺ ାܶሻ 	൅ 	ܴሺܶି ሻ. 
Definition (5.2.7)[39]. The Bessel family	࣠ ൌ ሼ ௜݂ሽ௜∈ூ is a ܬ-frame for	࣢ if ܴሺ ାܶሻ	 is a maximal 
uniformly ܬ-positive subspace of ࣢ and ܴሺܶି ሻ is a maximal uniformly ܬ-negative subspace of ࣢. 

Notice that, in particular, every ܬ-orthogonalized basis of a Krein space ࣢ is a ܬ-frame for ࣢, 
because it generates a maximal dual pair, see [47]. 

If ࣠ is a ܬ-frame, as a consequence of its maximality,	ܴሺ േܶሻ	  is closed. So, ܴሺ േܶሻ ൌ േࣧ and, 
by [50], ାࣧ 	൅ ିࣧ 	ൌ ࣢. Then, it follows that ࣠ is a frame for the associated Hilbert space ሺ࣢, ,	ۦ ۧሻ 
because 

ܴሺܶ	ሻ 	ൌ 	ܴሺ ାܶሻ 	൅ 	ܴሺܶି ሻ 	ൌ 	 ାࣧ 	൅ ିࣧ 	ൌ ࣢. 
Given a Bessel family	࣠ ൌ ሼ ௜݂ሽ௜∈ூ , consider the subspaces	ܴሺ ାܶሻ	 and ܴሺܶି ሻ	 as above. If 

േܭ ∶ ࣞേ 	→ 	࣢േ is the angular operator associated to ܴሺ േܶሻ	  , the operator of transition associated to 
the Bessel family ࣠ is defined by 

࣠ ൌ	ܭାܲ	 ൅	ିܭሺܫ	 െ 	ܲሻ ∶ 	ࣞା 	൅	ࣞି 	→ 	࣢, 

where ܲ	 ൌ 	 ଵ
ଶ
	ሺܫ	 ൅  ࣢േ (the domain ࣢ାand ࣞേ is a subspace of selfadjoint projection onto-ܬ ሻ is theܬ	

of   ܭേ, see [59]. 
Proposition (5.2.8)[39]. Let ࣠	 ൌ 	 ሼ ௜݂ሽ௜∈ூ be a Bessel family in ࣢. Then, ࣠ is a ܬ-frame if and only if 
࣠ is everywhere defined (i.e. ࣞା 	൅	ࣞି ൌ ࣢) and ∥ ܨ ∥	൏ 	1. 
Proof. See [59].  

It follows from the definition that, given a ܬ-frame ࣠	 ൌ 	 ሼ ௜݂ሽ௜∈ூfor the Krein space ࣢, 
ሾ	 ௜݂ , ௜݂ 	ሿ 	് 	0 for every i ∈ I, i.e. ܫ	േ ൌ 	 ሼ݅	 ∈ ܫ	 ∶ 	േሾ	 ௜݂, ௜݂ 	ሿ 	൐ 	0ሽ. This fact allows to endow the 
coefficients space ℓଶሺܫሻ with a Krein space structure. Denote ߪ	௜ ൌ 	ሺሾ݊݃ݏ	 ௜݂ , ௜݂ 	ሿሻ 	ൌ 	േ1 for every 
݅	 ∈ ଶܬ Then, the diagonal operator .ܫ	 	∈  ሻሻ defined byܫሺℓଶሺܮ	

݁௜	ଶܬ 	ൌ ,݁௜	௜	ߪ	 	݅	ݕݎ݁ݒ݁	ݎ݋݂ ∈  (34)                                                                                ,ܫ	
is a selfadjoint involution on ℓଶሺܫሻ. Therefore, ℓଶሺܫሻwith the fundamental symmetry ܬଶ is a Krein 
space. Now, if ܶ	 ∈ ିܶ adjoints of ܶ , ାܶ and-ܬ ࣢ሻ is the synthesis operator of ࣠ , the,ሻܫሺℓଶሺܮ	 can be 
easily calculated, in fact if  ݂	 ∈ ࣢: േܶ

േ݂ ൌ േ∑ ሾ݂, ௜݂ሿ݁௜௜∈ூേ  ,and 
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ܶേ݂ ൌ ሺܶି ൅ ܶି ሻା݂ ൌ ାܶ
ା݂ ൅ ܶିି݂ ൌ ෍ሾ݂, ௜݂ሿ݁௜ െ෍ሾ݂, ௜݂ሿ݁௜ ൌ෍ߪ௜ሾ݂, ௜݂ሿ݁௜

௜∈ூ௜∈ூష௜∈ூశ

 

Example(5.2.9)[39]. It is easy to see that not every frame of ܬ-nonneutral vectors is a ܬ-frame: given 
the Krein space obtained by endowing ԧଷ  with the sesquilinear form ሾሺݔଵ, ,ଶݔ ,ଷሻݔ ሺݕଵ, ,ଶݕ ଷሻሿݕ 	ൌ

ଵݕ	ଵݔ	 	൅	ݔଶ	ݕଶ 		െ	ݔଷ	ݕଷ	, consider ଵ݂ ൌ ቀ1,0,
ଵ

√ଶ
ቁ		 , ଶ݂ ൌ ቀ0,1,

ଵ

√ଶ
ቁ  and ݂	ଷ ൌ 	 ሺ0, 0, 1ሻ. Observe that 

࣠	 ൌ 	 ሼ ଵ݂, ଶ݂, ݂	ଷሽ is a frame for ԧଷ because it is a (linear) basis for the space. 

On the other hand, ାࣧ ൌ ሼ݊ܽ݌ݏ	 ଵ݂, ଶ݂ሽ and ିࣧ 	ൌ ,ଷሽ. If ൬ܽ	ሼ݂݊ܽ݌ݏ	 ܾ, ଵ
√ଶ
, ሺܽ ൅ ܾሻ൰  is an 

arbitrary vector in ାࣧthen 
ሾ݂, ݂ሿ ൌ |ܽ|ଶ ൅ |ܾ|ଶ െ

ଵ

ଶ
|ܽ ൅ ܾ|ଶ ൌ

ଵ

ଶ
|ܽ െ ܾ|ଶ ൒ 0 , 

so ାࣧ is a ܬ-nonnegative subspace of ԧଷ. But ାࣧ is not uniformly ܬ-positive, because ൫1,1, √2൯ ∈ ାࣧ 
is a (non-trivial) ܬ-neutral vector. Therefore, ࣠ is not a ܬ-frame for ሺԧଷ, ሾ	, ሿሻ. 

The following is a handy way to construct ܬ-frames for a given Krein space. Along this section, 
it will be shown that every ܬ-frame can be realized in this way. 
Example(5.2.10)[39]. Given a Krein space ࣢ with fundamental symmetry ܬ, let ାࣧ (resp.	 ିࣧ) be a 
maximal uniformly ܬ-positive (resp. ܬ-negative) subspace of ࣢. If ࣠േ ൌ 	 ሼ ௜݂ሽ௜∈ூേ is a frame for the 
Hilbert space ሺ േࣧ, േሾ	, ሿሻ then ࣠ ൌ	࣠ା 	∪	 ࣠ି  is a ܬ-frame for ࣢. 

Indeed, by Remark (5.2.3), ࣠ା and ࣠ି  are Bessel families in ࣢. Hence, ࣠ is a Bessel family 
and, if ܫ	 ൌ 	 ାܫ ∪ ܫି ା andܫ the disjoint union of) ିܫ ), the synthesis operator ܶ	 ∈  ࣢ሻ of F is,ሻܫሺℓଶሺܮ	
given by 

	ݔܶ ൌ 	 ାܶݔା 	൅	 ܶି 	ݔ	݂݅			ିݔ ൌ 	 ାݔ 	൅	ିݔ 	∈ 	 ℓଶሺܫାሻ 	⊕	ℓଶሺିܫ ሻ 	ൌ :	 ℓଶሺܫሻ, 
where േܶ: ℓଶሺܫേሻ → േࣧ	 is the synthesis operator of		࣠േ. Then, it is clear that ܴሺܶ േܲሻ 	ൌ 	 േࣧ is a 
maximal uniformly ܬ-definite subspace of ࣢. 
Proposition(5.2.11)[39]. Let ࣠ ൌ	 ሼ ௜݂ሽ௜∈ூ be a ܬ-frame for ࣢. Then, ࣠േ ൌ 	 ሼ ௜݂ሽ௜∈ூേ is a frame for the 
Hilbert space	ሺ േࣧ, േሾ	, ሿሻ, i.e. there exist constants ିܤ 	൑ ିܣ	 	൏ 	0	 ൏ 	 ାܣ	 	൑  ା such thatܤ	

,േሾ݂ܣ ݂ሿ ൑ ෍|ሾ݂, ௜݂ሿ|
௜∈ூേ

൑ ,േሾ݂ܤ ݂ሿ		݂ݎ݋	݂ ∈ േࣧ.																																															ሺ35ሻ 

Proof. If ࣠ ൌ	 ሼ ௜݂ሽ௜∈ூ  is a ܬ-frame for ࣢, then ܴሺ ାܶሻ 	ൌ  positive-ܬ ା is a (maximal) uniformlyܯ	
subspace of ࣢. So, ାܶ is a surjection from ℓଶሺܫሻ onto the Hilbert space	ሺܯା, ሾ	, ሿሻ. Therefore,࣠ା is a 
frame for ሺܯା, ሾ	, ሿሻIn particular, there exist constants 0	 ൏ ା	ܣ	 ൑  .ାܯ ା such that (35) is satisfied forܤ	
The assertion on ࣠ି   follows analogously.  
Now, assuming that ࣠ is a ܬ-frame for a Krein space ሺ࣢, ሾ	, ሿሻ, a set of constants	ሼିܤ, ,ିܣ ,ା	ܣ   ାሽܤ
satisfying (35) is going to be computed. They depend only on the definiteness bounds for ܴሺ േܶሻ, the 
norm and the reduced minimum modulus of േܶ. 

Suppose that ࣠ is a ܬ-frame for a Krein space ሺ࣢, ሾ	, ሿሻ	with synthesis operator ܶ	 ∈
࣢ሻ. Since ܴሺ,ሻܫሺℓଶሺܮ	 ାܶሻ 	ൌ  there exists ,࣢ positive subspace of-ܬ ା is a (maximal) uniformlyܯ	
ା	ߙ ൐ 	0 such that ߙ	ା ∥ ݂	 ∥	ଶ ൑ 	 ሾ	݂	, ݂	ሿ			݂ݎ݋	ݕݎ݁ݒ݁	݂	 ∈  ,ା. Soܯ	

෍‖݂, ௜݂‖ଶ ൌ ‖ ାܶ
ା݂‖ଶ ൑ ‖ ାܶ

ା‖ଶ‖݂‖ଶ ൑ ,ାሾ݂ܤ ݂ሿ				, ݂	ݕݎ݁ݒ݁	ݎ݋݂ ∈ ାܯ

௜∈ூశ

 

where ܤା ൌ
ฮ శ்

శฮ
మ

ఈ	శ
ൌ

‖ శ்‖మ

ఈ	శ
 . Furthermore, since ܰሺ ାܶ

ାሻୄ ൌ ,	ାሻܯሺܬ ݂݅	݂ ∈  ,ାܯ

෍‖݂, ௜݂‖ଶ ൌ ‖ ାܶ
ା݂‖ଶ ൑ ฮ ାܶ

ାܲ௃ሺெశሻ݂ฮ
ଶ
൒ ሺߛ ାܶ

ାሻଶฮܲ௃ሺெశሻ݂ฮ
ଶ
ൌ ሺߛ ାܶሻଶฮ ெܲశ

ฮ݂ܬ
ଶ

௜∈ூశ

ൌ ሺߛ ାܶሻଶฮܩெశ
ฮ݂ܬ

ଶ
൒ߛሺ ାܶሻଶߛ൫ܩெశ

൯
ଶ
‖݂‖ଶ ൒ ,ାሾ݂ܣ ݂ሿ 
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where ܣା 	ൌ ሺߛ	 ାܶሻଶߛ൫ܩெశ
൯
ଶ
ൌ ሺߛ	 ାܶሻଶߙାଶ , see Remark (5.2..6). 

Analogously, ܣ	ି ൌ 	െߛ	ሺܶି ሻଶିߙଶ  and ିܤ ൌ
‖ ష்‖మ

ఈష
 satisfy Eq. (35) for every ݂ ∈ ܴሺܶି ሻ ൌ  is ିߙ if, ିܯ

the definiteness bound of the (maximal) uniformly ܬ-negative subspace ିܯ. 
Usually, the bounds ܣേ ൌ േߙേ

ଶߛሺ േܶሻଶ  are not optimal for the ܬ-frame ࣠ . 
Definition(5.2.12)[39]. Let F be a ܬ-frame for the Krein space ࣢. The optimal constants ିܤ ൑ ିܣ	 	൏
	0	 ൏ ାܣ	 	൑  .  ࣠ frame bounds of-ܬ ା satisfying (35) are called theܤ	

In order to compute the ܬ-frame bounds associated to a ܬ-frame ࣠ ൌ	 ሼ ௜݂ሽ௜∈ூ , consider the 
uniformly ܬ-definite subspaces ାࣧ and ିࣧ. Recall that ࣠ା ൌ 	 ሼ ௜݂ሽ௜∈ூ is a frame for the Hilbert space 
ሺ ାࣧ, ሾ	, ሿሻ.	Then, if 	 ܩା ൌ ܩ	 శࣧ

|
శࣧ
∈ ሺܮܩ	 ାࣧሻ  the frame bounds for ࣠ା are given by	ܣା 	ൌ

	ฮሺܵீశሻ
ିଵฮ

ା

ିଵ
ାܤ			݀݊ܽ		 ൌ	∥ ܵீశ ∥ା, where ܵீశ 	ൌ 	 ାܶܶ	ା∗ ∥ ା is the frame operator of ࣠ାandܩ ݂	 ∥	ା ൌ

	ሾ	݂	, ݂	ሿଵ ଶ⁄ ൌ	∥ ା	ܩ
ଵ ଶ⁄ ݂	 ∥, ݂	 ∈ 	 ାࣧ, is the operator norm associated to the inner product ሾ	, ሿ. Therefore, 

ାܣ ൌ ฮሺܵீశሻ
ିଵฮ

ା

ିଵ
ൌ∥ ା	ܩ

ଵ ଶ⁄ ሺ ାܶܶ	ା∗ ∥∥ିଵൌ	ାሻିଵܩ ା	ܩ
ିଵ ଶ⁄ ሺ ାܶܶ	ା∗ ሻିଵ	∥ିଵ, 

and ܤା ൌ	∥ ܵீశ ∥ାൌ ฮܩ	ା
ଵ ଶ⁄

ାܶܶ	ା∗  ,ାฮܩ
Analogously, it follows that ࣠ି ൌ 	 ሼ ௜݂ሽ௜∈ூି is a frame for the Hilbert space ሺ ିࣧ. , െሾ	, ሿሻ. So, the frame 
bounds for ࣠ି  are given by 

ିܣ ൌ∥ ଵି	ܩ ଶ⁄ ሺܶି ܶ	ି∗ ∥ିଵ	ሻିଵିܩ ିܤ	݀݊ܽ				 ൌ ฮܩ	ିଵ ଶ⁄ ܶି ܶ	ି∗  ฮ	ିܩ
where ିܩ 	ൌ ܩ	 షࣧ

|
షࣧ
∈ ሺܮܩ	 ିࣧሻ. Thus, the ܬ-frame bound associated to ࣠ can be fully characterized 

in terms of േܶ and the Gramian operators  ܩേ Given a Bessel family ࣠ ൌ	 ሼ ௜݂ሽ௜∈ூ in a Krein space ࣢, 
the inequalities: 

,ሾ݂ܣ ݂ሿ ൑෍|ሾ݂, ௜݂ሿ|ଶ ൑ ,ሾ݂ܤ ݂ሿ			݂ݎ݋	ݕݎ݁ݒ݁	݂	 ∈ ࣧ ൌ ሼ݊ܽ݌ݏ ௜݂: ݅ ∈ ,ሽܫ
௜∈ூ

																										ሺ36ሻ 

with ܤ	 ൒ 	ܣ	 ൐ 	0, ensure thatMis a ܬ-nonnegative subspace of ࣢. However, they do not imply that ࣧ  
is uniformly ܬ-positive, i.e. ሺࣧ, ሾ	, ሿሻ is not necessarily a inner product space. See the example below. 
Example (5.2.13)[39]. Consider again the Krein space ሺԧଷ, ሾ	, ሿሻ as in Example (5.2.9). as it was 
mentioned before, ࣧ ൌ ൛	݊ܽ݌ݏ ଵ݂ ൌ ൫1,0, 1 √2⁄ ൯, ଶ݂ ൌ ൫0,1, 1 √2⁄ ൯ൟ is a ܬ-nonnegative but not 
uniformly ܬ-positive subspace of ԧଷ. 

In this case, the orthogonal basis 

ଵݒ ൌ ቀ
ଵ

ଶ
,
ଵ

ଶ
,
ଵ

√ଶ
ቁ	,			ݒଶ ൌ ቀ

ଵ

√ଶ
,
ିଵ

√ଶ
, 0ቁ ଷݒ		݀݊ܽ		 ൌ ቀ

ଵ

√ଶ
,
ଵ

√ଶ
, െ1ቁ , 

is a basis of eigenvectors of ࣧܩ , corresponding to the eigenvalues 	ߣ	ଵ ൌ 	0, ଶ	ߣ 	ൌ ଷ	ߣ	݀݊ܽ	1	 	ൌ 	0,  
respectively. Moreover, ࣧ ൌ ,ଵݒሼ	݊ܽ݌ݏ 	݂  ଶሽ. Thus, ifݒ ∈ 	ࣧ there exists ߙ, 	ߚ ∈ ԧ such that 
 ݂ ൌ ଵݒߙ ൅ ,ߚ ଵݒࣧܩ ଶ and then, sinceݒ 	ൌ 	0	 ∈ 	ԧଷ, it is easy to see that 

|ሾ	݂, 	 ଵ݂ሿ|ଶ ൅ 	 |ሾ	݂, 	 ଶ݂	ሿ|ଶ ൌ 	 ,ଶݒۦ|ଶሺ|ߚ| 	 ଵ݂ۧ|ଶ ൅	 ,ଶݒ	ۦ| 	 ଶ݂	ۧ|ଶሻ ൌ ଶ|ߚ| ൌ 	 ሾ	݂	, ݂ ]. 
Therefore, (36) holds with ܣ	 ൌ 	ܤ	 ൌ 	1, but ሼ	 ଵ݂, 	 ଶ݂	ሽ cannot be extended to a ܬ-frame, since ࣧ is not 
a uniformly ܬ-positive subspace.  

The next result gives a complete characterization of the families satisfying (36) for ܤ	 ൒ 	ܣ	 ൐
	0. It is straightforward to formulate and show analogues of all these assertions for a family satisfying 
(36) for negative constants ܤ	 ൑ 	ܣ	 ൏ 	0. 
Proposition (5.2.14)[39]. Given a Bessel family ࣠ ൌ	 ሼ ௜݂ሽ௜∈ூ in a Krein space ࣢, let ࣧ ൌ
ሼ݊ܽ݌ݏ ௜݂: ݅ ∈ ࣨ ሽ, andܫ ൌࣧ⋃ࣧሾୄሿ .If there exist constants 0 ൏ ܣ ൑  such that ܤ	

,	݂	ሾ	ܣ ݂	ሿ ൑෍|ሾ	݂	, ௜݂ 	ሿ|ଶ

௜∈ூ

	൑ ,	݂	ሾ	ܤ	 ݂	ሿ݂ݎ݋	ݕݎ݁ݒ݁	݂	 ∈ 	ࣧ,																																				ሺ37ሻ 

then ࣧ	⊖ 	ࣨ is a (closed) uniformly ܬ-positive subspace of ࣧ. Moreover, if ࣠ is a frame for the 
Hilbert space ሺࣧ, ,	ۦ ۧሻ, the converse holds. 
Proof. First, suppose that there exist 0	 ൏ 	ܣ	 ൑  nonnegative-ܬ such that (37) holds. So, ࣧ is a ܤ	
subspace of ࣢, or equivalently, ሺࣧ, ,	ۦ ۧሻis a semi-inner product space. 
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If ܶ	 ∈ 	ܥ ࣢ሻ is the synthesis operator of the Bessel sequence ࣠ and,ሻܫሺℓଶሺܮ	 ൌ	∥ ܶ∗ ∥	ଶ ൐ 	0, 
then ܶܶ∗ ൑ ࣧܲܥ	 . So, using (37) it is easy to see that: 

,݂ࣧܩ〉ܣ ݂〉 ൑ ‖ܶାሺܲࣧ ݂ሻ‖ଶ ൌ 〈ሺܲࣧ ,ሻ݂∗ܶܶܬ ݂〉	, ݂ ∈ ࣢ .                                                   (38) 

Thus, 0	 ൑ ࣧܩ	 	൑ 	
஼

஺
ሺࣧܩሻଶ. Applying Theorem (5.2.1) it is easy to see that ܴሺሺࣧܩሻଵ ଶ⁄ ሻ 	⊆

	ܴሺࣧܩሻ 	⊆ 	ܴሺሺࣧܩሻଵ ଶ⁄ ሻ. 
Moreover, it follows by Corollary (5.2..2) that ܴሺࣧܩሻ	 is closed because 

ܴሺࣧܩሻ 	ൌ 	ܴ൫ሺࣧܩሻଵ ଶ⁄ ൯. 
Let ࣧ′	 ൌ 	ࣧ⊖ࣨ and notice that ࣧ′	 is a closed uniformly ܬ-positive subspace of ࣢. In fact, since 
	ܴሺࣧܩሻ	 is closed, there exists ߙ ൐ 0 such that 

ሾ݂, ݂ሿ ൌ ,݂ࣧܩۦ ݂ۧ ൌ∥ ሺࣧܩሻଵ ଶ⁄ ݂ ∥ଶ൒ ߙ	 ∥ ݂ ∥ଶ ݂	ݕݎ݁ݒ݁	ݎ݋݂ ∈ ࣨሺࣧܩሻ ൌ ࣧ⊖ࣨ. 
Conversely, suppose that ࣠ is a frame for ሺࣧ, ,	ۦ ۧሻ, i.e. there exist constants ܤ′	 ൒ 	′ܣ	 ൐ 	0 such that 
ࣧܲ′ܣ 	൑ 	ܶܶ∗ ൑ ࣧܲ′ܤ	 , where ܶ	 ∈ ′ࣧ  ሻ,ࣧሻ is the synthesis operator of ࣠ . Ifܫሺℓଶሺܮ	 ൌ 	ࣧ⊖ࣨ is 
a uniformly ܬ-positive subspace of ࣢, then there exists ߙ	 ൐ 	0	such that ࣧܲߙ ᇱ ൑ ᇱࣧܩ	 ൑ ܲࣧ  . As a 
consequence of Theorem (5.2.1), ܴሺሺࣧܩᇲሻଵ ଶ⁄ ሻ 	ൌ 	ࣧ′ ൌ 	ܴሺࣧܩᇱሻ. Since ܩ	ࣧ ൌ  ᇱ it is easy to seeࣧܩ	
that 

ሻଶࣧ	ܩሺ′ܣ ൌ ᇱሻଶࣧ	ܩሺ′ܣ	 	൑ 	 ܲࣧ ࣧܲܬ∗ܶܶܬ 	൑ ᇱሻଶࣧ	ܩሺ′ܤ	 ൌ  .ሻଶࣧ	ܩሺ′ܤ
Therefore, ܴሺܲࣧ ሻ	ܶܬ 	ൌ 	ܴሺܩ	ࣧᇱሻ 	ൌ 	ܴሺሺܩ	ࣧᇱሻଵ ଶ⁄ ሻ, or equivalently, there exist ܤ	 ൒ 	ܣ	 ൐ 	0 such 
that 

ࣧ	ܩܣ 	ൌ ᇱࣧ	ܩܣ	 ൑ 	 ܲࣧ ࣧܲܬ∗ܶܶܬ ൑ ᇱࣧ	ܩܤ	 ൌ  ,ࣧ	ܩܤ	

݅. ݁. ,	݂	ሾ	ܣ ݂	ሿ ൑෍|ሾ	݂	, ݂	௜ሿ|ଶ

௜∈ூ	

		൑ ,	݂	ሾ	ܤ	 ݂	ሿ			݂ݎ݋	ݕݎ݁ݒ݁	݂	 ∈ 	ࣧ. 

Theorem(5.2.15)[39]. Let ࣠ ൌ 	 ሼ ௜݂ሽ௜∈ூ be a frame for ࣢. If  ܫേ ൌ ሼ݅	 ∈ ܫ ∶ േሾ	 ௜݂, ௜݂ሿ ൒ 	0ሽ and േࣧ ൌ

ሼ݊ܽ݌ݏ ௜݂: ݅ ∈ frame if and only if േࣧ-ܬ േሽ, then, ࣠ is aܫ ∩ࣧሾୄሿ ൌ 0 and there exist constants ିܤ ൑
ିܣ	 	൏ 	0	 ൏ ାܣ	 	൑  ା such thatܤ	

,േሾ݂ܣ ݂ሿ ൑ ෍|ሾ݂, ௜݂ሿ|ଶ

௜∈ூേ

൑ ,േሾ݂ܤ ݂ሿ						݂ݎ݋	ݕݎ݁ݒ݁	݂ ∈ േࣧ.																																						ሺ39ሻ 

Proof. If ࣠ is a ܬ-frame, the conditions on േࣧ follow by its definition and by Proposition (5.2.11). 
Conversely, if ାࣧ is ܬ-non degenerated and there exist constants 0	 ൏ ାܣ	 	൑  ା such thatܤ	

,	݂	ାሾܣ ݂	ሿ 	൑ ෍|ሾ݂, ௜݂ሿ|ଶ

௜∈ூേ

	൑ ,ାሾ݂ܤ	 ݂ሿ		݂ݎ݋	ݕݎ݁ݒ݁	݂	 ∈ 	 ାࣧ			. 

then, by Proposition (5.2.14),		 ାࣧ			.is a uniformly ܬ-positive subspace of ࣢. Therefore, there exist 
constants 0	 ൏ 	ܣ	 ൑  such that ܤ	

ܣ ∥ ܲࣧ
శ
݂	 ∥ଶ	൑	∥ ାܶ

ା	ܲࣧ
శ
݂	∥ଶ൑ ܤ	 ∥ ܲࣧ

శ
݂	 ∥ଶ 	݂	ݕݎ݁ݒ݁	ݎ݋݂	 ∈ ࣢. 

But  these inequalities can be rewritten as 
ࣧܲ	ܣ

శ
	൑ ܲࣧ

శ
ܬ ାܶ ାܶ

ࣧܲܬ	∗
శ
	൑ ࣧܲ	ܤ	

శ
.	

Then, by Theorem (5.2.1), ܴሺܲࣧ
శ
ܬ ାܶሻ 	ൌ 	ܴሺܲࣧ

శ
ሻ 	ൌ 	 ାࣧ. Furthermore, ௃ܲሺ శࣧሻሺܴሺ ାܶሻሻ 	ൌ ሺܬ	 ାࣧሻ 

because 
ሺܬ ାࣧሻ ൌ ሺܴሺܲࣧܬ

శ
ܬ ାܶሻሻ ൌ ܴሺሺࣧܲܬ

శ
ሻܬ ାܶሻ ൌ ܴሺ ௃ܲሺ శࣧሻ ାܶሻ ൌ ௃ܲሺ శࣧሻሺܴሺ ାܶሻሻ. 

Therefore, taking the counterimage of ௃ܲሺ శࣧሻሺܴሺ ାܶሻሻ	ܾݕ	 ௃ܲሺ శࣧሻ, it follows that 

࣢	 ൌ 	ܴሺ ାܶሻ 	∔ ሺܬ	 ାࣧሻୄ 	⊆ 	 ାࣧ ∔ ାࣧ
ሾୄሿ 	ൌ 	࣢. 

Thus, ܴሺ ାܶሻ 	ൌ 	 ାࣧ and ࣠ା is a frame for ାࣧ. Analogously,	࣠ି ൌ 	 ሼ ௜݂ሽ௜∈ூష is a frame for ିࣧ. 
Finally, since ࣠ is a frame for ࣢ ,࣢ ൌ 	ܴሺܶ	ሻ 	ൌ 	ܴሺ ାܶሻ 	൅ 	ܴሺܶି ሻ, which shows the maximality of 
ܴሺ േܶሻ. Thus, ࣠ is a ܬ-frame for ࣢.  

Let	࣠	 ൌ 	 ሼ ௜݂ሽ௜∈ூ be a ܬ-frame for ࣢ and consider ࣠ ൌ 	࣠ା ∪	࣠ି  the partition of ࣠ into ܬ- 
positive and ܬ-negative vectors. Moreover, let േࣧ be the (maximal) uniformly ܬ-definite subspace of  
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࣢ generated by ࣠േ. 
The aim of this section is to show that it is possible to bound the correlation between vectors in 

࣠ା (resp. ࣠ି ) and vectors in the cone of neutral vectors ࣝ ൌ ሼ݊	 ∈ ࣢ ∶ ሾ	݊, ݊	ሿ 	ൌ 0ሽ,  in a strong sense: 
,	݂	ۦ| ݊	ۧ| 	൑ 	 ܿേ 	 ∥ ݂	 ∥	∥ ݊ ∥, ݂	 ∈ േࣧ, ݊	 ∈ 	ࣝ,                                                                      (40) 

for some constants √
ଶ

ଶ
൑ ܿേ ൏ 1	. In order to make these ideas precise, consider the notion of minimal 

angle between a subspace ࣧ and the cone ࣝ. 
Definition (5.2.16)[39]. Given a closed subspace ࣧof the Krein space ࣢, consider 

ܿ଴ሺࣧ, ࣝሻ ൌ ,݉ۦ	|ሼ	݌ݑݏ ݊	ۧ	| ∶ 	݉	 ∈ 	ࣧ, ݊	 ∈ 	ࣝ. ∥ ݊ ∥	ൌ	∥ ݉ ∥	ൌ 1ሽ.                                    (41) 
Then, there exists a unique ߠሺࣧ, ࣝሻ 	∈ 	 ሾ0,

గ

ସ
ሿ such that ܿݏ݋ሺߠሺࣧ, ࣝሻሻ ൌ ܿ଴ሺࣧ, ࣝሻ. In this case, 

 .ࣝ ሺࣧ,ࣝሻ is the minimal angle between ࣧ andߠ
Observe that if the subspace ࣧ contains a non-trivial ܬ-neutral vector (e.g. if ࣧ is ܬ-indefinite 

or ܬ-semidefinite) then ܿ଴ሺࣧ, ࣝሻ ൌ 0, or equivalently, ߠሺࣧ,ࣝሻ ൌ 0. On the other hand, it will be 
shown that the minimal angle between a uniformly ܬ-positive (resp. uniformly ܬ-negative) subspace ࣧ 
and ࣝ is always bounded away from 0. 
Proposition (5.2.17)[39]. Let ࣧ be a ܬ-semidefinite subspace of ࣢ with definiteness bound ߙ. Then, 

ܿ଴ሺࣧ, ࣝሻ ൌ
ଵ

√ଶ
ቆට

ଵାఈ

ଶ
൅ ටଵିఈ

ଶ
ቇ .                                                                                                 (42) 

In particular, ࣧ is uniformly ܬ-definite if and only if ܿ଴ሺࣧ, ࣝሻ 	൏ 	1. 
Proof. Let ࣢ ൌ ࣢ା 	⊕	࣢ି be a fundamental decomposition of ࣢ and suppose that ࣧ is a ܬ-
nonnegative subspace of ࣢. 

Let ݉	 ∈ 	݄ݐ݅ݓ	ࣧ	 ∥ ݉ ∥	ൌ 	1. Then, there exist (unique) ݉േ ∈ 	࣢േ such that ݉	 ൌ 	݉ା ൅
	݉ି. In this case, 

૚ ൌ	∥ ࢓ ∥૛ൌ	∥ ݉ା ∥૛ ൅	∥ ݉ି ∥૛ 	ࢻ	ࢊ࢔ࢇ	 ൑ 	 ሾ࢓,࢓ሿ ൌ∥ ݉ା ∥	૛െ	∥ ݉ି ∥૛.                             (43) 

Claim. For a fixed ݉ ∈ 	݄ݐ݅ݓ	ࣧ ∥ ݉ ∥ൌ 	1, ,݉ۦ	|ሼ	݌ݑݏ ݊	ۧ	| ∶ ݊	 ∈ ࣝ, ∥ ݊ ∥	ൌ 	1ሽ ൌ 	
ଵ

√ଶ
ሺ∥ ݉ା ∥ 	൅	∥

݉ି ∥ሻ.	
Indeed, consider ݊	 ∈ 	݄ݐ݅ݓ	ࣝ ∥ ݊ ∥	ൌ 	1. Then, there exist (unique) ݊േ ∈ ࣢േ  such that ݊	 ൌ 	݊ା ൅
	݊ି. In this case, 

0	 ൌ 	 ሾ	݊, ݊	ሿ 	ൌ	∥ ݊ା ∥ଶ െ	∥ ݊ି ∥ଶ 	ܽ݊݀	1	 ൌ	∥ ݊ ∥ଶൌ	∥ ݊ା ∥ଶ 	൅	∥ ݊ି ∥ଶ, 

which imply that ∥ ݊ା ∥	ൌ	∥ ݊ି ∥	ൌ 	
ଵ

√ଶ
 . Therefore, 

,݉ۦ	| ݊	ۧ| ൑ |〈݉ା, ݊ା〉| ൅ |〈݉ି, ݊ି〉| ൑
ଵ

√ଶ
ሺ∥ ݉ା ∥ 	൅	∥ ݉ି ∥ሻ. 

On the other hand, if ݉ି ് 0 then let ݊௠ ∶ൌ
ଵ

√ଶ
ሺ	

௠శ

∥௠శ∥
൅

	௠ష

∥௠ష∥
	ሻ, otherwise consider ݊௠ 	ൌ

	
ଵ

√ଶ
ሺ݉ ൅ 	ݖ ሻ, withݖ ∈ 	࣢ି, ∥ ݖ ∥	ൌ 	1. 

Now, it is easy to see that ݊௠ ∈ ࣝ and that |࢓ۦ, |ۧ	࢓࢔ ൌ
૚

√૛
 ሺ∥ ା࢓ ∥ ൅∥ ି࢓ ∥ሻ	which together 

with the previous facts show the claim. 
Now, let ଵࣧ ൌ 	 ሼ݉	 ൌ 	݉ା 	൅	݉ି 	∈ 	ࣧ ∶ 	݉േ ∈ 	࣢േ	, ∥ ݉ ∥	ൌ 	1ሽ. Using the claim above it 

follows that 

ܿ଴ሺࣧ, ࣝሻ ൌ
ଵ

√ଶ
∋௠݌ݑݏ భࣧ

ሺ∥ ݉ା ∥ 	൅	∥ ݉ି ∥ሻ.                                                                         (44) 

If ߙ ൌ 	1 then ࣧ is a subspace of ࣢ା. Also, it is easy to see that ܿ଴ሺࣧ, ࣝሻ ൌ
ଵ

√ଶ
. Thus, in this 

particular case, 

ܿ଴ሺࣧ, ࣝሻ ൌ
ଵ

√ଶ
ቆට

ଵାఈ

ଶ
൅ ටଵିఈ

ଶ
ቇ . 

On the other hand, if ߙ	 ൏ 	1, let ݇଴ 	∈ 	Գ be such that 
ଵିఈ

ଶ
൐

ଵ

ଶ௞బ
.  Observe that, by the definition of the 

definiteness bound, for every integer	݇	 ൒ 	 ݇଴ there exists ݉௞ 	ൌ 	݉௞
ା ൅	݉௞

ି 	∈ 	 ଵࣧ such that ߙ	 ൑	∥
݉௞
ା 	 ∥	ଶെ	∥ ݉௞

ି 	 ∥	ଶ ൏ 	ߙ	 ൅	
ଵ

௞
	.	Then, it follows that 
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	ߙ ൅ 	1	 ൑ 	2 ∥ ݉௞
ା 	 ∥	ଶ 	൏ 	ߙ	 ൅ 	1	 ൅

ଵ

௞
	, 

or equivalently, ටଵାఈ

ଶ
≤ ∥݉௞

ା ∥ <ට
ଵାఈ

ଶ
൅

ଵ

ଶ௞బ
 . Moreover, ∥ ݉௞

ି 	 ∥ൌ ඥ1െ∥ ݉௞
ା 	 ∥	ଶ implies 

thatටଵିఈ

ଶ
െ ଵ

ଶ௞
൏	∥ ݉௞

ି 	 ∥	൑ ටଵିఈ

ଶ
	. 

Therefore, for every integer ݇	 ൒ 	݇଴ there exists ݉௞ 	∈ 	 ଵࣧ such that 

ටଵିఈ

ଶ
െ ଵ

ଶ௞
൅ ටଵାఈ

ଶ
൏	∥ ݉௞

ା ∥ 	൅	∥ ݉௞
ି ∥	൏ ට

ଵାఈ

ଶ
൅ ଵ

ଶ௞బ
൅ ටଵିఈ

ଶ
	. 

Thus, ܿ଴ሺࣧ, ࣝሻ ൌ ଵ

√ଶ
ቆට

ଵାఈ

ଶ
൅ ටଵିఈ

ଶ
ቇ . 

Assume now that ࣧ is a ܬ-nonpositive subspace of ሺ࣢, ሾ	, ሿሻ with definiteness bound α, for 
0	 ൑ 	ߙ	 ൑ 	1. Then, ࣧ is a ܬ-nonnegative subspace of the antispace ሺ࣢,െሾ	, ሿሻ, with the same 
definiteness bound α. Furthermore, the cone of ܬ-neutral vectors for the antispace is the same as for the 
initial Krein space ሺ࣢, ሾ	, ሿሻ. Therefore, we can apply the previous arguments and conclude that (42) 
also holds for ܬ-nonpositive subspaces. Finally, the last assertion in the statement follows from the 
formula in (42).  

Let ࣠ be a ܬ-frame for ࣢ as above. Notice that (40) holds for some constant  √
ଶ

ଶ
൑ 	 ܿേ 	൏ 	1 if 

and only if ܿ଴ሺ േࣧ, ࣝሻ 	൏ 	1,i.e. that the minimal angles ߠሺ േࣧ, ࣝሻ are bounded away from 0. This is 
intimately related with the fact that the aperture between the subspaces ାࣧ (resp. ିࣧ) and ࣢ା 
(resp.	࣢ି) is bounded away from 

గ

ସ
 , whenever	࣢ ൌ 	࣢ା ⊕	࣢ିis a fundamental decomposition. 

Also, if α is the definiteness bound of ࣧ then ∥ ܭ ∥	ൌ ටଵିఈ

ଵାఈ
 , see [78]. Therefore, 

࣢ାሻ,ሺࣧߔ ൌ
∥௄∥	

ඥଵା‖௄‖మ
ൌ ටଵିఈ

ଶ
	. Since ߔሺࣧ,࣢ାሻ ൌ ࣢ାሻ,࣢ାሻ for an angle ߮ሺࣧ,ሺࣧ߮	݊݅ݏ	 ∈ 	 ሾ0,

గ

ସ
ሿ 

between ࣧ and ࣢ା, it is easyto see that 

࣢ାሻ,ሺࣧ߮	ݏ݋ܿ ൌ ඥ1	 െ ࣢ାሻ,ଶ߮ሺࣧ݊݅ݏ	 	ൌ ටଵାఈ

ଶ
. 

Therefore, if ߮	 ൌ 	߮ሺࣧ,࣢ାሻ,  

ݏ݋ܿ ቀ
గ

ସ
െ ߮ቁ ൌ √ଶ

ଶ
ሺܿݏ݋	߮	 ൅ ሻ߮	݊݅ݏ	 	ൌ ଵ

√ଶ
ቆට

ଵାఈ

ଶ
൅ ටଵିఈ

ଶ
ቇ ൌ ,ሺࣧߠሺݏ݋ܿ	 ࣝሻሻ, 

i.e. ߮ሺࣧ,࣢ାሻ 	൅ ,ሺࣧߠ	 ࣝሻ 	ൌ 	
గ

ସ
 .  

Remark (5.2.18)[39]. Regarding the discussion at the beginning of this section, consider any 
(redundant) ܬ-frame ࣠ ൌ	 ሼ ௜݂ሽ௜∈ூ for ሺ࣢, ሾ	, ሿሻ. As usual, denote ାࣧ and ିࣧ the maximal uniformly ܬ-
definite subspaces generated by ࣠ . Since േࣧ  is uniformly ܬ-definite, Proposition (5.2.17) shows that   
ܿ଴ሺ േࣧ, ࣝሻ ൏ 1. That is, ܬ-frames showide a class of frames for ࣢ with the desired properties, namely 
the correlation between the sampling vectors and the cone of disturbances is controlled by ܿ଴ሺ േࣧ, ࣝሻ 
because 

	ۦ| ௜݂, ݊	ۧ| ൑ ܿ଴ሺ േࣧ, ࣝሻ ∥ 	 ௜݂ ∥	∥ ݊ ∥ ݅	ݎ݁ݒ݄݁݊݁ݓ	 ∈ ݊	݀݊ܽ	േሽܫ ∈ ࣝ.                                           (45) 
Moreover, later in Proposition (5.2.25), it will be shown that the ܬ-frame ࣠ admits a (canonical) dual ܬ-
frame that induces a linear (indefinite) stable and redundant encoding–decoding scheme in which the 
correlation between both the sampling and reconstructing vectors and the cone of neutral vectors is 
bounded from above. These remarks showide a quantitative measure of the advantage of considering ܬ-
frames with respect to usual frames in this setting. 

If ࣠ is a ܬ-frame with synthesis operator  , then ܳܶ	 ൌ 	 ାܶ 	ൌ 	ܶ ାܲ, where ܳ	 ൌ 	 ܲࣧ
శ// షࣧ

. 
Therefore, 

ܳ	 ൌ 	ܳܶܶற ൌ 	ܶ ାܲܶற. 
So, given a surjective operator ܶ ∶ 	 ℓଶሺܫሻ 	→ 	࣢, the idempotency of ܶ ାܲܶற is a necessary condition  
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for ܶ to be the synthesis operator of a ܬ-frame. 
Lemma (5.2.19)[39]. Let ܶ	 ∈  ࣢ሻ be surjective. Suppose that ःܲ is the orthogonal projection,ሻܫሺℓଶሺܮ	
onto a closed subspace ः of ℓଶሺܫሻ  such that ܿሺः, ܰሺܶ	ሻୄሻ 	൏ 	1. Then, ܶ ःܲܶற is a projection if and only 
if ܰሺܶ	ሻ 	ൌ ः	 ∩ 	ܰሺܶ	ሻ 	⊕	ःୄ 	∩ 	ܰሺܶ	ሻ. 
Proof. Suppose that ܳ	 ൌ ܶ ःܲܶற is a projection. Then, if ܲ ൌ ܲேሺ்	ሻ఼, ܧ ൌ 	ܲ ःܲܲ is an orthogonal 
projection because it is selfadjoint and 

ଶܧ ൌ 	 ሺܲ ःܲܲሻଶ ൌ 	ܲ ःܲܲܲ ःܲ 	ൌ ܶறሺܶ ःܲܶறሻଶܶ	 ൌ ܶறሺܶ ःܲܶறሻܶ	 ൌ 	ܲ ःܲܲ	 ൌ  .ܧ	
Therefore, ሺܲ ःܲሻ௞ ൌ ௞ିଵܧ	 ःܲ 	ൌ ܧ	 ःܲ 	ൌ 	 ሺܲ ःܲሻ	ଶ݂ݎ݋	ݕݎ݁ݒ݁	݇	 ൒ 	2. So, by [85], ܲ ःܲ ൌ 	 ःܲ 	∧ 	ܲ	 ൌ
	ܲ ःܲ. Then, since ःܲ and P commute, it follows that ܰሺܶ	ሻ ൌ ः ∩ 	ܰሺܶ	ሻ ⊕ ःୄ ∩ ܰሺܶ	ሻ (see [85]). 

Conversely, suppose that ܰሺܶ	ሻ 	ൌ 	ः	 ∩ 	ܰሺܶ	ሻ 	⊕	ःୄ 	∩ 	ܰሺܶ	ሻ. Then, ःܲ and ܲ commute and 
ሺܶ ःܲܶறሻଶ ൌ 	ܶ ःܲ	ሺܶ	ܶற	ሻܲܵܶற ൌ 	ܶ ःܲܲ ःܲܶற ൌ 	ܶܲ ःܲܶற ൌ 	ܶ ःܲܶற. 

Hereafter consider the set of possible decompositions of ࣢ as a (direct) sum of a pair of maximal 
uniformly definite subspaces, or equivalently, the associated set of projections: 
ौ ൌ ሼܳ	 ∈ ሺ࣢ሻܮ	 ∶ 	ܳଶ ൌ ܳ, ܴሺܳሻ is uniformly ܬ-positive and ܰሺܳሻ is uniformly ܬ-negative}. 
Proposition(5.2.20)[39]. Let ܶ	 ∈ -ܬ ࣢ሻ be surjective. Then, ܶ is the synthesis operator of a,ሻܫሺℓଶሺܮ	
frame if and only if there exists ܫା 	⊂  ሻ satisfiesܫାሻ (as a subspace of ℓଶሺܫsuch that ℓଶሺ ܫ	
ܿሺܰሺܶ	ሻୄ, ℓଶሺܫାሻሻ 	൏ 	1 and 

ܶ ାܲܶ	ற ∈ 	ܳ, 
where ାܲ 	 ∈  .ାሻܫሻሻ is the orthogonal projection onto  ℓଶሺܫሺℓଶሺܮ	
Proof. If ܶ is the synthesis operator of a ܬ-frame, the existence of such a subset ܫା has already been 
discussed before. 

Conversely, suppose that there exists such a subset ܫାof	ܫ. Then, since ܿሺܰሺܶ	ሻୄ, ℓଶሺܫାሻሻ 	൏ 	1  
and 	ൌ 	ܶ ାܲܶ	ற ∈ ܳ , it follows from Lemma (5.2.19) that ାܲ and ܲ	 ൌ 	ܲܰሺܶ	ሻୄ commute. Therefore, 

ܳܶ	 ൌ 	ܶ ାܲܲ	 ൌ 	ܶܲ ାܲ 	ൌ 	ܶ ାܲ, 
and ሺܫ	 െ ܳሻܶ	 ൌ 	ܶ	ሺܫ	 െ ାܲሻ. ,݁ܿ݊݁ܪ ܴሺܶ ାܲሻ 	ൌ 	ܴሺܳሻ is (maximal) uniformly ܬ-positive and 
  
ܴሺܶ	ሺܫ	 െ ାܲሻሻ 	ൌ 	ܰሺܳሻ is (maximal) uniformly ܬ-negative. Therefore ࣠	 ൌ 	 ሼܶ݁௜ሽ௜∈ூ is by definition a 
  .࣢ frame for-ܬ
Theorem(5.2.21)[39]. Given a surjective operator ܶ ∈  ࣢ሻ, the following conditions are,ሻܫሺℓଶሺܮ	
equivalent: 
ሺ݅ሻ There exists ܷ	 ∈ 	࣯ሺℓଶሺܫሻሻ such that ܷܶ is the synthesis operator of a ܬ-frame. 
ሺ݅݅ሻ There exists ܳ	 ∈ 	࣫ such that 

ܳܶܶ∗ሺܫ	 െ 	ܳሻ∗ ൌ 	0.                                                                                    (46) 
ሺ݅݅݅ሻ There exist closed range operators ଵܶ, ଶܶ ∈ 	ܶ ࣢ሻ such that,ሻܫሺℓଶሺܮ	 ൌ ଵܶ ൅ ଶܶ, ܴሺ ଵܶሻ is 
uniformly ܬ-positive, ܴሺ ଶܶሻis uniformly ܬ-negative and ଵܶ ଶܶ

∗ ൌ ଶܶ ଵܶ
∗ ൌ 0	 . 

Proof. ሺ݅ሻ 	⇒ 	 ሺ݅݅ሻ: Suppose that there exists ܷ	 ∈ ࣯ሺℓଶሺܫሻሻ such that ܸ	 ൌ 	ܷܶ is the synthesis 
operator of a ܬ-frame. If ܫേ ൌ 	 ሼ݅	 ∈ ܫ	 ∶ 	േሾ	ܸ݁௜, ܸ݁௜	ሿ 	൐ 0ሽ	ܽ݊݀	 േܲ ∈  ሻሻ is the orthogonalܫሺℓଶሺܮ	
projection onto ℓଶሺܫേሻ, define േܸ ൌ 	ܸ േܲ. Then, ܸ	 ൌ 	ܸ	ା ൅ ܸି  ܽ݊݀	 േࣧ 	ൌ 	ܴሺ േܸሻ is a maximal 
uniformly ܬ-definite subspace. So, considering ܳ	 ൌ 	 ܲࣧ

శ// షࣧ
∈ ࣫, it is easy to see that ܸܳ	 ൌ

	ܸ	ା, ሺܫ	 െ 	ܳሻܸ	 ൌ 	 ܸି and 
ܳܶܶ∗ሺܫ	 െ 	ܳሻ∗ ൌ 	ܸܸܳ∗ሺܫ	 െ 	ܳሻ∗ ൌ 	ܸ	ାܸି∗ 	ൌ 	ܸ	ܲ	ାܲି ܸ∗ 	ൌ 	0. 

ሺ݅݅ሻ ⇒ ሺ݅݅݅ሻ: Suppose that there exists ܳ	 ∈ 	࣫ such that ܳܶܶ∗ሺܫ	 െ 	ܳሻ∗ 	ൌ 	0. Defining ଵܶ ൌ 	ܳܶ and 
ଶܶ ൌ 	 ሺܫ	 െ 	ܳሻܶ , it follows that ܶ	 ൌ 	 ଵܶ ൅ ଶܶ, ܴሺ ଵܶሻ ൌ 	ܴሺܳሻ is uniformly ܬ-positive, ܴሺ ଶܶሻ 	ൌ 	ܰሺܳሻ 

is uniformly ܬ-negative and 

ଵܶ ଶܶ
∗ 	ൌ ଶܶ ଵܶ

∗ ൌ 	0,	
because (46) says that ܴሺ ଶܶ

∗ሻ 	ൌ 	ܴሺܶ∗ሺܫ	 െ 	ܳሻ∗ሻ 	⊆ 	ܰሺܳܶሻ 	ൌ 	ܰሺ ଵܶሻ. 
ሺ݅݅݅ሻ ⇒ ሺ݅ሻ: If there exist closed range operators ଵܶ, ଶܶ ∈  ࣢ሻsatisfying the conditions of item,ሻܫሺℓଶሺܮ	
3, notice that ଵܶ ଶܶ

∗ ൌ 	0 implies that ܰሺ ଶܶሻୄ 	⊆ 	ܰሺ ଵܶሻ, or equivalently, ܰሺ ଵܶሻୄ 	⊆ 	ܰሺ ଶܶሻ. 
Consider the projection ܳ	 ൌ 	ܲோሺ భ்ሻ//ோሺ మ்ሻ ∈ 	࣫ and notice that ܳܶ	 ൌ ଵܶ and ሺܫ	 െ 	ܳሻܶ	 ൌ ଶܶ. 

If ܤଵ ൌ 	 ሼݑ௜ሽ௜∈ூభ is an orthonormal basis of ܰሺ ଵܶሻୄ, consider the family ሼ݂	௜
ାሽ௜∈ூభ	݅݊	࣢	݊݁ݒ݅݃	ݕܾ	݂	௜

ା ൌ
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,ݐݑܤ		.௜ݑܶ ݂݅	݅	 ∈ 	 ௜	ଵ, ݂ܫ
ା ൌ ௜ݑܶܳ	 ൅	ሺܫ െ ܳሻܶݑ௜ ൌ ଵܶݑ௜ܴሺ ଵܶሻ, because	ݑ௜ ∈ 	ܰሺ ଵܶሻୄ ⊆ 	ܰሺ ଶܶሻ. 

Therefore, ሼ݂	௜
ାሽ௜∈ூభ ⊆ 	ܴሺ ଵܶሻ. Since ଵܶ is an isomorphism between ܰሺ ଵܶሻୄ and ܴሺ ଵܶሻ, it follows that   

ܴሺ ଵܶሻ ൌ ௜	ሼ݂݊ܽ݌ݏ
ାሽ௜∈ூభ	. 

Analogously, if ࣜଶ ൌ ሼܾ௜ሽ௜∈ூమ is an orthonormal basis of ܰሺ ଵܶሻthe family       ሼ ௜݂
ି	ሽ௜∈ூమ defined 

by ௜݂
ି ൌ 	ܾܶ௜ሺ݅ ∈ ሺܴ	݊݅	ݏ݈݁݅	ଶሻܫ ଶܶሻ. 

Since ଶܶ is an isomorphism between ܰሺ ଶܶሻୄ and ܴሺ ଶܶሻ, it follows that 
ܴሺ ଶܶሻ 	ൌ 	 ଶܶሺܰሺ ଵܶሻሻ 	⊆ 	 ሼ݊ܽ݌ݏ ௜݂

ି	ሽ௜∈ூమ 	⊆ 	ܴሺ ଶܶሻ. 
Finally, consider ܷ ∈ ࣯ሺℓଶሺܫሻሻ which turns the standard orthonormal basis ሼ݁௜ሽ௜∈ூ	݅݊݋ݐ	ࣜଵ ∪
	ࣜଶ. ݄ܶ݁݊, ݂݅	ܸ	 ൌ 	ܷܶ and ࣠	 ൌ 	 ሼܸ݁௜ሽ௜∈ூ 	ൌ 	 ሼ݂	௜

ା	ሽ௜∈ூభ ∪ 	ሼ݂	௜
ିሽ௜∈ூమ , it is easy to see that 

ାܫ 	ൌ 	 ሼ݅	 ∈ ܫ	 ∶ ሾ	ܸ݁௜, ܸ݁௜	ሿ 	൐ 0ሽ ൌ 	 ିܫ	݀݊ܽ	ଵܫ 	ൌ 	 ሼ݅	 ∈ ܫ	 ∶ ሾ	ܸ݁௜, ܸ݁௜ሿ ൏ 0ሽ 	ൌ 	  .ଶܫ
So, ܴሺ ାܸሻ 	ൌ 	ܴሺ ଵܶሻ	is maximal uniformly ܬ-positive and ܴሺܸି ሻ 	ൌ 	ܴሺ ଶܶሻ is maximal uniformly ܬ-
negative. Therefore, ࣠ is a ܬ-frame for ࣢with synthesis operator ܸ	 ൌ 	ܷܶ.  
Definition (5.2.22)[39]. Given a ܬ-frame ࣠ ൌ	 ሼ ௜݂ሽ	௜∈ூ, the ܬ-frame operator ܵ:	࣢ → 	࣢ is defined by 

݂ܵ	 ൌ෍ߪ௜ሾ	݂	, ௜݂	ሿ ௜݂

௜∈ூ

	݂	ݕݎ݁ݒ݁	ݎ݋݂			, ∈ 	࣢, 

௜ߪ	݁ݎ݄݁ݓ ൌ 	ሺሾ݊݃ݏ	 ௜݂ , ௜݂ 	ሿሻ. 
The following proposition compiles some basic properties of the ܬ-frame operator. 
Proposition(5.2.23)[39]. Let ࣠ ൌ	 ሼ ௜݂ሽ	௜∈ூ, be a ܬ-frame with synthesis operator ܶ	 ∈  .࣢ሻ,	ሻሻܫሺℓଶሺܮ	
Then, its ܬ-frame operator ܵ	 ∈  :ሺ࣢ሻ satisfiesܮ	
(i) ܵ	 ൌ 	ܶܶା; 
(ii) ܵ	 ൌ 	 ܵ	ା െ	ܵି, where ܵା ∶ൌ 	 ାܶ ାܶ

ା and ܵି ∶ൌ 	െܶି ܶିା are J-positive operators; 
(iii) ܵ	is an invertible ܬ-selfadjoint operator; 
(iv) ݅݊݀േሺܵሻ 	ൌ 	݀݅݉࣢േ, where ݅݊݀േሺܵሻ are the indices of ܵ. 
Proof. If ࣠ ൌ	 ሼ ௜݂ሽ	௜∈ூ, is a ܬ-frame with synthesis operator ܶ	 ∈ 	࣢ሻ., then ܶା݂,	ሻሻܫሺℓଶሺܮ	 ൌ
∑ ,	݂	௜ሾߪ ݂	௜ሿ݁௜	݂ݎ݋	݂	 ∈ 	࣢௜∈ூ 	. So,  

ܶܶା݂	 ൌ 	ܶ ቌ෍ߪ௜ሾ	݂	, ݂	௜ሿ݁௜
௜∈ூ

ቍ ൌ෍ߪ௜ሾ	݂	, ݂	௜ሿ݂	௜
௜∈ூ

ൌ 	݂ܵ	, 	݂	ݕݎ݁ݒ݁	ݎ݋݂ ∈ 	࣢. 

Furthermore, if ܫേ ൌ 	 ሼ݅	 ∈ ܫ	 ∶ 	േሾ	݂	௜, ݂	௜ሿ 	൐ 	0ሽ, consider േܶ ൌ 	ܶ േܲ as usual. Then, 
 

ܶܶା ൌ 	 ሺ ାܶ 	൅ 	ܶି ሻሺ ାܶ 	൅ 	ܶି ሻା ൌ 	 ାܶ ାܶ
ା 	൅	 	ܶି ܶିା ൌ ାܶ ାܶ

ା െ ሺെ	ܶି ܶିାሻ,	
because ାܶܶିା 	ൌ 	 ܶି ାܶ

ା 	ൌ 	0. Therefore,	ܵ	 ൌ 	 ܵ	ା െ	ܵି	݂݅	ܵേ ∶ൌ 	േ േܶ േܶ
ା. Notice that ܵേ is a ܬ-

positive operator because 
ܵേ ൌ േ േܶ േܶ

ା ൌ േ േܶܬଶ േܶ
ܬ∗ ൌ േܶ േܶ

 ܬ∗
To show the invertibility of ܵ observe that, if ݂ܵ	 ൌ 	0	then ܵା݂	 ൌ 	 ܵି݂	. But ܴሺܵାሻ ∩ ܴሺܵିሻ 	⊆
	ܴሺ ାܶሻ ∩ ܴሺܶି ሻ 	ൌ 	 ሼ0ሽ. Thus, ܵ is injective. On the other hand, ܴሺܵሻ 	ൌ 	ܵሺ ାࣧ

ሾୄሿ	ሻ ൅ ܵሺ ିࣧ
ሾୄሿ		) 

because࣢ ൌ	 ାࣧ
ሾୄሿ 	∔ ିࣧ

ሾୄሿ	. But it is easy to see that േࣧ
ሾୄሿ 	⊆ 	ܰሺܵേሻ.So, ܵሺ േࣧ

ሾୄሿሽ	ሻ 	ൌ 	ܵ∓ሺ േࣧ
ሾୄሿሽ	ሻ 

and  ܴሺܵሻ 	ൌ 	ܵିሺ േࣧ
ሾୄሿ	ሻ 	൅ 	ܵଶሺ ିࣧ

ሾୄሿ	ሻ 	ൌ 	ܴሺܵିሻ 	൅ 	ܴሺܵାሻ 	ൌ 	ࣧ	ା ൅ࣧ	ି ൌ 	࣢. Therefore, ܵ is 
invertible. 

Finally, the identities ݅݊݀േሺܵሻ 	ൌ 	݀݅݉࣢േ follow from the indices definition. Recall that if 
	ܣ ∈  such that ݎ ሻ is the supremum of all positive integersܣselfadjoint operator, ݅݊݀ାሺ-ܬ ሺ࣢ሻ is aܮ	
there exists a positive invertible matrix of the form ሺሾ	ݔܣ௝, ,	௞ሿሻ௝,௞ୀଵ,...,௥	ݔ ,ଵݔ	݁ݎ݄݁ݓ . . . , ௥ݔ 	∈ ࣢  (if no 
such ݎ	exists, ݅݊݀ିሺܣሻ 	ൌ 	0). Similarly, ݅݊݀ିሺܣሻ 	ൌ 	݅݊݀ାሺെܣሻ is the supremum of all positive 
integers m such that there exists a negative invertible matrix of the form 
ሺሾ	ݕܣ௝, ,	௞ሿሻ௝,௞ୀଵ,...,௠	ݕ ,ଵݕ	݁ݎ݄݁ݓ . . . , ௥ݕ 	∈ ࣢  , see [53].  
Corollary(5.2.24)[39]. Let ࣠ ൌ 	 ሼ ௜݂ሽ	௜∈ூ, be a ܬ-frame for ࣢ with ܬ-frame operator  ܵ	 ∈  ,ሺ࣢ሻ. Thenܮ	

ሺܵേሻ 	ൌ 	 േࣧ	ܽ݊݀	ܰሺܵേሻ 	ൌ 	 ାࣧ
ሾୄሿ .  
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Furthermore, if ܳ	 ൌ 	 ܲࣧ ା//ெష
, 

ܵ	ା ൌ 	ܳܵܳ ൅ 	ܽ݊݀	ܵ	ି ൌ 	െሺܫ	 െ 	ܳሻܵሺܫ	 െ 	ܳሻା.																																											ሺ47ሻ	
Proof. Recall that ܵା ∶ൌ 	 ାܶ ାܶ

ା ൌ 	 ାܶሺܬଶ ାܶ
ሻܬ	∗ 	ൌ 	 ାܶ ାܶ

Then, ܴሺܵାሻ .ܬ∗ 	ൌ 	ܴሺ ାܶ ାܶ
ሻܬ∗ 	ൌ 	ܴሺ ାܶ ାܶ

∗ሻ ൌ
	ܴሺ ାܶሻ 	ൌ 	 ାࣧ because ܴሺ ାܶሻ is closed. Since ܵ	ା is ܬ-selfadjoint, it follows that ܰሺܵ	ାሻ 	ൌ
	ܴሺܵ	ାሻሾୄሿ ൌ 	 ାࣧ

ሾୄሿ  . Analogously, ܴሺܵିሻ 	ൌ ିࣧ					ܽ݊݀	ܰሺܵିሻ 	ൌ 	 ିࣧ
ሾୄሿ. Since ܵ	 ൌ 	 ܵା െ

	ܵି, ݂݅	ܳ	 ൌ 	 ܲࣧ ା//ெష
	then 

ܳܵ	 ൌ 	ܳሺܵା െ	ܵିሻ 	ൌ 	 ܵା, 
by the characterization of the range and nullspace of  ܵା. Therefore,  ܵܳା ൌ 	ܳܵ ൌ ܳܵܳା. 
Analogously, ܵሺܫ െ ܳሻା ൌ ሺܫ െ ܳሻܵ ൌ ሺܫ	 െ 	ܳሻܵሺܫ െ ܳሻା.  
The above corollary states that S is the diagonal block operator matrix 

ܵ ൌ ൬
ܵା 0
0 െܵି

൰ ,                                                                                          (48) 

according to the (oblique) decompositions ࣢ ൌ	 ିࣧ
ሾୄሿ 	∔ ାࣧ

ሾୄሿand 	࣢ ൌ 	ࣧ	ା ∔ࣧ	ି of the domain 
and codomain of ܵ, respectively. 

Given a ܬ-frame ࣠ ൌ	 ሼ ௜݂ሽ	௜∈ூ with synthesis operator  , there is a duality between ࣠ and the 
frame ԭ	 ൌ 	 ሼ݃௜ሽ	௜∈ூ given by ݃௜ ൌ 	ܵିଵ ௜݂:	 ௜݂ 		݂	 ∈ 	࣢, 

݂	 ൌ 	ܵܵିଵ݂	 ൌ 	ܶܶାሺܵିଵ݂	ሻ ൌ 	ܶ ൭෍ߪ௜ሾ	ܵିଵ݂	, ௜݂	ሿ݁௜
௜∈ூ

൱ 

ൌ෍ߪ௜ሾ	ܵିଵ݂	, ௜݂	ሿ ௜݂ 	
௜∈ூ

ൌ෍ߪ௜ሾ݂	, 	ܵିଵ ௜݂	ሿ ௜݂	
௜∈ூ

 

Analogously, 

݂	 ൌ 	 ܵିଵ݂ܵ	 ൌ 	ܵିଵሺܶܶା݂	ሻ ൌ 	ܵିଵ ൭෍ߪ௜ሾ	݂	, ௜݂ 	ሿ݁௜
௜∈ூ

൱ ൌ෍ߪ௜ሾ	ܵିଵ݂	, ௜݂ 	ሿ ௜݂ 	
௜∈ூ

ൌ෍ߪ௜ሾ݂	, 	 ௜݂ 	ሿܵିଵ ௜݂	
௜∈ூ

. 

Therefore, for every ݂	 ∈ 	࣢, there is an indefinite reconstruction formula associated to ࣠ : 

݂	 ൌ෍ߪ௜ሾ	݂	, ݃௜	ሿ ௜݂

௜∈ூ

	ൌ ෍ߪ௜ሾ	݂	, ௜݂	ሿ݃௜.					
௜∈ூ

																																																						ሺ49ሻ	

The following question arises naturally: is ԭ ൌ 	 ሼܵିଵ ௜݂ሽ௜∈ூ also a ܬ-frame for ࣢? 
Proposition(5.2.25)[39]. If ࣠ ൌ	 ሼ ௜݂ሽ	௜∈ூ is a ܬ-frame for a Krein space ࣢ with ܬ-frame operator ܵ, then 
ԭ ൌ 	 ሼܵିଵ ௜݂ሽ௜∈ூ is also a ܬ-frame for ࣢. 
Proof. Given a ܬ-frame ࣠ ൌ	 ሼ ௜݂ሽ	௜∈ூ for ࣢ with ܬ-frame operator ܵ, observe that the synthesis operator 

of ԭ ൌ 	 ሼܵିଵ ௜݂ሽ௜∈ூ is ܸ ∶ൌ 	ܵିଵܶ	 ∈ ࣢ሻ. Furthermore, by Corollary (5.2.24), ܵሺ,ሻܫሺℓଶሺܮ	 ∓ࣧ
ሾୄሿሻ 	ൌ

	 േࣧ. Then,  ܵିଵሺ േࣧሻ ൌ ∓ࣧ
ሾୄሿ and it follows that ሾ	ܵିଵ ௜݂, ܵିଵ ௜݂	ሿ 	൐ 	0 if and only if ሾ	 ௜݂ , ௜݂ 	ሿ ൐ 0. 

Thus,	ܸ	േ ൌ 	ܸ േܲ 	ൌ 	 ܵିଵ േܶ and ܴሺ ାܸሻ (resp. ܴሺܸି ሻis a maximal uniformly ܬ-positive (resp. ܬ-
negative) subspace of ࣢. So, ԭ is a ܬ-frame for ࣢.  
If ࣠ ൌ	 ሼ ௜݂ሽ	௜∈ூ is a frame for a Hilbert space ࣢ with synthesis operator ܶ	 ∈  ࣢ሻ., then the,ሻܫሺℓଶሺܮ	
family ሼሺܶܶ∗ሻିଵ ௜݂ሽ௜∈ூ is called the canonical dual frame because it is a dual frame for ࣠ (see (32)) and 
it has the following optimal property: Given ݂	 ∈ 	࣢, 

෍|〈݂	, ሺܶܶ∗ሻିଵ ௜݂〉|ଶ

௜∈ூ

൑෍|ܿ௜|ଶ

௜∈ூ

, 	݂	ݎ݁ݒ݄݁݊݁ݓ ൌ ෍ܿ௜ ௜݂

௜∈ூ

,																																					ሺ50ሻ 

for a family ሺܿ௜ሻ௜∈ூ 	 ∈ 	 ℓଶሺܫሻ. In other words, the above representation has the smallest ℓଶ-norm among 
the admissible frame coefficients representing f (see [61]). 

In a Hilbert space ࣢, it is well known that every positive invertible operator ܵ	 ∈  ሺ࣢ሻ can beܮ	
realized as the frame operator of a frame ࣠ ൌ	 ሼ ௜݂ሽ	௜∈ூ for ࣢, see [43]. Indeed, if ܤ	 ൌ 	 ሼݔ௜ሽ௜∈ூ is an 
orthonormal basis of ࣢, consider ܶ ∶ ℓଶሺܫሻ 		→ 	࣢ given by ௘ܶ೔ 	ൌ 	 ܵ

ଵ ଶ⁄ 	݅	ݎ݋݂			௜ݔ ∈  Then, for every .ܫ	
݂	 ∈ 	࣢, 
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ܶܶ∗݂	 ൌ෍〈݂	, ܵଵ ଶ⁄ 〉ܵଵ		௜ݔ ଶ⁄ 	௜ݔ
௜∈ூ

ൌ 	 ܵଵ ଶ⁄ ቌ෍〈ܵଵ ଶ⁄ ݂	, 〈௜ݔ
௜∈ூ

௜ቍݔ ൌ 	݂ܵ	. 

  
Therefore, ࣠ ൌ	 ሼܵଵ ଶ⁄  .ܵ and its frame operator is given by ࣢ ሽ௜∈ூ is a frame for	௜ݔ
Theorem(5.2.26)[39]. Let ܵ	 ∈  with ࣢ selfadjoint operator acting on a Krein space-ܬ ሺ࣢ሻ be aܮܩ	
fundamental symmetry ܬ. Then, the following conditions are equivalent: 
(i) ܵ is a ܬ-frame operator, i.e. there exists a ܬ-frame ࣠ with synthesis operator ܶ	such that ܵ	 ൌ 	ܶܶା. 
(ii) There exists a projection ܳ	 ∈ 	࣫ such that ܳܵ is ܬ-positive and ሺܫ	 െ 	ܳሻܵ is ܬ-negative. 
(iii) There exist ܬ-positive operators ଵܵ, ܵଶ ∈ 	ܵ ሺ࣢ሻ such thatܮ	 ൌ ଵܵ 	െ ܵଶ and ܴሺ ଵܵሻ ሺ݌ݏ݁ݎ. ܴሺܵଶሻሻ is 
a uniformly ܬ-positive (resp. ܬ-negative) subspace of ࣢. 
Proof. (i)→(ii): Follows from Proposition (5.2.23) and Corollary (5.2.24). 
(ii)→(iii): If there exists a projection ܳ	 ∈ 	࣫ such that ܳܵ is ܬ-positive and ሺܫ	 െ ܳሻܵ is ܬ-negative, 
consider the ܬ-positive operators ଵܵ 	ൌ 	ܳܵ and  ܵଶ 	ൌ 	െሺܫ	 െ 	ܳሻܵ. Then, ܵ	 ൌ ଵܵ 	െ ܵଶ and, by 
hypothesis, ܴሺ ଵܵሻ 	ൌ 	ܴሺܳሻ is uniformly ܬ-positive and ܴሺܵଶ	ሻ 	ൌ 	ܴሺܫ	 െ 	ܳሻ 	ൌ 	ܰሺܳሻ is uniformly ܬ-
negative. 
(iii)→(i): Suppose that there exist ܬ-positive operators ଵܵ, ܵଶ ∈ 	ܵ ሺ࣢ሻ such thatܮ	 ൌ ଵܵ 	െ ܵଶ and 
ܴሺ ଵܵሻ ሺ݌ݏ݁ݎ. ܴሺܵଶሻሻ is a uniformly ܬ-positive (resp. ܬ-negative) subspace of ࣢. Denoting ௝ࣥ ൌ
	ܴሺ ௝ܵሻ	݂ݎ݋	݆	 ൌ 	1, 2, observe that ܣ௝ ൌ 	 ௝ܵܬ|ࣥೕ

∈ ሺܮܩ	 ௝ࣥሻା. 
Therefore, there exists a frame ௝࣠ ൌ 	 ሼ ௜݂ሽ௜∈ூೕ ⊂ 	 ௝ࣥ for ௝ࣥ such that  ܣ௝ ൌ ௝ܶ ௝ܶ

∗  j if ௝ܶ ∈ ,ଵሻܫሺℓଶሺܮ	 ௝ࣥሻ 
is the synthesis operator of ௝࣠, for ݆	 ൌ 	1, 2. 
Then, consider	ℓଶሺܫሻ ∶ൌ 	 ℓଶሺܫଵሻ 	⊕	ℓଶሺܫଶሻ and ܶ	 ∈  ࣢ሻ given by,	ሻܫሺℓଶሺܮ	

	ݔܶ ൌ 	 ଵܶݔଵ 	൅ 	 ଶܶݔଶ,			݂݅	ݔ	 ∈ ℓଶሺܫଵሻ, 	ݔ ൌ 	 ଵݔ 	൅	ݔଶ, ௝ݔ ∈ 	 ℓଶሺܫ௝ሻ݂ݎ݋	݆	 ൌ 	1, 12. 
It is easy to see that ܶ is the synthesis operator of the frame ࣠	 ൌ 	࣠ଶ ∪	࣠ଶ. Furthermore ࣠ is a ܬ-frame 
such that ܫ	ା ൌ 	 ି	ܫ ଵ andܫ ൌ 	  .ଶܫ

Finally, endow ℓଶሺܫሻ	 with the indefinite inner product defined by the diagonal operator	ܬଶ ∈
 ሻ given by	ሻܫሺℓଶሺܮ	

݁௜	ଶܬ ൌ  ,݁௜	௜ߪ	
where ߪ௜ ൌ 	1		݂݅		݅	 ∈ 	 ௜ߪ ଵ andܫ ൌ 	െ1		݂݅	݅	 ∈ 	 ଶܬଶ. Notice that ଵܶܫ 	ൌ ଵܶ and ଶܶܬଶ 	ൌ െ ଶܶ. 
Furthermore, ଵܶ ଶܶ

∗ 	ൌ 	 ଶܶ ଵܶ
∗ 	ൌ 	0 because ܴሺ ଶܶ

∗	ሻ 	ൌ 	ܰሺ ଶܶሻୄ 	⊆ 	 ℓଶሺܫଵሻ 	ൌ 	 ℓଶሺܫଶሻ 	⊆ 	ܰሺ ଵܶሻ. Thus, 
ܶܶା ൌ 	ܬ	∗ଶܶܬܶ	 ൌ 	 ሺ ଵܶ 	൅ 	 ଶܶሻሺ ଵܶ

∗ 	െ	 ଶܶ
∗	ሻܬ	 ൌ 	 ଵܶ ଵܶ

	ܬ		∗ െ	 ଶܶ ଶܶ
	ܬ	∗ ൌ 	ܬଵܣ	 െ	ܣଶܬ	 ൌ 	 ଵܵ െ 	ܵଶ 	ൌ 	ܵ.  

Given a ܬ-frame ࣠ ൌ 	 ሼ ௜݂ሽ௜∈ூ for ࣢ with ܬ-frame operator ܵ	 ∈  ሺ࣢ሻ, it follows from Corollaryܮ	
(5.2.24) that 

ܵ൫ ିࣧ
ሾୄሿ	൯ ൌ ାࣧ			ܽ݊݀	ܵ ቀ ାࣧ

ሾୄሿ		ቁ ൌ 	 ିࣧ																																																																							 (51) 

i.e. ܵ maps a maximal uniformly ܬ-positive (resp. ܬ-negative) subspace into another maximal uniformly 
 subspace. The next proposition shows under which hypotheses the (negative-ܬ .resp) positive-ܬ
converse holds. 
Proposition(5.2.27)[39]. Let ܵ	 ∈  frame operator if-ܬ selfadjoint operator. Then, ܵ is a-ܬ ሺ࣢ሻ be aܮܩ	
and only if the following conditions hold: 
(i) there exists a maximal uniformly ܬ-positive subspace ܶ of ࣢ such that ܵሺܶ	ሻ is also maximal 
uniformly ܬ-positive; 
(ii) ሾ	݂ܵ	, ݂	ሿ 	൒ 	0 for every ݂	 ∈ 	࣮	; 
(iii) [	ܵ݃, ݃	ሿ 	൑ 	0 for every ݃	 ∈ 	ܵሺ࣮ሻሾୄሿ. 
Proof. If ܵ is a ܬ-frame operator, consider ࣮	 ൌ 	 ିࣧ

ሾୄሿ which is a maximal uniformly ܬ-positive 
subspace ࣮ of ࣢. Then, ܵሺ࣮	ሻ 	ൌ 	 ାࣧ is also maximal uniformly ܬ-positive. Furthermore, 
ሾ	݂ܵ	, ݂	ሿ 	ൌ 	 ሾ	ܵܳା݂	, ܳା݂	ሿ 	ൌ 	 ሾ	ܳܵܳା݂	, ݂	ሿ 	ൌ 	 ሾ	ܵା݂	, ݂	ሿ 	൒ 	0 for every	݂	 ∈ 	࣮ ,where ܳ	 ൌ
	ܲࣧ

శ// షࣧ
. Also, ܵሺ࣮	ሻሾୄሿ 	ൌ 	 ାࣧ

ሾୄሿ 	ൌ 	ܰሺܳାሻ 	ൌ 	ܴሺሺܫ	 െ 	ܳሻାሻ. So, 
ሾ	ܵ݃, ݃	ሿ 	ൌ 	 ሾ	ܵሺܫ	 െ 	ܳሻା݃, ሺܫ	 െ 	ܳሻା݃	ሿ 	ൌ 	 ሾ	ሺܫ	 െ 	ܳሻܵሺܫ	 െ 	ܳሻା݃, ݃	ሿ 	ൌ 	 ሾെܵି݃, ݃	ሿ 	

൑ 	݃	ݕݎ݁ݒ݁	ݎ݋݂	0	 ∈ 	ܵሺ࣮	ሻሾୄሿ.	
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Conversely, suppose that there exists a maximal uniformly ܬ-positive subspace ܶ satisfying the 
hypotheses. Let ࣧ ൌ 	ܵሺ࣮	ሻ, which is maximal uniformly ܬ-positive. Then, consider 	ൌ 	ܲࣧ//࣮ሾ఼ሿ	 . It 

is well defined because ࣮ሾୄሿ is maximal uniformly ܬ-negative, see [91]. Moreover, ܳ	 ∈ 	࣫. 
Notice that ܴሺܵሺܫ	 െ 	ܳሻାሻ 	ൌ 	ܵሺࣧሾୄሿሻ 	ൌ 	ܵሺܵሺ࣮	ሻሾୄሿሻ ൌ ܵሺܵିଵሺ࣮ሾୄሿሻሻ 	ൌ 	࣮ሾୄሿ. Therefore,	ܳܵሺܫ	 െ
	ܳሻ	ା ൌ 	0 and  

ܳܵ	 ൌ 	ܳܵܳା 	൅ 	ܳܵሺܫ	 െ 	ܳሻା 	ൌ 	ܳܵܳା. 
Furthermore, if ሾ	݂ܵ	, ݂	ሿ 	൒ 	0 for every ݂	 ∈ 	࣮ then ܳܵ is ܬ-positive. Analogously, if ሾ	ܵ݃, ݃	ሿ 	൑ 	0 
for every ݃	 ∈ 	ܵሺ࣮ሻሾୄሿ then ሺܫ	 െ 	ܳሻܵ is ܬ-negative. Then, by Theorem (5.2.26),	ܵ is a ܬ-frame 
operator.  

As it was proved in Proposition (5.2.23), if an operator ܵ	 ∈  frame operator then it-ܬ ሺ࣢ሻ is aܮ	
is an invertible ܬ-selfadjoint operator satisfying 	݅݊݀േሺܵሻ 	ൌ 	݀݅݉ሺ࣢േሻ. Unfortunately, the converse is  
not true. 
Example(5.2.28)[39]. Consider the Krein space obtained by endowing ঃଶ with the sesquilinear form 

ሾሺݔଵ, ,ଶሻݔ ሺݕଵ, ଶሻሿݕ 	ൌ 	 ଵതതതݕଵݔ 	െ	ݔଶݕଶതതത, 
and the invertible ܬ-selfadjoint operator ܵ, whose matrix in the standard orthonormal basis is given by 

ܵ	 ൌ ቀ0 ݅
݅ 0

ቁ . 

Then, ܵ satisfies ݅݊݀േሺܵሻ 	ൌ 	݀݅݉ሺ࣢േሻ  , but it maps each ܬ-positive vector into a ܬ-negative vector. 
Then, by Proposition (5.2.27), ܵ cannot be a ܬ-frame operator. 
Corollary (5.2.29)[212 Let the sequences  ࣠	 ൌ 	 ሼሺ ௥݂ሻ௜ሽ௜∈ூೝ be a Bessel family in ࣢. Then, ࣠ is a 
sequences of ܬ-frames if and only if ࣠ is everywhere defined (i.e. ࣞା 	൅	ࣞି ൌ ࣢) and ∥ ܨ ∥	൏ 	1. 
Proof. See [59].  

It follows from the definition that, given a sequences of ܬ-frames ࣠	 ൌ 	 ሼሺ ௥݂ሻ௜ሽ௜∈ூೝfor the Krein 
space ࣢, ሾ	ሺ ௥݂ሻ௜, ሺ ௥݂ሻ௜	ሿ 	് 	0 for every	݅	 ∈ 	 ௥ሻേܫ௥, i.e. ሺܫ ൌ 	 ሼ݅	 ∈ 	 ௥ܫ ∶ 	േሾ	ሺ ௥݂ሻ௜, ሺ ௥݂ሻ௜	ሿ 	൐ 	0ሽ. This fact 
allows to endow the coefficients space ℓଶሺܫ௥ሻ with a Krein space structure. Denote ሺߪ௥ሻ	௜ ൌ
ሺ	ሺሾ݊݃ݏ	 ௥݂ሻ௜, ሺ ௥݂ሻ௜	ሿሻ 	ൌ 	േ1 for every ݅	 ∈ 	 ଶܬ ௥. Then, the diagonal operatorܫ 	 ∈  ௥ሻሻ defined byܫሺℓଶሺܮ	

ሺ݁௥ሻ௜	ଶܬ 	ൌ 	 ሺߪ௥ሻ	௜	ሺ݁௥ሻ௜, 	݅	ݕݎ݁ݒ݁	ݎ݋݂ ∈ 	  ௥,                                                                           (52)ܫ
is a selfadjoint involution on ℓଶሺܫ௥ሻ. Therefore, ℓଶሺܫ௥ሻwith the fundamental symmetry ܬଶ is a Krein 
space. 

Now, if ܶ	 ∈ ିܶ adjoints of ܶ , ାܶ and-ܬ ࣢ሻ is the synthesis operator of ࣠, the,௥ሻܫሺℓଶሺܮ	  can be 
easily calculated, in fact if  ௥݂ 	 ∈ ࣢: 

෍ േܶ
േ

௥݂

௥∈ோ

ൌ േ ෍ ෍ሾ ௥݂, ሺ ௥݂ሻ௜ሿሺ݁௥ሻ௜
௥∈ோ௜∈ሺூೝሻേ

, 

And 

෍ࢀേ ௥݂

ࡾ∋࢘

ൌ෍ሺࢀା ൅ ሻାିࢀ ௥݂

ࡾ∋࢘

ൌ෍ࢀାା ௥݂

ࡾ∋࢘

൅෍ିࢀା ௥݂

ࡾ∋࢘

ൌ 

෍ ෍ሾ ௥݂, ሺ ௥݂ሻ௜ሿሺ࢘ࢋሻ࢏
శࡾ∋࢘

െ ෍ ෍ ሾ ௥݂, ሺ ௥݂ሻ௜ሿሺ࢘ࢋሻ࢏
షࡾ∋࢘

ൌ෍෍ሺ࢘࣌ሻ࢏ሾ ௥݂, ሺ ௥݂ሻ௜ሿሺ࢘ࢋሻ࢏
ሻశ࢘ࡵሺ∋࢏ሻష࢘ࡵሺ∋࢏࢘ࡵ∋࢏ࡾ∋࢘

 

  
Corollary (5.230)[212]. Let ࣠ ൌ	 ሼሺ ௥݂ሻ௜ሽ௜∈ூೝ be a sequences of ܬ-frames for ࣢. Then, ࣠േ ൌ
	ሼሺ ௥݂ሻ௜ሽ௜∈ሺூೝሻേ is a sequences of frames for the Hilbert space	ሺ േࣧ, േሾ	, ሿሻ, i.e. there exist constants 
ሺܣ ൅ ሻିߝ 	൑ ିܣ	 	൏ 	0	 ൏ 	 ାܣ	 	൑ 	 ሺܣ ൅  ሻା such thatߝ

෍ܣേሾ ௥݂, ௥݂ሿ
௥∈ோ

൑ ෍ ෍ |ሾ ௥݂, ሺ ௥݂ሻ௜ሿ|
௥∈ோേ௜∈ሺூೝሻേ

൑෍ሺܣ ൅ ሻേሾߝ ௥݂, ௥݂ሿ
௥∈ோ

	ݎ݋݂		 ௥݂ ∈ േࣧ	.																						ሺ53ሻ 

Proof. If ࣠ ൌ	 ሼሺ ௥݂ሻ௜ሽ௜∈ூೝ  is a sequences of ܬ-frames for ࣢, then ܴሺ ାܶሻ 	ൌ  ା is a (maximal)ܯ	
uniformly ܬ-positive subspace of ࣢. So, ାܶ is a surjection from ℓଶሺܫ௥ሻ onto the Hilbert 
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space	ሺܯା, ሾ	, ሿሻ. Therefore,	࣠ା is a sequences of frames for ሺܯା, ሾ	, ሿሻIn particular, there exist constants 
0	 ൏ ା	ܣ	 ൑ 	 ሺܣ ൅ ି࣠ ା. The assertion onܯ ሻା such that (53) is satisfied forߝ   follows analogously.  

Now, assuming that (see, [23]) ࣠ is a sequences of ܬ-frames for a Krein space ሺ࣢, ሾ	, ሿሻ, a set of 
constants	ሼሺܣ ൅ ,ሻିߝ ,ିܣ ,ା	ܣ ሺܣ ൅  ሻାሽ satisfying (53) is going to be computed. They depend only onߝ
the definiteness bounds for ܴሺ േܶሻ, the norm and the reduced minimum modulus of േܶ. 

Suppose that ࣠ is a sequences of ܬ-frames for a Krein space ሺ࣢, ሾ	, ሿሻ	with synthesis operator 
ܶ	 ∈ ࣢ሻ. Since ܴሺ,௥ሻܫሺℓଶሺܮ	 ାܶሻ 	ൌ  there ,࣢ positive subspace of-ܬ ା is a (maximal) uniformlyܯ	
exists ሺ1 െ ሻߝ ൐ 	0 such that ∑ ሺ1 െ ሻߝ ∥ ௥݂ 	 ∥	ଶ௥∈ோ ൑ ∑ ሾ	 ௥݂	, ௥݂	ሿ			௥∈ோ 	ݕݎ݁ݒ݁	ݎ݋݂	 ௥݂ 	 ∈  ,ା. Soܯ	

෍ ෍‖ ௥݂, ሺ ௥݂ሻ௜‖ଶ

௥∈ோ

ൌ෍‖ ାܶ
ା

௥݂‖ଶ

௥∈ோ

൑෍‖ ାܶ
ା‖ଶ‖ ௥݂‖ଶ

௥∈ோ

൑෍ሺܣ ൅ ሻାሾߝ ௥݂, ௥݂ሿ
௥∈ோ

				 , 	ݕݎ݁ݒ݁	ݎ݋݂ ௥݂ ∈ ାܯ

௜∈ሺூೝሻశ

 

where ሺܣ ൅ ሻାߝ ൌ
ฮ శ்

శฮ
మ

ଵିఌ
ൌ

‖ శ்‖మ

ଵିఌ
 . Furthermore, since ܰሺ ାܶ

ାሻୄ ൌ ,	ାሻܯሺܬ ݂݅	 ௥݂ ∈  ,ାܯ

෍ ෍‖ ௥݂, ሺ ௥݂ሻ௜‖ଶ

௥∈ோశ

ൌ෍‖ ାܶ
ା

௥݂‖ଶ

௥∈ோ

൑෍ฮ ାܶ
ା

௃ܲሺெశሻ
ଶ

௥݂ฮ
ଶ

௥∈ோ

൒෍ߛሺ ାܶ
ାሻଶฮ ௃ܲሺெశሻ

ଶ
௥݂ฮ

ଶ

௥∈ோ௜∈ሺூೝሻశ

ൌ෍ߛሺ ାܶሻଶฮ ெܲశ
ଶ ܬ ௥݂ฮ

ଶ

௥∈ோ

ൌ෍ߛሺ ାܶሻଶฮܩெశ
ܬ ௥݂ฮ

ଶ

௥∈ோ

൒෍ߛሺ ାܶሻଶߛ൫ܩெశ
൯
ଶ
‖ ௥݂‖ଶ

௥∈ோ

൒෍ܣାሾ ௥݂, ௥݂ሿ
௥∈ோ

 

where ܣା 	ൌ ሺߛ	 ାܶሻଶߛ൫ܩெశ
൯
ଶ
ൌ ሺߛ	 ାܶሻଶሺ1 െ  .ሻଶߝ

Analogously, ܣ	ି ൌ 	െߛ	ሺܶି ሻଶሺߝ െ 1ሻଶ and ሺܣ ൅ ሻିߝ ൌ
‖ ష்‖మ

ሺఌିଵሻ
 satisfy Eq. (53) for every 

∑ ௥݂௥∈ோ ∈ ܴሺܶି ሻ ൌ ߝif ሺ, ିܯ െ 1ሻ is the definiteness bound of the (maximal) uniformly ܬ-negative 
subspace ିܯ. 

Usually, the bounds ܣା ൌ ൅ሺ1 െ ሺߛሻଶߝ ାܶሻଶ , ିܣ ൌ െሺߝ െ 1ሻଶߛሺܶି ሻଶ  and	ሺܣ ൅ ሻାߝ ൌ ൅
‖ శ்‖మ

ሺଵିఌሻ
 

,  ሺܣ ൅ ሻିߝ ൌ െ
‖ ష்‖మ

ሺఌିଵሻ
 are not optimal for the series of ܬ-frames ࣠ . 

Corollary(5.2.31)[212]. Given a Bessel family ࣠ ൌ	 ሼ ௜݂ሽ௜∈ூ in a Krein space ࣢, let ࣧ ൌ
ሼ݊ܽ݌ݏ ௜݂: ݅ ∈ ࣨ ሽ, andܫ ൌࣧ⋃ࣧሾୄሿ .If there exist constants 0 ൏ ܣ ൑ 	 ሺܣ ൅  ሻ such thatߝ

෍ܣ	ሾ	 ௥݂, ௥݂ 	ሿ
௥∈ோ

൑෍෍|ሾ	 ௥݂	, ሺ ௥݂ሻ௜	ሿ|ଶ

௥∈ோ௜∈ூೝ

	൑ 		෍ሺܣ ൅ 	ሻሾߝ ௥݂, ௥݂ 	ሿ
௥∈ோ

	 , 	ݕݎ݁ݒ݁	ݎ݋݂ ௥݂ 	 ∈ 	ࣧ,														ሺ54ሻ 

then ࣧ	⊖ 	ࣨ is a (closed) uniformly ܬ-positive subspace of ࣧ. Moreover, if ࣠ is a sequences of 
frames for the Hilbert space ሺࣧ, ,	ۦ ۧሻ, the converse holds. 
Proof. First, suppose that there exist ߝ, ܣ ൐ 		0 such that (54) holds. So, ࣧ is a ܬ-nonnegative subspace 
of ࣢, or equivalently, ሺࣧ, ,	ۦ ۧሻis a semi-inner product space. 
  If ܶ	 ∈ 	ܥ ࣢ሻ is the synthesis operator of the Bessel sequence ࣠ and,௥ሻܫሺℓଶሺܮ	 ൌ	∥ ܶ∗ ∥	ଶ ൐ 	0, 
then ܶܶ∗ ൑ ଶࣧܲܥ	 . So, using (17) it is easy to see that: 

෍ࣧܩ〉ܣ ௥݂, ௥݂〉
௥∈ோ

൑෍ฮܶାሺܲࣧଶ ௥݂ሻฮ
ଶ

௥∈ோ

ൌ෍〈ሺܲࣧଶ ሻ∗ܶܶܬ ௥݂, ௥݂〉
௥∈ோ

	 , ௥݂ ∈ ࣢.																								ሺ55ሻ 

Thus, 0	 ൑ ࣧܩ	 	൑ 	
஼

஺
ሺࣧܩሻଶ. Applying Theorem (5.2.1) it is easy to see that 

ܴሺሺࣧܩሻଵ ଶ⁄ ሻ 	⊆ 	ܴሺࣧܩሻ 	⊆ 	ܴሺሺࣧܩሻଵ ଶ⁄ ሻ. 
Moreover, it follows by Corollary (5.2.2) that ܴሺࣧܩሻ	 is closed because 

ܴሺࣧܩሻ 	ൌ 	ܴ൫ሺࣧܩሻଵ ଶ⁄ ൯. 
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Let ࣧ′	 ൌ 	ࣧ ⊖ࣨ and notice that ࣧ′	 is a closed uniformly ܬ-positive subspace of ࣢. In 
fact, since 	ܴሺࣧܩሻ	 is closed, there exists ሺ1 െ  ሻ such thatߝ

෍ሾ ௥݂, ௥݂ሿ
௥∈ோ

ൌ෍ࣧܩۦ ௥݂, ௥݂ۧ
௥∈ோ

ൌ෍ ∥ ሺࣧܩሻଵ ଶ⁄
௥݂ ∥ଶ

௥∈ோ

൒෍	ሺ1 െ ሻߝ ∥ ௥݂ ∥ଶ

௥∈ோ

, 

	ݕݎ݁ݒ݁	ݎ݋݂ ௥݂ ∈ ࣨሺࣧܩሻ ൌ ࣧ⊖ࣨ. 
Conversely, suppose that ࣠ is a series of frames for ሺࣧ, ,	ۦ ۧሻ, i.e. there exist constants ሺܣ ൅ 	′ሻߝ ൒
	′ܣ	 ൐ 	0 such that 

ଶࣧܲ′ܣ 	൑ 	ܶܶ∗ ൑ 	 ሺܣ ൅ ሻ′ܲࣧଶߝ , 
where ܶ	 ∈ ′ࣧ  ௥ሻ,ࣧሻ is the synthesis operator of ࣠ . Ifܫሺℓଶሺܮ	 ൌ 	ࣧ⊖ࣨ is a uniformly ܬ-positive 
subspace of ࣢, then there exists ሺ1 െ such that ሺ1		ሻߝ െ ሻܲࣧߝ ᇱ

ଶ ൑ ᇱࣧܩ	 ൑ ܲࣧଶ  . As a consequence of 
Theorem (5.2.1), ܴሺሺࣧܩᇲሻଵ ଶ⁄ ሻ 	ൌ 	ࣧ′ ൌ 	ܴሺࣧܩᇱሻ. Since ܩ	ࣧ ൌ  ᇱ it is easy to see thatࣧܩ	

ሻଶࣧ	ܩሺ′ܣ ൌ ᇱሻଶࣧ	ܩሺ′ܣ	 	൑ 	 ܲࣧ
ଶ ଶࣧܲܬ∗ܶܶܬ 	൑ 	 ሺܣ ൅ ᇱሻଶࣧ	ܩሻ′ሺߝ ൌ ሺܣ ൅  .ሻଶࣧ	ܩሻ′ሺߝ

Therefore, ܴሺܲࣧଶ ሻ	ܶܬ 	ൌ 	ܴሺܩ	ࣧᇱሻ 	ൌ 	ܴሺሺܩ	ࣧᇱሻଵ ଶ⁄ ሻ, or equivalently, there exist ߝ, ܣ ൐ 		0 such that 
ࣧ	ܩܣ 	ൌ ᇱࣧ	ܩܣ	 ൑ 	 ܲࣧ

ଶ ࣧܲܬ∗ܶܶܬ ൑ 	 ሺܣ ൅ ᇱࣧ	ܩሻߝ ൌ 	 ሺܣ ൅  ,ࣧ	ܩሻߝ

݅. ݁	.෍ܣ	ሾ	 ௥݂	, ௥݂ 	ሿ
௥∈ோ

		൑ ෍෍|ሾ	 ௥݂	, ሺ ௥݂ሻ௜ሿ|ଶ

௥∈ோ௜∈ூೝ	

		൑ ෍ሺܣ ൅ 	ሾ	ሻߝ ௥݂ , ௥݂	ሿ
௥∈ோ

	ݕݎ݁ݒ݁	ݎ݋݂				,	 ௥݂ 	 ∈ 	ࣧ	. 

Corollary(5.2.32)[212]. Let ࣠ ൌ	 ሼሺ ௥݂ሻ௜ሽ௜∈ூೝ be a series of frame for ࣢. If  ሺܫ௥ሻേ ൌ ሼ݅	 ∈ ௥ܫ ∶

േሾ	ሺ ௥݂ሻ௜, ሺ ௥݂ሻ௜ሿ ൒ 	0ሽ and േࣧ ൌ ሼሺ݊ܽ݌ݏ ௥݂ሻ௜: ݅ ∈ ሺܫ௥ሻേሽ, then, ࣠ is a series of ܬ-frame if and only if 

േࣧ ∩ࣧሾୄሿ ൌ 0 and there exist constants ሺܣ ൅ ሻିߝ ൑ ିܣ	 	൏ 	0	 ൏ ାܣ	 	൑ 	 ሺܣ ൅  ሻା such thatߝ

෍ܣേሾ ௥݂, ௥݂ሿ
௥∈ோ

൑ ෍ ෍ |ሾ ௥݂, ௜݂ሿ|ଶ

௥∈ோേ௜∈ூേ

൑ ෍ሺܣ ൅ ሻേሾߝ ௥݂, ௥݂ሿ
௥∈ோ

	ݕݎ݁ݒ݁	ݎ݋݂						 ௥݂ ∈ േࣧ.																	ሺ56ሻ 

Proof. If ࣠ is a sequences of ܬ-frames, the conditions on േࣧ follow by its definition and by 
Proposition (5.2.11). Conversely, if ାࣧ is ܬ-non degenerated and there exist constants 0	 ൏ ାܣ	 	൑
	ሺܣ ൅  ሻା such thatߝ

෍ܣାሾ	 ௥݂, ௥݂	ሿ
௥∈ோ

	൑ ෍ ෍ |ሾ ௥݂, ሺ ௥݂ሻ௜ሿ|ଶ

௥∈ோേ௜∈ሺூೝሻേ

	൑ 	෍ሺܣ ൅ ሻାሾߝ ௥݂, ௥݂ሿ
௥∈ோ

	, 	ݕݎ݁ݒ݁	ݎ݋݂ ௥݂ 	 ∈ 	 ାࣧ			. 

then, by Proposition (5.2.14),	 ାࣧ			.is a uniformly ܬ-positive subspace of ࣢. Therefore, there exist 
constants ߝ, ܣ ൐ 		0  such that 

෍ܣ ∥ ܲࣧ
శ

ଶ
௥݂ 	 ∥ଶ

௥∈ோ

	൑෍ ∥ ାܶ
ା	ܲࣧ

శ
ଶ

௥݂	∥ଶ

௥∈ோ

	൑ 	෍ሺܣ ൅ ሻߝ ∥ ܲࣧ
శ

ଶ
௥݂ 	 ∥ଶ

௥∈ோ

	, 	ݕݎ݁ݒ݁	ݎ݋݂ ௥݂ 	 ∈ ࣢.	 

But  these inequalities can be rewritten as 
ࣧܲ	ܣ

శ
ଶ 	൑ ܲࣧ

శ
ଶ ܬ ାܶ ାܶ

ࣧܲܬ	∗
శ

ଶ 	൑ 	 ሺܣ ൅ ࣧܲ	ሻߝ
శ

ଶ .	
Then, by Theorem (5.2.1), ܴሺܲࣧ

శ
ଶ ܬ ାܶሻ 	ൌ 	ܴሺܲࣧ

శ
ଶ ሻ 	ൌ 	 ାࣧ. Furthermore, ௃ܲሺ శࣧሻሺܴሺ ାܶሻሻ 	ൌ ሺܬ	 ାࣧሻ 

because 
ሺܬ ାࣧሻ ൌ ሺܴሺܲࣧܬ

శ
ଶ ܬ ାܶሻሻ ൌ ܴሺሺࣧܲܬ

శ
ଶ ሻܬ ାܶሻ ൌ ܴሺ ௃ܲሺ శࣧሻ

ଶ
ାܶሻ ൌ ௃ܲሺ శࣧሻ

ଶ ሺܴሺ ାܶሻሻ. 
Therefore, taking the counter image of ௃ܲሺ శࣧሻ

ଶ ሺܴሺ ାܶሻሻ	ܾݕ	 ௃ܲሺ శࣧሻ
ଶ , it follows that 

࣢	 ൌ 	ܴሺ ାܶሻ 	∔ ሺܬ	 ାࣧሻୄ 	⊆ 	 ାࣧ ∔ ାࣧ
ሾୄሿ 	ൌ 	࣢. 

Thus, ܴሺ ାܶሻ 	ൌ 	 ାࣧ and ࣠ା is a frame for ାࣧ. Analogously,	࣠ି ൌ 	 ሼሺ ௥݂ሻ௜ሽ௜∈ሺூೝሻష is a sequences of 
frames for ିࣧ. Finally, since ࣠ is a sequences of  frames for ࣢, 

࣢ ൌ 	ܴሺܶ	ሻ 	ൌ 	ܴሺ ାܶሻ 	൅ 	ܴሺܶି ሻ, 
which proves the maximality of ܴሺ േܶሻ. Thus, ࣠ is a sequences of ܬ-frames for ࣢. 
Corollary(5.2.33)[212]. Let ࣧ be a ܬ-semidefinite subspace of ࣢ with definiteness bound	ሺ1 െ  .ሻߝ
Then, 
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ܿ଴ሺࣧ, ࣝሻ ൌ
ଵ

√ଶ
ቆට

ଶିఌ

ଶ
൅ ට

ఌ

ଶ
ቇ .                                                                          (57) 

In particular, ࣧ is uniformly ܬ-definite if and only if ܿ଴ሺࣧ, ࣝሻ 	൏ 	1. 
Proof. Let ࣢ ൌ ࣢ା 	⊕	࣢ି be a fundamental decomposition of ࣢ and suppose that ࣧ is a ܬ-
nonnegative subspace of ࣢. 
   Let ݉	 ∈ 	݄ݐ݅ݓ	ࣧ	 ∥ ݉ ∥	ൌ 	1. Then, there exist (unique) ݉േ ∈ 	࣢േ such that ݉	 ൌ 	݉ା ൅	݉ି. In 
this case, 

૚ ൌ	∥ ࢓ ∥૛ൌ	∥ ݉ା ∥૛ ൅	∥ ݉ି ∥૛ ሺ1	ࢊ࢔ࢇ	 െ ሻߝ 	൑ 	 ሾ࢓,࢓ሿ ൌ∥ ݉ା ∥	૛െ	∥ ݉ି ∥૛.                  (58) 

Claim. For a fixed ݉ ∈ 	݄ݐ݅ݓ	ࣧ ∥ ݉ ∥ൌ 	1, ,݉ۦ	|ሼ	݌ݑݏ ݊	ۧ	| ∶ ݊	 ∈ ࣝ, ∥ ݊ ∥	ൌ 	1ሽ ൌ 	
ଵ

√ଶ
ሺ∥ ݉ା ∥ 	൅	∥

݉ି ∥ሻ.	
Indeed, consider ݊	 ∈ 	݄ݐ݅ݓ	ࣝ ∥ ݊ ∥	ൌ 	1. Then, there exist (unique) ݊േ ∈ ࣢േ  such that ݊	 ൌ 	݊ା ൅
	݊ି. In this case, 

0	 ൌ 	 ሾ	݊, ݊	ሿ 	ൌ	∥ ݊ା ∥ଶ െ	∥ ݊ି ∥ଶ 	ܽ݊݀	1	 ൌ	∥ ݊ ∥ଶൌ	∥ ݊ା ∥ଶ 	൅	∥ ݊ି ∥ଶ, 

which imply that ∥ ݊ା ∥	ൌ	∥ ݊ି ∥	ൌ 	 ଵ
√ଶ

 . Therefore, 

,݉ۦ	| ݊	ۧ| ൑ |〈݉ା, ݊ା〉| ൅ |〈݉ି, ݊ି〉| ൑
ଵ

√ଶ
ሺ∥ ݉ା ∥ 	൅	∥ ݉ି ∥ሻ. 

On the other hand, if ݉ି ് 0 then let ݊௠ ∶ൌ
ଵ

√ଶ
ሺ	

௠శ

∥௠శ∥
൅

	௠ష

∥௠ష∥
	ሻ, otherwise consider ݊௠ 	ൌ 	

ଵ

√ଶ
ሺ݉ ൅  ,ሻݖ

with ݖ	 ∈ 	࣢ି, ∥ ݖ ∥	ൌ 	1. 

Now, it is easy to see that ݊௠ ∈ ࣝ and that |࢓ۦ, |ۧ	࢓࢔ ൌ
૚

√૛
 ሺ∥ ା࢓ ∥ ൅∥ ି࢓ ∥ሻ	which together with the 

previous facts prove the claim. 
Now, let ଵࣧ ൌ 	 ሼ݉	 ൌ 	݉ା 	൅	݉ି 	∈ 	ࣧ ∶ 	݉േ ∈ 	࣢േ	, ∥ ݉ ∥	ൌ 	1ሽ. Using the claim above it follows 
that 

ܿ଴ሺࣧ, ࣝሻ ൌ
ଵ

√ଶ
∋௠݌ݑݏ భࣧ

ሺ∥ ݉ା ∥ 	൅	∥ ݉ି ∥ሻ.                                                              (59) 

    If ߝ ൌ 0then ࣧ is a subspace of ࣢ା. Also, it is easy to see that ܿ଴ሺࣧ, ࣝሻ ൌ
ଵ

√ଶ
. Thus, in this 

particular case, 

ܿ଴ሺࣧ, ࣝሻ ൌ ଵ

√ଶ
ቆට

ଶିఌ

ଶ
൅ ට

ఌ

ଶ
ቇ . 

On the other hand, if ߝ ൌ 0, let ݇଴ 	∈ 	Գ be such that ݇଴ ൐
ଵ

ఌ
.  Observe that, by the definition of the 

definiteness bound, 
for every integer	݇	 ൒ 	 ݇଴ there exists ݉௞ 	ൌ 	݉௞

ା ൅	݉௞
ି 	∈ 	 ଵࣧ such that ሺ1 െ ሻߝ ൑	∥ ݉௞

ା 	 ∥	ଶെ	∥
݉௞
ି 	 ∥	ଶ ൏ 	 ሺ1 െ ሻߝ 	൅	

ଵ

௞
	.	Then, it follows that 

2 െ ߝ ൑ 	2 ∥ ݉௞
ା 	 ∥	ଶ 	൏ 	2 െ 	ߝ ൅

ଵ

௞
	, 

or equivalently, ට
ଶିఌ

ଶ
	≤ ∥݉௞

ା ∥ <ට
ଶିఌ

ଶ
൅

ଵ

ଶ௞బ
 . Moreover, ∥ ݉௞

ି 	 ∥ൌ ඥ1െ∥ ݉௞
ା 	 ∥	ଶ implies that 

ටఌ

ଶ
െ ଵ

ଶ௞
൏	∥ ݉௞

ି 	 ∥	൑ ට
ఌ

ଶ
	. 

Therefore, for every integer ݇	 ൒ 	݇଴ there exists ݉௞ 	∈ 	 ଵࣧ such that 

ටఌ

ଶ
െ

ଵ

ଶ௞
൅ ටଶିఌ

ଶ
൏	∥ ݉௞

ା ∥ 	൅	∥ ݉௞
ି ∥	൏ ට

ଶିఌ

ଶ
൅

ଵ

ଶ௞బ
൅ ට

ఌ

ଶ
	. 

Thus, ܿ଴ሺࣧ, ࣝሻ ൌ
ଵ

√ଶ
ቆට

ଶିఌ

ଶ
൅ ට

ఌ

ଶ
ቇ . 

    Assume now that ࣧ is a ܬ-nonpositive subspace of ሺ࣢, ሾ	, ሿሻ with definiteness bound ሺ1 െ  ሻ, forߝ
ߝ ൐ 0. Then, ࣧ is a ܬ-nonnegative subspace of the antispace ሺ࣢,െሾ	, ሿሻ, with the same definiteness 
bound α. Furthermore, the cone of ܬ-neutral vectors for the antispace is the same as for the initial Krein  
space ሺ࣢, ሾ	, ሿሻ. Therefore, we can apply the previous arguments and conclude that (58) also holds for  
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  .nonpositive subspaces. Finally, the last assertion in the statement follows from the formula in (58)-ܬ
Let ࣠ be a sequences of ܬ-frames for ࣢ as above. Notice that (56) holds for some constant  

√ଶ

ଶ
൑ 	 ܿേ 	൏ 	1 if and only if ܿ଴ሺ േࣧ, ࣝሻ 	൏ 	1,i.e. that the minimal angles ߠሺ േࣧ, ࣝሻ are bounded away 

from 0. This is intimately related with the fact that the aperture between the subspaces ାࣧ (resp. ିࣧ) 
and ࣢ା (resp.	࣢ି) is bounded away from 

గ

ସ
 , whenever	࣢ ൌ 	࣢ା ⊕	࣢ିis a fundamental 

decomposition.  
Corollary(5.2.34)[212]. Let ܶ	 ∈ ࣢ሻ be surjective. Suppose that ःܲ,௥ሻܫሺℓଶሺܮ	

ଶ is the orthogonal 
projection onto a closed subspace ः of ℓଶሺܫ௥ሻ  such that ܿሺः, ܰሺܶ	ሻୄሻ 	൏ 	1. Then, ܶ ःܲ

ଶܶற is a 
projection if and only if 

ܰሺܶ	ሻ 	ൌ ः	 ∩ 	ܰሺܶ	ሻ 	⊕	ःୄ 	∩ 	ܰሺܶ	ሻ. 
Proof. Suppose that ܳଶ 	ൌ ܶ ःܲ

ଶܶற is a projection. Then, if ܲଶ ൌ ேܲሺ்	ሻ఼
ଶ , ܧ ൌ 	ܲଶ ःܲ

ଶܲଶ is an orthogonal 

projection because it is selfadjoint and 
ଶܧ ൌ 	 ሺܲଶ ःܲ

ଶܲଶሻଶ ൌ 	ܲଶ ःܲ
ଶܲଶܲଶ ःܲ

ଶ 	ൌ ܶறሺܶ ःܲ
ଶܶறሻଶܶ	 ൌ ܶறሺܶ ःܲ

ଶܶறሻܶ	 ൌ 	ܲଶ ःܲ
ଶܲଶ 	ൌ  .ܧ	

Therefore, ሺܲଶ ःܲ
ଶሻ௞ ൌ ௞ିଵܧ	 ःܲ

ଶ 	ൌ ܧ	 ःܲ
ଶ 	ൌ 	 ሺܲଶ ःܲ

ଶሻ	ଶ݂ݎ݋	ݕݎ݁ݒ݁	݇	 ൒ 	2. So, by [15], 
ܲଶ ःܲ

ଶ ൌ 	 ःܲ
ଶ 	∧ 	ܲଶ 	ൌ 	ܲଶ ःܲ

ଶ. 
Then, since ःܲ

ଶ and ܲଶ commute, it follows that ܰሺܶ	ሻ ൌ ः ∩ 	ܰሺܶ	ሻ ⊕ ःୄ ∩ ܰሺܶ	ሻ (see [15]). 
            Conversely, suppose that ܰሺܶ	ሻ 	ൌ 	ः	 ∩ 	ܰሺܶ	ሻ 	⊕	ःୄ 	∩ 	ܰሺܶ	ሻ. Then, ःܲ and P commute and 

ሺܶ ःܲ
ଶܶறሻଶ ൌ 	ܶ ःܲ

ଶ	ሺܶ	ܶற	ሻܲଶܵܶற ൌ 	ܶ ःܲ
ଶܲଶ ःܲ

ଶܶற ൌ 	ܶܲଶ ःܲ
ଶܶற ൌ 	ܶ ःܲ

ଶܶற. 
Hereafter consider the set of possible decompositions of ࣢ as a (direct) sum of a pair of maximal 
uniformly definite subspaces, or equivalently, the associated set of projections: 
ौ ൌ ሼܳଶ 	∈ ሺ࣢ሻܮ	 ∶ 	ܳଶ ൌ ܳ, ܴሺܳଶሻ is uniformly ܬ-positive and ܰሺܳଶሻ is uniformly ܬ-negative}. 
Corollary(5.2.35)[212]. Let ܶ	 ∈ -ܬ ࣢ሻ be surjective. Then, ܶ is the synthesis operator of a,௥ሻܫሺℓଶሺܮ	
frame if and only if there exists ሺܫ௥ሻା 	⊂ 	  ௥ሻ satisfiesܫ௥ሻାሻ (as a subspace of ℓଶሺܫ௥ such that ℓଶሺሺܫ
ܿሺܰሺܶ	ሻୄ, ℓଶሺሺܫ௥ሻାሻሻ 	൏ 	1 and 

ܶ ାܲ
ଶܶ	ற ∈ 	ܳଶ, 

where ାܲ
ଶ 	∈  .௥ሻାሻܫ௥ሻሻ is the orthogonal projection onto  ℓଶሺሺܫሺℓଶሺܮ	

Proof. If ܶ is the synthesis operator of a sequences of ܬ-frames, the existence of such a subset ሺܫ௥ሻା has 
already been discussed before. 
        Conversely, suppose that there exists such a subset ሺܫ௥ሻାof	ሺܫ௥ሻ. Then, since 
ܿሺܰሺܶ	ሻୄ, ℓଶሺሺܫ௥ሻାሻሻ 	൏ 	1  and 	ൌ 	ܶ ାܲ

ଶܶ	ற ∈ ܳଶ , it follows from Lemma (5.2.19) that ାܲ
ଶ and 

ܲଶ 	ൌ 	ܲଶܰሺܶ	ሻୄ commute. Therefore, 
ܳଶܶ	 ൌ 	ܶ ାܲ

ଶܲଶ 	ൌ 	ܶܲଶ ାܲ
ଶ 	ൌ 	ܶ ାܲ

ଶ, 
and ሺܫ௥ 	െ ܳଶሻܶ	 ൌ 	ܶ	ሺܫ௥ 	െ ାܲ

ଶሻ. ,݁ܿ݊݁ܪ ܴሺܶ ାܲ
ଶሻ 	ൌ 	ܴሺܳଶሻ is (maximal) uniformly ܬ-positive and 

ܴሺܶ	ሺܫ௥ 	െ ାܲ
ଶሻሻ 	ൌ 	ܰሺܳଶሻ is (maximal) uniformly ܬ-negative. Therefore ࣠	 ൌ 	 ሼܶሺ݁௥ሻ௜ሽ௜∈ூೝ is by 

definition a sequences of ܬ-frames for ࣢. 
Corollary(5.2.36)[212]. Given a surjective operator ܶ ∈  ࣢ሻ, the following conditions are,௥ሻܫሺℓଶሺܮ	
equivalent: 
ሺ݅ሻ There exists ܷ	 ∈ 	࣯ሺℓଶሺܫ௥ሻሻ such that ܷܶ is the synthesis operator of a sequences of ܬ-frames. 
ሺ݅݅ሻ There exists ܳଶ 	∈ 	࣫ such that 

ܳଶܶܶ∗ሺܫ௥ 	െ 	ܳଶሻ∗ ൌ 	0.                                                                   (60) 
ሺ݅݅݅ሻ There exist closed range operators ଵܶ, ଶܶ ∈ 	ܶ ࣢ሻ such that,௥ሻܫሺℓଶሺܮ	 ൌ ଵܶ ൅ ଶܶ, ܴሺ ଵܶሻ is 
uniformly ܬ-positive, ܴሺ ଶܶሻis uniformly ܬ-negative and ଵܶ ଶܶ

∗ ൌ ଶܶ ଵܶ
∗ ൌ 0	 . 

Proof. ሺ݅ሻ 	⇒ 	 ሺ݅݅ሻ: Suppose that there exists ܷ	 ∈ ࣯ሺℓଶሺܫ௥ሻሻ such that ܸ	 ൌ 	ܷܶ is the synthesis 
operator of a sequences of ܬ-frames. If ሺܫ௥ሻേ ൌ 	 ሼ݅	 ∈ 	 ௥ܫ ∶ 	േሾ	ܸሺ݁௥ሻ௜, ܸሺ݁௥ሻ௜ሿ 	൐ 0ሽ	ܽ݊݀	 േܲ

ଶ ∈
௥ሻേሻ, define േܸܫ௥ሻሻ is the orthogonal projection onto ℓଶሺሺܫሺℓଶሺܮ	 ൌ 	ܸ േܲ

ଶ. Then, ܸ	 ൌ 	ܸ	ା ൅ ܸି  
ܽ݊݀	 േࣧ 	ൌ 	ܴሺ േܸሻ is a maximal uniformly ܬ-definite subspace. So, considering ܳ	 ൌ ܲࣧ

శ// షࣧ
ଶ 	∈ ࣫, it 

is easy to see that ܳଶܸ	 ൌ 	ܸ	ା, ሺܫ௥ 	െ 	ܳଶሻܸ	 ൌ 	 ܸି and 
ܳଶܶܶ∗ሺܫ௥ 	െ	ܳଶሻ∗ ൌ 	ܳଶܸܸ∗ሺܫ௥ 	െ	ܳଶሻ∗ ൌ 	ܸ	ାܸି∗ 	ൌ 	ܸ ାܲ

ଶܲିଶܸ∗ 	ൌ 	0. 
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ሺ݅݅ሻ ⇒ ሺ݅݅݅ሻ: Suppose that there exists ܳଶ 	∈ 	࣫ such that ܳଶܶܶ∗ሺܫ௥ 	െ	ܳଶሻ∗ 	ൌ 	0. Defining ଵܶ ൌ 	ܳଶܶ 
and ଶܶ ൌ 	 ሺܫ௥ 	െ 	ܳଶሻܶ , it follows that ܶ	 ൌ 	 ଵܶ ൅ ଶܶ, ܴሺ ଵܶሻ ൌ 	ܴሺܳଶሻ is uniformly ܬ-positive, 
ܴሺ ଶܶሻ 	ൌ 	ܰሺܳଶሻ is uniformly ܬ-negative and 

ଵܶ ଶܶ
∗ 	ൌ ଶܶ ଵܶ

∗ ൌ 	0,	
because (60) says that ܴሺ ଶܶ

∗ሻ 	ൌ 	ܴሺܶ∗ሺܫ௥ 	െ	ܳଶሻ∗ሻ 	⊆ 	ܰሺܳଶܶሻ 	ൌ 	ܰሺ ଵܶሻ. 
ሺ݅݅݅ሻ ⇒ ሺ݅ሻ: If there exist closed range operators ଵܶ, ଶܶ ∈  ࣢ሻsatisfying the conditions of item,௥ሻܫሺℓଶሺܮ	
3., notice that ଵܶ ଶܶ

∗ ൌ 	0 implies that ܰሺ ଶܶሻୄ 	⊆ 	ܰሺ ଵܶሻ, or equivalently, ܰሺ ଵܶሻୄ 	⊆ 	ܰሺ ଶܶሻ. 
      Consider the projection ܳଶ 	ൌ ܲோሺ భ்ሻ//ோሺ మ்ሻ 		 ∈ 	࣫ and notice that ܳଶܶ	 ൌ ଵܶ and ሺܫ௥ 	െ 	ܳଶሻܶ	 ൌ ଶܶ. 
If ሺܤ௥ሻଵ ൌ 	 ሼሺݑ௥ሻ௜ሽ௜∈ሺூೝሻభ is an orthonormal basis of ܰሺ ଵܶሻୄ, consider the family 
ሼሺ ௥݂ሻ	௜

ାሽ௜∈ሺூೝሻభ	݅݊	࣢	݊݁ݒ݅݃	ݕܾ	ሺ ௥݂ሻ	௜
ା ൌ 	ܶሺݑ௥ሻ௜.		ݐݑܤ, ݂݅	݅	 ∈ 	 ሺܫ௥ሻଵ, 

ሺ ௥݂ሻ	௜
ା ൌ 	ܳଶܶሺݑ௥ሻ௜ ൅	ሺܫ௥ െ ܳଶሻܶሺݑ௥ሻ௜ ൌ ଵܶሺݑ௥ሻ௜ܴሺ ଵܶሻ, 

because	ሺݑ௥ሻ௜ ∈ 	ܰሺ ଵܶሻୄ ⊆ 	ܰሺ ଶܶሻ. Therefore, ሼሺ ௥݂ሻ	௜
ାሽ௜∈ሺூೝሻభ ⊆ 	ܴሺ ଵܶሻ. Since ଵܶ is an isomorphism 

between ܰሺ ଵܶሻୄ and ܴሺ ଵܶሻ, it follows that   ܴሺ ଵܶሻ ൌ ሼሺ݊ܽ݌ݏ ௥݂ሻ	௜
ାሽ௜∈ሺூೝሻభ	.	

Analogously, if ሺࣜ௥ሻଶ ൌ ሼሺܾ௥ሻ௜ሽ௜∈ሺூೝሻమ is an orthonormal basis of ܰሺ ଵܶሻthe family       
ሼሺ ௥݂ሻ௜

ି	ሽ௜∈ሺூೝሻమ defined by ሺ ௥݂ሻ௜
ି ൌ 	ܾܶ௜ሺ݅ ∈ ሺܫ௥ሻଶሻ	݈݅݁ݏ	݅݊	ܴሺ ଶܶሻ. 

Since ଶܶ is an isomorphism between ܰሺ ଶܶሻୄ and ܴሺ ଶܶሻ, it follows that 

ܴሺ ଶܶሻ 	ൌ 	 ଶܶሺܰሺ ଵܶሻሻ 	⊆ 	 ሼሺ݊ܽ݌ݏ ௥݂ሻ௜
ି	ሽ௜∈ሺூೝሻమ 	⊆ 	ܴሺ ଶܶሻ. 

Finally, consider ܷ ∈ ࣯ሺℓଶሺܫ௥ሻሻ which turns the standard orthonormal basis ሼሺ݁௥ሻ௜ሽ௜∈ூೝ	݅݊݋ݐ	ሺࣜ௥ሻଵ ∪
	ሺࣜ௥ሻଶ. ݄ܶ݁݊, ݂݅	ܸ	 ൌ 	ܷܶ and ࣠	 ൌ 	 ሼܸሺ݁௥ሻ௜ሽ௜∈ூೝ 	ൌ 	 ሼሺ ௥݂ሻ	௜

ା	ሽ௜∈ሺூೝሻభ ∪	 ሼሺ ௥݂ሻ௜
ିሽ௜∈ሺூೝሻమ , it is easy to see 

that 
ሺܫ௥ሻା 	ൌ 	 ሼ݅	 ∈ 	 ௥ܫ ∶ ሾ	ܸሺ݁௥ሻ௜, ܸሺ݁௥ሻ௜	ሿ 	൐ 0ሽ ൌ 	 ሺܫ௥ሻଵ	ܽ݊݀	ሺܫ௥ሻି 	ൌ 	 ሼ݅	 ∈ 	 ௥ܫ ∶ ሾ	ܸሺ݁௥ሻ௜, ܸሺ݁௥ሻ௜ሿ ൏ 0ሽ 	ൌ

	ሺܫ௥ሻଶ. 
So, ܴሺ ାܸሻ 	ൌ 	ܴሺ ଵܶሻ	is maximal uniformly ܬ-positive and ܴሺܸି ሻ 	ൌ 	ܴሺ ଶܶሻ is maximal uniformly ܬ-
negative. Therefore, ࣠ is a ܬ-frame for ࣢with synthesis operator ܸ	 ൌ 	ܷܶ.  
Corollary(5.2.37)[212]. Let ࣠ ൌ	 ሼሺ ௥݂ሻ௜ሽ	௜∈ூೝ, be a series of ܬ-frames with synthesis operator ܶ	 ∈
	ܵ frames operators-ܬ ࣢ሻ. Then, its series,	௥ሻሻܫሺℓଶሺܮ	 ∈  :ሺ࣢ሻ satisfiesܮ	
(i) ܵ	 ൌ 	ܶܶା; 
(ii) ܵ	 ൌ 	 ܵ	ା െ	ܵି, where ܵା ∶ൌ 	 ାܶ ାܶ

ା and ܵି ∶ൌ 	െܶି ܶିା are J-positive operators; 
(iii) ܵ	is an invertible ܬ-selfadjoint operator; 
(iv) ݅݊݀േሺܵሻ 	ൌ 	݀݅݉࣢േ, where ݅݊݀േሺܵሻ are the indices of ܵ. 
Proof. If ࣠ ൌ	 ሼሺ ௥݂ሻ௜ሽ	௜∈ூೝ, is a series of ܬ-frames with synthesis operator ܶ	 ∈  ࣢ሻ., then,	௥ሻሻܫሺℓଶሺܮ	

∑ ܶା ௥݂௥∈ோ 	ൌ ∑ ∑ ሺߪ௥ሻ௜ሾ	 ௥݂	, ሺ ௥݂ሻ௜	ሿሺ݁௥ሻ௜௥∈ோ 	ݎ݋݂	 ௥݂ 	 ∈ 	࣢௜∈ூೝ 	. So,  

෍ܶܶା ௥݂

௥∈ோ

	ൌ 	ܶ ቌ෍෍ሺߪ௥ሻ௜ሾ	 ௥݂	, ሺ ௥݂ሻ௜ሿሺ݁௥ሻ௜
௥∈ோ௜∈ூೝ

ቍ ൌ෍෍ሺߪ௥ሻ௜ሾ	 ௥݂	, ሺ ௥݂ሻ௜ሿሺ ௥݂ሻ௜
௥∈ோ௜∈ூೝ

ൌ 	݂ܵ	, 	ݕݎ݁ݒ݁	ݎ݋݂ ௥݂ 	

∈ 	࣢. 
Furthermore, if ሺܫ௥ሻേ ൌ 	 ሼ݅	 ∈ ௥ܫ	 ∶ 	േሾ	ሺ ௥݂ሻ௜, ሺ ௥݂ሻ௜ሿ 	൐ 	0ሽ, consider േܶ ൌ 	ܶ േܲ

ଶ as usual. Then, 
ܶܶା ൌ 	 ሺ ାܶ 	൅ 	ܶି ሻሺ ାܶ 	൅ 	ܶି ሻା ൌ 	 ାܶ ାܶ

ା 	൅	 	ܶି ܶିା ൌ ାܶ ାܶ
ା െ ሺെ	ܶି ܶିାሻ,	

because ାܶܶିା 	ൌ 	 ܶି ାܶ
ା 	ൌ 	0. Therefore,	ܵ	 ൌ 	 ܵ	ା െ	ܵି	݂݅	ܵേ ∶ൌ 	േ േܶ േܶ

ା. Notice that ܵേ is a ܬ-
positive operator because 

ܵേ ൌ േ േܶ േܶ
ା ൌ േ േܶܬଶ േܶ

ܬ∗ ൌ േܶ േܶ
 ܬ∗

To show the invertibility of ܵ observe that, if ܵ ௥݂ 	ൌ 	0	then ܵା ௥݂ 	ൌ 	ܵି ௥݂	. But ܴሺܵାሻ ∩
ܴሺܵିሻ 	⊆ 	ܴሺ ାܶሻ ∩ ܴሺܶି ሻ 	ൌ 	 ሼ0ሽ. Thus, ܵ is injective. On the other hand, ܴሺܵሻ 	ൌ 	ܵሺ ାࣧ

ሾୄሿ	ሻ ൅
ܵሺ ିࣧ

ሾୄሿ		) because		࣢ ൌ 	 ାࣧ
ሾୄሿ 	∔ ିࣧ

ሾୄሿ	. But it is easy to see that േࣧ
ሾୄሿ 	⊆ 	ܰሺܵേሻ. So, ܵሺ േࣧ

ሾୄሿሽ	ሻ 	ൌ

	ܵ∓ሺ േࣧ
ሾୄሿሽ	ሻ and ܴሺܵሻ 	ൌ 	 ܵିሺ േࣧ

ሾୄሿ	ሻ 	൅ 	ܵଶሺ ିࣧ
ሾୄሿ	ሻ 	ൌ 	ܴሺܵିሻ 	൅ 	ܴሺܵାሻ 	ൌ 	ࣧ	ା ൅ࣧ	ି ൌ 	࣢. 

Therefore, ܵ is invertible. 
Finally, the identities ݅݊݀േሺܵሻ 	ൌ 	݀݅݉	࣢േ follow from the indices definition. Recall that if  
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	ܣ ∈  such that ݎ ሻ is the supremum of all positive integersܣselfadjoint operator, ݅݊݀ାሺ-ܬ ሺ࣢ሻ is aܮ	
there exists a positive invertible matrix of the form ሺሾ	ݔܣ௝, ,	௞ሿሻ௝,௞ୀଵ,...,௥	ݔ ,ଵݔ	݁ݎ݄݁ݓ . . . , ௥ݔ 	∈ ࣢  (if no 
such ݎ exists, ݅݊݀ିሺܣሻ 	ൌ 	0). Similarly, ݅݊݀ିሺܣሻ 	ൌ 	݅݊݀ାሺെܣሻ is the supremum of all positive 
integers ݉ such that there exists a negative invertible matrix of the form 
ሺሾ	ݕܣ௝, ,	௞ሿሻ௝,௞ୀଵ,...,௠	ݕ ,ଵݕ	݁ݎ݄݁ݓ . . . , ௥ݕ 	∈ ࣢  , see [53]. 
Corollary (5.2.38)[212]. Let ࣠ ൌ	 ሼሺ ௥݂ሻ௜ሽ	௜∈ூೝ, be a sequences of ܬ-frames for ࣢ with sequences of ܬ-

frames operators  ܵ	 ∈ ሺ࣢ሻ. Then, ሺܵേሻܮ	 	ൌ 	 േࣧ	ܽ݊݀	ܰሺܵേሻ 	ൌ 	 ାࣧ
ሾୄሿ .  

Furthermore, if ܳଶ 	ൌ ܲࣧ ା//ெష
ଶ 	, 
ܵ	ା ൌ 	ܳଶܵܳଶ ൅ 	ܽ݊݀	ܵ	ି ൌ 	െሺܫ௥ 	െ	ܳଶሻܵሺܫ௥ 	െ	ܳଶሻା																																		ሺ61ሻ	

Proof. Recall that ܵା ∶ൌ 	 ାܶ ାܶ
ା ൌ 	 ାܶሺܬଶ ାܶ

ሻܬ	∗ 	ൌ 	 ାܶ ାܶ
Then, ܴሺܵାሻ .ܬ∗ 	ൌ 	ܴሺ ାܶ ାܶ

ሻܬ∗ 	ൌ 	ܴሺ ାܶ ାܶ
∗ሻ ൌ

	ܴሺ ାܶሻ 	ൌ 	 ାࣧ because ܴሺ ାܶሻ is closed. Since ܵ	ା is ܬ-selfadjoint, it follows that ܰሺܵ	ାሻ 	ൌ
	ܴሺܵ	ାሻሾୄሿ ൌ 	 ାࣧ

ሾୄሿ  . Analogously, ܴሺܵିሻ 	ൌ ିࣧ					ܽ݊݀	ܰሺܵିሻ 	ൌ 	 ିࣧ
ሾୄሿ. 

Since ܵ	 ൌ 	 ܵା െ	ܵି, ݂݅	ܳଶ 	ൌ ܲࣧ ା//ெష
ଶ 		then 

ܳଶܵ	 ൌ 	ܳଶሺܵା െ	ܵିሻ 	ൌ 	 ܵା, 
by the characterization of the range and nullspace of ܵା. Therefore,  ܵܳାଶ ൌ 	ܳଶܵ ൌ ܳଶܵܳାଶ. 
Analogously, 

 ܵሺܫ௥ െ ܳଶሻା ൌ ሺܫ௥ െ ܳଶሻܵ ൌ ሺܫ௥ െ ܳଶሻܵሺܫ௥ െ ܳଶሻା. 
The above corollary states that S is the diagonal block operator matrix 

ܵ ൌ ൬
ܵା 0
0 െܵି

൰ ,                                                                                 (62) 

according to the (oblique) decompositions ࣢ ൌ	 ିࣧ
ሾୄሿ 	∔ ାࣧ

ሾୄሿand 	࣢ ൌ 	ࣧ	ା ∔ࣧ	ି of the domain 
and codomain of ܵ, respectively. 
Corollary(5.2.39)[212]. If ࣠ ൌ	 ሼሺ ௥݂ሻ௜ሽ	௜∈ூೝ is a sequences of ܬ-frames for a Krein space ࣢ with a 
sequences of ܬ-frames operator ܵ, then ԭ௥ ൌ 	 ሼܵିଵሺ ௥݂ሻ௜ሽ௜∈ூೝ is also are ܬ-frames for ࣢. 
Proof. Given a ܬ-frames ࣠ ൌ	 ሼሺ ௥݂ሻ௜ሽ	௜∈ூೝ for ࣢ with ܬ-frames operator ܵ, observe that the synthesis 
operator of ԭ௥ ൌ 	 ሼܵିଵሺ ௥݂ሻ௜ሽ௜∈ூೝ is ܸ ∶ൌ 	ܵିଵܶ	 ∈  ,࣢ሻ. Furthermore, by Corollary (5.2.24),௥ሻܫሺℓଶሺܮ	

ܵሺ ∓ࣧ
ሾୄሿሻ 	ൌ 	 േࣧ. Then,  ܵିଵሺ േࣧሻ ൌ ∓ࣧ

ሾୄሿ and it follows that 
ሾ	ܵିଵሺ ௥݂ሻ௜, ܵିଵሺ ௥݂ሻ௜ሿ 	൐ 	0 if and only if ሾ	ሺ ௥݂ሻ௜, ሺ ௥݂ሻ௜	ሿ ൐ 0. 

Thus,	ܸ	േ ൌ 	ܸ േܲ
ଶ 	ൌ 	ܵିଵ േܶ and ܴሺ ାܸሻ (resp. ܴሺܸି ሻis a maximal uniformly ܬ-positive (resp. ܬ-

negative) subspace of ࣢. So, ԭ௥ are ܬ-frames for ࣢.  
If ࣠ ൌ	 ሼሺ ௥݂ሻ௜ሽ	௜∈ூೝ is a series of frames for a Hilbert space ࣢ with synthesis operator ܶ	 ∈

࣢ሻ., then the family ሼሺܶܶ∗ሻିଵሺ,௥ሻܫሺℓଶሺܮ	 ௥݂ሻ௜ሽ௜∈ூೝ are called the canonical dual frames because it is a 
dual frames for ࣠ (see (32)) and it has the following optimal property: Given ௥݂ 	 ∈ 	࣢, 

෍෍|〈 ௥݂	, ሺܶܶ∗ሻିଵሺ ௥݂ሻ௜〉|ଶ

௥∈ோ௜∈ூೝ

൑෍|ሺܿ௥ሻ௜|ଶ

௜∈ூೝ

, ෍ݎ݁ݒ݄݁݊݁ݓ ௥݂

௥∈ோ

		ൌ ෍ሺܿ௥ሻ௜ሺ ௥݂ሻ௜
௜∈ூ

,																			ሺ63ሻ 

for a family ሺሺܿ௥ሻ௜ሻ௜∈ூೝ 	 ∈ 	 ℓଶሺܫ௥ሻ. In other words, the above representation has the smallest ℓଶ-norm 
among the admissible frame coefficients representing ݂ (see [61]). 
Corollary(5.2.40)[212]. Let ܵ	 ∈  with ࣢ selfadjoint operator acting on a Krein space-ܬ ሺ࣢ሻ be aܮܩ	
fundamental symmetry ܬ. Then, the following conditions are equivalent: 
(i) ܵ is a sequences of ܬ-frames operator, i.e. there exists a sequences of ܬ-frames ࣠ with synthesis 
operator ܶ	such that ܵ	 ൌ 	ܶܶା. 
(ii) There exists a projection ܳଶ 	∈ 	࣫ such that ܳܵ is ܬ-positive and ሺܫ௥ 	െ	ܳଶሻܵ is ܬ-negative. 
(iii) There exist ܬ-positive operators ଵܵ, ܵଶ ∈ 	ܵ ሺ࣢ሻ such thatܮ	 ൌ ଵܵ 	െ ܵଶ and ܴሺ ଵܵሻ ሺ݌ݏ݁ݎ. ܴሺܵଶሻሻ is 
a uniformly ܬ-positive (resp. ܬ-negative) subspace of ࣢. 
Proof. (i)→(ii): Follows from Proposition (5.2.23) and Corollary (5.2.22). 

(ii)→(iii): If there exists a projection ܳଶ 	∈ 	࣫ such that ܳଶܵ is ܬ-positive and ሺܫ௥ 	െ	ܳଶሻܵ is ܬ-
negative, consider the ܬ-positive operators ଵܵ 	 ൌ 	ܳଶܵ and  ܵଶ 	ൌ 	െሺܫ௥ 	െ	ܳଶሻܵ. Then, ܵ	 ൌ ଵܵ 	െ ܵଶ 
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and, by hypothesis, ܴሺ ଵܵሻ 	ൌ 	ܴሺܳଶሻ is uniformly ܬ-positive and ܴሺܵଶ	ሻ 	ൌ 	ܴሺܫ௥ 	െ 	ܳଶሻ 	ൌ 	ܰሺܳଶሻ is 
uniformly ܬ-negative. 

(iii)→(i): Suppose that there exist ܬ-positive operators ଵܵ, ܵଶ ∈ 	ܵ ሺ࣢ሻ such thatܮ	 ൌ ଵܵ 	െ ܵଶ 
and ܴሺ ଵܵሻ ሺ݌ݏ݁ݎ. ܴሺܵଶሻሻ is a uniformly ܬ-positive (resp. ܬ-negative) subspace of ࣢. Denoting ௝ࣥ ൌ
	ܴሺ ௝ܵሻ	݂ݎ݋	݆	 ൌ 	1, 2, observe that ܣ௝ ൌ 	 ௝ܵܬ|ࣥೕ

∈ ሺܮܩ	 ௝ࣥሻା. 
Therefore, there exists a sequences of frames ௝࣠ ൌ 	 ሼሺ ௥݂ሻ௜ሽ௜∈ሺூೝሻೕ ⊂ 	 ௝ࣥ for ௝ࣥ such that  ܣ௝ ൌ ௝ܶ ௝ܶ

∗ if 

௝ܶ ∈ ,௥ሻଵሻܫሺℓଶሺሺܮ	 ௝ࣥሻ is the synthesis operator of ௝࣠, for ݆	 ൌ 	1, 2. 
Then, consider	ℓଶሺܫ௥ሻ ∶ൌ 	 ℓଶሺሺܫ௥ሻଵሻ 	⊕	ℓଶሺሺܫ௥ሻଶሻ and ܶ	 ∈  ࣢ሻ given by,	௥ሻሻܫሺℓଶሺሺܮ	

௥ݔܶ 	ൌ 	 ଵܶሺݔ௥ሻଵ 	൅	 ଶܶሺݔ௥ሻଶ,			݂݅			ݔ	௥ ∈ ℓଶሺሺܫ௥ሻଵሻ, ௥ݔ 	ൌ 	 ሺݔ௥ሻଵ 	൅	ሺݔ௥ሻଶ, ሺݔ௥ሻ௝ ∈ 	 ℓଶ൫ሺܫ௥ሻ௝൯ 
	݆	ݎ݋݂ ൌ 	1, 2. 
It is easy to see that ܶ is the synthesis operator of the frames ࣠	 ൌ 	࣠ଶ ∪	࣠ଶ. Furthermore ࣠ is a 
sequences of ܬ-frames such that ሺܫ௥ሻ	ା ൌ 	 ሺܫ௥ሻଵ and ሺܫ௥ሻ	ି ൌ 	 ሺܫ௥ሻଶ. 
    Finally, endow ℓଶሺܫ௥ሻ	 with the indefinite inner product defined by the diagonal operatorܬଶ ∈
 ሻ given by	ሻܫሺℓଶሺܮ	

ሺ݁௥ሻ௜	ଶܬ ൌ 	 ሺߪ௥ሻ௜	ሺ݁௥ሻ௜, 
where ሺߪ௥ሻ௜ ൌ 	1		݂݅		݅	 ∈ 	 ሺܫ௥ሻଵ and ሺߪ௥ሻ௜ ൌ 	െ1		݂݅	݅	 ∈ 	 ሺܫ௥ሻଶ. Notice that ଵܶܬଶ 	ൌ ଵܶ and ଶܶܬଶ 	ൌ െ ଶܶ. 
Furthermore, ଵܶ ଶܶ

∗ 	ൌ 	 ଶܶ ଵܶ
∗ 	ൌ 	0 because ܴሺ ଶܶ

∗	ሻ 	ൌ 	ܰሺ ଶܶሻୄ 	⊆ 	 ℓଶሺሺܫ௥ሻଵሻ 	ൌ 	 ℓଶሺሺܫ௥ሻଶሻ 	⊆ 	ܰሺ ଵܶሻ. 
Thus, 
ܶܶା ൌ 	ܬ	∗ଶܶܬܶ	 ൌ 	 ሺ ଵܶ 	൅ 	 ଶܶሻሺ ଵܶ

∗ 	െ 	 ଶܶ
∗	ሻܬ	 ൌ 	 ଵܶ ଵܶ

	ܬ		∗ െ 	 ଶܶ ଶܶ
	ܬ	∗ ൌ 	ܬଵܣ	 െ	ܣଶܬ	 ൌ 	 ଵܵ െ	ܵଶ 	ൌ 	ܵ. 

Given a sequences of ܬ-frames ࣠ ൌ 	 ሼሺ ௥݂ሻ௜ሽ௜∈ூೝ for ࣢ with sequences of ܬ-frames operator ܵ	 ∈  ,ሺ࣢ሻܮ	
it follows from Corollary (5.2.24) that 

ܵ൫ ିࣧ
ሾୄሿ	൯ ൌ ାࣧ			ܽ݊݀	ܵ ቀ ାࣧ

ሾୄሿ		ቁ ൌ 	 ିࣧ																																																																			 (64) 

i.e. ܵ maps a maximal uniformly ܬ-positive (resp. ܬ-negative) subspace into another maximal uniformly 
 subspace. The next proposition shows under which hypotheses the (negative-ܬ .resp) positive-ܬ
converse holds. 
Corollary(5.2.41)[212]. Let ܵ	 ∈ -ܬ selfadjoint operator. Then, ܵ is a sequences of-ܬ ሺ࣢ሻ be aܮܩ	
frames operator if and only if the following conditions hold: 
(i) there exists a maximal uniformly ܬ-positive subspace ܶ of ࣢ such that ܵሺܶ	ሻ is also maximal 
uniformly ܬ-positive; 
(ii) ∑ ሾ	ܵ ௥݂	, ௥݂	ሿ௥∈ோ 	൒ 	0 for every ௥݂ 		 ∈ 	࣮	; 
(iii) ∑ ሾܵ݃௥	, ݃௥		ሿ	௥∈ோ ൑ 	0 for every ݃௥ 		 ∈ 	ܵሺ࣮ሻሾୄሿ. 
Proof. If ܵ is a sequences of ܬ-frames operator, consider ࣮	 ൌ 	 ିࣧ

ሾୄሿ which is a maximal uniformly ܬ-
positive subspace ࣮ of ࣢. Then, ܵሺ࣮	ሻ 	ൌ 	 ାࣧ is also maximal uniformly ܬ-positive. Furthermore, 

෍ሾ	ܵ ௥݂	, ௥݂	ሿ
௥∈ோ

	ൌ 	෍ሾ	ܵሺܳଶሻା ௥݂	, ሺܳଶሻା ௥݂	ሿ
௥∈ோ

	ൌ ෍ሾ	ܳଶܵሺܳଶሻା ௥݂	, ௥݂ 	ሿ
௥∈ோ

		ൌ ෍ሾ	ܵା ௥݂	, ௥݂ 	ሿ
௥∈ோ

		൒ 	0 

  

for every	 ௥݂ 	 ∈ 	࣮ ,where ܳଶ 	ൌ ܲࣧ
శ// షࣧ

ଶ 	. Also, ܵሺ࣮	ሻሾୄሿ 	ൌ 	 ାࣧ
ሾୄሿ 	ൌ 	ܰሺሺܳଶሻାሻ 	ൌ 	ܴሺሺܫ௥ 	െ	ܳଶሻାሻ. 

So, 

෍ሾ	ܵ݃௥, ݃௥	ሿ
௥∈ோ

	ൌ 	෍ሾ	ܵሺܫ௥ 	െ	ܳଶሻା݃௥, ሺܫ௥ 	െ	ܳଶሻା݃௥	ሿ
௥∈ோ

	ൌ 	෍ሾ	ሺܫ௥ 	െ	ܳଶሻܵሺܫ௥ 	െ	ܳଶሻା݃௥, ݃௥	ሿ
௥∈ோ

	

ൌ ෍ሾെܵି݃௥, ݃௥	ሿ
௥∈ோ

		൑ ௥݃	ݕݎ݁ݒ݁	ݎ݋݂	0	 	∈ 	ܵሺ࣮	ሻ
ሾୄሿ. 

Conversely, suppose that there exists a maximal uniformly ܬ-positive subspace ܶ satisfying the 
hypotheses. Let ࣧ ൌ 	ܵሺ࣮	ሻ, which is maximal uniformly ܬ-positive. Then, consider 	ܳଶ ൌ 	 ܲࣧ //࣮ሾ఼ሿ	

ଶ  . 

It is well defined because ࣮ሾୄሿ is maximal uniformly ܬ-negative, see [11]. Moreover, ܳଶ 	∈ 	࣫. 
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Notice that ܴሺܵሺܫ௥ 	െ 	ܳଶሻ 	ൌ 	ܵሺࣧሾୄሿሻ 	ൌ 	ܵሺܵሺ࣮	ሻሾୄሿሻ ൌ ܵሺܵିଵሺ࣮ሾୄሿሻሻ 	ൌ 	࣮ሾୄሿ. 
Therefore,	ܳଶܵሺܫ௥ 	െ	ܳଶሻ	ା ൌ 	0 and  

ܳଶܵ	 ൌ 	ܳଶܵሺܳଶሻା 	൅	ܳଶܵሺܫ௥ 	െ	ܳଶሻା 	ൌ 	ܳଶܵሺܳଶሻା. 
Furthermore, if ∑ ሾ	ܵ ௥݂, ௥݂	ሿ௥∈ோ 	൒ 	0 for every ௥݂ 	 ∈ 	࣮ then ܳଶܵ is ܬ-positive. Analogously, if 
∑ ሾ	ܵ݃௥, ݃௥	ሿ௥∈ோ 	൑ 	0 for every ݃௥ 	∈ 	ܵሺ࣮ሻሾୄሿ then ሺܫ௥ 	െ	ܳଶሻܵ is ܬ-negative. Then, by Theorem 
(5.2.26) ,	ܵ is a series of ܬ-frames operator.  

As it was showed in Proposition (5.2.23), if the operators ܵ	 ∈  frames operators-ܬ ሺ࣢ሻ are aܮ	
then it is an invertible ܬ-selfadjoint operator satisfying 	݅݊݀േሺܵሻ 	ൌ 	݀݅݉ሺ࣢േሻ. Unfortunately, the 
converse is not true. 
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Chapter 6 

Local Spectral Theory and Definite Normal Operators 

 Moreover, the restriction of the normal operator to the spectral subspace corresponding to such 
a Borel subset is a normal operator in some Hilbert space. In particular, if the spectrum consists entirely 
out of positive and negative type spectrum, then the operator is similar to a normal operator in some 
Hilbert space. We use this result to show the existence of operator roots of a class of quadratic operator 
polynomials with normal coefficients. In addition, we show that the Riesz–Dunford spectral subspace 
corresponding to a spectral set which is only of positive type is uniformly positive. The restriction of 
the operator to this subspace is then normal in a Hilbert space. 

Section (6.1): Spectral Theory for Normal Operators in Krein Spaces 

Recall that a bounded operator ܰ in a Krein space ሺ࣢, ሾ. , . ሿሻ is normal if ܰାܰ	 ൌ 	ܰܰା, where 
ܰାdenotes the adjoint operator of  ܰ with respect to the Krein space (indefinite) inner product ሾ. , . ሿ.	In 
contrast to (definitizable) selfadjoint operators in Krein spaces, the knowledge about normal operators 
is very restricted.  

Some results exist for normal operators in Pontryagin spaces. The starting point is a result of  
Naimark, see [37], which implies that for a normal operator ܰ in a Pontryagin space ߎ఑ there exists a 
κ-dimensional non-positive common invariant subspace for ܰ and its adjoint ܰା. In [14], [20] spectral 
properties of normal operators in Pontryagin spaces were considered and, in the case ߎଵ , a 
classification of the normal operators is given. 

There is only a very limited number of results in the study of normal operators in spaces others 
than Pontryagin spaces. In [9] a definition of definitizable normal operators was given and it was 
showed that a bounded normal definitizable operator in a Banach space with a regular Hermitian form 
has a spectral function with finitely many critical points. Let us note that in this case the spectral 
function is a homomorphism from the Borel sets containing no critical points on their boundaries to a 
commutative algebra of normal projections, see also [4]. Some advances for Krein spaces without the 
assumption of definitizability can be found in [5]. We mention that [4] contains some perturbation 
results for fundamentally reducible normal operators. The case of fundamentally reducible and strongly 
stable normal operators is considered in [6], [7]. 

On the other hand, the spectral theory for definitizable (and locally definitizable) selfadjoint 
operators in Krein spaces is well developed (see, [22], [28], [33] and references therein). One of the 
main features of definitizable selfadjoint operators in Krein spaces is their property to act locally 
similarly as a selfadjoint operator in some Hilbert space. More precisely, the spectrum of a definitizable 
operator consists of spectral points of positive and of negative type, and of finitely many exceptional 
(i.e., nonreal or critical) points, see [32]. For a real point ߣ of positive (negative) type of a selfadjoint 
operator in a Krein space there exists a local spectral function ܧ such that ሺܧሺߜሻ࣢, ሾ. , . ሿሻ (resp. 
ሺܧሺߜሻ࣢,െሾ. , . ሿሻሻ is a Hilbert space for (small) neighbourhoods ߜ	݂݋	ߣ. 

In [11], [13] a characterization for spectral points of positive (negative) type was given in terms 
of normed approximate eigensequences. If all accumulation points of the sequence ሺሾݔ௡,  for each	ሿሻ	௡ݔ
normed approximate eigensequences corresponding to ߣ are positive (resp. negative) then ߣ is a 
spectral point of positive (resp. negative) type. Obviously, the above characterization can be used as a 
definition for spectral points of positive (negative) type for arbitrary (not necessarily selfadjoint) 
operators in Krein spaces (as it was done in [2]). It is the main result of this paper that also for a normal 
operator ܰ in a Krein space ሺ࣢, ሾ. , . ሿሻ positive and negative type spectrum implies the existence of a 
local spectral function for ܰ. However, for this we have to impose some additional assumptions: The 
spectra of the real and imaginary part of  ܰ are real and the growth of the resolvent of the imaginary 
part (close to the real axis) of  ܰ is of finite order. Under these assumptions we are able to show that ܰ 
has a local spectral function ܧ on each closed rectangle which consists only of spectral points of 
positive type or of points from the resolvent set of  ܰ. The local spectral function E is then defined for 
all Borel subsets ߜ of this rectangle and ܧሺߜሻ is a selfadjoint projection in the Krein space ሺ࣢, ሾ. , . ሿሻ . 
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It has the property that ሺܧሺߜሻ࣢, ሾ. , . ሿሻ is a Hilbert spaces for all such δ. This implies that the restriction 
of  ܰ to the spectral subspace ܧሺߜሻ࣢ is a normal operator in the Hilbert space ሺܧሺߜሻ࣢, ሾ. , . ሿሻ. 

We emphasize that this result showides a simple sufficient condition for the normal operator ܰ 
to be similar to a normal operator in a Hilbert space: If each spectral point of  ܰ is of positive or of 
negative type and if the spectra of the real and imaginary part of  ܰ are real and the growth of the 
resolvent of the imaginary part is of finite order, then ܰ is similar to a normal operator in a Hilbert 
space. Actually, in the final section, we use this result to show the existence of an operator root of a 
quadratic operator pencil with normal coefficients. 

In this section we collect some statements on bounded operators in Banach spaces. As usual, by 
,ሺܺܮ ܻ	ሻ we denote the set of all bounded linear operators acting between Banach spaces ܺ	ܽ݊݀	ܻ and 
set ܮሺܺሻ ∶ൌ ,ሺܺܮ	 ܺሻ. 

In this section a subspace is always a closed linear manifold. The approximate point spectrum 
	ߣ of a bounded linear operator T in a Banach space X is the set of all	ሺܶሻ	௔௣ߪ ∈ 	ԧ for which there 
exists a sequence ሺݔ௡	ሻ 	⊂ 	ܺ with ‖ݔ௡‖ ൌ 1 for all ݊	 ∈ 	Գ	ܽ݊݀	ሺܶ	 െ ௡ݔሻߣ	 	→ ݊	ݏܽ	0	 → ∞.	A point 
in ߪ௔௣	ሺܶሻ  is called an approximate eigenvalue of  T. We have 

ሺܶሻߪ߲ ⊂ ሺܶሻ	௔௣ߪ	 ⊂ 	ሺ1ሻ																																																																			ሺܶሻ,ߪ	

see [10]. Therefore, ߪ௔௣	ሺܶሻ ് 	∅	݂݅	ܺ ് 	 ሼ0ሽ. 

The following Lemmas (6.2.1), (6.2.2), (6.2.3) are well known. For their proofs we refer to in 
[16]. 

Lemma (6.1.1)[21]. Let ܵ	ܽ݊݀	ܶ be two commuting bounded operators in a Banach space ܺ and let ݌ 
be a polynomial in two variables. Then 

,ሺܵ݌ሺߪ ܶሻሻ 	⊂ 	 ሼ݌ሺߣ, ሻߤ ∶ 	ߣ	 ∈ ,ሺܵሻߪ	 	ߤ ∈ 	.ሺܶሻሽߪ	

If, in addition, the operators ܵ	 ൅ 	ܶ	ܽ݊݀	݅ሺܵ	 െ 	ܶሻ have real spectra, i.e., 

	ሺܵߪ ൅ 	ܶሻ ⊂ Թ		ܽ݊݀			ߪሺܵ	 െ 	ܶሻ 	⊂ 	݅Թ																																																						ሺ2ሻ	

then the following identity holds: 

,ሺܵ݌ሺߪ ܶሻሻ 	ൌ ൛݌൫ߣ, 	ߣ	:൯ߣ̅ ∈ 	.ሺܵሻൟߪ	

In particular, we have 

ߪ ൬
ܵ	 ൅ 	ܶ
2

൰ ൌ 	 ሼܴ݁	ߣ ∶ 	ߣ	 ∈  ,ሺܵሻሽߪ	

ߪ ൬
ܵ	 െ 	ܶ
2݅

൰ ൌ 	 ሼ݉ܫ	ߣ ∶ 	ߣ	 ∈ 	.ሺܵሻሽߪ	

Lemma (6.1.2)[21]. Let ܶ be a bounded operator in a Banach space X and let ࣦ be a subspace of  X 
which is invariant with respect to T. Then 

ሺܶ|ࣦሻߪ 	⊂ ሺܶሻߪ	 	∪ 	,ሺܶሻ	௕ߩ	

where ߩ௕	ሺܶሻ is the union of all bounded connected components of ߩሺܶሻ. In particular, if ߪሺܶሻ 	⊂ 	Թ, 
we have ߪሺܶ|ࣦሻ 	⊂  .ሺܶሻߪ	

Lemma (6.1.3)[21]. (Rosenblum’s Corollary) Let ܵ and ܶ be bounded operators in the Banach spaces 
ܺ	ܽ݊݀	ܻ, respectively. If ߪሺܵሻ 	∩ ሺܶሻߪ	 	ൌ 	∅, then for every	ܼ	 ∈ ,ሺܻܮ	 ܺሻ the operator equation 
ܵܺ	 െ 	ܺܶ	 ൌ 	ܼ has a unique solution ܺ	 ∈ ,ሺܻܮ	 ܺሻ.	In particular, ܵܺ	 ൌ 	ܺܶ implies ܺ	 ൌ 	0.(See [25]) 

Let ܶ be a bounded operator in a Banach space and let ܳ	 ⊂ 	ԧ be a compact set. We say that a 
subspace ࣦொ is the maximal spectral subspace of ܶ corresponding to ܳ	݂݅	ࣦொ is ܶ-invariant, 
ሺܶ|ࣦொሻߪ 	⊂ ሺܶሻߪ	 	∩ 	ܳ and if ܮ	 ⊂ 	ࣦொ holds for every ܶ-invariant subspace ࣦ with ߪሺܶ|ࣦሻ 	⊂ 	ܳ. 
Recall that such a subspace is hyperinvariant with respect to T, i.e., it is invariant with respect to each 
bounded operator which commutes with T (see [23]). 
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If the spectrum of the bounded operator ܶ is real, we say that the growth of the resolvent of  ܶ 
is of finite order ݊, ݊	 ∈ 	ܰ	\ሼ0ሽ,	if for some ܿ	 ൐ 	0	 there exists an ܯ	 ൐ 0, such that 

0	 ൏ 	 |ߣ	݉ܫ	| 	൏ 	ܿ	 ⇒ ‖ሺܶ	– ሻ‖ିଵߣ	 	൑ 	
ܯ

௡|ߣ	݉ܫ	|
	.																																																			ሺ3ሻ	

Since the function ߩ	 ↦ ,	௡ߩ/ܯ	 0	 ൏ 	ߩ	 ൏ 	1, satisfies the Levinson condition (cf. [34]), it is a 
consequence of (3) and [34] that to each compact interval  Δ the maximal spectral subspace ࣦ୼ of  ܶ 
corresponding to Δ exists. 

By ݎሺܶሻ	we denote the spectral radius of a bounded operator ܶ in a Banach space. 

Lemma (6.1.4)[21]. Let ܶ	 ് 	0 be a bounded operator in a Banach space with real spectrum such that 
the growth of its resolvent is of order ݊. Then for all ݇	 ൒ 	݊ we have 

‖ܶ௞‖ ൑ 	2௞	‖ܶ‖௞ି௡	ሺܯ	 ൅	‖ܶ‖௡ିଵሻݎሺܶሻ,	

where ܯ	 ൌ 	௡‖ሺܶ|ߣ	݉ܫ	|ሼ݌ݑݏ	 െ ‖ሻିଵߣ	 ∶ 	0	 ൏ 	 |ߣ	݉ܫ	| 	൏ ‖	ܶ‖ሽ.	

Proof. For ߩ	 ൐ 	0 we define the function 

ሻߩሺܯ 	ൌ ௡ሺܶ|ߣ	݉ܫ	|ሼ݌ݑݏ	 െ 	0	ሻିଵ:ߣ ൏ 	 |ߣ	݉ܫ	| 	൏ 	.ሽߩ	

It is obvious that this function is non-decreasing and continuous. Therefore, ܯሺ0ሻ ∶ൌ 	݅݊ ఘ݂வ଴	ܯሺߩሻ 
exists. We have ܯ	 ൌ  .ሺ‖ܶ‖ሻܯ	

Let ݇	 ൒ 	݊. Let ࣝ be the circle with center 0 and radius ߩ	 ൐ 	For  0	ሺܶሻ.ݎ	 ൏ 	 |ߣ	݉ܫ	| 	൏  we ߩ	
have 

‖ሺܶ	 െ ‖ሻିଵߣ	 	൑
ሻߩሺܯ	
௡|ߣ	݉ܫ	|

	.																																																																								ሺ4ሻ	

Observe that for ݆	 ∈ 	Գ, ݆	 ൒ 	1, the function	ߣ	 ↦ 	ሺܶ	௝ିߣ	 െ  Due to .ܥ ሻିଵ is holomorphic outside ofߣ	
‖ሺܶ	 െ ‖ሻିଵߣ ൌ ܱሺ|ߣ|ିଵሻ	ܽݏ	ߣ|| → 	∞,	the Cauchy integral theorem and standard estimates of contour 
integrals 

we obtain 

න 	ሺܶ	௝ିߣ െ 	ߣ݀	ሻିଵߣ	 ൌ 	0		
஼

		 , ݆ ൒ 	1.	

Therefore, the relation 

ቆ
	ଶߣ െ	ߩଶ

ߣ
ቇ
௞

ൌ෍൬
݇
݆൰

௞

௝ୀ଴

	ଶሻ௞ି௝ߩଶ௝ି௞ሺെߣ

yields 

െ1
݅ߨ2

න ቆ
	ଶߣ െ	ߩଶ

ߣ
ቇ
௞

		
஼

	ሺܶ	 െ 	ߣ݀	ሻିଵߣ	 ൌ෍൬
݇
݆൰

௞

௝ୀ଴

ሺെߩଶሻ௞ି௝	ܶଶ௝ି௞	,	

where ۀ2/݇ڿ denotes the smallest integer larger than ݇/2. Since ݇	 ൒ 	݊ and 

ቆ
	ଶߣ െ	ߩଶ

ߣ
ቇ ൌ 	ߣ	ݎ݋݂	|ߣ	݉ܫ	|2	 ∈ 	,ܥ	

together with (4) this gives 

ቯܶ௞ 	൅ ෍ ൬
݇
݆൰ ሺെߩ

ଶሻ௞ି௝	ܶଶ௝ି௞
௞ିଵ

௝ୀڿ௞/ଶۀ

ቯ ൑ 	2௞ܯሺߩሻߩ௞ି௡ାଵ,	

and hence 
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‖ܶ௞	‖ ൑ ቌ2௞ܯሺߩሻߩ௞ି௡ାଵ ൅ ෍ ൬
݇
݆൰ߩ

ଶሺ௞ି௝ሻିଵ	‖ܶ‖ଶ௝ି௞
௞ିଵ

௝ୀڿ௞/ଶۀ

ቍ 	.ߩ

Letting	ߩ	 →  ሺܶሻ we obtainݎ	

‖ܶ௞	‖ ൑ ቌ2௞ܯሺݎሺܶሻሻ‖ܶ‖௞ି௡ ൅ ෍ ൬
݇
݆൰ ‖ܶ‖

ଶሺ௞ି௝ሻିଵ	‖ܶ‖ଶ௝ି௞
௞ିଵ

௝ୀڿ௞/ଶۀ

ቍ 	.ሺܶሻݎ

We have ܯሺݎሺܶሻሻ 	൑ 	ܯ ሺ‖ܶ‖ሻ, which leads to the desired estimate withܯ	 ൌ  .ሺ‖ܶ‖ሻܯ	

For a finite interval Δ we denote by ℓሺ߂ሻ	the length of Δ. 

Corollary (6.1.5)[21]. Let T be as in Lemma (6.1.4). Then there exists ܥ	 ൐ 	0 such that for each 
݇	 ൒ 	݊, each ߣ	 ∈ 	ߣ ሺܶሻ and each compact interval Δ withߪ	 ∈ ሻ߂ℓሺ	݀݊ܽ	߂	 	൑ 	 ‖ܶ‖ we have 

‖	ሺܶ|ࣦ௱ െ ‖ሻ௞ߣ	 ൑ 	4௞	‖ܶ‖௞ܥ	. ℓሺ߂ሻ,	

where ࣦ௱ denotes the maximal spectral subspace of ܶ corresponding to Δ. 

Proof. We have ߪሺ ௱ܶሻ 	⊂ where ௱ܶ ,߂	 ∶ൌ 	ܶ|ࣦ௱. Clearly, the growth of the resolvent of  ܶ߂	 െ  is of ߣ
order n. Since ‖ ௱ܶ 	െ ‖ߣ	 ൑ 	‖ܶ‖ ൅	|ߣ| 	൑ 	2‖ܶ‖ and rሺ ௱ܶ 	െ ሻߣ	 	൑ 	ℓሺ߂ሻ, Lemma 6.1.4 gives the 
estimate 

	‖ሺ ௱ܶ 	െ	ߣሻ௞‖ ൑ 	2௞	ሺ2‖ܶ‖ሻ௞ି௡൫ܯ෩ 	൅	2௡ିଵ‖ܶ‖௡ିଵ൯ℓሺ߂ሻ	

with ܯ	෪ ൌ ሺ		௡|ߤ	݉ܫ	|ሼ݌ݑݏ	 ௱ܶ 	െ 	ߣ	 െ 	0	ሻିଵ:ߤ	 ൏ 	 |ߤ	݉ܫ	| 	൏ 	 ‖ ௱ܶ 	െ  ,ሽ . As λ is real‖ߣ	

෪	ܯ 	൑ 	௡‖ሺܶ|ߤ	݉ܫ	|ሼ݌ݑݏ	 െ 	ߣ	 െ ‖ሻିଵߤ	 ∶ 	0	 ൏ 	 |ߤ	݉ܫ	| 	൏ 	2‖ܶ‖ሽ
൑ 	௡‖ሺܶ|ߤ	݉ܫ	|ሼ݌ݑݏ	 െ ‖ሻିଵ	ߣ	 ∶ 	0	 ൏ 	 |ߤ	݉ܫ	| 	൏ 	2‖ܶ‖ሽ	

which is independent of  ߂,  .ߣ	݀݊ܽ	݇

Recall that an inner product space ሺ࣢, ሾ. , . ሿሻ is called a Krein space if there exist subspaces 
࣢ା	ܽ݊݀	࣢ି such that ሺ࣢ା	, ሾ. , . ሿሻ	ܽ݊݀	ሺ࣢ି,െሾ. , . ሿሻ are Hilbert spaces and 

	ܪ ൌ 	࣢ା 	∔࣢ି,																																																																						ሺ5ሻ	

where ∔ denotes the direct sum of subspaces. We refer to (5) as a fundamental decomposition of the 
Krein space ሺ࣢, ሾ. , . ሿሻ . 

An inner product space ሺ࣢, ሾ. , . ሿሻ is called a ܩ-space if ࣢ is a Hilbert space and the inner 
product ሾ. , . ሿ	is continuous with respect to the norm ‖. ‖ on ࣢, that is, there exists ܿ	 ൐ 	0 such that 

|ሾݔ, |ሿݕ ൑ ,ݔ	݈݈ܽ	ݎ݋݂							‖ݕ‖‖ݔ‖ܿ	 	ݕ ∈ ࣢.	

Let	ሺ. , . ሻ be a Hilbert space inner product on ࣢ inducing ‖. ‖.Then the inner products ሺ. , . ሻ and 
ሾ. , . ሿ are connected via 

ሾݔ, ሿݕ 	ൌ 	 ሺݔܩ, ,ሻݕ ,ݔ ݕ ∈ 	࣢,	

where ܩ	 ∈ ,ሺ࣢ሻ is a uniquely determined selfadjoint operator in ሺ࣢ܮ	 ሺ. , . ሻሻ. It is well known that 
ሺ࣢, ሾ. , . ሿሻ is a Krein space if and only if ܩ is boundedly invertible, see, [3], [8]. A bounded operator ܣ 
in the ܩ-space ࣢ is said to be [., .]-selfadjoint or ܩ-selfadjoint if 

ሾݔܣ, ሿݕ 	ൌ 	 ሾݔ, 	ሺ6ሻ																																																																																ሿݕܣ

holds for all ݔ, 	ݕ ∈ 	࣢. 

Spectral points of definite type, defined below for bounded operators in a ܩ-space, were defined 
for ሾ. , . ሿ-selfadjoint operators in ܩ-spaces in [42] and in [21] for arbitrary operators (and relations) in 
Krein spaces. 

Definition (6.1.6)[21]. For a bounded operator ܣ in the ܩ-space ሺ࣢, ሾ. , . ሿሻ a point  ߣ	 ∈  ሻ isܣሺ	௔௣ߪ	
called a spectral point of positive (negative) type of ܣ if for every sequence ሺݔ௡	ሻ with ‖ݔ௡‖ 	ൌ
	1	ܽ݊݀	‖ሺܣ	 െ ‖௡ݔሻߣ	 	→ ݊	ݏܽ	0	 → ∞, we have 
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݈݅݉௡→ஶ	݂݅݊	ሾ݊ݔ, ሿ	݊ݔ 	൐ 	0ሺ݈݅݉௡→ஶ	݌ݑݏሾݔ௡, ሿ	௡ݔ 	൏ 	0,  .ሻݕ݈݁ݒ݅ݐܿ݁݌ݏ݁ݎ

We denote the set of all points of positive (negative) type of ܣ by 
,ሻܣሺିିߪሺ	ሻܣାାሺߪ .ሻݕ݈݁ݒ݅ݐܿ݁݌ݏ݁ݎ 	߂	ݐ݁ݏ	ܣ ⊂ 	ԧ is said to be of positive (negative) type with respect to 
A if every approximate eigenvalue of ܣ in Δ belongs to ߪାାሺܣሻ	ሺିିߪሺܣሻ,  .ሻݕ݈݁ݒ݅ݐܿ݁݌ݏ݁ݎ

Remark (6.1.7)[21].  If the operator ܣ is [., .]-selfadjoint, then the sets ߪାାሺܣሻ	 and ିିߪሺܣሻ are 
contained in Թ (cf. [13]). 

The following lemma is well known for selfadjoint operators in Krein spaces and ሾ. , . ሿ-
selfadjoint operators in ܩ-spaces (see, [22], [13]). The proof for arbitrary bounded operators remains 
essentially the same. However, for the convenience of the reader we give a short proof here. 

Lemma (6.1.8)[21]. Let ܣ be a bounded operator in the ܩ-space ሺ࣢, ሾ. , . ሿሻ . Then a compact set 
	ܭ ⊂ ԧ is of positive type with respect to ܣ if and only if there exist a neighbourhood ܷ of ܭ in ܥ and 
numbers ߝ, 	ߜ ൐ 	0 such that for all ݔ	 ∈ 	࣢ and each ߣ	 ∈ 	ܷ	we have 

‖ሺܣ	 െ ‖ݔሻߣ	 ൑ ‖ݔ‖ߝ	 	⇒ 	 ሾݔ, ሿݔ 	൒  .	ଶ‖ݔ‖ߜ	

In this case, the set ܷ is of positive type with respect to ܣ. 

Proof. Assume that ܭ is a compact set of positive type with respect to ܣ, i.e., ܭ	 ሻܣሺ	௔௣ߪ	∩ 	⊂
଴ߣ	Let	ሻ.ܣାାሺߪ	 	∈  Then it follows from Definition (6.1.6) and the properties of the points of regular .ܭ	
type of ܣ that there exist ߝ଴, ଴ߜ 	൐ 	0 such that for all ݔ	 ∈ 	࣢ we have 

‖ሺܣ	 െ	ߣ଴ሻݔ‖ ൑ ‖ݔ‖଴ߝ2	 	⇒ 	 ሾݔ, ሿݔ 	൒  .	ଶ‖ݔ‖଴ߜ	

From this we easily conclude that for all ݔ	 ∈ 	࣢ and all ߣ	 ∈ 	ԧ with 

	ߣ|	 െ	ߣ଴	| 	൏ 	  ଴ we haveߝ

‖ሺܣ	 െ ‖ݔሻߣ	 ൑ 	 ‖ݔ‖଴ߝ 	⇒ 	 ሾݔ, ሿݔ 	൒  .	ଶ‖ݔ‖଴ߜ

Since ߣ଴ was an arbitrary point in ܭ, the assertion follows from the compactness of  ܭ. The converse 
statement is evident. 

One of the main results of [13] is that under a certain condition a ሾ. , . ሿ-selfadjoint operator in a 
 space has a local spectral function of positive type on intervals which are of positive type with-ܩ
respect to the operator. Let us recall the definition of such a local spectral function and the exact 
statement for ሾ. , . ሿ-selfadjoint operators. 

Definition (6.1.9)[21]. Let ሺ࣢, ሾ. , . ሿሻ be a ܩ-space, ܣ	 ∈ 	ܵ	݀݊ܽ	ሺ࣢ሻܮ	 ⊂ ԧ. ܣ set function ܧ mapping 
from the system ܤሺܵሻ of Borel-measurable subsets of ܵ whose closure is also contained in ܵ to ܮሺ࣢ሻ	 
is called a local spectral function of positive type of the operator ܣ on ܵ if for all ܳ,ܳଵ, ܳଶ, . . . ∈  ሺܵሻܤ	
the following conditions are satisfied: 

(i) ሺܧሺܳሻ࣢, ሾ. , . ሿሻ is a Hilbert space and ܧሺܳሻ is ሾ. , . ሿ-selfadjoint. 

(ii) ܧሺܳଵ 	∩ 	ܳଶሻ 	ൌ  .ሻ	ሺܳଶܧሻ	ሺܳଵܧ	

(iii) If ܳଵ, ܳଶ, . . . ∈  ሺܵሻare mutually disjoint, thenܤ	

ܧ ൭ራܳ௞

ஶ

௞ୀଵ

൱ ൌ ෍ܧሺܳ௞	ሻ

ஶ

௞ୀଵ

,	

where the sum converges in the strong operator topology. 

(iv) ܤܣ	 ൌ 	ܣܤ	 ⇒ 	ܤሺܳሻܧ	 ൌ 	ܤ	ݕݎ݁ݒ݁	ݎ݋݂	ሺܳሻܧܤ	 ∈  .ሺ࣢ሻܮ	

(v) ߪሺܧ|ܣሺܳሻ࣢ሻ 	⊂ ሻܣሺߪ	 	∩ 	ܳതതതതതതതതതതതതത. 

(vi)	ߪሺܣ|ሺܫ	 െ ሺܳሻሻ࣢ሻܧ	 	⊂  .ܳതതതതതതതതതതതത	\	ሻܣሺߪ	

Note that (ii) implies that ܧሺܳሻ is a projection for all ܳ	 ∈  ሺܵሻ and that from (iii) (or (v)) it followsܤ	
that ܧሺ∅ሻ 	ൌ 	0.  we denote the open upper (lower, respectively) halfplane of the complex	ሺԧିሻ	ԧା	ݕܤ
plane ԧ. 
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Theorem (6.1.10)[21]. Let ܣ be a ሾ. , . ሿ-selfadjoint operator in the ܩ-space ሺ࣢, ሾ. , . ሿሻ.	If the interval Δ 
is of positive type with respect to ܣ and if each of the sets ߩሺܣሻ 	∩ ԧା	ܽ݊݀	ߩሺܣሻ 	∩ 	ԧିaccumulates to 
each point of Δ, respectively, then ܣ has a local spectral function ܧ of positive type on Δ. For each 
closed interval ߜ	 ⊂  corresponding to ܣ is the maximal spectral subspace of ሻ࣢࣢ߜሺܧ the subspace	߂	
δ. 

For the rest of this section let ሺ࣢, ሾ. , . ሿሻ be a Krein space. It is our aim to extend Theorem 
(6.1.10) to normal operators in Krein spaces. Recall that a bounded operator ܰ in a Krein space 
ሺ࣢, ሾ. , . ሿሻ is called normal if it commutes with its adjoint ܰା, i.e., 

ܰାܰ	 ൌ 	ܰܰା.	

By definition the real part of a bounded operator ܥ in a Krein space ሺ࣢, ሾ. , . ሿሻ is the operator ሺܥ	 ൅
ܥାሻ/2 and the imaginary part is given by ሺܥ	 െ	ܥାሻ/2݅. It is clear that both real and imaginary part of 
an arbitrary bounded operator are ሾ. , . ሿ-selfadjoint. Moreover, it is easy to see that a bounded operator 
in ሺ࣢, ሾ. , . ሿሻ is normal if and only if its real part and its imaginary part commute. 

Lemma (6.1.11)[21]. Let ܰ be a normal operator in the Krein space ሺ࣢, ሾ. , . ሿሻ . If ܴ݁ܰ	ܽ݊݀	ܰ݉ܫ have 
real spectra only, then ߪሺܰሻ 	ൌ  .ሺܰሻ	௔௣ߪ	

Proof. Assume that ߣ	 ∈ 	ܰ Then	ሺܰሻ.	௔௣ߪ\	ሺܰሻߪ	 െ 	has a trivial kernel and ranሺܰ ߣ	 െ ሻߣ	 ് ࣢ is 
closed. Hence, ߣ	 ∈ .௣ሺܰାሻߪ ࣦ	ݐ݁ܵ ∶ൌ ାܰݎ݁݇ െ  This subspace is ܰ-invariant. By Lemma (6.1.2) .ߣ	
the operators ܴ݁ܰ|ࣦ and ܰ݉ܫ|ࣦ have real spectra. Thus, by Lemma (6.1.1) (with ܵ ൌ ܰା|ࣦ	 ܽ݊݀	ܶ ൌ
ܰ|ࣦ) we conclude that ߪሺܰ|ࣦሻ ൌ 	 ሼ:ߤ	ߤ ∈ ሺܰା|ࣦሻሽߪ	 ൌ 	 ሼߣሽ. Hence,	ߣ ∈ ሺܰ|ࣦሻ	௔௣ߪ	 ⊂  A	ሺܰሻ.	௔௣ߪ	
contradiction. 

Theorem (6.1.12)[21]. Let ܰ be a normal operator in the Krein space ሺ࣢, ሾ. , . ሿሻ. If ܴ݁ܰ	ܽ݊݀	ܰ݉ܫ 
have real spectra and the growth of the resolvent of ܰ݉ܫ is of finite order, then ܰ has a local spectral 
function of positive type on each closed rectangle ሾܽ, ܾሿ 	ൈ	 ሾܿ, ݀ሿ which is of positive type with respect 
to ܰ. 

Proof. Let ሾܽ, ܾሿ 	ൈ 	 ሾܿ, ݀ሿ	be of positive type with respect to ܰ. Together with Lemma (6.1.11) we 
have 

ሺሾܽ, ܾሿ 	ൈ 	 ሾܿ, ݀ሿሻ 	∩ ሺܰሻߪ	 	⊂ 	.ାାሺܰሻߪ	

By Lemma (6.1.8) there exist an open neighbourhood ܷ	݂݋	ሾܽ, ܾሿ 	ൈ	 ሾܿ, ݀ሿ in ԧand numbers ߝ, 	ߜ ∈
	ሺ0, 1ሻ	such that 

	ߣ ∈ 	࣯, ݔ ∈ 	࣢, ‖ሺܰ	 െ ‖ݔሻߣ	 	൑ ‖ݔ‖ߝ	 	⇒ 	 ሾݔ, ሿݔ 	൒ 	ሺ7ሻ																																					.	ଶ‖ݔ‖ߜ	

By Corollary (6.1.5), there exists a value		߬	 ൐ 	0 such that for each compact interval  Δ with length 
ℓሺ߂ሻ 	൏ 	߬	and any ߣ	 ∈ 	߂	 ∩  ሻ we haveܰ݉ܫሺߪ	

‖ሺܰ݉ܫ|ࣦ௱	 െ ‖ሻ௞ߣ	 ൑
௞ߝ௞ିଵߜ	

2௞
	݇	݈݈ܽ	ݎ݋݂			 ൌ 	 ݇଴, ݇଴	 ൅ 	1, . . . , 2݇଴	,																																									ሺ8ሻ	

where ݇଴	 is the order of growth of the resolvent of I݉ܰ and ࣦ௱	 is the maximal spectral subspace of 
 .corresponding to the interval Δ ܰ݉ܫ

The proof will be divided into three steps. In the first step we define the spectral subspace 
corresponding to rectangles ߂ଵ	 ൈ 	ଶ߂ ⊂ 	ܷ with ℓሺ߂ଶ	ሻ ൏ ߬. In the second step we show some 
properties of the spectral subspaces defined in step 1. In the third step we define the spectral subspace 
corresponding to the rectangle	ሾܽ, ܾሿ 	ൈ	 ሾܿ, ݀ሿ and complete the proof. 

(1) Let Δ1 and Δ be compact intervals such that ߂ଵ	 ൈ ߂	 ⊂ ࣯ and ℓሺ߂ሻ ൏ 	߬. Note that the inner 
product space ሺࣦ௱, ሾ. , . ሿሻ is a ܩ-space which is not necessarily a Krein space. Since a maximal spectral 
subspace is hyperinvariant (see, [23]), the space ࣦ௱ is invariant with respect to ܰ,ܰା, ܴ݁ܰ	ܽ݊݀	ܰ݉ܫ. 
By ܣ଴	, ,	଴ܤ ଴ܰ	ܽ݊݀	 ଴ܰ,ା denote the restrictions of , ܰ݉ܫ,ܰ	ܽ݊݀	ܰା	݋ݐ	ࣦ௱,	, respectively. Then we 
have, see Lemma (6.1.2), 

ሻ	଴ܣሺߪ ⊂ ሺܴ݁ܰሻߪ	 ⊂ Թ	ܽ݊݀	ߪሺܤ଴	ሻ ⊂ ሻܰ݉ܫሺߪ	 ∩ 	ሺ9ሻ																																										.߂	
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Moreover, from ଴ܰ 	ൌ ଴ܣ	 	൅ ,	଴ܤ݅	 ܰ0,൅	ൌ ଴ܣ	 	െ ,	଴ܤ݅	 ሺ9ሻ and Lemma (6.1.1) we conclude 

଴ሻܣሺߪ 	ൌ 	 ሼܴ݁	ߣ ∶ 	ߣ	 ∈ ሺߪ	 ଴ܰ	ሻሽ	ܽ݊݀	ߪሺܤ଴ሻ 	ൌ 	 ሼ݉ܫ	ߣ ∶ 	ߣ	 ∈ ሺߪ	 ଴ܰ	ሻሽ, 

hence 

ሺߪ ଴ܰ		ሻ 	⊂ ሻ	଴ܣሺߪ	 	ൈ  .߂	

The operator ܣ଴ is obviously ሾ. , . ሿ-selfadjoint. In the following we will show 

ଵ߂ 	∩ ሻ	଴ܣሺߪ	 	⊂ 	ሺ10ሻ																																																																											ሻ.	଴ܣାାሺߪ	

To this end set 

̃ߝ ∶ൌ 	݉݅݊ ቊ
ߝ
2
,

௝ߝ௝ିଶߜ

2௝	ሺ‖ܰ݉ܫ‖	൅ ሻሻ௝ିଵܰ݉ܫሺݎ	
∶ 	݆	 ൌ 	2, . . . , ݇଴ቋ	

We may assume that ܰ݉ܫ ് 	0. Otherwise, the assertion of Theorem (6.1.12). follows directly from 
Theorem (6.1.10). We will show that for all  ߙ	 ∈ ଵ߂	 	∩ 	ݔ	݈݈ܽ	ݎ݋݂	݀݊ܽ	ሻ	଴ܣሺߪ	 ∈ ࣦ௱	 we have 

‖ሺܣ଴ െ ‖ݔሻߙ	 	൑ 	 ‖ݔ‖	̃ߝ ⇒ 	 ሾݔ, ሿݔ 	൒ 	,	ଶ‖ݔ‖ߜ	

which then implies (10), see Lemma (6.1.8). If ߪሺܰ݉ܫሻ	∩ 	߂ ൌ 	∅, then it follows from (9) that 
ࣦ௱ 	ൌ 	 ሼ0ሽ, and nothing needs to be shown. Otherwise, there exists ߚ	 ∈ 	߂	 ∩ 	ߙ ሻ. Letܰ݉ܫሺߪ	 ∈ ଵ߂	 	∩
	ݔ ሻ and	଴ܣሺߪ	 ∈ 	ࣦ௱, ‖ݔ‖ ൌ 1, and suppose that ‖ሺܣ଴ 	െ ‖	ݔሻߙ	 ൑ ෥ߝ	 . Let us show that for all ݆	 ൌ
	1, . . . , 2݇଴ we have 

	ฮሺܤ଴ 	െ ฮݔሻ௝ߚ	 ൑ 	
௝ߝ௝ିଵߜ

2௝
	.																																																													 ሺ11ሻ 

For	݆	 ൌ 	 ݇଴, . . . , 2݇଴ this is a direct consequence of (8). Assume now that (11) holds for all ݆	 ∈
	ሼ݇, . . . , ݇଴ሽ where ݇	 ∈ 	 ሼ2, . . . , ݇଴ሽ but does not hold for ݆	 ൌ 	݇	 െ 	1, i.e., 

‖ሺܤ଴ 	െ	ߚሻ௞ିଵݔ‖ ൐
௞ିଵߝ௞ିଶߜ

2௞ିଵ
	.																																																						ሺ12ሻ	

Then we have 

ብሺ ଴ܰ 	െ	ሺߙ	 ൅ ሻሻߚ݅	
ሺܤ଴ 	െ ݔሻ௞ିଵߚ	
‖ሺܤ଴ 	െ ‖ݔሻ௞ିଵߚ	

ብ ൑
଴ܤ‖ 	െ ଴ܣ௞ିଵ‖ሺ‖ߚ	 	െ ‖ݔሻߙ	 ൅	‖ሺܤ଴ െ ‖ݔሻ௞ߚ	

‖ሺܤ଴ 	െ	ߚሻ௞ିଵݔ‖

൑ 	
2௞ିଵ	ሺ‖ܰ݉ܫ‖	൅ ሻሻ௞ିଵܰ݉ܫሺݎ	

௞ିଵߝ௞ିଶߜ
෥	ߝ	 ൅

2௞ିଵ

௞ିଵߜ௞ିଶߜ
	
௞ିଵߝ௞ߝ

2௞
൑
ߝ	
2
൅ ߜ	

ߝ	
2
൑ 	.ߝ	

As ߙ	 ൅ 	ߚ݅	 ∈ 	ଵ߂	 ൈ 	߂	 ⊂ 	ܷ, it follows from (7) that 

	ߜ ൑ 	 ቈ
ሺܤ଴ 	െ ݔሻ௞ିଵߚ	

‖ሺܤ଴ 	െ 	‖ݔሻ௞ିଵߚ	
,
ሺܤ଴ 	െ ݔሻ௞ିଵߚ	

‖ሺܤ଴ 	െ 	‖ݔሻ௞ିଵߚ	
቉ ൑

‖ሺܤ଴ 	െ ‖ݔሻଶ௞ିଶߚ
‖ሺܤ଴ 	െ ଶ‖ݔሻ௞ିଵߚ	

	 .	

Owing to	݇	 ൑ 	2݇	 െ 	2	 ൑ 	2݇଴ , relation (11) holds for ݆	 ൌ 	2݇	 െ 	2 by assumption, and thus 

‖ሺܤ଴ 	െ ‖ݔሻ௞ିଵߚ	 ൑ ඥିߜଵ‖ሺܤ଴ 	െ ‖ݔሻଶ௞ିଶߚ	 	൑ ඨ
ଶ௞ିଶߝଶ௞ିସߜ

2ଶ௞ିଶ
	ൌ 	

௞ିଵߝ௞ିଶߜ

2௞ିଵ
 

follows. But this contradicts (12). Hence, (11) holds for ݆	 ൌ 	݇	 െ 	1, and, by induction, for ݆	 ൌ 	1. 
Hence, 

‖	ሺܰ	 െ	ሺߙ	 ൅ ‖ݔሻሻߚ݅	 	൑ 	 ‖ሺܣ଴ 		െ ଴ܤ‖ሺ	൅	‖ݔሻߙ	 		െ ‖ݔሻߚ	 ൑ 	.ߝ	

By (7), this yields ሾݔ, ሿݔ 	൒  .and (10) is showed	ߜ	

Due to Theorem (6.1.10), the operator ܣ଴ 	∈  ௱ of positiveܧ ሺࣦ௱ሻ has a local spectral functionܮ	
type on ߂ଵ	 , and the subspace 

࣢௱భ	 ൈ ߂ ∶ൌ  ሻࣦ௱	ଵ߂௱ሺܧ	

is the maximal spectral subspace of ܣ଴ corresponding to ߂ଵ	 .Moreover, ࣢௱భ	 ൈ   is a Hilbert space	߂
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with respect to the inner product ሾ. , . ሿ. Since ࣢௱భ	 ൈ  ܰା, the	ܽ݊݀	is invariant with respect to both ܰ ߂
ሾ. , . ሿ-orthogonal complement 

࣢௱భ	ൈ௱
ሾୄሿ	 ൌ 	 ሼݕ	 ∈ 	࣢ ∶ 	 ሾݕ, ሿݔ 	ൌ 	ݔ	݈݈ܽ	ݎ݋݂	0	 ∈ 	࣢௱భ	 ൈ 	ሽ߂

is also ܰ െ 	ܽ݊݀	ܰା-invariant and ቀ࣢௱భ	ൈ௱
ሾୄሿ	 , ሾ. , . ሿቁ is a Krein space, see, [33]. Moreover, we have 

ሺܰ|࣢௱భ	ൈ௱
ሾୄሿ	 ሻା 	ൌ 	ܰା|࣢௱భ	ൈ௱

ሾୄሿ	 .	

(2) Let ܳ ∶ൌ 	ଵ߂ 	ൈ 	߂	 ⊂ 	ܷ be a rectangle as in step 1. By ܳ௜	ሺ߂௜ሻ we denote the complex (real, 
respectively) interior of the set ܳ (߂, respectively). In this step of the proof we shall show that the 

subspaces ࣢ொ	ܽ݊݀	࣢ொ
ሾୄሿ , defined in the first step, have the following properties. 

(a) ߪ	ሺܰ|࣢ொሻ 	⊂ ሺܰሻߪ	 	∩ 	ܳ. 

(b) If ࣧ ⊂࣢ is a subspace which is both ܰ െ 	ܽ݊݀	ܰା െinvariant such that 

ሺܰ|ࣧሻߪ 	⊂ 	ܳ,	

      Then ࣧ ⊂࣢ொ. 

(c) If ࣢ொ 	ൌ 	 ሼ0ሽ					݄݊݁ݐ	ܳ௜	 ⊂  .ሺܰሻߩ	

(d) ߪ ቀܰ|࣢ொ
ሾୄሿቁ 	⊂  .ܳതതതതതതതതതതതത	\	ሺܰሻߪ	

(e) If the bounded operator ܤ commutes with ܰ then both ࣢ொ and ࣢ொ
ሾୄሿ are ܤ-invariant. 

(f) ࣢ொ is the maximal spectral subspace of  ܰ corresponding to Q. 

By Lemma (6.1.2) and (9) we have 

࣢ொሻሻ|ሺܰ݉ܫሺߪ 	ൌ ࣢ொሻ|଴ܤሺߪ	 	⊂ ሻ	଴ܤሺߪ	 	⊂ 	.߂	

In addition, 

࣢ொሻሻ|ሺܴ݁ሺܰߪ 	ൌ ࣢ொሻ|଴ܣሺߪ	 	⊂ 	.	1߂	

From this and Lemma (6.1.1) we obtain 

࣢ொሻ|ሺܰߪ 	⊂ 	ܳ.	

Since the spectrum of a normal operator in a Hilbert space coincides with its approximate point 
spectrum, (a) follows. 

Let ࣧ ⊂࣢ be a subspace as in (b). By Lemma (6.1.1) we have 

ሻࣧ|ܰ݉ܫሺߪ 	⊂ ሺܴ݁ܰ|ࣧሻߪ	݀݊ܽ	߂	 	⊂ 	.	ଵ߂	

As ࣦ୼ is the maximal spectral subspace of ܰ݉ܫ corresponding to Δ, we conclude from the first relation 
that ࣧ	 ⊂ 	ࣦ୼. From the second relation we obtain (b) since ࣢ொ is the maximal spectral subspace of  
ܴ݁ܰ|ࣦ୼ corresponding to the interval ߂ଵ , cf. Theorem (6.1.10). 

Let us show (c). By definition of  ࣢ொ it follows from ࣢ொ 	ൌ 	 ሼ0ሽ that  ߂ଵ
௜ 	⊂  ሺܴ݁ܰ|ࣦ୼ሻ. Hence, byߩ	

Lemma (6.1.1) we have 

ଵ߂
௜ ൈ 	Թ	 ⊂ 	ሺ13ሻ																																																																						ሺܰ|ࣦ୼ሻ.ߩ	

Let ܬ be a closed interval which contains ߪሺܰ݉ܫሻ and let ߜଵ	ܽ݊݀	ߜଶ be the two (closed) components of 
 corresponding to the intervals ܰ݉ܫ  and ࣦఋమ denote the maximal spectral subspaces of	௜. By ࣦఋభ߂\	ܬ
 .ଶ , respectivelyߜ	݀݊ܽ	ଵߜ

Set 

ࣦ୼೎ ∶ൌ 	ఋభࣦܮ	 ∔ ࣦఋమ . 

Obviously, we have 

ሻ	୼೎ࣦ|ܰ݉ܫሺߪ 	⊂ 	 	ଵߜ 	∪ 	ሺ14ሻ																																																																	.	ଶߜ	
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And by [34] we have 

࣢	 ൌ ࣦ௱ 	൅	ࣦ୼೎	.																																																																									ሺ15ሻ	

It is an immediate consequence of (b) that ݇݁ݎሺܰ	 െ ሻߣ	 	⊂ 	࣢ொ ൌ 	 ሼ0ሽ for  ߣ	 ∈ ܳ௜ . Hence, due to (13) 
and (15), it remains to show that  ܳ௜ ⊂  ሻ. But this follows directly from (14) and Lemma	ሺܰ|ࣦ୼೎ߩ	

(6.1.1). Set ෩ܰ ∶ൌ 	ܰ|࣢ொ
ሾୄሿ . In order to show (d) we show 

ԧ\ሺߪሺܰሻ	\	ܳሻതതതതതതതതതതതതതത ⊂ ൫	ߩ	 ෩ܰ൯.																																																																			ሺ16ሻ	

Since 

ԧ\൫ߪሺܰሻ\ܳതതതതതതതതതത൯ ൌ ሺܰሻߩ ∪	ܳ௜	 ∪ ሼߣ ∈ 	߲ܳ ∶ ∄ሺߣ௡	ሻ ⊂ ௡ߣ௡→ஶ݈݉݅	݄ݐ݅ݓ	ܳ\ሺܰሻߪ ൌ 	,ሽߣ	

and ߩሺܰሻ ⊂ ൫ߩ	 ෩ܰ൯	by Lemma (6.1.11), it suffices to show 

ܳ௜	 ∪ ሼߣ	 ∈ 	߲ܳ ∶ ∄ሺߣ௡	ሻ ⊂ ௡ߣ	௡→ஶ݈݉݅	݄ݐ݅ݓ	ܳ	\	ሺܰሻߪ	 ൌ ሽߣ	 ⊂ ൫ߩ	 ෩ܰ൯.																													ሺ17ሻ	

Let λ be a point contained in the set on the left-hand side of this relation. Then there exists a compact 
rectangle ܴ	 ൌ ଵ߂	

ᇱ 	ൈ 	′߂	 ⊂ 	࣯  with	ߣ	 ∈ 	ܴ௜	, ℓሺ߂′ሻ 	൏ 	߬ and 

∩	ሺܰሻߪ 	ܴ	 ⊂ 	ܳ.	

Observe that the normal operator  ෩ܰ in the Krein space ࣢୕
ሾୄሿ satisfies the conditions of Theorem 

(6.1.12). In particular, relation (7) holds with the same values ε and ߜ and with ܰ replaced by ෩ܰ. 

Hence, there exists a subspace ࣢෩ோ of  ࣢୕
ሾୄሿ which is N- and ܰା െinvariant and has the properties 

ሺ ෤ܽ	ሻ	ߪ	൫ ෩ܰ|࣢෩ோ൯ ⊂ 	ܴ	 ∩ ൫	ߪ	 ෩ܰ൯,	

ሺ	ܿ̃	ሻ	࣢෩ோ ൌ 	 ሼ0ሽ 	⇒ 	ܴ௜ 	⊂ ൫	ߪ		 ෩ܰ൯.	

By virtue of (b) we conclude from ( ෤ܽ ) and Lemma (6.1.11) that ࣢෩ோ 	⊂ 	࣢ொ. But since ࣢෩ோ is also a 

subspace of  ࣢୕
ሾୄሿ, we have ࣢෩ோ 	ൌ 	 ሼ0ሽ which by (ܿ̃ ) implies ܴ௜ 	⊂ ൫	ߪߩ	 ෩ܰ൯. Hence, ߣ	 ∈ ൫	ߪߩ	 ෩ܰ൯and 

therefore (17) holds. 

In order to show (e) let ܳ௡ 	ൌ ௡ᇱ߂	 ൈ	߂௡ᇱᇱ ⊂ 	࣯ be closed rectangles such that ሺ߂ଵ
ᇱᇱ	ሻ 	൏ 	߬, ܳ	 ⊂

	ܳ௡௜   for all ݊	 ∈ 	Գ	and  

	ܳଵ 	⊃ 	 	ܳଶ 	⊃	. . . ܽ݊݀	ܳ	 ൌሩܳ௡

ஶ

௡ୀଵ

	 .	

From (a) and (b) it follows that ࣢ொ 	⊂ ⋂ ࣢ொ௡
ஶ
௡ୀଵ 		 . Now, it is not difficult to see that ԧ\ܳ	 ⊂

ߩ	 ቀܰ|⋂ ࣢ொ௡
ஶ
௡ୀଵ ቁ	,	and (b) gives 

࣢ொ 	ൌሩ࣢ொ௡

ஶ

௡ୀଵ

		.																																																																																							ሺ18ሻ	

Let ܧሺܳሻ	ܽ݊݀	ܧሺܳ௡	ሻ be the ሾ. , . ሿ-orthogonal projections onto the Hilbert spaces  ࣢ொ and   ܳ௡  , 
respectively. As these spaces are invariant with respect to both  ܰ	ܽ݊݀	ܰା, the  projections commute 
with ܰ. Let ܤ be a bounded operator  which commutes with ܰ and let ܤொ 		∈  ࣢ሻ be the,	ሺ࣢ொܮ	
restriction of  ܤ to ࣢ொ. We obtain 

ቀܰ|࣢ொ೙
ሾୄሿቁ ൣ൫ܫ െ ொ൧ܤሻ൯	ሺܳ௡ܧ ൌ ሺܫ	 െ ொܤሻሻܰ	ሺܳ௡ܧ	 ൌ ሾሺܫ	 െ 	.	࣢ொሻ|ொሿሺܰܤሺܳ௡ሻሻܧ

The spectra of  ܰ|࣢ொ೙
ሾୄሿ and ܰ|࣢ொ are disjoint by (a) and (d), and Rosenblum’s Corollary (Theorem 

(6.1.3)) implies ൫ܫ െ ࣢ொܤ ,.ொ, i.eܤሻ൯	ሺܳ௡ܧ 	⊂ 	࣢ொ௡
 for every ݊	 ∈ 	Գ. By (18) this yields ࣢ܤொ ⊂ 	࣢ொ. 

Similarly, one shows that ࣢ܤொ೙
ሾୄሿ ⊂ 	࣢ொ

ሾୄሿ	 for all ݊	 ∈ 	Գ. From 
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ܿ. ݈. .ݏ ቄ࣢ொ೙
ሾୄሿ:	݊	 ∈ 	Գቅ

ሾୄሿ
ൌሩ࣢ொ௡

ஶ

௡ୀଵ

	

and (18) we deduce 

࣢ொ
ሾୄሿ ൌ 	ܿ. ݈. .ݏ ቄ࣢ொ೙

ሾୄሿ:	݊	 ∈ 	Գቅ .	

 

Hence, for ݔ	 ∈ 	࣢ொ
ሾୄሿ there exists a sequence ሺݔ௞	ሻ	with each ݔ௞	 in some ࣢௡ೖ

ሾୄሿ such that ݔ௞	 	→

	݇	ݏܽ	ݔ	 → 	∞. Since ܤ௫ೖ	 	 ∈ 	࣢ொ
ሾୄሿ	ܽ݊݀	ܤ௫ೖ	 	→ ݇ ௫ asܤ	 → ∞, we conclude ܤ௫ 	∈ 	࣢ொ

ሾୄሿ . 

After all which has been showed above, for ሺ݂ሻ	we only have to show that every ܰ-invariant 
subspace ࣧ ⊂ ࣢ with ߪሺܰ|ࣧሻ 	⊂ 	ܳ is a subspace of ࣢ொ. Let ࣧ be such a subspace. Then let ሺܳ௡ሻ 
be a sequence of rectangles as in the proof of (e). From 

ቀܰ|࣢ொ೙
ሾୄሿቁ ሾሺܫ	 െ ሻሻ|ࣧሿ	ሺܳ௡ܧ	 	ൌ 	 ሾሺܫ	 െ 	ሺܰ|ࣧሻ	ሻሻ|ࣧሿ	ሺܳ௡ܧ	

and Rosenblum’s Corollary we conclude ሺܫ	 െ ሻሻࣧ	ሺܳ௡ܧ	 ൌ	 ሼ0ሽ. Therefore,	ࣧ	 ⊂ 	࣢ொ௡
 for every 

݊	 ∈ 	Գ and ࣧ ⊂࣢ொ follows from (18). 

(3) In this step we complete the proof. Let ܳଵ 	ൌ 	 ሾܽ, ܾሿ ൈ ଵ߂ 	⊂ 	࣯ and ܳଶ 	ൌ 	 ሾܽ, ܾሿ ൈ ଶ߂ 	⊂ 	࣯ such 
that ሺ߂௝	ሻ 	൏ 	݆	ݎ݋݂	߬	 ൌ 	1,	2 and assume that ߂ଵ	 and ߂ଶ	 have one common endpoint. Then ܳ ∶ൌ
	ܳଵ 	∪ ܳଶ 	ൌ 	 ሾܽ, ܾሿ ൈ ሺ߂ଵ 	∪  ሻ is also a closed rectangle. Define	ଶ߂

࣢ொ ∶ൌ 	࣢ொభ 	൅	࣢ொమ 	ൌ 	࣢ொభሾ∔ሿ ቀ࣢ொభ
ሾୄሿ ∩ ࣢ொమቁ .	

This is obviously a Hilbert space (with respect to [., .]) which is both ܰ- and ܰା-invariant. Let us show 
that the statements (a)–(f ) from part 2 of this proof also hold for ࣢ொ. In step 2 the statements (d)–(f ) 
were showed only with the help of (a)–(c). Here, this can be done similarly. Hence, it is sufficient to 
show only ሺܽሻ– ሺܿሻ. ሺ	ݕܤ ௝ܽ	ሻ– ሺ ௝ܿ	ሻ denote the corresponding properties of ࣢ொೕ	, ݆	 ൌ 	1, 2. Statement 

(a) holds since ܰ|࣢ொ is a normal operator in the Hilbert space ሺ࣢ொ, ሾ. , . ሿሻ and 

࣢ொሻ|ሺܰߪ ൌ ሻ	࣢ொభ|ሺܰߪ ∪ ߪ ቀܰ|࣢ொభ
ሾୄሿ ∩ ࣢ொమቁ ⊂ ܳଵ ∪ ࣢ொమሻ|ሺܰߪ	 ⊂ ܳଵ ∪	ܳଶ	. 

For (b) let ࣧ be a ܰ- and ܰା-invariant subspace with ߪሺܰ|ࣧሻ 	⊂ 	ܳ. Denote by ࣦ௱ೕ
ࣧ ⊂ 	ࣧ be the 

maximal spectral subspace of ܰ݉ܫ|ࣧ corresponding to ߂௝	, ݆	 ൌ 	1, 2. Then, by Lemmas (6.1.1) and 
(6.1.2), 

σ ቀN|ࣦ௱ೕ
ࣧቁ ⊂ ሺԹ	 ൈ Δ୨ሻ ∩ ሺσሺN|ࣧሻ ∪ ρୠሺN|ࣧሻሻ ⊂ ሺԹ	 ൈ Δ୨	ሻ ∩ Q ൌ 	Q୨	.	

From ( ௝ܾ ) we obtain ࣦ௱ೕ
ࣧ ⊂ ࣢ொೕ	, ݆	 ൌ 	1, 2. And since  ࣧ ൌ ࣦ௱భ

ࣧ ൅ ࣦ௱మ
ࣧ (see [34]) we have ࣧ ⊂࣢ொ. 

Suppose that ࣢ொ ൌ	 ሼ0ሽ. Then ࣢ொభ 	ൌ 	࣢ொమ 	ൌ 	 ሼ0ሽ and hence  
ܳଵ
௜ 	∪ 	ܳଶ

௜ 	⊂ .ሻ	ሺܿଶ	ܽ݊݀	ሻ	ሺܿଵ	ݕܾ	ሺܰሻߩ	 	ܴ	ݐ݁ܮ ൌ 	 ሾܽ, ܾሿ 	ൈ	 ሾܿଵ, ܿଶ	ሿ, where ௝ܿ is the center of ߂௝	, ݆	 ൌ
	1, 2. Then ܿଶ 	െ	ܿଵ 	൏ 	߬. From ߪሺܰ|࣢ோሻ ⊂ ܴ ⊂ 	ܳ and (b) it follows that ࣢ோ ⊂ ࣢ொ ൌ ሼ0ሽ. Hence, 
ܴ௜ ⊂  .ሺܰሻ which shows (c)ߩ

Now it is clear that for ܳ	 ൌ 	 ሾܽ, ܾሿ 	ൈ	 ሾܿ, ݀ሿ	we choose a partition  ܿ	 ൌ 	 ଴ݐ 	൏ 	 ଵݐ 	൏ ⋯ 	൏
௠ݐ	 	ൌ ,ሾܿ	݂݋	݀	 ݀ሿ such that ݐ௞ାଵ	–	ݐ௞	 ൏ 	߬,	 ݇	 ൌ 	0, . . . , ݉	 െ 	1, and define 

࣢ொ ∶ൌ 	࣢ொభ 	൅ ⋯൅	࣢ொ೘	,	

where ܳ௞ ∶ൌ 	 ሾܽ, ܾሿ ൈ ሾݐ௞ିଵ, ,ሿ	௞ݐ ݇	 ൌ 	1, . . . , ݉. This subspace is then a Hilbert space with respect to 
the indefinite inner product ሾ. , . ሿ with the properties (a)–(f ). Moreover, ࣢ொ is both ܰ- and ܰା-
invariant. Hence, ܰ|࣢ொ is a normal operator in the Hilbert space ሺ࣢ொ, ሾ. , . ሿሻ	and has therefore a 
spectral measure ܧொ. By ܧሺܳሻ we denote the ሾ. , . ሿ-orthogonal projection onto ࣢ொ. It is now easy to see  
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that 

.ሺܧ ሻ ∶ൌ .ொሺܧ	 ሻܧሺܳሻ	

satisfies conditions (i)–(iii) from Definition (6.1.9). The remaining conditions (iv)–(vi) follow from (e), 
(a) and (d), respectively. Hence, ܧ is the local spectral function of positive type of  ܰ on ܳ. (See [28]). 

In this section we show that Theorem (6.1.12) also holds in the situation when the real part of  
ܰ is allowed to have nonreal spectrum but the set of definite type with respect to ܰ is a spectral set. 

Lemma (6.1.13)[21]. Let ܰ be a normal operator in the Krein space ሺ࣢, ሾ. , . ሿሻ and let ߪ be a spectral 
set of  ܰ with 

	ߪ ∩ ሺܰሻ	௔௣ߪ	 	⊂ 	ሺ19ሻ																																																																																	ାାሺܰሻ.ߪ	

Then the Riesz-Dunford projection ܳ of  ܰ corresponding to ߪ is selfadjoint in the Krein space 
ሺ࣢, ሾ. , . ሿሻ and the corresponding spectral subspace ܳ࣢ is invariant with respect to both ܰ and ܰା. 
Moreover, we have 

࣢ሻܳ|ሺܰ	௔௣ߪ 	⊂ 	.࣢ሻܳ|ାାሺܰߪ	

Proof. Since ܰ	is normal ,ܳ is also normal, hence it commutes with ܳା. Moreover ,	ܳା is the Riesz-
Dunford projection corresponding to ܰା and the set ߣ ∶ 	ߣ	 ∈ 	ܷ , so ܳା also commutes with ܰ. Thus, 
the projection ܳ	 െ	ܳାܳ projects on a subspace ࣧ which is invariant with respect to ܰ. This subspace 
is neutral. Hence, from (19) it follows that ߪ௔௣	ሺܰ|ࣧሻ 	ൌ 	∅. This is only possible if ࣧ ൌ	ሼ0ሽ, and we 
conclude 

ܳ	 ൌ 	ܳାܳ,	

that is, ܳ is a selfadjoint projection. The last statement follows from ߪ௔௣	ሺܰ|ܳ࣢ሻ 	ൌ 	ߪ	  .ሺܰሻ	௔௣ߪ	∩

Theorem (6.1.14)[21]. Let ܰ	be a normal operator in the Krein space ሺ࣢, ሾ. , . ሿሻ. Let ߪ be a spectral set 
of  ܰ with  

	ߪ ሺܰሻ	௔௣ߪ	∩ 	⊂ 	,ାାሺܰሻߪ	

 and let ܳ be the Riesz-Dunford projection corresponding to σ and ܰ. Assume that 

࣢ሻܳ|ܰ݉ܫሺߪ 	⊂ 	Թ	ሺݎ݋	ߪሺܴ݁ܰ|ܳ࣢ሻ 	⊂ 	Թሻ 

and that the growth of the resolvent of ࣢ܳ|ܰ݉ܫ	ሺܴ݁ܰ|ܳ,࣢ 	ݕ݈݁ݒ݅ݐܿ݁݌ݏ݁ݎሻ	is of finite order. Then the 
spectral subspace ܳ࣢ equipped with the inner product ሾ. , . ሿ is a Hilbert space. Hence, the restriction  
ܰ|ܳ࣢ is a normal operator in the Hilbert space ሺܳ࣢, ሾ. , . ሿሻ and, therefore, possesses a spectral 
function. 

Proof. By Lemma (6.1.13), the space ሺܳ࣢, ሾ. , . ሿሻis a Krein space and ܳ࣢ is ܰା-invariant. Hence 
ሺܰ|ܳ࣢ሻା 	ൌ ܰା|ܳ࣢	݀݊ܽ	࣢ܳ|ܰ is normal in	ܳ࣢. Therefore it is no restriction to assume ߪ௔௣	ሺܰሻ 	ൌ
,ାାሺܰሻߪ	 ሻܰ݉ܫሺߪ 	⊂ 	Թ and that the resolvent of  ܰ݉ܫ is of finite order ݇଴ for some ݇଴ 	∈ Գ. For each 
compact interval Δ denote the maximal spectral subspace corresponding to ܰ݉ܫ and Δ (which exists 
due to [34]) by ࣦ௱. It is a consequence of  Lemma (6.1.8), that there exist ߝ, 	ߜ ൐ 	ߜ	݄ݐ݅ݓ	0	 ൏ 	1 such 
that for all ߤ	 ∈  ,ܭ	

ܭ ∶ൌ 	 ሼߣ	 ൅ 	ܾ݅ ∶ 	ߣ	 ∈ ,ሺܴ݁ܰሻߪ	 ܾ	 ∈ 	,ሻሽܰ݉ܫሺߪ	

and all ݔ	 ∈ 	࣢ we have 

‖ሺܰ	 െ ‖ݔሻߤ	 	൑ ‖ݔ‖ߝ	 	⇒ 	 ሾݔ, ሿݔ 	൒ 	ሺ20ሻ																																																								ଶ.‖ݔ‖ߜ	

Let ܾ	 ∈  ሻ. From Corollary (6.1.5) it follows that there exists a compact interval Δ withܰ݉ܫሺߪ	
center b such that 

ሺܰ݉ܫ|ࣦ௱	– 	ܾሻ௞ ൑ 	
௞ߝ௞ିଵߜ

2௞
	݇	݈݈ܽ	ݎ݋݂	 ൌ 	 ݇଴, ݇଴ ൅ 1, . . . , 2݇଴	,																																							ሺ21ሻ	

where ݇଴ is the order of growth of the resolvent of ܰ݉ܫ. 
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Since the subspace ࣦ௱ is hyperinvariant with respect to ܰ݉ܫ, it is ܴ݁ܰ-invariant. The operator 
ܴ݁ܰ|ࣦ௱ is a bounded operator in ࣦ௱ which is ሾ. , . ሿ-selfadjoint in the sense that 

ሾሺܴ݁ܰሻݔ, ሿݕ ൌ 	 ሾݔ, ሺܴ݁ܰሻݕሿ			݂ݎ݋	݈݈ܽ	ݔ, 	ݕ ∈ 	ࣦ௱,	

cf. (6). We define 

ߝ ∶ൌ 	݉݅݊
ߝ
2
,

௝ߝ௝ିଶߜ

2௝	ሺ‖ܰ݉ܫ‖	൅ ሻሻ௝ିଵܰ݉ܫሺݎ	
∶ 	݆	 ൌ 	2, . . . , ݇଴.	

In a similar way as in step 1 of the proof of Theorem (6.1.12), it is shown here that from ‖ሺܴ݁ܰ	 െ
‖ݔሻߣ	 	൑ 	 	ݔ	ݎ݋݂	‖ݔ‖	̃ߝ ∈ 	ࣦ௱, ‖ݔ‖ ൌ 	1 and  ߣ	 ∈ 	ܰ݉ܫሺܴ݁ܰ|ࣦ௱ሻ it follows that ‖ሺߪ	 െ 	ܾሻݔ‖ 	൑
	
ఌ

ଶ
 and thus	‖ݔ‖	

‖ሺܰ	 െ	ሺߣ	 ൅ 	ܾ݅ሻሻݔ‖ 	൑ 	 ‖ሺܴ݁ܰ	 െ ‖	ݔሻߣ	 ൅ ‖	ሺܰ݉ܫ	 െ 	ܾሻݔ‖ 	൑ 	.ߝ	

Thus, with (20), we obtain 

௔௣ሺܴ݁ܰ|ࣦ௱ሻߪ 	⊂ ߪ	 ൅ ൅ሺܴ݁ܰ|ࣦ௱ሻ. 

Since ߪାାሺܴ݁ܰ|ࣦ௱ሻ 	⊂ 	Թ (see Remark (6.1.7)) we conclude that ԧ\	Թ	 ⊂ 	ԧ	\	ߪ௔௣ሺܴ݁ܰ|ࣦ௱ሻ. But as 
ܴ݁ܰ|ࣦ௱ is bounded we even have ԧ\	Թ	 ⊂  ሺܴ݁ܰ|ࣦ௱ሻ and thusߩ	

ሺܴ݁ܰ|ࣦ௱ሻߪ 	ൌ ௔௣ሺܴ݁ܰ|ࣦ௱ሻߪ	 	ൌ 	.ାାሺܴ݁ܰ|ࣦ௱ሻߪ	

It is now a consequence of [37] that ሺࣦ௱, ሾ. , . ሿሻ is a Hilbert space. It is easily seen that also the subspace 

ࣦ௱
ሾୄሿ is invariant with respect to ܰ݉ܫ. Consider the operator ∶ൌ ௱ࣦ|ܰ݉ܫ	

ሾୄሿ . If ߂ଵ is a compact interval 
which is completely contained in the inner of Δ, then by [34] there exists a spectral subspace ࣦ௱భ ⊂

	ࣦ௱
ሾୄሿof ܣ such that ሺܣ|ࣦ௱భ	ሻ 	⊂ ሻ	௱భࣦ|ܰ݉ܫሺߪ ଵ . But as this implies߂	 	⊂  and ࣦ௱ is a maximal ߂	

spectral subspace, we obtain ࣦ௱భ ⊂ ࣦ௱ and thus ࣦ௱భ ⊂ ࣦ௱ ∩ ࣦ௱
ሾୄሿ ൌ ሼ0ሽ. Hence, ܾ ∈ ߩ ቀܰ݉ܫ|ࣦ௱

ሾୄሿቁ 

follows. 

We are now ready to show ܾ	 ∈ .ሻܰ݉ܫାାሺߪ	 ሻ	௡ݔሺ	ݐ݁ܮ 	⊂ 	࣢ be a sequence with ‖ݔ௡	‖ 	ൌ
	1, ݊ ∈ Գ, and ሺܰ݉ܫ െ ܾሻݔ௡	 	→ ݊	ݏܽ	0	 → ∞.	Write 

	௡ݔ 	ൌ 	௡ݑ	 	൅ 	௡ݑ	݄ݐ݅ݓ							௡ݒ	 	 ∈ 	ࣦ௱, 	௡ݒ 	 ∈ 	 ࣦ௱
ሾୄሿ	.	

From ሺܰ݉ܫ	 െ 	ܾሻݔ௡	 		→ 	0 it follows that also ሺܰ݉ܫ	 െ 	ܾሻݒ௡	 	→ 	0, and  

ܾ ∈ ߩ ቀܰ݉ܫ|ࣦ௱
ሾୄሿቁ implies  ݒ௡	 	→ ݊	ݏܽ	0	 → ∞. From the fact that ሺࣦ௱, ሾ. , . ሿሻ is a Hilbert space we 

conclude 

,	௡ݔ௡→ஶሾ݌ݑݏ	݈݉݅ ሿ		௡ݔ 	ൌ ,	௡ݑ௡→ஶሾ݌ݑݏ	݈݉݅ ሿ		௡ݑ 		൅	 ሾݒ௡	, ሿሻ		௡ݒ 	ൌ ,	௡ݑ௡→ஶሾ݌ݑݏ	݈݉݅ ሿ		௡ݑ 	൐ 	0.	

Since ܾ	 ∈ ሻܰ݉ܫሺߪ ሻ was arbitrary, we haveܰ݉ܫሺߪ	 	ൌ  ሻ, and it follows from, see,  [13] thatܰ݉ܫାାሺߪ	
ሺ࣢, ሾ. , . ሿሻ is a Hilbert space. 

In [6] a bounded normal operator ܰ in a Krein space is called strongly stable if there exists a 
fundamental decomposition (5) such that ࣢ା	ܽ݊݀	࣢ି are invariant subspaces with respect to ܰ with 
࣢ାሻ|ሺܰߪ ∩ ࣢ିሻ|ሺܰߪ 	ൌ ∅. The following Theorem (6.1.15), showides a new characterization of 
strongly stable normal operators in Krein spaces. We say that an operator ܶ	 ∈  ሺ࣢ሻ is similar to aܮ	
selfadjoint (normal) operator in a Hilbert space if there exists a Hilbert space scalar product (., .) on ࣢ 
which induces the topology of ሺ࣢, ሾ. , . ሿሻ such that ܰ is selfadjoint (normal, respectively) in the Hilbert 
space ሺ࣢, ሺ. , . ሻሻ. 

Theorem (6.1.15)[21]. A normal operator ܰ in the Krein space ሺ࣢, ሾ. , . ሿሻis strongly stable if and only 
if 

ሺܰሻߪ ൌ ାାሺܰሻߪ	 	ሺ22ሻ																																																																																									ሺܰሻ,ିିߪ	∪

ሻܰ݉ܫሺߪ ⊂ 	Թ	ሺݎ݋	ߪሺܴ݁ܰሻ ⊂ 	Թሻ																																																																			ሺ23ሻ	

and 
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the growth of the resolvent of I݉ܰ	ሺܴ݁ܰ,  ሻ is of finite order.                                 (24)ݕ݈݁ݒ݅ݐܿ݁݌ݏ݁ݎ

In particular, in this case, ܰ is similar to a normal operator in a Hilbert space. 

Proof. Let ܰ be strongly stable. Then (22) follows and (23) and the growth condition follow from the 
fact that ࣢|ܰ݉ܫേ	ܽ݊݀	ܴ݁ܰ|࣢േ are selfadjoint operators in the Hilbert spaces ሺ࣢ା, ሾ. , . ሿሻ	and 
ሺ࣢ି,െሾ. , . ሿሻ, respectively. 

For the converse observe that the sets ߪାାሺܰሻ	ܽ݊݀	ିିߪሺܰሻ are open in ߪሺܰሻ, see Lemma 6.1.8. 
Therefore, ߪାାሺܰሻ	ܽ݊݀	ିିߪሺܰሻare spectral sets. Let ܳା	ܽ݊݀	ܳି be the spectral projections 
corresponding to these sets, respectively. Then, since ܳାܳି ൌ 	0, due to Theorem (6.1.14), the operator 
ܬ ≔ ܳା െ ܳିis a fundamental symmetry in ሺ࣢, ሾ. , . ሿሻ with the desired properties. 

In order to show the last statement of Theorem (6.1.15), we denote by ܰ∗ the adjoint of ܰ with 
respect to the Hilbert space inner product ሾܬ. , . ሿ. Then, from ܰ∗ 	ൌ 	ܰା  it follows that ܰ is a normal 
operator in ሺ࣢, ሾܬ. , . ሿሻ. 

The following theorem shows that (23) and (24) in Theorem (6.1.15), can be replaced by the 
condition that ܴ݁ܰ	ܽ݊݀	ܰ݉ܫ have real spectra and that ܰ is similar to a normal operator in a Hilbert 
space. 

Theorem (6.1.16)[21]. Assume that the normal operator ܰ in the Krein space ሺ࣢, ሾ. , . ሿሻ is similar to a 
normal operator in a Hilbert space and that  ߪሺܴ݁ܰሻ 	⊂ ሻܰ݉ܫሺߪ	݀݊ܽ	ܴ	 	⊂ 	ܴ.  ܰ݉ܫ	݀݊ܽ	ܴܰ݁	݄݊݁ܶ
are similar to selfadjoint operators in a Hilbert space. In particular, their resolvent growths are of first 
order. 

Proof. Let ܤ denote the set of all Borel-measurable subsets of ԧ and set ܳ∗ ∶ൌ ߣ ∶ 	ߣ	 ∈ 	ܳ	ݎ݋݂		ܳ	 ∈
	ࣜ. Moreover, let ሺ. , . ሻ	be a Hilbert space scalar product on ࣢ with respect to which ܰ is normal, let 
	ܩ ∈ .ሺ࣢ሻ such that ሾܮ	 , . ሿ 	ൌ 	 ሺܩ. , . ሻ and let ܧ be the spectral measure of the normal operator ܰ in 
ሺ࣢, ሺܩ, . ሻሻ. Then ܧ∗, defined by ܧ∗ሺܳሻ ∶ൌ ,ሺܳ∗ሻܧ	 ܳ	 ∈ 	ࣜ, is the spectral measure of ܰ∗. It follows 
from the properties of ܧ∗ that the function ܧା given by ܧାሺܳሻ 	ൌ 	ܩሺܳሻ∗ܧଵିܩ	 ൌ ሺܳሻା∗ܧ	 	ൌ
,ሺܳ∗ሻାܧ	 ܳ	 ∈ 	ࣜ, is a countably additive resolution of the identity for ܰା 	ൌ  that ,(see [26]) ܩ∗ଵܰିܩ	
is, ܰା is a spectral operator in the sense of Dunford [26]. 

Note that for any compact rectangle ܳ	 ⊂ 	ԧ of the type ܳ	 ൌ 	 ሾܽ, ܾሿ 	ൈ	 ሾܿ, ݀ሿ the projection 
 ሺܳሻሻ commutes with any operator that commutes with ܰ, so the∗ܧ ሺܳሻ (and therefore the projectionܧ
operators  ܴ݁ሺܰ|ܧ∗ሺܳሻ࣢ሻ and ݉ܫሺܰ|ܧ∗ܳሻ࣢) have real spectra (cf. Lemma (6.1.2)). From Lemma 
(6.1.1) we conclude that ߪሺܰ ൅ ሺܳሻ࣢ሻ∗ܧ| 	⊂ 	ܳ. Since ܧାሺܳሻ࣢ is the maximal spectral subspace of  
ܰା corresponding to Q (see, e.g., [23]), we have ܧ∗ሺܳሻ࣢	 ⊂  and hence	ାሺܳሻ࣢ܧ

ሺܳ∗ሻܧሺܳ∗ሻାܧ 	ൌ ሺܳሻ∗ܧାሺܳሻܧ	 	ൌ ሺܳሻ∗ܧ	 	ൌ 	.ሺܳ∗ሻܧ	

Therefore, for all compact rectangles ܳ	 ⊂ 	ԧ the projection ܧሺܳሻ	is selfadjoint in the Krein 
space	ሺ࣢, ሾ. , . ሿሻ. Since the system of compact rectangles in ԧ is stable with respect to intersections and 
generates ࣜ, it follows that ܧሺܳሻ 	ൌ 	ܳ	݈݈ܽ	ݎ݋݂	ሺܳሻାܧ	 ∈ 	ࣜ. This implies that for all ܳ	 ∈ 	ࣜ we have 
ሺܳሻܧܩ 	ൌ ሺܳሻାܧܩ	 	ൌ 	ܩሺܳሻܧଵିܩܩ	 ൌ 	ܰܩ and thus ܩሺܳሻܧ	 ൌ Consequently, ܰା .ܩܰ	 	ൌ
	ܩ∗ଵܰିܩ	 ൌ 	ܰ∗, which implies the assertion. 

In this section we apply our results to operator pencils. A standard description of damped small 
oscillations of a continuum or of small oscillations of a pipe, carrying steady-state fluid of ideal 
incompressible fluid, is done via an equation of the form 

ሷݖܶ ൅ ሶݖܴ	 	൅ 	ݖ	ܸ	 ൌ 	0,																																																																													ሺ25ሻ	

where ݖ is a function with values in a Hilbert space and ܸ	ܽ݊݀	ܴ are (in general) unbounded operators. 
As a reference (especially for non-selfadjoint coefficients) we mention here only [27], [38] and [29]. 

The classical approach (see [30], [31]) to such kind of problems is, under some additional 
assumptions (Vuniformly positive and the closures of the operators ܸିଵ/ଶ	ܸܶିଵ/ଶ		ܽ݊݀			ܸିଵ/ଶܴܸିଵ/ଶ 
are bounded) to transform the equation in (6.1) via ݑ	 ൌ 	ܸଵ/ଶ	ݖ into 
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ሷݑܧ 	൅ ሶݑܨ	 	൅ 	ݑ	 ൌ 	0,																																																																												ሺ26ሻ	

with bounded operators ܧ	݀݊ܽ	ܨ. If one is interested in finding solutions of the form 

ሻݐሺݑ 	ൌ 	݁௧ఒିଵ∅଴	,	

with a constant vector ∅଴ , then (26) can be written (after multiplication by ߣଶ) as 

ሺߣଶܫ	 ൅ 	ܧߣ	 ൅ ሻ∅଴ܨ	 	ൌ 	0.																																																																			ሺ27ሻ	

In the sequel, we will investigate quadratic pencils of the form (27) with 	ൌ 	ܨ	݀݊ܽ	ܥܣ	 ൌ  ଶ , whereܥ	

 (28)                                                                ࣢ is a bounded normal operator in a Hilbert space ܥ         

and 

 (29)                                                  .ܥ which commutes with ࣢ is a bounded selfadjoint operator in ܣ   

That is, we investigate the operator pencil ܮ, 

ሻߣሺܮ ∶ൌ 	 	ܫଶߣ ൅ 	ܥܣߣ	 ൅	ܥଶ	.																																																																				ሺ30ሻ	

As usual, a value ߣ for which the equation ܮሺߣሻ∅ ൌ 	0 has a solution ∅	 ് 	0 is called an eigenvalue of 
the operator pencil ܮ and the spectrum ߪሺܮሻ of ܮ is the set of all complex numbers ߣ for which the 
operator ܮሺߣሻ is not boundedly invertible. In many cases it turns out (see, [30], [31]) that a successful 
investigation of the spectral properties of  ܮ is achieved by studying the operator roots ܼ of the 
quadratic operator equation 

ܼଶ 	൅ 	ܼܥܣ	 ൅	ܥଶ ൌ 	0.																																																																																	ሺ31ሻ	

If there exists a bounded operator ܼଵ which is an operator root, i.e., a solution of (31), then any 
eigenvalue (eigenvector) of ܼଵ is also an eigenvalue (eigenvector, respectively) of the operator pencil ܮ 
.Moreover ߲ߪሺܼଵ	ሻ 	⊂  decomposes into linear factors ܮ ሻ (see [35]) and the operator pencilsܮሺߪ

ሻߣሺܮ 	ൌ ൫ܫߣ	 െ	ܼଵ෪	൯ሺܫߣ	 െ 	ܼଵ	ሻ,	

where ܼଵ෪ ൌ	െܥܣ	 െ	ܼଵ . 

The following Theorem on the existence of an operator root of (31) shows how our previous 
results can be applied. 

Theorem (6.1.17)[21]. Assume that the coefficients ܣ	݀݊ܽ	ܥ of the operator pencil ܮሺߣሻ in (30) satisfy 
(28) and (29). Define on the Hilbert space ࣢:ൌ ܪ ൈ  an inner product by ܪ

ቂቀ
ଵݔ
ଵݕ
ቁ , ቀ

ଶݔ
ଶݕ
ቁቃ : ൌ 	 ሺݔଵ, ሻ	ଶݔ 	െ 	ሺݕଵ, ݎ݋݂	ሻ	ଶݕ ቀ

ଵݔ
ଵݕ
ቁ , ቀ

ଶݔ
ଶݕ
ቁ ∈ 	ܪ	 ൈ 	ሺ32ሻ																														,ܪ	

where ሺ. , . ሻ denotes the Hilbert space scalar product in ܪ. Then the operator matrix ࣛ 

ࣛ ൌ ቂ 0 ܥ
െܥ െܥܣ

ቃ		 .	

is a normal operator in the Krein space ሺܪ	 ൈ ,ܪ	 ሾ. , . ሿሻ. If the operator ࣛ satisfies the conditions in 
Theorem (6.1.15), then Equation (31) has an operator root. 

Proof. Obviously, ࣢ ൌ 	ܪ	 ൈ  with inner product (32) is a Krein space and the adjoint of ࣛ with ܪ	
respect to ሾ. , . ሿ is given by 

ࣛା ൌ ቂ 0 ∗ܥ

െܥ∗ െܥܣ∗
ቃ		 .	

From this, we easily conclude ࣛࣛା 	ൌ ࣛାࣛ. If the operator ࣛ satisfies the conditions in Theorem 
(6.1.15), then ࣛ is a strongly stable normal operator in the Krein space ሺܪ	 ൈ ,ܪ	 ሾ. , . ሿሻ. Hence, there 
exists a fundamental decomposition (5) such that ࣢ା	ܽ݊݀	࣢ି are invariant subspaces with respect to 
A. Let ܭ ∶ 	ܪ	 → ‖ܭ‖ with ܪ	 	൏ 	1 be the corresponding angular operator, see, [3], such that 

࣢ା ൌ ቄቀ
ାݔ
ାݔܭ

ቁ:	ݔା 	∈ ቅܪ	 .	

Now, ࣛ࣢ା 	⊂ 	࣢ା implies that for every ݔା 	∈ ାݕ there exists ܪ	 ∈  with ܪ	
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൬
ାݔܭܥ

െݔܥା 	െ ାݔܭܥܣ	
൰ ൌ ቀ

ାݕ
ାݕܭ

ቁ	

and we obtain 

െܥ	 െ 	ܭܥܣ	 ൌ 	.ܭܥܭ	

Multiplication by ܥ from the right gives 

ሺܥܭሻଶ 	൅ ሻܥܭሺܥܣ	 	൅	ܥଶ 	ൌ 	0,	

and the operator ܥܭ is an operator root of (6.2.31). 

Remark (6.1.18)[21]. If the operator pencil ܮ෠ሺߣሻ:ൌ 	 	ଶߣ ൅ 	ܦܣߣ	 ൅	ܦଶ	 ݄ݐ݅ݓ	ܦ	 ൌ 	
ଵ

ଶ
ሺܥ	 ൅	ܥ∗ሻ				is 

hyperbolic, i.e., 

ሺݔܦܣ, ሻଶݔ 	൒ 	4ሺܦଶݔ, 	ݔ						݈݈ܽ	ݎ݋݂					ሻݔ ∈ ,ܪ	 ‖	ݔ‖ ൌ 	1,																																										ሺ33ሻ	

and if 0 is not an eigenvalue of ܦ, then Equation (31) has an operator root ܼଵ which commutes with መܼଵ. 
To see this, we note that (33) implies  ሺܣଶݔ, ଶ‖ݔܦ‖ሻݔ 	ൌ 	 ଶ‖ݔܦ‖ଶ‖ݔܣ‖ ൒ 	 ሺݔܣ, ሻଶݔܦ 	൒  ଶ and‖ݔܦ‖4	
hence ܣଶ െ 4	 ൒ 	0.Let ܹ ∶ൌ 	 ሺܣଶ 	െ 	4ሻଵ/ଶ	. Now, a simple computation shows that both 

ܼଵ ∶ൌ
1
2
ሺܹ	 െ ଶܼ							݀݊ܽ							ܥሻܣ	 ∶ൌ 	െ

1
2
ሺܹ	 ൅ 	ܥሻܣ	

are operator roots of (31), ܼଵܼଶ 	ൌ 	ܼଶܼଵ	ܽ݊݀	ܮሺߣሻ 	ൌ 	 ሺߣ	 െ ܼଵ	ሻሺߣ	 െ	ܼଶ	ሻ. 

 

Section (6.2): Definite Normal Operators in Krein Spaces  
We showed in [19] that for every bounded linear operator ܣ in a Hilbert space ࣢	there exists a 

Krein space ࣥ and a normal operator ܤ in this Krein space such that ࣢ ⊂ ࣥ	and ܤ ࣢ ൌ ⁄ܣ . In other 
words: every bounded linear operator in a Hilbert space is a “part” of a normal operator in a Krein 
space. If the Hilbert space ࣢ is finite-dimensional then the Krein space ࣥcan even be chosen as ࣢ 
itself (see [10]). 

From this point of view it seems desirable to have a profound spectral theory for bounded 
normal operators in Krein spaces. But the literature on normal operators in Krein spaces is very limited 
at present and, in addition, in each of the existing contributions global assumptions on the space or the 
normal operator are imposed. In [14] the existence of a spectral function for a normal operator in a 
Pontryagin space was showed and a complete classification of normal operators in a ߎଵ-space was 
worked out. In [20] it is stated without proof that there exists a functional calculus for normal operators 
in Pontryagin spaces. In [9] the concept of definitizability was extended from selfadjoint operators to a 
class of normal operators in a Krein space the spectrum of which does not have interior points. For 
such operators the existence of a spectral function with singularities was showed. Another special class 
of normal operators with a maximal nonnegative invariant subspace was considered in [5,17]. The 
References [4,6,7,18] deal with bounded and compact perturbations of fundamentally reducible normal 
operators. 

In contrast to the above-quoted References very weak assumptions on the normal operator were 
imposed in [15] and the notion of the spectrum of positive and negative type for selfadjoint operators in 
Krein spaces from [11,13] was extended to normal operators. It could be shown that a normal operator 
has a local spectral function on open subsets of ԧ which are of positive or negative type. This result is 
known for arbitrary selfadjoint operators in Krein spaces (see [13]). But due to the global assumptions 
the result from [15] is not a proper generalization of that in [13]. However, it shows that the spectrum 
of positive and negative type is also meaningful for normal operators. 

We continue the study of the spectral points of positive and negative type for normal operators, 
but we do not impose any assumptions on the Krein space inner product or the global structure of the 
operator. As in [15] it is our main objective to tackle the question whether or when a spectral point	ߣ	of 
positive type of the normal operator ܰ in a Krein space has a neighborhood on which there exists a 
local spectral function for ܰ. We prove that for this it is necessary that λത is a spectral point of positive 
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type of the Krein space adjoint	ܰାof ܰ. This motivates us to introduce the set ߪାାሺܰሻ which consists 
of all ߣ	 ∈ 	ԧ such that ߣ	 ∈  ାሺܰାሻ and call it the spectrum of two-sided positive typeߪ	߳	ߣ ାሺܰሻ andߪ	
of ܰ. And indeed, we are able to show that a normal operator has a local spectral function on sets 
which are of two-sided positive type (see Theorem (6.2.17)). Since for a selfadjoint operator ܣ the sets 
 ሻ coincide, Theorem (6.2.17) is a generalization of the above-mentioned result fromܣାሺߪ	݀݊ܽ	ሻܣାାሺߪ
[13]. 

At this point and in light of the results in [15] the natural question arises whether the sets 
 ାାሺܰሻ coincide for all normal operators. It is showed in Theorem (6.2.22) that a spectralߪ	݀݊ܽ	ାሺܰሻߪ
set  which is of positive type is in fact of two-sided positive type. This essentially improves a result 
from [15] and shows, in particular, that the part of the operator ܰ corresponding to the spectral set is a 
normal operator in a Hilbert space. But the question whether ߪାሺܰሻ 	ൌ  ାାሺܰሻ holds in general has toߪ	
be left open.  

Throughout this section, let ሺ࣢, ሾ. , . ሿሻ be a Krein space. For the basic properties of Krein spaces 
we refer to the monographs [3] and [8]. We fix a Hilbert space norm ‖. ‖ on ࣢ such that 

|ሾݔ, |ሿݕ ൑ ,ݔ	݈݈ܽ	ݎ݋݂		‖ݕ‖‖ݔ‖ ݕ ∈ ࣢ 
Such a norm exists, and all such norms are equivalent, cf. [3,8]. By ܶା we denote the adjoint of an 
operator T ∈ Lሺ࣢ሻ with respect to the inner product ሾ. , . ሿ . The statements of the following lemma will 
be used frequently without reference, cf. [3]. 
Lemma (6.2.1)[1].  Let ܶ ∈  .ሺ࣢ሻ. Then the following statements holdܮ
(i) ߣ ∈ ሺܶሻߪ 	⟺	 ߣ̅ ∈  ሺܶାሻߪ
 (ii)	ߣ ∈ ሺܶሻߪ ∖ ௔௣ሺܶሻߪ ⇒ 	 ߣ̅ ∈ ௣ሺܶାሻߪ 	⊂  ௔௣ሺܶାሻߪ
 (iii) If ࣦ is a ܶ -invariant subspace, then ࣦሾୄሿ is ܶା -invariant. 
Hereby, ࣦሾୄሿ denotes the orthogonal companion of ࣦ with respect to the inner productሾ. , . ሿ :  

ࣦሾୄሿ ≔ ሼݔ ∈ ࣢: ሾݔ, ℓሿ ൌ ℓ	݈݈ܽ	ݎ݋݂	0 ∈ ࣦሽ 
A closed subspace ࣦ ∈ ࣢ is called uniformly positive (uniformly negative) if there exists	δ ൐ 0 such 
that ሾݔ, ሿݔ ൒ ,ݔଶሺെሾ‖ݔ‖ߜ ሿݔ ൒ ݔ ଶሻ, respectively) holds for all‖ݔ‖ߜ ∈ ࣦ . Equivalently, the inner 
product space  ሺࣦ, ሾ. , . ሿሻ൫ሺࣦ, െሾ. , . ሿሻ, respectively	൯ is a Hilbert space. In this case, we have ࣢ ൌ
ࣦሾ∔ሿࣦሾୄሿ  ,where ሾ∔ሿ denotes the direct ሾ. , . ሿ -orthogonal sum. 

Let us recall the definition of a local spectral function (of positive type) for a bounded 
operator,cf. [13]. 
Definition (6.2.2)[1]. Let ܵ ⊂ ԧ be Borel-measurable. By ी଴ሺܵሻ we denote the system of 
Borelmeasurable subsets of S whose closure is also contained in ܵ. A mapping ܧ from ी଴ሺSሻ into the 
set of all bounded projections in ሺ࣢	, ሾ. , . ሿሻ is called a local spectral function for the operator T ∈
Lሺ࣢ሻon	S	if	for	all	∆, ∆ଵ, ∆ଶ, … 	∈ 	ी଴ሺSሻ the following conditions are satisfied: 
(i) ܧሺ∆ଵ ∩ ∆ଶሻ ൌ  ሺ∆ଶሻܧሺ∆ଵሻܧ
(ii) If ∆ଵ, ∆ଶ, … 	∈ 	ी଴ሺSሻ are mutually disjoint and ∪୩ୀଵ

ஶ ∆୩∈ ी଴ሺSሻ , then  

ܧ ൭∪௞ୀଵ
ஶ ∆௞ൌ ෍ܧሺ∆௞ሻ

ஶ

௞ୀଵ

൱ 

where the sum converges in the strong operator topology. 
(iii) ܶܤ ൌ 	ܶܤ ⇒ ܤሺ∆ሻܧ ൌ ܤ	ݕݎ݁ݒ݁	ݎ݋ሺ∆ሻ݂ܧܤ ∈  .ሺ࣢ሻܮ
(iv) ሺܶหܧሺ∆ሻ࣢ሻ ⊂ ሺܶሻߪ ∩ ∆തതതതതതതതതതതത . 
(v) ߪሺܶหሺܫ െ ሺ∆ሻሻ࣢ሻܧ ⊂ ሺܶሻߪ ∖ ∆തതതതതതതതതതത 
A local spectral function ܧ for ܶ	on ܵ is said to be of positive (negative) type if for all ∆	∈ 	ी଴ሺSሻ 
(vi) Eሺ∆ሻ࣢ is uniformly positive (uniformly negative, respectively). 

For the rest of this section let ܰ be a normal operator in ሺ࣢	, ሾ. , . ሿሻ, i.e. N commutes with 
itsadjoint, 

ܰܰା ൌ ܰାܰ 
The spectral points of positive and negative type defined below were first introduced in [11] for 
bounded selfadjoint operators. 
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Definition (6.2.3)[1]. A point ߣ	߳	ߪ௔௣ሺܰሻ is called a spectral point of positive (negative) type of the 
normal operator ܰ if for every sequence (ݔ௡) ⊂ 	ܺ with ‖ݔ௡‖ ൌ 1, n ∈Գ, and ሺܶ െ ௡ݔሻߣ → 0 as n→∞. 
we have 

݈݅݉
௡→ஶ

݂݅݊ሾݔ௡, ௡ሿݔ ൐ 0			 ቀ ݈݅݉
௡→ஶ

,௡ݔሾ݌ݑݏ ௡ሿݔ ൏ 0	,  ቁݕ݈݁ݒ݅ݐܿ݁݌ݏ݁ݎ

The set of all spectral points of positive (negative) type of  ܰ is denoted by ߪାሺܰሻ	(ିߪሺܰሻ 
respectively). A set ∆⊂ ԧ is said to be of positive (negative) type with respect to ܰ if 

∆ ∩ ௔௣ሺܰሻߪ ⊂ ∆൫		ାሺܰሻߪ ∩ ௔௣ሺܰሻߪ ⊂  ൯ݕ݈݁ݒ݅ݐܿ݁݌ݏ݁ݎ		ሺܰሻିߪ
A point ߣ ∈  ௔௣ሺܰሻ is called a spectral point of definite type of ܰ if it is either a spectral point ofߪ
positive type or of negative type of ܰ. Analogously, a set ∆⊂ ԧ is said to be of definite type with 
respect to ܰ if it is either of positive or of negative type with respect to ܰ.(See [2 ,12,13,14,15]). 

It is immediately seen that, after a slight modification, Definition (6.2.3) can be formulated also 
for unbounded linear operators or relations. In fact, the spectral points of definite type were introduced 
and studied in [2] for closed linear relations in Krein spaces. The following lemma is well known (see 
[2]). 
Lemma (6.2.4)[1].  The sets ߪାሺܰሻ and ିߪሺܰሻ are open in ߪ௔௣ሺܰሻ 
Lemma (6.2.5)[1].  Let Q be a bounded projection in	࣢  such that 

ܤ ∈ ,ሺ࣢ሻܮ ܤܰ ൌ ܰܤ ⇒ ܤܳ	 ൌ  ܳܤ
Then ܳ is normal. If, in addition, one of the following conditions 
(a)	ߪ௔௣ሺܰ|ܳ࣢ሻ ⊂ ାሺܰሻߪ ∪  ሺܰሻିߪ
(b)  Q࣢is uniformly positive or uniformly negative, holds, then ܳ is selfadjoint. 
Proof. We have (for the second implication apply the adjoint) 

ܰܰା ൌ ܰାܰ	 ⇒ ܳܰା ൌ ܰାܳ	 ⇒ 	ܰܳାܳାܰ	 ⇒ ܳܳା ൌ ܳାܳ. 
Therefore, ܳ as well as P ≔ Q െ QQା are normal projections.Moreover, P commutes with N, and we 
have PାP ൌ 0 so that the subspace P࣢ ⊂ Q࣢  is neutral. Hence, if (b) holds, then P = 0 follows 
immediately. If (a) is satisfied, then we have σୟ୮ሺN|P࣢ሻ ൌ ∅ and thus also P = 0.   

The next theorem was shown in [13] in a somewhat more general situation. 
Theorem (6.2.6)[1]. Let ܣ be a bounded selfadjoint operator in the Krein space ሺ࣢	, ሾ. , . ሿሻ. If the 
interval	∆ is of positive (negative) type with respect to ܣ then ܣ has a local spectral function ܧ of 
positive type (negative type, respectively) on ∆ . If δϵी଴ሺ∆ሻ  is compact then ܧሺߜሻ࣢ is the maximal 
spectral subspace of ܣ corresponding to δ. 

Hereby, the maximal spectral subspace of a bounded operator ܶ in a Banach space ܺ 
corresponding to the compact set	∆∈ ԧ  is a closed ܶ -invariant subspace ࣦ∆ ⊂ ܺ such that σሺT|ࣦ∆ሻ ⊂
	∆	and	ࣦ ⊂ 	ࣦ∆ for any closed ܶ -invariant subspace ࣦ with ߪሺܶ|ࣦ∆ሻ ⊂ 	∆	. If such a subspace ࣦ∆ 
exists, it is obviously unique. 

In what follows we will deal with the question whether also a normal operator has a local 
spectral function of positive type on sets which are of positive type. In the next three lemmas we collect 
some necessary conditions. The first one is a direct consequence of Lemma (6.2.5). The proof of the 
second Lemma is straight forward and is left to the reader. 
Lemma (6.2.7)[1]  If ܰ has a local spectral function ܧ of positive or negative type on the Borel set ܵ, 
then for each ∆	∈ 	ी଴ሺSሻ the projection ܧሺ∆ሻ	is selfadjoint and commutes with both N and ܰା. 
      For a set ∆∈ ԧ  we define ∆∗≔ ൛λത: λ ∈ ∆ൟ 
Lemma (6.2.8)[1].  If ܧ is a local spectral function of positive (negative) type for ܰ on the Borel set ܵ, 
then	ܧା	, defined by 

ାሺ∆ሻܧ ≔ ,ሺ∆∗ሻܧ ∆∈ ी଴ሺܵ∗ሻ 
is a local spectral function of positive type (negative type, respectively) for ܰା on ܵ∗. 

By ܤ௥ሺߣሻ we denote the disk with center λ ∈ ԧ and radiusr ൐ 0 . 
Lemma (6.2.9)[1].  If ܰ has a local spectral function of positive type on the open set ܵ then the 
following statements hold: 
(a) ܵ is of positive type with respect to ܰ. 
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(b) ܵ∗ is of positive type with respect to ܰା. 
(c)ߪ௔௣ሺܰሻ ∩ ܵ ൌ ሺܰሻߪ ∩ ܵ . 
(d) ߪ௔௣ሺܰାሻ ∩ ܵ∗ ൌ ሺܰାሻߪ ∩ ܵ∗  
(e) The approximate eigensequences for	ܰ െ and ܰା ߣ െ ߣ coincide for each ߣ̅ ∈ ௔௣ሺܰሻߪ ∩ ܵ. 
Proof. In view of Lemma (6.2.8) it suffices to show only (a), (c) and that approximate eigensequences 
of ܰ െ ܰା	 are also approximate eigensequences of	ߣ െ ߣ for  ߣ̅ ∈ ௔௣ሺܰሻߪ ∩ ܵ. 

Let ߣ	 ∈ 	ܵ	 ∩ 	ߝ ሺܰሻ and chooseߪ	 ൐ 	0 such that ܤ௢ ≔  ሻതതതതതതത is contained in ܵ. We setߣఌሺܤ
ࣦ୭ ≔ EሺB୭ሻ , where ܧ is the local spectral function of positive type of ܰ on ܵ. As ܧሺܤ௢ሻis selfadjoint 

by Lemma (6.2.7), we have ࣦଵ ≔ ࣦ଴
ሾୄሿ ൌ ሺܫ െ ࣢	and thus ௢ሻሻ࣢ܤሺܧ ൌ ࣦ௢ሾ∔ሿࣦଵ . The subspace ࣦ୭ is 

ܰ- and ܰା - invariant. Hence, the same holds for ࣦଵ. Set ௝ܰ ≔ ܰห ௝ࣦ	, ݆ ൌ 0,1	  . 
It follows from (v) that ߣ ∈ ሺߩ ଵܰሻ  . And as ሺ ௢ܰሻ ∪ ሺߪ ଵܰሻ , we conclude ߣ ∈ ሺߪ ௢ܰሻ . 

But ௢ܰ is a normal operator in a Hilbert space by (vi) and thus  ߣ ∈ ௔௣ሺߪ ௢ܰሻ ⊂  ௔௣ሺܰሻ . This showsߪ
(c). Let (ሺݔ௡ሻ ⊂ ࣢ be an approximate eigensequence for ܰ െ ௝,௡൯ݔand let ൫  ߣ ⊂ ௝ࣦ, ݆ ൌ 0,1	 , such that 
௡ݔ ൌ ଴,௡ݔ ൅ ,	ଵ,௡ݔ ݊ ∈ Գ		ܽݏ	ߣ ∈ ሺߩ ଵܰሻ , we conclude from ሺ ଵܰ െ ଵ,௡ݔሻߣ → 0 that ݔଵ,௡ → ݊	ݏܽ	0 → ∞  
. Hence, from the uniform positivity of ࣦ୭ we obtain 

݈݅݉
௡→ஶ

݂݅݊ሾݔ௡, ௡ሿݔ ൌ ݈݅݉
௡→ஶ

,଴,௡ݔൣ݂݊݅ ௢,௡൧ݔ ൐ 0	, 

 
and (a) is showed. Moreover, 

ฮ൫ܰା െ ௡ฮݔ൯ߣ̅ ൑ ฮ൫ܰା െ ଴,௡ฮݔ൯ߣ̅ ൅ ฮ൫ܰା െ ଵ,௡ฮݔ൯ߣ̅ 		
൑ ൫ܰାൣߜ	 െ ,଴,௡ݔ൯ߣ̅ ൫ܰା െ ଴,௡൧ݔ൯ߣ̅ ൅ ฮܰା െ ଵ,௡ฮݔฮฮߣ̅ 			
ൌ ሺܰൣߜ	 െ ,	௢,௡ݔሻߣ ሺܰ െ ଴,௡൧ݔሻߣ ൅ ฮܰା െ  ଵ,௡ฮݔฮฮߣ̅

with some ߜ	 ൐ 0. This tends to zero as ݊ → ∞.  
The next Lemma shows that parts of the necessary conditions in Lemma (6.2.9) are always 

satisfied for an open set which is of positive type with respect to ܰ. By ࣦఒሺܶሻ we denote the root 
subspace of ܶ ∈ ߣ	 ሺ࣢ሻ corresponding toܮ ∈ ԧ . 
Lemma (6.2.10)[1].  Let	ߣ ∈  .ାሺܰሻ  . Then the following statements holdߪ
(i) The approximate eigensequences for ܰ	 െ ܰା	are also approximate eigensequences for ߣ	 െ  . ߣ̅
(ii)	̅ߣ	߳	ߪ௔௣ሺܰାሻ 
(iii) ݇݁ݎ ሺܰ െ ሻߣ 	⊂ 	 ൫ܰା െ  ൯ߣ̅
(iv) ࣦఒሺܶሻ ൌ ሺܰݎ݁݇ െ  ሻߣ
Proof. Clearly, (ii) and (iii) follow from (i). So, let us show (i). To this end let ሺݔ௡ሻ be an approximate 
eigensequence for ܰ	 െ  Then .ߣ

ሺܰ െ ሻ൫ܰାߣ െ ௡ݔ	൯ߣ̅ → ݊	ݏܽ	0 → ∞.																																																																	ሺ34ሻ						 
Suppose that lim supn ݌ݑݏ௡→ஶฮ൫ܰା െ ௡ฮݔ൯ߣ̅ ൐ 0 . Then there exists a subsequence ሺݔ௡௞ሻ  of ሺݔ௡ሻ  
and ߜ	 ൐ 0 such that ฮ൫ܰା െ ௡ฮݔ൯ߣ̅ 	→ ݇	ݏܽ	ߜ → ∞ 
.But as ߣ	 ∈  ାሺܰሻ, it follows from (1) thatߪ	

݈݅݉
௞→ஶ

݂݅݊ ൣሺܰ െ ሻ൫ܰାߣ െ ,௡௞ݔ൯ߣ̅ ௡௞൧ݔ ൌ 	 ݈݅݉௞→ஶ
݂݅݊ ൣሺܰ െ ሻ൫ܰାߣ െ ௡௞൧ݔ൯ߣ̅ ൐  	,	݋

which contradicts (34). Therefore, ൫ܰା െ ௡ݔ൯ߣ̅ → ݊	ݏܽ	0 → ∞	. 
It remains to show (iv). Let ݔ, ݑ ∈ ࣢ such that  

ሺܰ െ ݔሻߣ ൌ ሺܰ	݀݊ܽ			݋ െ ݔሻߣ ൌ Then (iii) yields ൫ܰା . ݑ െ ݔ൯ߣ̅ ൌ 0 and thus 
ሾݔ, ሿݔ ൌ ሾሺܰ െ ,ݑሻߣ ሿݔ ൌ 	 ,ݑൣ ൫ܰା െ ൧ݔ൯ߣ̅ ൌ 0 

which implies ݔ ൌ  .ାሺܰሻߪ	߳	ߣ	ݏܽ	0
It follows from Lemmas (6.2.4)  and (6.2.9)  that the necessary condition (e) in Lemma (6.2.9) 

for the existence of a local spectral function of positive type for ܰ in an open neighborhood ܵ of  
ାሺܰሻ.  is satisfied if the approximate eigensequences for ܰାߪ߳	ߣ െ  are also approximate ߣ̅
eigensequences for ܰ	 െ  :Obviously, this is equivalent to the following implication .ߣ

λ	ϵσାሺNሻ 	→ 	 λത	ϵ	σା		ሺNାሻ																																																																																				ሺ35ሻ 
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We return to this problem show there that (2) is true if ሺ࣢	, ሾ. , . ሿሻ is a Pontryagin space. 
Motivated by Lemma (6.2.9), we define a new class of spectral points for normal operators. 

Definition (6.2.11)[1]. A point λ	ϵ	ԧ is called a spectral point of two-sided positive (negative) type of 
the normal operator ܰ if 

 ାሺܰାሻߪ	߳		ߣ̅			݀݊ܽ		ାሺܰሻߪ	߳	ߣ
൫ߣ	߳	ିߪሺܰሻ	ܽ݊݀		̅ߣ	߳	ିߪ		ሺܰାሻ,  .	൯ݕ݈݁ݒ݅ݐܿ݁݌ݏ݁ݎ

The set of all spectral points of two-sided positive (negative) type of ܰ is denoted by ߪାାሺܰሻ ିିߪሺܰሻ 
respectively). A set Δ	 ⊂ 	ԧ is said to be of two-sided positive (negative) type with respect to ܰ if 

∆ ∩ ሺܰሻߪ ⊂ ∆ሺ	ାାሺܰሻߪ ∩ ሺܰሻߪ ⊂  ሺܰሻሻ,respectivelyିିߪ
In the sequel we restrict ourselves to the investigation of the spectrum of two-sided positive 

type. Similar results hold for spectral points and sets of two-sided negative type.(See [13]). 
Remark (6.2.12) and Lemma (6.2.13) below directly follow from Lemma (6.2.10). 
Remark (6.2.12)[1].  For a set ∆ we have ∆ ∩ ⊃	ሺܰሻߪ  ାାሺܰሻ if and only ifߪ

∆ ∩ ௔௣ሺܰሻߪ ⊂ ∗∆	݀݊ܽ	ାሺܰሻߪ	 ∩ ௔௣ሺܰାሻߪ 	⊂  .	ାሺܰାሻߪ	
Lemma (6.2.13)[1]. Let ߣ	߳	ߪାାሺܰሻ. Then the following holds. 
(i) The approximate eigensequences for  ሺܰ െ ൫ܰା		ܽ݊݀		ሻߣ െ  .൯ coincideߣ̅
(ii) ݇݁ݎሺܰ െ ሻߣ ൌ ൫ܰାݎ݁݇	 െ ൯ߣ̅ ൌ 	ࣦఒሺܰሻ ൌ 	ࣦఒഥሺܰ

ାሻ 
Note that for each λ	ϵ	ԧ the operator 

ሻߣሺܣ ≔	 ሺܰ െ ሻ൫ܰାߣ െ  ൯ߣ̅
is selfadjoint (in the Krein space ሺ࣢	, ሾ. , . ሿሻ .The following Lemma shows that the spectrum of two-
sided positive type of ܰ is closely related to the sign type behaviour of the zero point with respect to 
the operators ܣሺߣሻ. This correspondence will serve as the starting point for the construction of the local 
spectral function in this section. 
Lemma (6.2.14)[1]. For all ߣ	߳	ԧ we have 

λ	ϵ	σାାሺNሻ 	⇔ 0ϵ	σାሺAሺλሻሻ 
Proof. Let ߣ	߳	ߪାାሺܰሻ. Then, clearly, 0 ∈ ௔௣ሺ൫ܰାߪ െ ൯ሺܰߣ̅ െ  ௡ሻ be an approximateݔሻሻ. Let ሺߣ
eigensequence for ൫ܰା െ ൯ሺܰߣ̅ െ  ௡ሻ suchݔ௡௞ሻ of ሺݔሻ. Suppose that there exists a subsequence ሺߣ
that ݈݅݉

௞→ஶ
ฮ൫ܰା െ ௡௞ฮݔ൯ߣ̅ ൐ 0. Then from            ̅ߣ ∈  :ାሺܰାሻ we obtain a contradictionߪ

0 ൌ ݈݅݉
௞→ஶ

݂݅݊ ൣ൫ܰା െ ൯ሺܰߣ̅ െ ,௡௞ݔሻߣ ௡௞൧ݔ ൌ ݈݅݉
௞→ஶ

݅n݂ ൣሺܰ െ ,௡௞ݔሻߣ ൫ܰା െ ௡௞൧ݔ൯ߣ̅ ൐  ݋

Therefore, ሺܰ െ ௡ݔሻߣ → ݊	ݏܽ	0 → ∞ and thus ݈݅݉ ݅݊ ௡݂→ஶሾݔ௡, ௡ሿݔ ൐  ,ାሺܰሻConverselyߪ߳	ߣ	ݏܽ  . 		0
assume that 0 ∈ ାሺ൫ܰାߪ െ ൯ሺܰߣ̅ െ ߣ̅ ௔௣ሺܰሻ.  orߪ	߳	ߣ ሻሻThenߣ ∈  ௔௣ሺܰାሻ. Assume, e.g., thatߪ
 ௡ሻ is also anݔ௡ሻ  be an approximate eigensequence for N −λ. Then ሺݔ௔௣ሺܰሻ   and let ሺߪ	߳	ߣ
approximate eigensequence for ൫ܰା െ ൯ሺܰߣ̅ െ ݈݉݅ ሻ and thusߣ ݅݊ ௡݂→ஶሾݔ௡, ௡ሿݔ ൐ 0		  follows. 
Hence, ߣ	ߪ߳ାሺܰሻand therefore ̅ߣ ∈  ௔௣ሺܰାሻ by Lemma (6.2.10). A similar reasoning as above showsߪ
ߣ̅ ∈   .ାሺܰାሻߪ

For a compact set ߳ܭԧ and ε >0 we set  
ሻܭఌሺܤ ≔∪ఒఢ௄  ሻߣఌሺܤ

Lemma (6.2.15)[1].  Let ߳ܭԧ be a compact set which is of two-sided positive type with respect to ܰ, 
i.e. 

ܭ ∩ ሺܰሻߪ ⊂ 	ାାሺܰሻߪ	
Then there existߝ଴, ଴ߜ ൐ 0  such that for all ߤ	 ∈ 	 ሾ0, ଴ߝ

ଶሿ all ߣ	߳	ܤఌబሺܭሻ
തതതതതതതതത  and all		ݔ	߳	࣢  the following 

implications hold: 
(a) ‖ሺܣሺߣሻ െ ‖ݔሻߤ ൑ ‖ݔ‖଴ߝ 	⇒ 	 ሾݔ, ሿݔ 	൒  .	ଶ‖ݔ‖଴ߜ
(b)  ‖ሺܰ െ ‖ݔሻߣ ൑ ฮ൫ܰା	ݎ݋‖ݔ‖଴ߝ െ ฮݔ൯ߣ̅ ൑ ‖ݔ‖଴ߝ 	⇒ 	 ሾݔ, ሿݔ 	൒  ଶ‖ݔ‖଴ߜ
In particular, 

ሻതതതതതതതതതܭఌబሺܤ 	∩ ሺܰሻߪ ⊂  ሺ36ሻ																																																																												ାାሺܰሻߪ
and for all			ߣ	߳	ܤఌబሺܭሻ

തതതതതതതതത we have 
ሾ0, ଴ߝ

ଶሿ ∩ ሻሻߣሺܣሺߪ ⊂  ሻሻ                                                                                          (37)ߣሺܣାሺߪ
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Proof. Assume that it is not true that there are ߝଵ, ଵߜ ൐ 	0 such that for all ሺߤ, ,ߣ ,ሾ0	߳	ሻݔ ଵߝ
ଶሿ 	ൈ

ሻതതതതതതതതതܭభሺࣟܤ	 	ൈ 	࣢ we have 
‖ሺܣሺߣሻ െ ‖ݔሻߤ ൑ ‖ݔ‖ଵߝ ⇒ ሾݔ, ሿݔ ൒  ଶ‖ݔ‖ଵߜ	

Then for each ݊ ∈ Գ there exist ߤ௡	߳	 ቂ0,
ଵ

௡మ
ቃ , భܤ	߳	௡ߣ

೙
ሺܭሻതതതതതതതത	 and ݔ௡	߳	࣢ with ‖ݔ௡‖ ൌ 1  such that 

‖ሺܣሺߣሻ െ ‖௡ݔ௡ሻߤ ൑
ଵ

௡
		ܽ݊݀		ሾݔ௡, ௡ሿݔ ൏ 	

ଵ

௡
 . As ܤଵሺܭሻതതതതതതതത is compact and ߣ௡	߳	ܤଵሺܭሻതതതതതതതത for all 	߳	Գ , there 

exists a subsequence ߣ௡௞	of ߣ௡	 which converges to some ߣ଴		߳	ܤଵሺܭሻതതതതതതതത. But ߣ௡௞ ∈ ܤ	 భ
೙ೖ

ሺܭሻതതതതതതതതത so that 

 It follows that .ܭ	߳		଴ߣ

ฮܣሺߣ଴ሻݔ௡ೖฮ ൑ ቛቀܣሺλ଴ሻ െ ௡ೖ൯ቁߣ൫ܣ ௡ೖቛݔ ൅ ฮ൫ܣ൫ߣ௡ೖ൯ െ ௡ೖฮݔ௡ೖ൯ߤ ൅ หߤ௡ೖห

൑ ቛቀܣሺߣ଴ሻ െ ௡ೖ൯ቁߣ൫ܣ ௡ೖቛݔ ൅
1
݊௞

൅
1
݊௞
ଶ. 

Since the function ܣ: ԧ → ௡ೖݔ଴ሻߣሺܣ ሺ࣢ሻ is continuous, it follows thatܮ → ݇		ݏܽ		0 → ∞ . This implies 
଴ߣ ∈ ଴ߣ and hence	ሺܰሻߪ 	∈ ାାሺܰሻ . By Lemma (6.2.14), 0ߪ ∈  ଴ሻ which is a contradiction toߣሺܣାሺߪ	
ሾݔ௡, ௡ሿݔ ൏

ଵ

௡
 . 

In a similar way it can be shown that there exist ߝଶ, ଶߜ ൐ 0 such that for all ሺߣ, ሻݔ ∈ ሻܭఌమሺܤ
തതതതതതതതത ൈ

	࣢ we have 
‖ሺܰ െ ‖ݔሻߣ ൑ ฮ൫ܰା		ݎ݋		‖ݔ‖ଶߝ െ ‖ݔ‖ଶߝฮݔ൯ߣ̅ ⇒ ሾݔ, ሿݔ ൒  . ଶ‖ݔ‖ଶߜ

With ߝ଴ ≔ ݉݅݊ሼߝଵ, ଴ߜ			݀݊ܽ			ଶሽߝ ≔ ሼߜଵ,  .ଶሽ the assertion followsߜ
Concerning the “in particular”-part, note that (37) holds due to (b) and Lemma 6.2.1(ii). For the proof 
of (3) let 	ߣ ∈ ሻܭఌబሺܤ

തതതതതതതതത 	∩   In the first	௔௣ሺܰାሻ.ߪ	߳	ߣ̅		ݎ݋		௔௣ሺܰሻߪ	߳	ߣ ሺܰሻ . By Lemma (6.2.1) (ii), eitherߪ	
case, we obtain ߣ	߳	ߪାሺܰሻ		 from (b). By Lemma (6.2.10) (ii) this implies ̅ߣ	߳	ߪ௔௣ሺܰାሻ , and (b) yields 
 ାሺܰାሻߪ	߳	ߣ̅
Hence, 	߳	ߪାାሺܰሻ . This follows analogously in the case ̅ߣ	߳	ߪ௔௣ሺܰାሻ	. 
Corollary (6.2.16)[1].  The set ߪାାሺܰሻ is open in  ߪሺܰሻ. 

As ߪାାሺܰሻ is open in ߪሺܰሻ, it is sufficient to show Theorem (2.6.17) only for open sets ܵ. For 
the proof we need two preparatory lemmas. 
Lemma (6.2.17)[1].  Let ܭ	 ∈ 	ԧ be a compact set which is of two-sided positive type with respect to 
ܰ. Then there exists	ߝ଴ ൐ 0  such that for each disk ܤఌሺߣሻ 	⊂  ଴ሿ thereߝ,ሺ0	߳	ߝ ሻ  with radiusܭఌబሺܤ	
exists a closed subspace ࣦఒ,ఌ ⊂ 	࣢ with the following properties: 
 (a) ൫ࣦ஛,ఌ, ሾ. , . ሿ൯	 is a Hilbert space which is both ܰ- and ܰା -invariant. 
(b) ߪሺܰหࣦఒ,ఌሻ ⊂ ሺܰሻߪ ∩  ሻതതതതതതതߣఌሺܤ
(c) If  ࣧ	 ⊂ ࣢  is a closed subspace which is both ܰ- and ܰା-invariant such that ሺࣧ, ሾ. , . ሿሻ	  is a 
Hilbert space with 

ሺܰ|ࣧሻߪ ⊂  ሻതതതതതതതߣఌሺܤ
Then	ࣧ	 ⊂ ࣦఒ,ఌ    . 

(d) If ߳ܤ	ܮሺ࣢ሻ commutes with both ܰ and ܰା	, then ࣦఒ,ఌ and ࣦఒ,ఌ
ሾୄሿ both are ܤ-invariant. 

(e) ߪሺܰሻ ∩ ሻߣఌሺܤ ് ∅ ⇒	ࣦఒ,ఌ 	് ሼ0ሽ 
Proof. Choose ߝ଴ ൐ 0 according to Lemma (6.2.15) and let ߣ	 ∈ 	ԧ and ߝ	߳	ሺ0,ߝ଴ሿ	such that ܤఌሺߣሻ 	⊂
 ሻ . By Lemma (6.2.15) we haveܭఌబሺܤ	

ሾ0, ଶሿߝ ∩ ሻ൯ߣሺܣ൫ߪ ⊂ ሻതതതതതതതߣఌሺܤ		݀݊ܽ		ሻ൯ߣሺܣା൫ߪ 	∩ ሺܰሻߪ	 	⊂  ሺ38ሻ																																	.		ାାሺܰሻߪ	
By Lemma (6.2.4) there exists δ >0 such that  ሾെ0,ߜሻ ∩ ሻ൯ߣሺܣ൫ߪ ⊂  ሺλሻ൯ . Due to Theoremܣା൫ߪ	
(6.2.6) the operator ܣ ≔ ,ߜ஺ of positive type on ሾെܧ ሻ has a local spectral functionߣሺܣ  ଶሿ. Due to (iii)ߝ
and (vi) the subspace 

ࣦఒ,ఌ ≔ ,ߜ஺ሺሾെܧ  ଶሿሻ࣢ߝ
is uniformly positive as well as ܰ- and ܰା-invariant. Therefore, the restriction ܰหࣦఒ,ఌ is a normal 
operator in the Hilbert space ൫ࣦఒ,ఌ, ሾ. , . ሿ൯	 with the adjoint ܰାหࣦఒ,ఌ and 
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ܣ ቚࣦఒ,ఌ ൌ 	 ቀ൫ܰหࣦఒ,ఌ	൯
ା
െ ቁߣ̅ ቀ൫ܰหࣦఒ,ఌ൯ െ  	ቁ	ߣ

Hence, ܣหࣦఒ,ఌ is a non-negative selfadjoint operator in a Hilbert space which implies 
ሺെߜ, 0ሻ ⊂  ሻܣሺߩ

Let݂ሺݖሻ ≔ ൫̅ݖ െ ݖ൯ሺߣ̅ െ ሻߣ ൌ ݖ| െ ,	ଶ|ߣ   . This is a continuous function on ԧ, and we obtain	ԧ	߳	ݖ

൫ܰหࣦఒ,ఌ൯ߪ ൌ ߪ	 ቀ݂൫ܰหࣦఒ,ఌ൯ቁ ൌ ݂ ቀߪ൫ܰหࣦఒ,ఌ൯ቁ	. 

Therefore, ݖ ∈ ൫ܰหࣦఒ,ఌ൯ implies ݂ሺݖሻ ∈ ሾ0, ∋ ଶሿ and thusߝ ሻതതതതതതത . Since ൫ܰหࣦఒ,ఌ൯ߣఌሺܤ ൌ ௔௣൫ܰหࣦఒ,ఌ൯ߪ ⊂
 .ሺܰሻ , (b) is showedߪ

A subspace ࣧ as in (c) is obviously A-invariant, and we have 

ሺN|ࣧሻߪ ൌ ൫݂ሺܰ|ࣧሻ൯ߪ ൌ ݂൫ߪሺܰ|ࣧሻ൯ ⊂ ݂൫ܤఌሺߣሻ൯
തതതതതതതതതത ⊂ ሾ0,  ଶሿߝ

And since ࣦఒ,ఌ	is the maximal spectral subspace of ܣ corresponding to ሾ0, ࣧ  ଶሿ, it follows thatߝ ⊂
ࣦఒ,ఌ	. 

If ߳ܤ	ܮሺ࣢ሻ as in (d), then BA = AB and (d) follows from (iii). 
For the proof of (e) assume that ࣦఒ,ఌ ൌ ሼ0ሽ. Then ܧ஺ሺሾെߜ, ଶሿሻߝ ൌ 0 and (v) implies ሺെߜ, ଶሻߝ ⊂

.	ሻܣሺߩ ሺܰሻ	ߪ	ߝ	ݖ	݂ܫ ,	ሻߣఌሺܤ	∩  ௡ሻ forݔାାሺܰሻ and there exists an approximate eigensequence ሺߪ	߳	ݖ	݄݊݁ݐ
both ܰ െ and ܰା ݖ െ ߣ|ܣConsequently, ሺ . ̅ݖ െ ௡ݔଶሻ|ݖ → ݊	ݏܽ		0 → ∞	 which contradicts ሺെߜ, ଶሻߝ ⊂
ሺܰሻ	ߪ ,ሻ. Thereforeܣሺߩ ሻߣఌሺܤ	∩ ൌ ∅			.  
Note that the subspaces ࣦఒ,ఌ	in Lemma (6.2.18) are uniquely determined by (a)–(c). 

Lemma (6.2.18)[1]  Let ܭ andߝ଴  be as in Lemma (6.2.18). Let ∆ଵ, ∆ଶ, …∆௠⊂ ቀܤఌబሺߣሻቁ
തതതതതതതതതതത

  be closed sets 

such that for each ݆	 ∈ 	 ሼ1, . . . , ݉ሽ there exists a closed subspace ௝ࣦ ⊂ ࣢ with 
൫ ௝ܽ൯ ൫ࣦ୨, ሾ. , . ሿ൯  is a Hilbert space which is both ܰ- and ܰା -invariant. 

൫ ௝ܾ൯  ߪ	൫ܰห ௝ࣦ൯ ⊂ ሺܰሻߪ ∩ ∆௝ . 
൫ ௝ܿ൯		If ࣧ ⊂࣢  is a subspace which is both ܰ- and ܰା - invariant such that ሺࣧ, ሾ. , . ሿሻ  is a Hilbert 
space with 

ሺܰ|ࣧሻ	ߪ ⊂ ∆௝, 
then	ࣧ ⊂ ࣢  . 

൫ ௝݀൯If ܮ߳ܤሺ࣢ሻ commutes with both ܰ- and ܰା, then ௝ࣦ and ௝ࣦ
ሾୄሿ  both are ܤ-invariant. 

Then the subspace ࣦ௢ ൌ ࣦଵ ൅ ࣦଶ ൅⋯൅ ࣦ௠  is closed and satisfies ሺܽ଴ሻ െ ሺ݀଴ሻ,  where ∆଴≔ ∆ଵ ∪
∆ଶ ∪ …∪ ∆௠ 
Proof. We only show Lemma (6.2.19) for ݉	 ൌ 	2. The general case then follows by induction. For 
݆	 ∈ 	 ሼ1, 2ሽ denote by ܧ௝ the ሾ൉,൉ሿ-orthogonal projection onto ௝ࣦ  and define 

଴ܧ ≔ ଵܧ ൅ ଶܧ െ ଶܧଵܧ ൌ ଵܧ ൅ ሺ1 െ  .	ଶܧଵሻܧ
From (a1) it follows that ܧଵ commutes with ܰ and ܰା. By ሺ݀ଶሻ, ଶܧଵܧ ൌ  ଴ is aܧ ,ଵ . Henceܧଶܧ
selfadjoint projection, and the following relation holds: 

ࣦ଴ ൌ ࣦଵ ൅ ࣦଶ ൌ ࣦଵሾ∔ሿ ቀࣦଵ
ሾୄሿ⋂ࣦଶቁ  .	௢࣢ܧ

By [12], ሺࣦ଴, ሾ. , . ሿሻ  is a Hilbert space. Thus, ሺܽ଴ሻ	holds, and ሺܾ଴ሻas well as ሺ݀଴ሻ are easily verified. 
Let ࣧ be a subspace as in ሺܿ଴ሻ. Then	ܰ|ࣧ is a normal operator in the Hilbert space ሺࣧ, ሾ. , . ሿሻ. 

Let ܨ be its spectral measure. Then 
ࣧ ൌ ܫሺ∆ଵሻࣧሾ∔ሿ൫ࣧܨ െ  ሺ∆ଵሻ൯ࣧܨ

We have ߪ	ሺܰ|ܨሺ∆ଵሻࣧሻ ⊂ ∆ଵ and 
ࣧܫ൫ܰห൫	ߪ െ ሺ∆ଵሻ൯ࣧ൯ܨ ⊂ ⊃ሺܰ|ࣧሻ\∆ଵതതതതതതതതതതതതതതതതߪ ሺ∆ଵ ∪ ∆ଶሻതതതതതതതതതതതത ⊂ ∆ଶ. 

Hence, from (ܿଵ) and (ܿଶ) we conclude ܨሺ∆ଵሻࣧ ⊂ ࣦଵ and ൫ࣧܫ െ ሺ∆ଵሻ൯ࣧܨ ⊂ ࣦଶ  and therefore	ࣧ ⊂
ࣦ଴.  

A proof of the following lemma can be found in [16]. 
Lemma (6.2.19)[1]. (Rosenblum’s Corollary). Letࣲ  and	ࣳ  be Banach spaces and let ܵ ∈   ሺࣲሻܮ
andܶ ∈ .	ሺࣳሻܮ ሺܵሻߪ	݂ܫ ∩ ሺܶሻߪ ൌ ∅  then for every		ܼ	߳	ܮሺࣳ,ࣲሻ  the operator equation 

ܵܺ െ ܺܶ ൌ ܼ 
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has a unique solution		ܺ߳ܮሺࣳ,ࣲሻ    . In particular, ܵܺ	 ൌ 	ܺܶ implies ܺ	 ൌ 	0. 
We are now prepared to show Theorem (6.2.20). By ∆௜  we denote the interior of a subset ∆	∈ 	ԧ . 
Theorem (6.2.20)[1].  Let ܰ be a bounded normal operator in the Krein space ሺ࣢, ሾ. , . ሿሻ and let ܵ	߳	ԧ 
be a Borel set which is of two-sided positive type with respect to ܰ. Then ܰ has a local spectral 
function ܧ of positive type on ܵ. If ∆	∈ ी଴ሺܵሻ  is compact, then ܧሺ∆ሻ࣢ is the maximal spectral 
subspace of ܰ corresponding to ∆	. 
Proof. The proof is divided into three steps. In the first two steps it is shown that Theorem (6.2.20) 
holds for compact sets ܵ	 ൌ  More precisely, in step 1 it is shown that there exists a spectral .ܭ	
subspace ࣦ଴ for ܰ corresponding to a compact set ∆଴ containing ܭ which has the properties ሺܽ଴ሻ െ
ሺ݀଴ሻ  in Lemma (6.1.19) and (i)–(iii) below. In the second step the local spectral function of ܰ on ܭ is 
defined via the orthogonal projection onto ࣦ଴ and the spectral measure of the normal operator ܰ|ࣦ଴ in 
the Hilbert space ሺࣦ଴	, ሾ. , . ሿሻ. In the last step we show that Theorem (6.2.20) holds for open sets ܵ. 

1. Let ܭ be a compact set of two-sided positive type with respect to ܰ and let ߝ଴ ൐ 0 be as in 
Lemmas (6.2.15) and (6.2.17). Then choose some ߝଵ ∈ ሺ0, ,ଵߣ		݀݊ܽ		଴ሻߝ … ,  such that ߈௠߳ߣ

߈ ⊂∪௝ୀଵ
௠ ௝൯ߣఌభ൫ܤ ⊂∪௝ୀଵ

௠ ఫ൯ߣఌభ൫ܤ
തതതതതതതതത ൌ: ଴߂ ⊂  ሻܭఌబሺܤ

By Lemma (6.2.17) and Lemma (6.2.18) there exists a closed subspace ࣦ଴ ⊂ ࣢. satisfying ሺܽ଴ሻ െ
ሺ݀଴ሻ   in Lemma (6.2.18). We will show that ࣦ଴  also has the following properties: 

(i)ߪ ቀܰ ቚࣦ଴
ሾୄሿቁ ⊂  .	଴തതതതതതതതതതത߂\ሺܰሻߪ

(ii) If ܮ߳ܤሺ࣢ሻ with ܰܤ	 ൌ then ࣦ଴ and ࣦ଴ ,ܤܰ	
ሾୄሿ are ܤ-invariant. 

(iii) ࣦ଴  is the maximal spectral subspace of ܰ corresponding to ߂଴. 
First of all we show 

ሻܭఌబሺܤ
തതതതതതതതത⋂ߪ ቀܰ ቚࣦ଴

ሾୄሿቁ ⊂ ାାߪ ቀܰ ቚࣦ଴
ሾୄሿቁ.                                                                         (39) 

Since ܤఌబሺܭሻ
തതതതതതതതത⋂ߪሺܰሻ ⊂  ାାሺܰሻ, it suffices to show thatߪ

ሻܭఌబሺܤ
തതതതതതതതത⋂ߪ ቀܰ ቚࣦ଴

ሾୄሿቁ ⊂ ௔௣ߪ ቀܰ ቚࣦ଴
ሾୄሿቁ, 

cf. Lemma (6.2.13) (i). Let ߣ	߳	ܤఌబሺܭሻ
തതതതതതതതത⋂ߪ ቀܰ ቚࣦ଴

ሾୄሿቁ and assume ߣ	 ∉ ାାߪ	 ቀܰ ቚࣦ଴
ሾୄሿቁ. Then ̅ߣ 	 ∈

௣ߪ ቀܰା ቚࣦ଴
ሾୄሿቁ , from which ߣ	 ∈ 	ߣ ሺܰሻ. follows. But this impliesߪ	 ∈  ାାሺܰሻ and thereforeߪ	

௣ߪ	߳	ߣ ቀܰ ቚࣦ଴
ሾୄሿቁ (see Lemma (6.2.13) (ii)). A contradiction. 

Let 	߳	ԧ\ߪሺܰሻ\߂଴തതതതതതതതതതത	.	 . Then ߪሺܰሻ\߂଴ does not accumulate to λ which means that there 
exists	ߝ′ ൐ 0 such that ሺܰሻ ∩ ሻߣఌᇱሺܤ ⊂ ∆଴ . Due to (39) and Lemma (6.2.17) there exist ߝ	߳	ሺ0,  ሻ and a′ߝ

closed ܰ- and  ܰା - invariant subspace ࣧ ⊂ ࣦ଴
ሾୄሿ. such that ሺࣧ, ሾ. , . ሿሻ. is a Hilbert space and 

ሺܰ|ࣧሻ	ߪ ⊂ ߩ ቀܰ ቚࣦ଴
ሾୄሿቁ ∩ .	ሻതതതതതതതߣఌሺܤ ߪ	ݏܣ ቀܰ ቚࣦ଴

ሾୄሿቁ ⊂ ሺܰ|ࣧሻ	ߪ ሺܰሻ , we have	ߪ	 ⊂ ∆଴. From (ܿ଴) we 

conclude ࣧ ⊂ ࣦ଴ . But ࣧ ⊂ ࣦ଴
ሾୄሿ and thus ࣧ ൌ ሼ0ሽ From Lemma (6.2.17) (e) we obtain ܤఌሺߣሻ ⊂

ߩ ቀܰ ቚࣦ଴
ሾୄሿቁ which shows (i). 

For the proofs of (ii) and (iii) let ሺߜ௡ሻ  be a sequence of positive numbers such that 
଴ߝ ൐ ଵߜ ൐ ଶߜ ൐ ⋯ ൐ ௡ߜ		݀݊ܽ		ଵߝ ↓ ݊		ݏܽ		ଵߝ → ∞ 

Set 

௡ߜ ≔	∪௝ୀଵ
௠ ఫ൯ߣఋ೙൫ܤ

തതതതതതതതതത ⊂ 	ሻܭఌబሺܤ
Then (recall that ∆଴ was defined similarly) 

∆଴ൌ∩௡ୀଵ
ஶ ∆௡			ܽ݊݀		∆଴⊂ ∆௡௜ ݊	ݕݎ݁ݒ݁	ݎ݋݂		 ∈ Գ	. 

For ݊ ∈ Գ	n ∈ N by ࣦ௡ we denote the closed subspace which satisfies ሺܽ௡ሻ െ ሺ݀௡ሻ  in Lemma (6.2.18). 
We have 

ࣦ௡ାଵ ⊂ ࣦ௡		, ࣦ଴ ⊂ ࣦ௡		݂ݎ݋	݈݈ܽ	݊ ∈ Գ	\ሼ0ሽ			ܽ݊݀	ࣦ଴ ൌ∩௡ୀଵ
ஶ ࣦ௡	   .       (40) 

Indeed, the first two inclusions follow immediately from the properties ሺܿ௞ሻ , ݇ ∈ Գ, in Lemma 
(6.2.18). Hence, ࣦ଴ ⊂∩௡ୀଵ

ஶ ࣦ௡ ൌ:ࣧ , and it is not difficult to see that ߪ	ሺܰ|ࣧሻ ⊂ ∆଴ (consider 
	ߣ ∉ 	∆଴ and show ߣ	߳	ߩሺܰ|ࣧሻ. The last relation in (40) follows now from ሺܿ௢ሻ. 
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Let ܮ߳ܤሺ࣢ሻ  such that ܰܤ	 ൌ ଴ܤ and set ܤܰ	 ≔  ௡ሻ we denote theܧ࣢ሻ . By ሺ,ሺࣦ଴ܮ	߳	଴ࣦ|ܤ
ሾ. , . ሿ -orthogonal projection in ࣢ onto ࣦ௡, ݊ ∈ Գ. As ࣦ௡ and  ࣦ௡

ሾୄሿ both are ܰ-invariant, ܧ௡ commutes 
with N. Hence, the following relation holds: 

ቀܰ ቚࣦ௡
ሾୄሿቁ ൫ሺܫ െ ଴൯ܤ௡ሻܧ ൌ ሺܫ െ ଴ܤ௡ሻܰܧ ൌ ൫ሺܫ െ  . ଴൯ܰ|ࣦ଴ܤ௡ሻܧ

By (i) and ሺܾ଴ሻ the spectra of ܰ ቚࣦ௡
ሾୄሿ and ܰ|ࣦ଴ are disjoint. Thus, due to Rosenblum’s Corollary 

(Lemma (6.2.19)) it follows that ሺܫ െ ଴ܤ୬ሻܧ ൌ 0	, or equivalently, ࣦܤ଴ ⊂ ࣦ௡ for every ݊ ∈ Գ. By 

virtue of (40), ࣦ଴ is ܤ-invariant. Similarly, one shows ࣦܤ௡
ሾୄሿ ⊂ ࣦ଴

ሾୄሿ for each ݊ ∈ Գ. It is easy to see 
that 

c.l.s. ቄࣦ௡
ሾୄሿ ∶ ݊ ∈ Գ	ቅ

ሾୄሿ
ൌ∩௡ୀଵ

ஶ ࣦ௡ ൌ ࣦ଴		. 

Hence, ࣦܤ௡
ሾୄሿ ⊂ ࣦ଴

ሾୄሿ follows immediately from 

c.l.sቄ	. ࣦ௡
ሾୄሿ ∶ ݊ ∈ Գ	ቅ ൌ ࣦ଴

ሾୄሿ. 

Let ࣧ ⊂࣢  be a closed ܰ-invariant subspace such that 	ሺܰ|ࣧሻ ⊂ ∆଴ . Then from Rosenblum’s 
Corollary and the relation 

ቀܰ ቚࣦ௡
ሾୄሿቁ ൫ሺܫ െ ௡ሻࣧ൯ܧ ൌ ൫ሺܫ െ  ௡ሻ|ࣧ൯ሺܰ|ࣧሻܧ

we conclude	ࣧ ⊂ ࣦ௡  for all ݊	 ∈ 	ܰ, and thus	ࣧ ⊂ ࣦ଴, which shows (iii). 
2. Let us complete the proof of Theorem (6.2.20) for ܵ	 ൌ  Let ∆଴ and ࣦ଴ be as in step 1. The .ܭ	

operator  ଴ܰ ≔ ܰ|ࣦ଴ is a normal operator in the Hilbert space ሺࣦ଴, ሾ. , . ሿሻ  and has therefore a spectral 
measure ܧ଴ . By ܳ	we denote the ሾ. , . ሿ-orthogonal projection onto ࣦ଴ and define 

ሺ∆ሻܧ ≔ ,	଴ሺ∆ሻܳܧ ∆∈ ी଴ሺܭሻ		. 
For each ∆∈ ी଴ሺܭሻ		 the operator ܧሺ∆ሻ is a selfadjoint projection, and it is easily seen that ܧ has the 
properties (i)–(iii) and (vi) in Definition (6.2.2). Let  
∆∈ ी଴ሺܭሻ.		 Then 

ሻ	ሺ∆ሻ࣢ܧ|ሺܰ	ߪ ൌ ሺ	ߪ ଴ܰ|ܧ଴ሺ∆ሻࣦ଴	ሻ ⊂ ሺߪ ଴ܰሻ ∩ ∆തതതതതതതതതതതതത 
⊂ ሺܰሻߪ ∩ ∆଴ ∩ ∆തതതതതതതതതതതതതതതതതതൌ ሺܰሻߪ ∩ ∆തതതതതതതതതതതത 

And since 

൫ሺܫ െ ௡ሻ൯࣢ܧ ൌ ࣦ଴
ሾୄሿሾ∔ሿ൫ሺܧ଴ሺ∆ሻࣦ଴ሻ

ሾୄሿ ∩ ࣦ଴൯	, 
we have 

ܫ൫ܰห൫ߪ െ ሻ൯࣢൯߂ሺܧ ൌ ߪ ቀܰ ቚࣦ଴
ሾୄሿቁ ∪ ൫ߪ ଴ܰหሺܧ଴ሺ∆ሻࣦ଴ሻ

ሾୄሿ ∩ ࣦ଴൯ 

⊂ ሺܰሻ\∆଴തതതതതതതതതതതߪ ∪ ሺߪ ଴ܰሻ\∆തതതതതതതതതതത 
Moreover, if ∆⊂  ∆ is the maximal spectral subspace of ܰ corresponding to ሺ∆ሻ࣢ܧ is closed, then ܭ
(we say that ܧ has the property ሺܯሻ): if ࣧ ⊂࣢ is a closed ܰ-invariant subspace such that ߪሺܰ|ࣧሻ ⊂
∆	,	then ࣧ ⊂ ࣦ଴   by (iii) in step 1 and hence, we have ߪሺ ଴ܰ|ࣧሻ ⊂ ∆. From this and the properties of 
the spectral measure ܧ଴ of ଴ܰ we obtain ࣧ ⊂ ଴ሺ∆ሻࣦ଴ܧ ൌ ଴ሺ∆ሻܳ࣢ܧ ൌ  In particular, this . ሺ∆ሻ࣢ܧ
shows that the definition of ܧ does not depend on the choice of ߝ଴ and ߝଵ. Indeed, if ∆ܧ is another local 
spectral function of positive type for ܰ on ܭ with the property (ܯ), then ܧෘሺ∆ሻ ൌ  ሺ∆ሻ for all closedܧ
sets ∆⊂  ሻ whichܭis a generator of the σ -algebra ी଴ሺ ܭ And as the system of the closed subsets of . ܭ
is stable with respect to intersections, ܧෘ ൌ  .follows ܧ

3. Finally, we show that Theorem (6.2.20) holds for open sets ܵ. Clearly, it is no restriction to 
assume that ܵ is bounded. For a closed set ܭ	 ⊂ 	ܵ denote by ܧ௄ the local spectral function of positive 
type of ܰ on ܭ (with the property (ܯ)), defined in the previous steps. We set 

ሺ∆ሻܧ ≔ ,		തሺ∆ሻ∆ܧ ∆	∈ ी଴ሺܵሻ		. 
It is evident that ܧ satisfies (iii)–(vi) in Definition (6.2.2) (with ܶ replaced by ܰ). Moreover, if ∆	∈ ܵ	is 
closed, then ܧሺ∆ሻ࣢ ൌ  is the maximal spectral subspace of ܰ corresponding to ∆. It remains ሺ∆ሻ࣢∆ܧ
to show that ܧ satisfies (i) and (ii). To see this, note that for two closed sets ܭଵ, ଶܭ ⊂ ܵ		with ܭଵ ⊂
 we have		ଶܭ

ଵሻܭ௄మ|ी଴ሺܧ ൌ  ௄భܧ
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since ܧ௄మ|ी଴ሺܭଵሻ is a local spectral function of positive type for ܰ on ܭଵ with the property (ܯ) and 
must therefore coincide with ܧ௄భ. Let	∆	∈ ी଴ሺܵሻ		, 	߳	Գ , as in (ii), and set 	∆∶ൌ∪௞ୀଵ

ஶ ∆௞	 .Then 

ሺ∆ሻܧ ൌ തሺ∆ሻ∆ܧ 	ൌ ෍ܧ∆ത൫∆௝൯

ஶ

௞ୀଵ

ൌ ෍ܧ∆ണതതത൫∆௝൯

ஶ

௞ୀଵ

ൌ ෍ܧ൫∆௝൯

ஶ

௞ୀଵ

 

in the strong operator topology. It is showed similarly that ܧ satisfies (i). The theorem is showed.  
The following corollary is a direct consequence of Theorem (6.2.20). 

Corollary (6.2.21)[1]. Let ߣ଴߳ߪାାሺܰሻ  be an accumulation point of ߩሺܰሻ. Then there exist ߝ ൐ 0	 
and	ܥ ൐ 0	  such that for all ߣ	߳	ीఌሺߣ଴ሻ ∩  ሺܰሻ  we haveߩ

‖ሺܰ െ ‖ሻିଵߣ ൑
ܥ

,ߣ൫ݏ݅݀ ሺܰሻ൯ߪ
 

In particular, an isolated spectral point of  ܰ which is of two-sided positive type is a pole of order one 
of the resolvent of ܰ. 
Proof. Choose ߝ ൐ 0	   such that ी଴ ≔ ीଶఌሺߣ଴ሻതതതതതതതതതത is of two-sided positive type with respect to ܰ. 

Denoteby ܧ the local spectral function of ܰ on ी଴ and set  ࣦ଴ ≔ Then ी଴ . ሺी଴ሻ࣢ܧ
௜ ⊂ ቛቀܰߩ ቚࣦ଴

ሾୄሿቁቛ 

ብ൬ቀܰ ቚࣦ଴
ሾୄሿቁ െ ൰ߣ

ିଵ

ብ ൑ ߣ			݈݈ܽ	ݎ݋݂				ଵ	ܥ ∈ ीఌሺߣ଴ሻ. 

The restriction of ܰ to ࣦ଴ is a normal operator in a Hilbert space. Therefore, for any ݔ ∈ ࣦ଴ and 
଴ሻߣीఌሺ	߳	ߣ ∩  ሺܰሻ    we have the well-known inequalityߩ

ሾሺܰ െ ,ݔሻߣ ሺܰ െ ሿݔሻߣ ൒ ,ߣ൫	ݐݏ݅݀ ሺܰ|ࣦ଴ሻ൯ߪ
ଶ
ሾݔ,  ሿݔ

As the subspace ࣦ଴  is uniformly positive, this implies 

‖ሺܰ െ ଶ‖ݔሻߣ ൒ ,ߣ൫ݐݏ݅݀ ሺܰሻ൯ߪ
ଶ
.  ,ଶ‖ݔ‖ߜ

with some ߜ	 ൐ 0, and the assertion follows. 
Let ߪ be a spectral set for ܰ (i.e. a subset of ߪሺܰሻ which is both open and closed in ߪሺܰ)) 

which is of positive type with respect to ܰ. In [15] it was shown that the Riesz–Dunford spectral 
subspace of ܰ corresponding to σ is uniformly positive if the spectrum of the imaginary part ܰ݉ܫ ൌ
ଵ

ଶ௜
ሺܰ െ ܰାሻ is real and if there exist ܥ ൐ 0		and ݉ ∈ Գ such that 

‖ሺܰ݉ܫ െ ‖ሻିଵߣ ൑
ܥ

௠|ߣ݉ܫ|
																																																																					ሺ41ሻ 

holds for all non-real λ in a neighborhood of ߪሺܰ݉ܫሻ. The same holds if the above conditions are 

satisfied for the real part ܴ݁	ܰ ൌ
ଵ

ଶ
ሺܰ ൅ ܰାሻ instead for ܰ݉ܫ. The following theorem shows that these 

assumptions are redundant. 
Theorem (6.2.22)[1].  Let ߪ be a spectral set for ܰ, let ܳ be the Riesz–Dunford projection of ܰ 
corresponding to ߪ and assume that 

ߪ ∩ ௔௣ሺܰሻߪ ⊂  ሺ42ሻ																																																																																			.	ାሺܰሻߪ
Then ܳ is selfadjoint and			ܳ࣢  is uniformly positive. In particular,	ܰ|ܳ࣢ is a normal operator in the 
Hilbert spaceܳ࣢, ሾ. , . ሿ . 
Proof. The projection ܳ is selfadjoint by Lemma (6.2.5) (see also [15]). This implies that the inner 
product space ܳ࣢, ሾ. , . ሿ  is a Krein space which is invariant with respect to both ܰ and ܰା Moreover, 
we have 

ሺܰ|ܳ࣢ሻା ൌ ܰା|ܳ࣢ 
and ߪ௔௣ሺܰ|ܳ࣢ሻ ൌ ࣢ ࣢ሻ . It is therefore no restriction to assumeܳ|ାሺܰߪ ൌ ܳ࣢ and ߪ௔௣ሺܰሻ ൌ
 ାሺܰሻ. In view of  Remark (6.2.12) and Theorem (6.2.20) it only remains to show that ԧ is of positiveߪ
type with respect to ܰା	. i.e. ߪ௔௣ሺܰାሻ ⊂  ௔௣ሺܰାሻ We have to show that theߪ߳	ߣ̅ ାሺܰାሻ . Letߪ
approximate eigensequences for ൫ܰ െ 	ܰ ൯ are also approximate eigensequences for	ߣ̅ െ  To this end .ߣ
we introduce the Banach space 

࣢ෙ ≔ ℓஶሺ࣢ሻ ോ ܿ଴ሺ࣢ሻ	, 
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where by ℓஶሺ࣢ሻ we denote the space of all bounded sequences ሺݔ௡ሻ in ࣢ with norm ‖ሺݔ௡ሻ‖ℓಮሺ࣢ሻ ൌ
 ௡ሻ with limݔ is the closed subspace ℓஶሺ࣢ሻ consisting of the sequences ሺ	and ܿ଴ሺ࣢ሻ	.	௡‖ݔ‖௡݌ݑݏ
‖௡ݔ‖ ൌ 0	. It is not difficult to show that the norm of a coset ሾሺݔ௡ሻ	ሿ ∈ ࣢ෙ  is given by 

‖ሾሺݔ௡ሻ	ሿ‖࣢ෙ ൌ ݈݅݉௡→ஶݔ‖݌ݑݏ௡‖ 
Consider the operators ෙܰ and ܰାේ  in ࣢ෙ , defined by 

ෙܰሾሺݔ௡ሻ	ሿ ≔ ሾሺܰሺݔ௡ሻ	ሻሿ			ܽ݊݀		ܰାේ 	ሾሺݔ௡ሻ	ሿ ≔ ሾሺܰାሺݔ௡ሻ	ሻሿ	, ሾሺݔ௡ሻ	ሿ ∈ 	࣢			 . 
The operators ෙܰ and ܰାේ are well-defined and  ෙܰ, ܰାේ ∈ ሺ࣢ሻ holds where ฮܮ ෙܰฮ ൑ ‖ܰ‖ and ฮܰାේ ฮ ൑
‖ܰା‖ . As ෙܰ and ܰାේ  commute , also ෙܰ and ܰାේ  commute. 

Observe that if ሺݔ௡ሻ is an approximate eigensequence for ܰ	 െ ሿ	௡ሻݔሾሺ	then ߣ	 ∈ ൫ݎ݁݇ ෙܰ െ  .൯ߣ
Conversely, if ሺݔ௡ሻ ⊂ ࣢ with ‖ݔ௡‖ ൌ 1	 for ݊	߳	Գ such that		ሾሺݔ௡ሻ	ሿ ∈ ൫ݎ݁݇ ෙܰ െ  ௡ሻ is anݔ൯ , then ሺߣ
approximate eigensequence for ܰ	 െ An analogue correspondence holds for ൫ܰା .ߣ	 െ  ൯  and	ߣ̅
൫ܰାේ െ  ൯ . Therefore, we have to show thatߣ̅

൫ܰାේݎ݁݇ െ ൯ߣ̅ ⊂ ൫ݎ݁݇ ෙܰ െ  .  ൯ߣ
To see this, we define the subspace 

ࣧ ≔ ൫ ෙܰ െ ൫ܰାේݎ൯݇݁ߣ െ  ൯തതതതതതതതതതതതതതതതതതതതതതതതതതതߣ̅
This subspace is	 ෙܰ-invariant. We are done if we can show that ࣧ ൌ ሼ0ሽ, or equivalently, 
௔௣൫ߪ ෙܰ|ࣧ൯ ൌ ∅ Thus, suppose that there exist a sequence ሺݔ௠ූሻ ⊂ ࣧ  and ߤ	߳	ԧ such that 

࣢ෙ‖௠ූݔ‖ ൌ 1		ܽ݊݀				݈݅݉௠→ஶ	ฮ൫ ෙܰ െ ௠ූฮ࣢ෙݔ൯ߤ ൌ 0 . 

For each ݉	߳	Գ there exists a sequence ቀݔ୬
ሺ௠ሻቁ ∈ ℓஶሺ࣢ሻ such that ݔ௠ූ ൌ ቂቀݔ௡

ሺ௠ሻቁቃ	. Let ݉	߳	Գ. As 

ቂቀݔ௡
ሺ௠ሻቁቃ ∈ ࣧ	, there exists ቂቀݑ௡

ሺ௠ሻቁቃ ∈ ൫ܰାේݎ݁݇ െ ௡ݔ൯ such that ቂቀߣ̅
ሺ௠ሻቁቃ െ ൫ ෙܰ െ ൯ߣ ቂቀݑ௡

ሺ௠ሻቁቃ →

݉	ݏܽ	0 → ∞	݅݊	࣢ෙ 	. Hence, the following holds: 

 (a)݈݅݉௠→ஶ݈݅݉݌ݑݏ௡→ஶቛݔ௡
ሺ௠ሻ െ ሺܰ െ ௡ݑሻߣ

ሺ௠ሻቛ ൌ 0	, 

 (b) ∀	݉	 ∈ 	Գ ∶ ݈݅݉௡→ஶቛ൫ܰା െ ௡ݑ൯ߣ̅
ሺ௠ሻቛ ൌ 0		, 

 (c) ∀	݉	 ∈ 	Գ ∶ ௡ݔ௡→ஶቛ݌ݑݏ݈݉݅
ሺ௠ሻቛ ൌ 1	,	 

(d) ݈݅݉௠→ஶ݈݅݉݌ݑݏ௡→ஶቛሺܰ െ ௡ݑሻߤ
ሺ௠ሻቛ ൌ 0	. 

It is not difficult to see that from (a)–(d) it follows that for each ݇	 ∈ 	ܰ there exist m௞, ݊௞ 	∈ 	Գ such 
that 

ሺܽ′ሻ	ቛݔ௡ೖ
ሺ௠ೖሻ െ ሺܰ െ ௡ೖݑሻߣ

ሺ௠ೖሻቛ ൏
1
݇
		 ,	

ሺܾ′ሻ	ቛ൫ܰା െ ௡ೖݑ൯ߣ̅
ሺ௠ೖሻቛ ൏

1
݇
		,	 

ሺܿ′ሻ	
1
2
൑ ቛݑ௡ೖ

ሺ௠ೖሻቛ ൑ 2	,	 

 ሺ݀′ሻ ቛሺܰ െ ௡ೖݑሻߤ
ሺ௠ೖሻቛ ൏

ଵ

௞
		.	 

Set ݔ௞ ≔ ௡ೖݔ
ሺ௠ೖሻ	ܽ݊݀	ݑ௞ ≔ ௡ೖݑ

ሺ௠ೖሻ	 . From ሺܿ′ሻ and ሺ݀′ሻ we conclude ߤ ∈ ߤ ௔௣ሺܰሻ  and henceߪ ∈
 ,.  Consequently	ାሺܰሻߪ

݈݅݉௞→ஶ݂݅݊ሾݔ௞, ௞ሿݔ ൐ 0	. 
On the other hand, we have 

|ሾݔ௞, |௞ሿݔ ൑ |ሾݔ௞ െ ሺܰ െ ,௞ݑሻߣ |௞ሿݔ ൅ |ሾሺܰ െ ,ሻu௞ߣ ௞ݔ െ ሺܰ െ  |௞ሿݑሻߣ
൅	|ሾሺܰ െ ,௞ݑሻߣ ሺܰ െ  |௞ሿݑሻߣ

൑
2
݇
൅
1
݇
‖ሺܰ െ ‖௞ݑሻߣ ൅ หൣ൫ܰା െ ,௞ݑ൯ߣ̅ ൫ܰା െ  ௞൧หݑ൯ߣ̅

൑
2
݇
൅
1
݇
൬
1
݇
൅ ௞‖൰ݔ‖ ൅

1
݇ଶ

൑
6
݇
		, 

which is a contradiction.  
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      In what follows we derive some direct consequences of Theorem (6.2.22) (see also Lemma (6.2.13) 
and Corollary (6.2.21)). 
Corollary (6.2.23)[1].  If ߪ is a spectral set of ܰ which is of positive type with respect to ܰ, then σ is 
of two-sided positive type with respect to ܰ. In particular, if ߣ	 ∈  ,ሺܰሻߪ ାሺܰሻ is an isolated point ofߪ	
then ߣ	 ∈  .ܰ  is a pole of order one of the resolvent of ߣ ାାሺܰሻ, andߪ	
Corollary (6.2.24)[1]. If dim࣢	 ൏∞	, then ߪାሺܰሻ 	ൌ 	ߣ  ାାሺܰሻ. In particular, if for someߪ	 ∈  ሺܰሻ theߪ	
inner product ሾ൉,൉ሿ is positive definite on ݇݁ݎሺܰ	 െ ൫ܰାݎ݁݇     ሻ or onߣ	 െ	 	, then	൯ߣ̅

	ሺܰݎ݁݇ െ ሻߣ	 ൌ ൫ܰାݎ݁݇	 െ	 ൯ߣ̅ ൌ ࣦఒሺܰሻ ൌ ࣦఒഥሺܰ
ାሻ 

Corollary (6.2.25)[1].  Let ܵ	 ⊂ 	ԧ be an open set and assume that ܰ has a local spectral function ܧ on 
ܵ. Then ܵ is of positive type with respect to ܰ if and only if ܧ is a local spectral function of positive 
type. 
Proof. If  ܧ is of positive type, then ܵ is of positive type with respect to ܰ by Lemma (6.2.9). 
Conversely, assume that ܵ	is of positive type with respect to ܰ. Let ∆	߳	ी଴ሺܵሻ . Then from Lemma 
(6.2.5) we conclude that ߂	߳	ܧሺ߂ሻ is selfadjoint. It remains to show that ሺܳ࣢, ሾ൉,൉ሿሻ is a Hilbert space. 
As ܰା commutes with Q, it follows that ܰ|ܳ࣢ is a normal operator in the Krein space ሺܳ࣢, ሾ൉,൉ሿሻ  
with ሺN|Q࣢	ሻା ൌ Nା|Q࣢ . The assertion is now a consequence of σୟ୮ሺN|QHሻ 	⊂ 	σାሺN|QHሻ and 
Theorem (6.2.22).  

A bounded operator T in ሺ࣢, ሾ൉,൉ሿሻ is said to be fundamentally reducible if there exists a 
fundamental decomposition ࣢ ൌ ࣢ାሾ∔ሿ࣢ି of ࣢ such that both ࣢ା and ࣢ି are ܶ -invariant. Note 
that a fundamentally reducible normal operator is always normal in a Hilbert space. A fundamentally 
reducible operator ܶ is called strongly stable if 

σሺT	|࣢ାሻ 	∩ 	σሺT	|࣢ିሻ 	ൌ 	∅,	
cf. [6]. The following corollary was already showed in [15] under the additional assumption that 
σሺImNሻ 	⊂ 	Թ and that a growth condition (41) on the resolvent of ሺܰ݉ܫ holds near Թ. Here, it 
immediately follows from [6] and Theorem (6.2.22). 
Corollary (6.2.26)[1] The following statements are equivalent. 
(i) ܰ is strongly stable. 
(ii) There exists δ	 ൐ 	0 such that every normal operator ܺ with ‖ܺ െ ܰ‖ 	൏  is fundamentally ߜ	
reducible. 
(iii) ߪሺܰሻ 	ൌ ାሺܰሻߪ	 	∪  .ሺܰሻିߪ	

In view of Corollary (6.2.23) the question arises whether the sets ߪାሺܰሻ	and ߪାାሺܰሻ	possibly 
even coincide. We cannot give a definite answer to this question here. However, the following 
proposition shows that a possible counterexample can only be found in an infinite-dimensional Krein 
space which is not a Pontryagin space. 
Proposition (6.2.27)[1]. If ሺ࣢, ሾ൉,൉ሿሻ is a Pontryagin space, then ߪାሺܰሻ 	ൌ  .ାାሺܰሻߪ	
Proof. It is easy to see (see also [14]) that the space ࣢ can be decomposed into a direct orthogonal sum 
࣢ ൌ ࣢ଵሾ∔ሿ࣢ଶ with closed ܰ െ	and	ܰା-invariant subspaces ࣢ଵ and ࣢ଶ such that dim࣢ଵ 	൏ ∞ and 
the operators ܴ݁ܰ|࣢ଶ and ImN|࣢ଶhave real spectra. Set ௝ܰ ∶ൌ 	ܰ|࣢௝ , ݆	 ൌ 	1, 2. Owing to the 
properties of selfadjoint operators in Pontryagin spaces and [15] the operator ଶܰ has a local spectral 
function of positive type on neighborhoods of spectral points of positive type of ଶܰ. The assertion now 
follows from Lemma (6.2.9) and Corollary (6.2.24).  
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List of symbol 
 
 

Symbol Page 

inf : Infimum  1 

ାଶܮ  : Hilbert space 1 

Vm : Vivozub-Matsaev  2 

ran : range 2 

vm : Vivozub-Matsaev 2 

dim : dimension 3 

Ker : Kernel  5 

dom : domain 8 

max : maximum 8 

deg : degree 8 

 Sup: Supremum 10 

Im : Imaginary  11 

Min :minimum 27 

Lip: Lipschitz 29 

const : constant 30 

dist : distant 32 

 ஶ: Lebesgue space 32ܮ

⨁ : Orthogonal decomposition  33 

sgn: sign 66 

 ଶ: Hilbert space 68ߡ

arg : argument 68 

⨂ : Tensor product 69 

ܵ௣: Schatten- vcn Neumunn 74 

ஶ,ଵܤ
ଵ : Besov class 75 

diag : diagonal 83 

Cls : Closed Linear span 85 

⊖ : Direct difference 93 

ind : index 105 

ap : approximate point 116 

Re : Real  130 

 ஶ: Hilbert space 139ߡ
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