Chapter 1

Linear Elliptic Equations and New Hardy Inequalities

We apply results then provide two applications of inequalities. We improve recent results by showing that the blow-up phenomena of the gradient can also occur in Hardy spaces. The Hardy inequalities for Sobolev–Zygmund spaces are obtained via an integral formula estimating the oscillation in a ball of radius $r$ of a general function $u$ in the usual Sobolev space. We shall give a pointwise estimate for the solution $u$ of linear equation $-\Delta u = -\text{div}(F)$ for a bounded function $F$, using the distance function $\delta$.[1]

Section (1.1): An Equivalence Relation Between The Growth of The Data and The Growth of The Solution

The main motivation of this chapter comes from the study of the blow-up of the gradient of very weak solution of linear equation. We recall that

$$\begin{cases}
\text{there is a unique solution } u \in L^1(\Omega) \text{satisfying} \\
-\int_{\Omega} u\Delta \varphi dx = \int_{\Omega} f \varphi dx, \forall \varphi \in C^2(\Omega), \varphi = 0 \text{ on } \partial \Omega,
\end{cases}$$

(1)

where $f \in L^1(\Omega; \delta)$ with $\delta(x)$ is the distance of $x$ to the boundary of $\Omega$.

In particular, there exists a $c > 0$: $\int_{\Omega} |\Delta u| \delta dx \leq c \int_{\Omega} |f| \delta dx$. We recall below (see Proposition (1.1.6)) some known results in that sense,

One of the main features of this chapter is to emphasize the role of the Hardy inequalities in the study of the Brezis’ problem. But at the same time, we give an alternative proof of the blow-up in $L(\log L)$ and we generalize this blow-up result by proving that it happens also in some weighted spaces or Hardy spaces. The techniques to obtain such results rely partly on some new Hardy inequalities and the following equivalence, for $u$ solution of (1), $f \geq 0$,

$$\frac{u}{\delta} \in L^1(\Omega) \text{ if and only if } \int_{\Omega} f\delta(1 + |\log \delta|) dx \text{ is finite.} \quad (2)$$
Here, \( \Omega \) is a bounded open set of class \( C^{2,1} \). It is well known that the following Hardy inequality
\[
\int_{\Omega} \left| \frac{v}{\delta} \right| dx \leq c_p |\nabla v|_{L^p(\Omega)} \text{ for } v \in W_0^{1,p}(\Omega), 1 < p \leq +\infty \text{ but not for } p = 1.
\]
Nevertheless, we know that the following Hardy inequality holds true:
\[
\int_{\Omega} \frac{|v|}{\delta} dx \leq c \int_{\Omega_*} |\nabla v|_{**}(t) dt = c |\nabla v|_{L(\log L)} \text{ whenever } v \in W_0^1 L(\log L) \quad (3)
\]
with \( |\nabla v|_{**}(t) = \frac{1}{t} \int_0^t |\nabla v|_*(\sigma) d\sigma \) for \( t > 0 \), \( |\nabla v|_* \) the decreasing monotone rearrangement of \( |\nabla v| \), and \( W_0^1 L(\log L) = \{ \varphi \in W_0^{1,1}(\Omega) : \int_{\Omega_*} |\nabla \varphi|_{**}(t) dt < +\infty \} \), \( \Omega_* = (0, |\Omega|) \) = means \( |\Omega| \) (see next paragraph for more details). Therefore, we recover from (2) and (3), that is if \( f \notin L^1(\Omega; \delta(1 + |\log \delta|)) \), \( f \geq 0 \), then the solution \( u \) of (1) satisfies
\[
\int_{\Omega_*} |\nabla u|_{**}(t) dt = +\infty. \tag{4}
\]
Some of our results, in this chapter will generalize the Hardy inequality (3). Namely we shall prove in Theorem (1.2.1).

If \( \Omega \) is an open bounded Lipschitzian set of \( \mathbb{R}^N \), then there exists a constant \( c_\Omega > 0 \) such that
\[
\int_{\Omega} \frac{|v(x)|}{\delta x} dx \leq c_\Omega \int_{\Omega} |\nabla v|(1 + |\log \delta|) dx \equiv c_\Omega |v|, \\
\forall v \in W_0^1(\Omega; 1 + |\log \delta|).
\]
Again from relation (2) and Theorem (1.2.1), we recover the result shown that
\[
\int_{\Omega} |\nabla u||\log \delta| dx = +\infty, \tag{5}
\]
whenever \( u \) is solution of (1) with \( f \notin L^1(\Omega; \delta(1 + |\log \delta|)), f \geq 0 \).
A more general Hardy inequality including (3) can be obtained using the Hardy space instead of \( L(\log L) \). More precisely, if we denote by \( \mathcal{H}^1(\Omega) \) the Hardy space, we can associate the Sobolev space

\[
W_0^1 \mathcal{H}^1(\Omega) \text{ the closure of } C_c^\infty(\Omega) \text{ in } \left\{ \varphi \in W_0^{1,1}(\Omega) : \frac{\partial \varphi}{\partial x_i} \in \mathcal{H}^1(\Omega), i = 1, \ldots, N \right\}:
\]

\[
W_0^1 \mathcal{H}^1(\Omega) = \overline{C_c^\infty(\Omega)}_{||-||}.
\]

For nonnegative functions we shall define

\[
W_0^1 \mathcal{H}^1(\Omega) = \overline{C_c^\infty(\Omega)}_{||-||}.
\]

We shall prove here in Theorem (1.2.16) (Hardy inequality in Hardy space):

Assume that \( \Omega \) is an open bounded set of class \( C^2 \). Then there exists a constant \( c > 0 \) such that

\[
\forall \psi \in W_0^1 \mathcal{H}^1(\Omega), \quad \int_{\Omega} \frac{\psi}{\delta}(x) \, dx \leq c \sum_{i=1}^{N} \left| \frac{\partial \psi}{\partial x_i} \right|_{\mathcal{H}^1}.
\]

Note that if \( \frac{\partial \varphi}{\partial x_i} \in L(\log L), \varphi \in W_0^{1,1}(\Omega) \), then \( \frac{\partial \varphi}{\partial x_i} \in \mathcal{H}^1(\Omega) \).

We will show that the blow-up result given in relation (4) is also true in \( \mathcal{H}^1(\Omega) \), that is to say:

if \( f \not\in L^1(\Omega; \delta(1 + \log \delta)), f \in L_+^1(\Omega; \delta) \), then the very weak solution of (1) satisfies

\[
\sum_{i=1}^{N} \left| \frac{\partial u}{\partial x_i} \right|_{\mathcal{H}^1(\Omega)} = +\infty.
\]

Since the dual of \( L(\log L) \) is \( L_{exp} \), the above results lead us to reconsider the study of Hardy inequalities for Sobolev spaces in the “borderline” cases

\[
W_0^{1,L_{exp}^\alpha}(\Omega) = \left\{ u \in W_0^{1,1}(\Omega) : |\nabla u| \in L_{exp}^\alpha(\Omega) \right\}, \text{ where } \alpha > 0
\]
\[ L_{\text{exp}}^\alpha(\Omega) = \left\{ u \in L^1(\Omega) : \exists \lambda(u) = \lambda > 0 \text{ so that } \int_\Omega e^{\lambda |u(x)|^2} \, dx < +\infty \right\}. \]

Indeed, we will show that three exist \( c_\Omega > 0, \forall \varphi \in W^1_0 L_{\text{exp}}^\alpha(\Omega), \) one has

\[ |\varphi(x)| \leq c_\Omega \delta(x) (1 + |\log \delta(x)|)^\alpha |\nabla \varphi|_{L_{\text{exp}}^\alpha(\Omega)}. \quad (7) \]

The idea the proof relies on the observation that there is a link between the oscillation of \( \varphi \) and (7) namely, we will show that there exists a constant \( \gamma \Omega > 0 \) such that \( \forall \varphi \in W^1_0 L_{\text{exp}}^\alpha(\Omega), \forall B(x; r), \) ball of radius \( r > 0 \) centered at \( x \), contained in \( \Omega \), one has

\[ \text{osc}_{B(x,r)} \varphi \leq \gamma \Omega (1 + |\log r|)^\alpha r |\nabla \varphi|_{L_{\text{exp}}^\alpha(\Omega)}. \quad (8) \]

The proof of (8) relies on an integral formula related to the relative rearrangement of \(|\nabla \varphi|\) with respect to \( \varphi \).

Let us mention that we will also prove a similar property for the solution \( u \in H^1_0(\Omega) \), of \((L_F)\)

\[ -\Delta u = -\text{div} (F), F \in L^\infty(\Omega)^N. \]

In particular, we will show here in Theorem (1.2.12).

If \( \Omega \) is an open bounded set of class \( C^2 \), then the unique solution \( u \) of \((L_F)\) satisfies, there exists a constant \( c_\Omega > 0 \):

\[ |u(x)| \leq c_\Omega |F|_\infty \delta(x) (1 + |\log \delta(x)|), \quad \forall x \in \Omega. \]

For a Lebesgue measurable set \( E \) of \( \Omega \) we denote by \( |E| \) its measure.

The decreasing rearrangement of a measurable function \( u: \Omega \to \mathbb{R} \) is given by

\[ u_*: \Omega_* = [0, |\Omega|] \to \mathbb{R}, \quad u_*(s) = \inf \{ t \in \mathbb{R} : |u > t| \leq s \}, \]

\[ u_*(0) = \text{ess sup}_\Omega u, \quad u_*(|\Omega|) = \text{ess sup}_\Omega u. \]

We shall use the following Lorentz spaces, for \( 1 < p < +\infty \), \( 1 \leq q \leq +\infty \)
\( L^p,q(\Omega) = \left\{ v: \Omega \to \mathbb{R} \text{ measureable} \left| v\right|_{L^p,q}^q = \int_0^{\left|\Omega\right|} \left[ t^p \left| v\right|^{**}(t) \right]^q \frac{dt}{t} < +\infty \right\}, \)

For \( q < +\infty: \)

\( L^{p,\infty}(\Omega) = \left\{ v: \Omega \to \mathbb{R} \text{ measureable} \left| v\right|_{L^{p,\infty}} = \sup_{t \leq \left|\Omega\right|} t^p \left| v\right|^{**}(t) < +\infty \right\}, \)

\( \chi_E \) is the characteristic function of a set \( E \subset \Omega \) and \( \left| v\right|^{**}(t) = \frac{1}{t} \int_0^t \left| v\right|^{*}(s) \, ds \) for \( t \in \Omega^{*} = \left]0, \left|\Omega\right|\right[. \)

We denote by \( \partial_i = \frac{\partial}{\partial x_i}, \partial_{ij} = \frac{\partial^2}{\partial x_i \partial x_j} \). We define the following sets

\[ W^1L^p,q(\Omega) = W^1(\Omega, |\cdot|_{p,q}) = \{ v \in W^{1,1}(\Omega) : |\nabla v| \in L^{p,q}(\Omega) \}. \]

We shall denote by \( c \) various constants depending only on the data.

The notation \( \approx \) stands for equivalence of nonnegative quantities, that is

\[ \Lambda_1 \approx \Lambda_2 \iff \exists c_1 > 0, c_2 > 0 \text{ such that } c_1 \Lambda_1 \leq \Lambda_1 \leq c_2 \Lambda_2. \]

\( B(x;r) \) will denote the ball of \( \mathbb{R}^N \) centered at \( x \) of radius \( r > 0 \).

\( C^m_c(\Omega) = \{ \phi \in C^m(\Omega) : \phi \text{ has compact support} \} \)
\( C^m_c(\Omega) = \{ \phi \in C^m(\Omega), \phi \geq 0 \}. \)

For \( \alpha > 0 \), we set

\[ L^\alpha_{exp}(\Omega) = \left\{ v: \Omega \to \mathbb{R} \text{ measurable} : \left| v\right|_\alpha = \sup_{t \leq \left|\Omega\right|} \frac{\left| v\right|^{*}(t)}{\left(1 + \log \frac{\left|\Omega\right|}{t}\right)^\alpha} < +\infty \right\}, \]

\[ L(\log L) = \left\{ v: \Omega \to \mathbb{R} \text{ measurable} : \left| v\right|_{L(\log L)} = \int_0^{\left|\Omega\right|} \left| v\right|^{**}(t) \, dt < +\infty \right\}. \]

We note that \( L^\alpha_{exp}(\Omega) = L_{exp}(\Omega) \) and \( L(\log L) \) are associate each other.
To define the Hardy spaces for $\Omega$, we first recall the definition of $H^1(\mathbb{R}^N)$ and BMO($\mathbb{R}^N$).

We first begin with the definition of $H^1(\mathbb{R}^N)$. We consider $\theta \in C_c^\infty(\mathbb{R}^N)$ such that $\theta(x) = 0$ for $|x| \geq 1, \int_{\mathbb{R}^N} \theta \, dx = 1, |\nabla \theta|_{\infty} \leq 1$. We set $\theta_t(x) = t^{-N} \theta(\frac{x}{t})$ for $t > 0$.

For $f \in L^1(\mathbb{R}^N)$ we define

$$M_\theta f(x) = \frac{1}{|Q|} \int_Q f(x) \, dx$$

and

$$H^1(\mathbb{R}^N) = \{ f \in L^1(\mathbb{R}^N) : M_\theta f \in L^1(\mathbb{R}^N) \}.$$ 

**Property (1.1.1) [1]:**

(i) If $f \in L^q(\mathbb{R}^N), q > 1$ or in $L(\log L)$ having compact support and $\int_{\mathbb{R}^N} f(x) \, dx = 0$, then $f \in H^1(\mathbb{R}^N)$. Moreover, we have a constant $c > 0$ such that $M_\theta f(x) \leq c Mf(x)$ for a.e. $x, Mf$, is the usual Hardy–Littelwood maximal operator.

(ii) There exists a constant $c > 0$ such that, $\forall f \in H^1(\mathbb{R}^N)$

$$|f|_{L^1(\mathbb{R}^N)} \leq c |M_\theta f|_{L^1(\mathbb{R}^N)}.$$

(iii) $H^1(\mathbb{R}^N)$ endowed with the norm $|f|_{H^1} = |M_\theta f|_{L^1}$ is a Banach space.

(iv) The set $\{ \varphi \in C_c^\infty(\mathbb{R}^N) : \int_{\mathbb{R}^N} f(x) \, dx = 0 \}$ is dense in $H^1(\mathbb{R}^N)$.

We shall use the dual of $H^1(\mathbb{R}^N)$ called BMO($\mathbb{R}^N$) (set of bounded mean oscillation functions) is defined as follows:

**Definition (1.1.2) [1]: (BMO($\mathbb{R}^N$))**

For any cube $Q$ of $\mathbb{R}^N$ and $f \in L^1_{loc}(\mathbb{R}^N)$, we denote by $|Q|$ its measure and $f_Q = \frac{1}{|Q|} \int_Q f(x) \, dx$ the average of $f$ over $Q$. We will say that $f \in \text{BMO}(\mathbb{R}^N)$ if
A function \( f \in \text{BMO}(\mathbb{R}^N) \) is said to be in \( \text{log VMO}(\mathbb{R}^N) \) (vanishing mean oscillation with logarithm rate) if it is bounded and

\[
\sup_{Q \subset \mathbb{R}^N} \frac{1}{|Q|} \int_Q |f(x) - f_Q| \, dx < +\infty.
\]

Next we want to introduce the notion of \( \mathcal{H}^1(\Omega) \) as follows:

**Definition (1.1.3) [1]:** \( (\mathcal{H}^1(\Omega)) \)

Let \( \Omega \) be a bounded open set and \( \Delta_0(\Omega) = \{ \varphi \in C^\infty_c(\Omega) : \int_{\Omega} \varphi(x) \, dx = 0 \} \). According to the above property, we can identify \( \Delta_0(\Omega) \) as a subspace of \( \mathcal{H}^1(\mathbb{R}^N) \). We set for \( \varphi \in \Delta_0(\Omega) \)

\[
|\varphi|_{\mathcal{H}^1(\Omega)} = |\varphi|_{\mathcal{H}^1(\mathbb{R}^N)}.
\]

Then we define

\[
\mathcal{H}^1(\Omega) = \overline{\Delta_0(\Omega)}_{|_{\mathcal{H}^1(\mathbb{R}^N)}},
\]

the closure of \( \Delta_0(\Omega) \) with respect to the above norm.

For \( \varphi \in C^\infty_c(\Omega) \) we have \( \frac{\partial \varphi}{\partial x_i} \in \mathcal{H}^1(\Omega) \) for \( i = 1, \ldots, N \). We denote by

\[
\| \nabla \varphi \|_{\mathcal{H}^1(\Omega)} = \sum_{i=1}^{N} \left| \frac{\partial \varphi}{\partial x_i} \right|_{\mathcal{H}^1(\Omega)}.
\]

and

\[
W^1\mathcal{H}^1(\Omega) = \{ \varphi \in L^1(\Omega) : \text{for } i = 1, \ldots, N, \frac{\partial \varphi}{\partial x_i} \in \mathcal{H}^1(\Omega) \}.
\]

We endow it by the following norm

\[
\| \varphi \| = \| \nabla \varphi \|_{\mathcal{H}^1(\Omega)} + |\varphi|_{L^1(\Omega)} \text{ and } C^\infty_c(\Omega) \subset W^1\mathcal{H}^1(\Omega).
\]
We define
\[ W^1_0 \mathcal{H}^1(\Omega) = \overline{C_c^\infty(\Omega) \mathcal{L} \mathcal{L}} + \mathcal{H} \mathcal{L}, \quad W^1 \mathcal{H}^1(\Omega) = \overline{C_c^\infty(\Omega) \mathcal{L} \mathcal{L}} + \mathcal{H} \mathcal{L}. \]

Many properties can be developed for these spaces, we only state few of them which are necessary for our chapter.

**Proposition (1.1.4) [1]:**

(i) The embedding of \( W^1_0 \mathcal{H}^1(\Omega) \) is continuous.

(ii) The Poincaré—Sobolev inequality holds true on \( W^1_0 \mathcal{H}^1(\Omega) \) that is there exists a constant \( c > 0 \) such that for all \( \psi \in W^1_0 \mathcal{H}^1(\Omega) \)
\[ |\psi|_{L^1(\Omega)} \leq c \| \nabla \psi \|_{\mathcal{H}^1(\Omega)}. \]

**Proof:**

Let \( \psi \in W^1_0 \mathcal{H}^1(\Omega) \). Then we have a sequence \( \psi_n \in C_c^\infty(\Omega) \)
\[ |\psi_n - \psi|_{L^1} + \| \nabla (\psi_n - \psi) \|_{\mathcal{H}^1} \xrightarrow{n \to +\infty} 0. \]

But we have (see Property (1.1.1))
\[ \left| \frac{\partial}{\partial x_i} (\psi_n - \psi_m) \right|_{L^1} \leq c \left| \frac{\partial}{\partial x_i} (\psi_n - \psi_m) \right|_{L^1}, \]
which shows that
\[ |\nabla (\psi_m - \psi)|_{L^1} \leq c \| \nabla (\psi_n - \psi) \|_{\mathcal{H}^1}. \]

In particular \( \psi_m \to \psi \) in \( W^1_0(\Omega) \), and there exists \( c > 0 \), \( \forall \psi \in W^1_0 \mathcal{H}^1(\Omega) \).
\[ |\psi|_{L^1(\Omega)} \leq c \| \nabla \psi \|_{\mathcal{H}^1(\Omega)}, \]

and
\[ ||| \cdot ||| \text{ is equivalent to } \| \nabla \|_{\mathcal{H}^1}. \]

The following lemma due to Hajlasz implies relation (3).

**Lemma (1.1.5) [1]:**
Let $\Omega$ be an open and bounded subset of $\mathbb{R}^N$. Suppose that there exists a constant $b > 0$ such that
\[
|B(x, r) \cap \Omega^c| \geq b|B(x, r)| \text{ for every } x \in \partial \Omega, \text{ and } r > 0
\] (for instance if $\partial \Omega$ is $C^1$). Then there exists a constant $c > 0$ depending only on $N$ and $b$ such that the inequality
\[
|v(x)| \leq c \delta(x) M(|\nabla v|)(x)
\] holds for all $v \in C_c^\infty(\Omega)$ and all $x \in \Omega$.

Here, $M(|\nabla u|)$ is the maximal function of $|\nabla u|$.

Indeed, to obtain relation (3), we have a constant $c_\Omega > 0$
\[
c_\Omega M(|\nabla v|)_*(s) \leq |\nabla u|_*(s), \quad \forall s > 0,
\] (11)
and from relations (10) and (11), we deduce relation (3), knowing from Donaldson Trudinger’s result that $C_c^\infty(\Omega)$ is dense in the closed set $W^1_0 L(\log L)$.

We recall also the following results obtained previously for the very weak solution of (1):

**Proposition (1.1.6) [1]:**

Let $\Omega$ be an open bounded set of $C^{2,1}$ in $\mathbb{R}^N$, $f \in L^1(\Omega, \delta)$. Then there exists a constant $c > 0$ such that for any solution $u$ of (1), one has:
\begin{enumerate}
  \item[(i)] $|\nabla u|_{L^{1,N}(\Omega, \delta)} \leq c |f|_{L^1(\Omega, \delta)}$, $|u|_{L^{N'}(\Omega)} \leq c |f|_{L^1(\Omega, \delta)}$, $N \geq 2$.
  \item[(ii)] If $f \geq 0$, then $u \geq 0$.
  \item[(iii)] If $f \in L^1(\Omega; \delta(1 + |\log \delta|))$, then
    \[u \in W^{1,1}_0(\Omega) \quad \text{and} \quad |\nabla u|_{L^1(\Omega)} \leq c |f|_{L^1(\Omega; \delta(1 + |\log \delta|))}.
  \item[(iv)] If $\Omega$ is a ball, $f$ is radial or $N = 1$ and $f \in L^1(|a, b| = \Omega, \delta)$, then
    \[u \in W^{1,1}_0(\Omega) \quad \text{and} \quad |\nabla u|_{L^1(\Omega)} \leq c |f|_{L^1(\Omega, \delta)}.
\end{enumerate}

Here $\delta(x)$ is the distance of $x \in \Omega$ to be boundary $\partial \Omega$. 8
Now we shall prove the equivalence relation (2) for the very weak solution (1) which shall motive the next paragraph concerning Hardy inequalities.

Let us consider $u$ the very weak solution of (1). We then have

**Theorem (1.1.7) [1]:**

Let $\Omega$ be an open bounded set of $C^{2,1}$ in $\mathbb{R}^N$. There exists a constant $c > 0$ depending only on $\Omega$ such that for all $f \in L^1(\Omega, \delta(1 + |\log \delta|)), f \geq 0$, and every weak solution $u$ of (1), one has

$$\int_{\Omega} \frac{u}{\delta} \, dx \leq c \int_{\Omega} f (1 + |\log \delta|) \delta \, dx,$$

and

$$\int_{\Omega} f \delta |\log \delta| \, dx \leq c \left[ \int_{\Omega} f \delta \, dx + \int_{\Omega} \frac{u}{\delta} \, dx \right].$$

**Proof:**

Since the set $\{ \varphi \in C^2(\bar{\Omega}); \varphi = 0$ on $\partial \Omega \}$ is dense in $X_p(\Omega) = W^{1,p}_0(\Omega) \cap W^{2,p}(\Omega)$ for any $p > 1$, we can easily replace the set of test functions by $X_p(\Omega), p > N$ (fixed).

Consider $\varphi_1 \in X_p(\Omega)$, the first eigenfunction of the operator $-\Delta$ say $-\Delta \varphi_1 = \lambda_1 \varphi_1, \lambda_1 > 0$.

We know that there exist $c_0 > 0, c_1 > 0$:

$$c_0 \delta \leq \varphi_1 \leq c_1 \delta. \quad (12)$$

For $0 < \varepsilon < \frac{1}{2}$ let $\varphi = \varphi_1 \log(\varphi_1 + \varepsilon)$. Then $\varphi \in C^2(\bar{\Omega}), \varphi = 0$ on $\partial \Omega$.

Therefore, one can use it as a test function.
Developing the Laplacian term, one has

\[
\Delta(\varphi_1 \log(\varphi_1 + \varepsilon)) = \Delta \varphi_1 \left( \log(\varphi_1 + \varepsilon) + \frac{\varphi_1}{\varphi_1 + \varepsilon} \right) + |\nabla \varphi_1|^2 \left[ \frac{1}{\varphi_1 + \varepsilon} + \frac{\varepsilon}{(\varphi_1 + \varepsilon)^2} \right]. (14)
\]

Since \(-\Delta \varphi_1 = \lambda_1 \varphi_1\) and \(c_6 = \text{Max}_\Omega |\nabla \varphi_1|^2 < +\infty\), we derive from relations (13) and (14).

\[
\int_{\Omega} f \varphi_1 \log(\varphi_1 + \varepsilon) \, dx \\
\leq +\lambda_1 \int_{\Omega} u \varphi_1 \log(\varphi_1 + \varepsilon) \, dx + \lambda_1 \int_{\Omega} \frac{\varphi_1^2 u}{\varphi_1 + \varepsilon} \, dx \\
+ c_6 \int_{\Omega} u \left[ \frac{1}{\varphi_1 + \varepsilon} \\
+ \frac{\varepsilon}{(\varphi_1 + \varepsilon)^2} \right] \, dx. (15)
\]

We estimate each term of relation (15) as follows

\[
c_6 \int_{\Omega} u \left[ \frac{1}{\varphi_1 + \varepsilon} + \frac{\varepsilon}{(\varphi_1 + \varepsilon)^2} \right] \, dx \leq c_7 \int_{\Omega} \frac{u}{\delta} \, dx, \quad (16)
\]

\[
\lambda_1 \int_{\Omega} \frac{\varphi_1^2 u}{\varphi_1 + \varepsilon} \, dx \leq c_8 \int_{\Omega} \frac{u}{\delta} \, dx, \quad (17)
\]
\[ \lambda_1 \int_{\Omega} u|\varphi_1 \log(\varphi_1 + \varepsilon)| \, dx \leq c_{10} \int_{\Omega} \frac{u}{\delta} \, dx. \]  

(18)

Therefore, we have

\[ \left| \int_{\Omega} f \varphi_1 \log(\varphi_1 + \varepsilon) \, dx \right| \leq c_{11} \int_{\Omega} \frac{u}{\delta} \, dx. \]  

(19)

Next, we write

\[ \int_{\Omega} f \varphi_1 |\log(\varphi_1 + \varepsilon)| \, dx = - \int_{\Omega} f \varphi_1 \log(\varphi_1 + \varepsilon) \, dx + 2 \int_{\{\varphi_1 + \varepsilon > 1\}} f \varphi_1 \log(\varphi_1 + \varepsilon) \, dx. \]  

(20)

For \( 0 < \varepsilon < \frac{1}{2} \), we have

\[ 2 \int_{\{\psi_1 + \varepsilon > 1\}} f \varphi_1 \log(\varphi_1 + \varepsilon) \, dx \leq c_{12} \int_{\Omega} f \delta \, dx. \]  

(21)

So, from (19) to (21), we have

\[ \int_{\Omega} f \varphi_1 |\log(\varphi_1 + \varepsilon)| \, dx \leq c_{13} \left[ \int_{\Omega} \frac{u}{\delta} \, dx + \int_{\Omega} f \delta \, dx \right]. \]  

(22)
From which we derive the second statement, letting $\varepsilon \to 0$. While for the first statement, we use relations (13) and (14) to have

$$
\int_{\Omega} u \frac{|\nabla \varphi_1|^2}{\varphi_1 + \varepsilon} \left( 1 + \frac{\varepsilon}{\varphi_1 + \varepsilon} \right) dx
$$

$$
= \lambda_1 \int_{\Omega} u \varphi_1 \left( \log(\varphi_1 + \varepsilon) + \frac{\varphi_1}{\varphi_1 + \varepsilon} \right) dx
$$

$$
- \int_{\Omega} f \varphi_1 \log(\varphi_1 + \varepsilon) \, dx.
$$

From which we derive

$$
\int_{\Omega} u \frac{|\nabla \varphi_1|^2}{\varphi_1 + \varepsilon} \, dx \leq c_{14} \int_{\Omega} u \, dx + c_{14} \int_{\Omega} f \varphi_1 |\log(\varphi_1 + \varepsilon)| \, dx.
$$

Using Proposition (1.1.4) and relation (12)

$$
\int_{\Omega} u \frac{|\nabla \varphi_1|^2}{\varphi_1 + \varepsilon} \, dx \leq c_{15} \int_{\Omega} f (1 + |\log \delta|) \delta \, dx.
$$

We can define Hopf’s maximum principle: (Let $u = u(x), x = (x_1, \ldots, x_n)$, be a $C^2$ function which satisfies the differential inequality

$$
Lu = \sum_{i,j} a_{ij}(x) \partial^2_{x_i x_j} u + \sum_i b_i(x) \partial_{x_i} u \geq 0
$$

in a domain $\Omega$. Suppose the (symmetric) matrix $[a_{ij}] = [a_{ij}(x)]$ is locally uniformly positive in $\Omega$ (that is, for any given compact subset $\Omega'$ of $\Omega$, the quadratic from

$$
\sum_{ij} a_{ij}(x) n_i n_j
$$
is positive and uniformly bounded from 0 for all \( x \) in \( \Omega' \) and all vectors \( n \) in \( \mathbb{R}^n \) with \( |n| = 1 \), and the coefficients \( a_{ij}, b_i = b_i(x) \) are locally bounded in \( \Omega \).

If \( u \) takes a maximum value \( M \) in \( \Omega \), then \( u \equiv M \) in \( \Omega \). \cite{5}

By the Hopf maximum, we deduce that there exists a neighbourhood of boundary denoted by \( \Omega_0 \subset \Omega \) such that \( \min_{x \in \Omega_0} |\nabla \varphi_1|^2(x) > 0 \).

Thus,

\[
\int_{\Omega_0} \frac{u}{\delta} \, dx \leq c_{16} \int_{\Omega} f \left( 1 + |\log \delta| \right) \delta \, dx,
\]

using relation (25). While on \( \Omega \setminus \Omega_0, \inf_{\Omega \setminus \Omega_0} \delta(x) > 0 \) and then

\[
\int_{\Omega \setminus \Omega_0} \frac{u}{\delta} \, dx \leq c_{17} \int_{\Omega} u \, dx \leq c_{18} \int_{\Omega} f \delta \, dx.
\]

From the two last relations, we have

\[
\int_{\Omega} \frac{u}{\delta} \, dx \leq c_{19} \int_{\Omega} f \left( 1 + |\log \delta| \right) \delta \, dx.
\]

As a corollary of the above theorem, we can deduce the same equivalence replacing the operator \(-\Delta\) by a general operator, say let us consider

\[
L_\varphi = -\sum_{i,j=1}^{N} \partial_i \left( a_{ij}(x) \partial_j \varphi \right) + \sum_{i=1}^{N} b^i(x) \partial_i \varphi + c_0(x) \varphi,
\]

under the same assumption say \( a_{ij} \in C^{0,1}(\Omega), b^i \in C^{0,1}(\Omega), c_0 \in L^\infty(\Omega), c_0 \geq 0, \exists \nu_0 > 0 \) such that \( \forall \xi = (\xi_1, \ldots, \xi_N) \in \mathbb{R}^N \)

\[
\sum_{i,j=1}^{N} a_{ij}(x) \xi_i \xi_j \geq \nu_0 |\xi|^2,
\]
\( c_0(x) - \frac{1}{2} \sum_{i=1}^{N} \partial_i b^i(x) \geq 0 \) a.e. in \( \Omega \). We denote by \( L^* \) its adjoint.

**Corollary (1.1.8) [1]:**

Let \( f \geq 0, f \in L^1(\Omega; \delta) \) and \( w \) be the very weak solution of

\[
Lw = f \text{ in } \Omega, \quad w = 0 \text{ on } \partial\Omega
\]

in the sense of

\[
\int_{\Omega} w L^* \varphi \, dx = \int_{\Omega} f \varphi \, dx,
\]

\( \forall \varphi \in X_p(\Omega) = W_0^{1,p}(\Omega) \cap W^{2,p}(\Omega), p > N \).

If \( f \in L^1(\Omega; \delta(1 + |\log \delta|)) \), then

\[
\int_{\Omega} \frac{w}{\delta} \, dx \leq c \int_{\Omega} f(1 + |\log \delta|) \delta \, dx,
\]

and

\[
\int_{\Omega} f \delta |\log \delta| \, dx \leq c \left( \int_{\Omega} f \varphi \, dx + \int_{\Omega} \frac{w}{\delta} \, dx \right).
\]

**Proof:**

Let us denote by \( G_{-\Delta} \) the Green function associated to \( -\Delta \) with the Dirichlet boundary condition and by \( G_L \) the one associated to \( L \) with the Dirichlet boundary condition.

One has \( G_{L^*}(y, x) = G_L(x, y), \forall (x, y) \in \Omega, x \neq y \). According to Stampacchia’s result one has two constants

\[
c_{20} > 0, \quad c_{21} > 0, \forall (x, y) \in \Omega \times \Omega \setminus \{(x, x), x \in \Omega\},
\]

\[
c_{20} G_{-\Delta}(x, y) \leq G_L(x, y) \leq c_{21} G_{-\Delta}(x, y).
\]

Therefore, we have \( c_{20} u(x) \leq w(x) c_{21} u(x), \text{ a.e. } x \in \Omega \), where
\[ u(x) \]

\[ = \int_{\Omega} G_\Delta(x, y) f(y) \, dy \] is the very weak solution of (1) \hspace{1cm} (31)

and

\[ w(x) = \int_{\Omega} G_L(x, y) f(y) \, dy \] is the very weak solution of (29).

Therefore, from relation (31), we derive

\[ c_{20} \int_{\Omega} \frac{u}{\delta} \, dx \leq \int_{\Omega} \frac{w}{\delta} \, dx \leq c_{21} \int_{\Omega} \frac{u}{\delta} \, dx. \] \hspace{1cm} (32)

From relation (32) and Theorem (1.1.7) we get the result.

A first consequence of the above Theorem (1.1.7) and its Corollary (1.1.8) is that we recover the blowup result.

**Theorem (1.1.9) [1]:**

Let \( u \) be the very weak solution of (1) with \( f \geq 0, f \in L^1(\Omega, \delta) \). If \( f \notin L^1(\Omega; \delta(1 + |\log \delta|)) \), then

\[ \int_{\Omega} |\nabla u|_{**}(t) \, dt = +\infty. \]

**Proof:**

If \( \int_{\Omega} |\nabla u|_{**}(t) \, dt < +\infty \), then \( u \in W^{1,1}(\Omega) \). Applying a density argument, \( u \) satisfies:\( \forall \phi \in C^2(\bar{\Omega}) \) with \( \phi = 0 \) on \( \partial \Omega \)

\[ \int_{\Omega} \nabla u \cdot \nabla \phi \, dx = \int_{\Omega} f \phi \, dx \]
Integrating by parts this last relation leads to $\int_{\partial \Omega} \gamma_0 u \frac{\partial \varphi}{\partial n} d\Gamma = 0$. Since $f \geq 0$ then $\gamma_0 u \geq 0$, choosing $\varphi$ such that $\frac{\partial \varphi}{\partial n} > 0$, we deduce that

$$\gamma_0 u = 0 \text{ on } \partial \Omega, \ u \in W^{1,1}_0(\Omega),$$

where $\gamma_0$ denotes the trace operator and $\frac{\partial \varphi}{\partial n}$ is the normal trace of $\varphi$.

Therefore, one has

$$u \in W^{1,1}_0 L(\log L) = \left\{ \varphi \in W^{1,1}_0(\Omega), \int_{\Omega_c} |\nabla \phi|_{**}(t) \, dt < +\infty \right\}.$$

By using the result of Donaldson Trudinger, we know that the closure of $C_c^\infty(\Omega)$ with respect to the norm $\|\varphi\| = \int_{\Omega_c} |\nabla \phi|_{**}(t) \, dt = |\nabla \varphi|_{L(\log L)}$ is $W^{1,1}_0(L(\log L))$. Therefore, using relation (3) (consequence of Lemma (1.1.5)), we have

$$0 \leq \int_{\delta} \frac{u}{\delta} \, dx \leq c_\Omega |\nabla u|_{L(\log L)} < +\infty.$$

But Theorem (1.1.7) implies $\int_{\delta} \frac{u}{\delta} \, dx = +\infty$ with is a contradiction.

We have shown also that if $f \notin L^1(\Omega, \delta(1 + |\log \delta |))$, $f \geq 0$, then the very weak solution $u$ of (1) satisfies $\int_{\Omega} |\nabla u| \log \delta \, dx = +\infty$. We can recover such result using the same argument as in Theorem (1.1.9) provided that we show the Hardy inequality given in Theorem (1.2.1). As far as we know such inequality has not been proved yet. Moreover, we can show that Theorem (1.2.1) yields relation (3).
Section (1.2): Non-Standard Sobolev Spaces and Hardy Inequalities

We shall consider the following norm on $C^{0,1}_c(\Omega)$ (set of Lipschitz functions having compact support)

$$
\|v\| = \int_{\Omega} |\nabla v|(1 + |\log \delta|)(x) \, dx
$$

and we define the following Sobolev space $W^1_0(\Omega; 1 + |\log \delta|) = \overline{W^{1,1}_c(\Omega)}$ as the closure of $W^{1,1}_c(\Omega) = \{v \in W^{1,1}(\Omega) \text{ with compact support}\}$, with respect to $\|\cdot\|$.

We note that $\|v\|$ is equivalent to $\int_{\Omega} |\nabla v| |\log \delta| \, dx$ and for $p > 1$

$$
W^{1,p}_0(\Omega) \subset W^1_0(\Omega; L \log L) \subset W^1_0(\Omega; 1 + |\log \delta|),
$$

where $\subset$ stands for continuous embedding.

One has

Theorem (1.2.1) [1]:

Assume that $\Omega$ is an open bounded Lipschitzian set of $\mathbb{R}^N$. Then there exists a constant $c_{\Omega} > 0$ such that

$$
\int_{\Omega} \frac{|v(x)|}{\delta(x)} \, dx \leq c_{\Omega} \int_{\Omega} |\nabla v|(1 + |\log \delta|) \, dx \equiv c_{\Omega} \|v\|, \quad \forall v \in W^1_0(\Omega; 1 + |\log \delta|).
$$

Proof:

Since the boundary $\partial \Omega$ Lipschitzian, we can decompose $\Omega$ as $\Omega = \Omega_0 \cup (\bigcup_{1 \leq i \leq m} \Omega_i)$, with $\text{dist}(\Omega_0, \partial \Omega) > 0$ and $(\tilde{\Omega}_i)$ are a covering of the boundary.

Furthermore, there exist an open set $\mathcal{O}_i \subset \mathbb{R}^{N-1}$, a number $0 < \beta < 1$, a system of coordinates $(x_{i1}, \ldots, x_{iN})$ for $i = 1, \ldots, m$ and a family of Lipschitz functions $a_i: \mathcal{O}_i \to \mathbb{R}$ such that for any point $x \in \partial \Omega \cap \partial \Omega_i$ can be written as $x = (x'_i, a_i(x'_i))$ and

$$
\Omega_i = \{x = (x'_i, x_{iN}) \mid x'_i \in \mathcal{O}_i, \quad a_i(x'_i) < x_{iN} < a_i(x'_i) + \beta\}.
$$
For \( x \in \Omega_i \), the distance \( \delta(x) \) to the boundary is equivalent to \( x_{iN} - a_i(x'_i) \). Let \( v \in W^{1,1}_c(\Omega) \), for \( i = 1, \ldots, m, v \geq 0 \), one has
\[
\int_{\Omega_i} \frac{v(x)}{\delta(x)} \, dx \leq c_i \int_{\partial_i} \frac{a_i(x'_i) + \beta}{a_i(x'_i)} \int_{a_i(x'_i)} v(x) \frac{\partial}{\partial x_{iN}} \log(x_{iN} - a_i(x'_i)) \, dx_{iN}. \quad (33)
\]

Integrating by part this last relation, we have
\[
\int \frac{a_i(x'_i) + \beta}{a_i(x'_i)} v(x) \frac{\partial}{\partial x_{iN}} \log(x_{iN} - a_i(x'_i)) \, dx_{iN}
= - \int \frac{\partial v}{\partial x_{iN}}(x) \log(x_{iN} - a_i(x'_i)) \, dx_{iN} + v(x', a_i(x'_i) + \beta) \log \beta
\leq - \int \frac{\partial v}{\partial x_{iN}}(x) \log(x_{iN} - a_i(x'_i)) \, dx_{iN} \quad (34)
\]
(since \( v \geq 0, \log \beta < 0 \)).

From relations (33) and (34), we derive
\[
\int_{\Omega_i} \frac{v(x)}{\delta(x)} \, dx \leq c_i \int_{\partial_i} \int_{a_i(x'_i)} \left| \frac{\partial v}{\partial x_{iN}}(x) \right| (1 + |\log \delta(x)|) \, dx. \quad (35)
\]

From relation (35), we derive
\[
\int_{\Omega_i} \frac{v(x)}{\delta(x)} \, dx \leq c_i \int_{\Omega} |\nabla v|(x) \left( 1 + |\log \delta(x)| \right) \, dx. \quad (36)
\]

For a signed \( v \in W^{1,1}_c(\Omega) \), one has \(|v| \in W^{1,1}_c(\Omega) \) and then relation (36) holds true since
\[ |\nabla v(x)| = |\nabla v(x)| \text{ a.e.} \]

Since \( W^{1,1}_c(\Omega) \) is dense in \( W^1_0(\Omega, 1 + |\log \delta|) \) we derive the result.

**Corollary (1.2.2) [1]:**

This is a Corollary of Theorem (1.2.1). Under the same assumption as for Theorem (1.2.1), there exists a constant \( c_\Omega > 0 \) such that

\[
\int_{\Omega} \frac{|v(x)|}{\delta(x)} \, dx \leq c_\Omega \int_{\Omega} |\nabla v|_\ast(t) \, dt
\]

\[ \forall v \in W^1_0(\Omega; L(\log L)). \]

**Proof:**

If \( v \in W^1_0(\Omega; L(\log |\delta|)) \), we have

\[
\int_{\Omega} |\nabla v|(1 + |\log \delta|) \, dx \leq \|\nabla v\|_{L(\log L)}\|1 + |\log \delta|\|_{L_{\exp}(\Omega)},
\]

and \( 1 + |\log \delta| \in L_{\exp}(\Omega) \), we deduce the result.

One of the purpose of this paragraph is to show the relations (7) and (8). To do this, we recall the following results and definition:

**Definition (1.2.3) [1]:**

Let \( u \in L^1(\Omega), v \in L^1(\Omega) \). Then the quotient \( \frac{u + \lambda v}{\lambda + u} \) converges as \( \lambda \to 0 \) to a function denoted by \( u \ast u \) in \( L^1 \)-weak (that is for \( \sigma(L^1; L^\infty) \)-topology). Moreover, if \( L(\Omega, \rho) \) is a Banach function space, with the norm \( \rho \) being rearrangement invariant, for simplicity, we write

\[ \rho(u \ast u) = \rho(u), \]

then

\[ \rho(u \ast u) \leq \rho(u) \text{ whenever } u \in L(\Omega; \rho) \quad (37) \]
\(u_{*u}\) is called the relative rearrangement of \(u\) with respect to \(u\).

**Theorem (1.2.4) [1]:**

Let \(u \in W^{1,1}(\Omega), \bar{u} = u|_{B(x,r)}\), the restriction of \(u\) to \(B(x,r) \subset \Omega\). Then

\[
\text{osc}_{B(x,r)} u \leq \frac{\alpha_{N-1}}{\alpha_N} \int_0^{1/N} s^{\frac{1}{N} - 1}(|\nabla \bar{u}|_{*\bar{u}})_* (s) \, ds,
\]

where \(\alpha_m\) denotes the measure of the unit ball in \(\mathbb{R}^m\), \(|\nabla \bar{u}|_{*\bar{u}}\) is the relative rearrangement of \(|\nabla \bar{u}|\) with respect to \(\bar{u}\),

\[
\text{osc}_{B(x,r)} u = \text{ess sup}_{B(x,r)} u - \text{ess inf}_{B(x,r)} u.
\]

We recall the following Zygmund spaces for \(\alpha > 0\)

\[
L^\alpha_{\text{exp}}(\Omega) = \left\{ v: \Omega \to \mathbb{R} \text{ measurable}, \|v\|_{L^\alpha_{\text{exp}}(\Omega)} = \sup_{0 < t \leq |\Omega|} \frac{|v|_*(t)}{(1 + \log \frac{|\Omega|}{t})^\alpha} < +\infty \right\},
\]

\[
W^{1,\alpha}_{\text{exp}}(\Omega) = \left\{ v \in W^{1,1}(\Omega): |\nabla v| \in L^\alpha_{\text{exp}}(\Omega) \right\},
\]

\[
W^{1,\alpha}_{0\text{exp}}(\Omega) = W^{1,1}_{0\text{exp}}(\Omega) \cap W^{1,\alpha}_{\text{exp}}(\Omega).
\]

**Theorem (1.2.5) [1]:**

Let \(\Omega\) be an open bounded set of \(\mathbb{R}^N, r > 0, x \in \Omega\) such that \(B(x; r) \subset \Omega, u \in W^{1,\alpha}_{\text{exp}}(\Omega)\). Then

\[
\text{osc}_{B(x,r)} u \leq \frac{\alpha_{N-1}}{\alpha_N} \int_0^{1/N} s^{\frac{1}{N} - 1} \Gamma(\alpha + 1; \omega_N(r)) \|\nabla u\|_{L^\alpha_{\text{exp}}(\Omega)}
\]

where \(\Gamma(\alpha; x) = \int_x^{+\infty} e^{-t} t^{\alpha - 1} \, dt\),

\[
\omega_N(r) = \frac{1}{N} \left( 1 - \log \left( \frac{\alpha_N}{|\Omega|} r^N \right) \right).
\]

**Proof:**
One has
\[
\frac{\alpha_N r_N^N}{\int_0^1 t \left( |\nabla u| \right) (t) \, dt} \leq \frac{\alpha_N r_N^N}{\int_0^1 t \left( |\nabla u| \right) (t) \, dt}
\] (38)

We then have from Theorem (1.2.4)
\[
\text{osc}_{B(x,r)} u \leq \frac{\alpha_N^{-\frac{1}{N}}}{\alpha_{N-1}} \|\nabla u\|_{L^\alpha_{\text{exp}}} \int_0^{\alpha_N r_N^N} t \left( 1 + \log \left( \frac{\|\Omega\|}{t} \right) \right)^\alpha \, dt.
\]
By usual change of variables one has
\[
\int_0^{\alpha_N r_N^N} t \left( 1 + \log \left( \frac{\|\Omega\|}{t} \right) \right)^\alpha \, dt = e^{\frac{1}{N} N^{\alpha + 1}} \int_{\omega_N(r)}^{e^{-t}} t^\alpha \, dt,
\]
with \(\omega_N(r)\) as in the theorem. This ends the proof.

**Corollary (1.2.6) [1]:**

Under the same assumptions as for Theorem (1.2.5), one has for all \(u \in W^1 L^\alpha_{\text{exp}}(\Omega), B(x,r) \subset \Omega\)
\[
\text{osc}_{B(x,r)} u \leq c_N(\alpha; \|\Omega\|) r (1 + |\log r|)^\alpha \|\nabla u\|_{L^\alpha_{\text{exp}}(\Omega)}.
\]

**Proof:**

By the asymptotic expansion of \(\Gamma(a; x)\)
\[
\Gamma(a; x) \sim e^{-x} x^{a-1}.
\]
Therefore,
\[
\Gamma(a + 1; \omega_N(r)) \sim e^{-\omega_N(r)} \omega_N(r)^\alpha.
\] (39)
Using Theorem (1.2.6), with relation (39) we deduce the result.

**Corollary (1.2.7) [1]:**
This is another Corollary of Theorem (1.2.5). Under the same assumption as for Theorem (1.2.5), one has for \( u \in W^1_0 L^\alpha_{exp}(\Omega) \) and for all \( x \in \tilde{\Omega} \)

\[
|u(x)| \leq c_N(\Omega)\delta(x)(1 + |\log \delta(x)|)^\alpha \|\nabla u\|_{L^\alpha_{exp}},
\]

where \( c_N(\Omega) \) is constant depending only on \( N \) and \( \Omega \).

**Proof:**

Let \( \tilde{\Omega} \) be an open bounded set such that \( \forall x \in \Omega, B(x; \text{diam}(\Omega)) \subset \tilde{\Omega} \), where \( \text{diam}(\Omega) \) is the diameter of \( \Omega \). For \( u \in W^1_0 L^\alpha_{exp}(\Omega) \), we consider \( \tilde{u} \) its extension by zero, \( \tilde{u} \in W^1_0 L^\alpha_{exp}(\tilde{\Omega}) \) and according to Corollary (1.2.6) of Theorem (1.2.5), \( \forall x \in \Omega \)

\[
\text{osc}_{B(x,\delta(x))} \tilde{u} \leq c_N(\Omega)\delta(x)(1 + |\log \delta(x)|)^\alpha \|\nabla \tilde{u}\|_{L^\alpha_{exp}}.
\]

Since \( B(x,\delta(x)) \subset \tilde{\Omega}, \delta(x) = \text{dist}(x; \partial \Omega) \) for \( x \in \Omega \), we deduce

\[
\text{osc}_{B(x,\delta(x))} u \leq c_N(\Omega)\delta(x)(1 + |\log \delta(x)|)^\alpha \|\nabla u\|_{L^\alpha_{exp}}.
\]

Thus

\[
|u(x)| \leq \text{osc}_{B(x,\delta(x))} \tilde{u} \leq c_N(\Omega)\delta(x)(1 + |\log \delta(x)|)^\alpha \|\nabla u\|_{L^\alpha_{exp}}.
\]

We shall provethat this behavior similar to Corollaries (1.2.6) and (1.2.7) can be obtained for

\[
(L_F) \begin{cases}
-\Delta u = -\text{div}(F), \\
 u \in H^1_0(\Omega), \\
 F \in L^\infty(\Omega)^N
\end{cases}
\]

under the assumption that \( \Omega \) is of class \( C^2 \).

Now we can define the Lax–Milgram theorem (Let \( H \) be a Hilbert space and \( V \) a normed space. Let \( B:H \times V \to R \) be a continuous, bilinear function. Then the following are equivalent:

(i) (coercivity) for some constant \( c > 0 \),
(ii) (existence of a "weak inverse") for each continuous linear functional $f \in V^*$, there is an element $h \in H$ such that $B(h, v) = \langle f, v \rangle$ for all $v \in V$. [6]

Note that from Lax–Milgram theorem the problem $(\mathcal{L}_F)$ has a unique solution.

To obtain the local behavior, we shall give a direct proof of the following theorem:

**Theorem (1.2.8) [1]:**

Let $u$ be the unique solution of $(\mathcal{L}_F)$. Then there exists a constant $c_\Omega$ depending only on $N$ and $\Omega$ such that for all $x \in \Omega$, all $r > 0$ with $B(x, 5r) \subset \Omega$

$$\frac{\text{osc}}{B(x; r)} u \leq c_\Omega |F|_\infty r (1 + | \log r |).$$

**Proof:**

We first assume that $F \in C_c^\infty (\Omega)^N$. Let $x \in \Omega, r > 0$ such that $B(x, 5r) \subset \Omega$ (we set temporarily $B(5r) = B(x; 5r)$).

Let $x_j \in B(x; r), j = 1, 2$ such that $u(x_1) = \sup_{B(x; r)} u, u(x_2) = \inf_{B(x; r)} u$. Using the Green representation of the solution $u$, one has

$$u(x_1) - u(x_2) = \int_{\Omega} \left[ \nabla_y G(x_1, y) - \nabla_y G(x_2, y) \right] \cdot F(y) dy. \quad (40)$$

Thus, we derive from relation (40) that

$$0 \leq u(x_1) - u(x_2) \leq |F|_\infty (I_1 + I_2), \quad (41)$$

where $I_j = \int_{\Omega} | \nabla_y G(x_j; y) - \nabla_y G(x; y) | \, dy, j = 1, 2$.

We split each $I_j$ as follows
\[ I_j = I_{jr} + I_{fr}^c, \quad I_{jr} = \int_{B(5r)} |\nabla_y G(x_j; y) - \nabla_y G(x, y)| \, dy. \quad (42) \]

By the mean value theorem, one has

\[ I_{fr}^c = \int_{\Omega \setminus B(5r)} |\nabla_y G(x_j; y) - \nabla_y G(x; y)| \, dy \]

\[
\leq |x - x_j| \int_{\Omega \setminus B(5r)} \int_0^1 |\nabla_{xy}^2 G(x + t(x_j - x); y)| \, dt \, dy. \quad (43)\]

Let us set \( x_j(t) = x + t(x_j - x) \). Then it is known that

\[ |\nabla_{xy}^2 G(x_j(t); y)| \leq c_{0N}(\Omega)|x_j(t) - y|^{-N}. \quad (44) \]

For \( y \in \Omega \setminus B(5r) \), we have

\[ |x_j(t) - y| \geq |x - y| - |x - x_j(t)|, \quad (45) \]

and

\[ |x - x_j(t)| \leq |x_j - x| \leq r \leq \frac{1}{5}|x - y|. \]

Therefore, one has

\[ |x_j(t) - y| \geq |x - y| - \frac{1}{5}|x - y| = \frac{4}{5}|x - y|. \quad (46) \]

From (43) to (46), then we have

\[ I_{fr}^c \leq c_{rN}(\Omega)|x - x_j| \int_{\Omega \setminus B(5r)} |x - y|^{-N} \, dy. \quad (47) \]

Since
\[ \int_{\Omega \setminus B(5r)} |x - y|^N dy \leq c_{2N} \int_{5r} t^{-N} t^{N-1} dt \leq c_{3N} (1 + |\log r|). \quad (48) \]

From (47) and (48) we deduce
\[ I_{jr}^c \leq c_{4N} r (1 + |\log r|). \quad (49) \]

While for the term \( I_{jr} \), we bound it as follows

\[ I_{jr} \leq \int_{B(5r)} |\nabla_y G(x, y)| dy + \int_{B(5r)} |\nabla_y G(x_j; y)| dy. \quad (50) \]

Since \( B(5r) \subset B(x_j; 5r + |x - x_j|) = B_j \) and \( |\nabla_y G(x, y)| c_{5N} |x - y|^{-N} \), we obtain from relation (50)

\[
\begin{align*}
I_{jr} &\leq c_{5N} \int_{B(5r)} |x - y|^{-N} dy + c_{5N} \int_{B_j} |x_j - y|^{-N} dy \\
&\leq c_{6N} \int_0^{5r} t^{-N} t^{N-1} dt + c_{6N} \int_0^{5r+|x_j-x|} dt, I_{jr} \leq c_{7N} r \\
&\leq c_{7N} r (1 + |\log r|). \quad (51)
\end{align*}
\]

Combining relations (41), (42), (49) and (51), we derive
\[ 0 \leq u(x_1) - u(x_2) = \text{Osc}_{B(x, r)} u \leq c_{8N}(\Omega) \|F\|_{\infty} r (1 + |\log r|). \quad (52) \]

If \( F \in L^\infty(\Omega)^N \), we consider \( F_n \in C_c^\infty(\Omega)^N \) such that \( |F_n|_\infty \leq |F|_\infty \) and \( F_n(x) \xrightarrow{x \to +\infty} F(x) \) a.e. Then the solution \( u_n \in H^1_0(\Omega) \) if \( -\Delta u_n = -\text{div}(F_n) \) is such that \( |\nabla u_n|_{L^p} \leq c_p |F_n|_{L^p} \) for any \( p < +\infty \).

Therefore \( u_n \) converges uniformly to \( u \) solution of \( (L_F) \). Since relation (52) holds for \( u_n \), we can pass easily to the limit to conclude.
Arguing as in the preceding proof, the boundary growth of the solution can be obtained provided that \( \partial \Omega \) satisfies for instance the regularity property given in relation (9) which is the case if \( \partial \Omega \in C^2 \). Then we have

**Theorem (1.2.9) [1]:**

If \( \Omega \) is a bounded open set of class \( C^2 \) then there exists a constant \( c_\Omega > 0 \) such that \( \forall \bar{x} \in \partial \Omega \), one has \( r(\bar{x}) > 0 \) such that \( \forall r < r(\bar{x}), \forall x \in B(\bar{x}; r) \cap \Omega \).

\[
|u(x)| \leq c_\Omega |F|_\infty r(1 + |\log r|),
\]
where \( u \) is the solution of \( (L_F) \).

The proof of this Theorem (1.2.9) as for the next one is similar to the one given for Theorem (1.1.8), we sketch only the proof of Theorem (1.2.10).

The above proof leads to the following behavior of \( u \) with respect to the distance function.

**Theorem (1.2.10) [1]:**

Assume that \( \Omega \) is an open bounded set of class \( C^2 \). Then the unique solution \( u \) of \( (L_F) \) satisfies, there exists a constant \( c_\Omega > 0 \):

\[
|u(x)| \leq c_\Omega |F|_\infty \delta(1 + |\log \delta|), \quad \forall x \in \Omega.
\]

**Proof:**

Let \( x \in \Omega \) and \( \bar{x} \in \partial \Omega \) such that \( |x - \bar{x}| = \delta(x) \). Thus, the segment \( [\bar{x}, x] \) is contained in \( \Omega \). We consider \( r = \frac{\delta(x)}{2} \), \( K(2r) = B(x, \delta(x)) \cap \Omega \). Then for \( F \in C_\infty^c(\Omega)^N \)

\[
u(x) = \int_{\Omega \setminus K(2r)} \left[ \nabla_y G(x; y) - \nabla_y G(\bar{x}; y) \right] F(y) \, dy
\]

\[
+ \int_{K(2r)} \left[ \nabla_y G(x; y) - \nabla_y G(\bar{x}; y) \right] F(y) \, dy
\]

\[
\leq |F|_\infty (I_3 + I_4)
\]
we have

$$|I_3| \leq c_{0N}|x - \bar{x}| \int_{\Omega \setminus \mathcal{K}(2r)} |x(t) - y|^{-N} \text{ with } x(t) = x + t(\bar{x} - x), \quad (53)$$

and $|x(t) - y| \geq \frac{1}{2}|x - y|$ arguing as in the proof of Theorem (1.2.8). Thus, relation (53) implies

$$|I_3| \leq c_{0N}\delta(x) \int_{\Omega \setminus \mathcal{K}(2r)} |x - y|^{-N}dy \leq c_{0N}\delta(x) \int_{\delta(x)}^{\text{diam}(\Omega)} \frac{dt}{t} \leq c'_{0N}\delta(x)(1 + |\log \delta(x)|). \quad (54)$$

While for $I_4$, one has

$$|I_4| \leq c \int_{B(x,\delta(x))} |x - y|^{1-N}dy + c \int_{B(\bar{x},\delta(x) + |x - \bar{x}|)} |\bar{x} - y|^{1-N}dy \leq c\delta(x). \quad (55)$$

Thus, from (53) to (55),

$$|u(x)| \leq c_0|F|_{\infty}\delta(x)(1 + |\log \delta(x)|). \quad (56)$$

Thanks to the above theorem, we can weaken the regularity assumption for the domain $\Omega$, supposed to be of class $C^{2,1}$, to obtain the existence of a very weak solution when $f \in L^1(\Omega; \delta(1 + |\log \delta|))$.

**Corollary (1.2.11) [1]:**

Let $f \in L^1(\Omega; \delta(1 + |\log \delta|))$ with $\Omega$ being an open bounded set of class $C^2$. Then there exists a unique solution $u \in W^{1,1}_0(\Omega)$ such that

$$\int_{\Omega} \nabla u \nabla \varphi dx = \int_{\Omega} f \varphi dx,$$

$\forall \varphi \in C^2(\bar{\Omega})$ with $\varphi = 0$ on $\partial \Omega$.

**Proof:**
Let \( f_k = \min(|f|; k) \) \( \text{sign}(f) \) and \( u_k \in H^1_0(\Omega) \) such that
\[
\int_{\Omega} \nabla u_k \nabla \varphi \, dx = \int_{\Omega} f_k \varphi \, dx, \quad \forall \varphi \in H^1_0(\Omega). \tag{57}
\]

Setting
\[
F_k(x) = \begin{cases} \frac{\nabla u_k}{|\nabla u_k|} & \text{if } \nabla u_k \neq 0, \\ 0 & \text{otherwise}, \end{cases}
\]
from Lax–Milgram theorem and regularity result we have a unique \( \varphi_k \) satisfying
\[
\varphi_k \in \bigcap_{p<+\infty} W^{1,p}_0(\Omega), \quad \int_{\Omega} \nabla \varphi_k \nabla \varphi \, dx = \int_{\Omega} F_k \nabla \varphi \, dx, \quad \forall \varphi \in H^1_0(\Omega). \tag{58}
\]

Then, taking \( \varphi_k \) as the test function in (57), we have
\[
\int_{\Omega} f_k \varphi_k \, dx = \int_{\Omega} \nabla u_k \nabla \varphi_k \, dx = \int_{\Omega} |\nabla u_k| \, dx. \tag{59}
\]

Using Theorem (1.2.10), we have
\[
\int_{\Omega} |\nabla u_k| \, dx \leq c_\Omega \left( \int_{\Omega} f_k \delta (1 + |\log \delta|) \, dx \right) |F_k|_{\infty}
\]
\[
\leq c_\Omega \int_{\Omega} |f_k| \delta (1 + |\log \delta|) \, dx. \tag{60}
\]

By linearity, we conclude that \((u_k)\) is a Cauchy sequence in \( W^{1,1}_0(\Omega) \). Thus, we have a solution \( u \) and it is the very weak solution (1).

As we stipulate in the introduction, we can improve Hardy inequality (3) by replacing \( L(\log L) \) by \( \mathcal{H}^1(\Omega) \).
Lemma (1.2.12) [1]:

Assume that $\Omega$ is a bounded open set of class $C^2$. Then

$$\log \delta \in BMO(\mathbb{R}^N).$$

Proof:

The function $\delta$ belongs to the Muckenhoupt class $A_p$ for all $p > 2$. Moreover, there exists a constant $c(\Omega, p)$ such that

$$\left( \frac{1}{|Q|} \int_Q \delta(x)^p dx \right)^{p-1} \leq c(\Omega, p)$$

for any cube $Q$ in $\mathbb{R}^N$. (61)

But it is well known that the above estimate implies $\log \delta$ belongs to the BMO set say

$$\frac{1}{|Q|} \int_Q \log \delta - (\log \delta)_Q^p dx \leq \log c(\Omega, p), \quad (62)$$

where $(\log \delta)_Q = \frac{1}{|Q|} \int_Q (\log \delta) dx$.

Corollary (1.2.13) [1]:

This is a Corollary of Lemma (1.2.12). Let $\varphi_1$ be the first eigenvalue of $-\Delta$ in $\Omega$ with Dirichlet boundary condition, and define $w : \mathbb{R}^N \to \mathbb{R}$ by

$$w(x) = \begin{cases} \varphi_1(x) & \text{if } x \in \Omega, \\ \delta(x) & \text{if } x \notin \Omega. \end{cases}$$

Then $\log w \in BMO(\mathbb{R}^N)$.

Proof:

We have two constants $c_0 > 0, c_1 > 0$ such that $c_0 \delta(x) \leq \varphi_1(x) \leq c_1 \delta(x)$. Therefore, we have

$$\min(1; c_0) \delta(x) \leq w(x) \max(1; c_1) \delta(x). \quad (63)$$
From relation (61) one has \( w \in A_p \) for all \( p > 2 \) and then \( \log w \in \text{BMO}(\mathbb{R}^N) \).

We shall use the following result on multiplication in \( \text{BMO}(\mathbb{R}^N) \).

**Theorem (1.2.14) [1]:**

Let \( \alpha \in \log \text{VMO}(\mathbb{R}^N) \) (Vanishing Mean Oscillation with logarithm rate) with \( \alpha \) being constant outside of a ball \( B(0, r_0) \). Then the multiplier operation \( f \mapsto \alpha f \) maps \( \text{BMO}(\mathbb{R}^N) \) into itself and is bounded.

As a consequence of the above results, we have:

**Lemma (1.2.15) [1]:**

There exists a constant \( c(\Omega) > 0 \) such that \( \forall \psi \in C_c^\infty(\Omega) \) with \( \int_{\Omega} \psi(x) \, dx = 0 \), for \( i = 1, \ldots, N \), for all \( k > 0 \)

(i) \( \left| \int_{\Omega} \frac{\partial \varphi_1}{\partial x_i} \log \varphi_1 \, \psi \, dx \right| \leq c(\Omega) |\psi|_{\mathcal{H}^1(\Omega)}\), and

(ii) \( \left| \int_{\Omega} \frac{\partial \varphi_1}{\partial x_i} T_k(\log \delta) \psi \, dx \right| \leq c(\Omega) |\psi|_{\mathcal{H}^1(\Omega)} \) where

\[
T_k(\sigma) = \begin{cases} \sigma & \text{if } |\sigma| \leq k, \\ k \text{ sign}(\sigma) & \text{otherwise}. \end{cases}
\]

**Proof:**

Since \( \frac{\partial \varphi_1}{\partial x_i} \in C^1(\bar{\Omega}) \), an extension theorem for Lipschitzian functions, allows us to extend it to a function \( a \) in \( C_{b}^{0,1}(\mathbb{R}^N) \) with \( |a|_{C_{b}^{0,1}} = \left| \frac{\partial \varphi_1}{\partial x_i} \right|_{C^1(\bar{\Omega})} \). More precisely, for \( x \in \mathbb{R}^N \)

\[
a(x) = \frac{\partial \varphi_1}{\partial x_i}(x) = \text{Max} \left\{ \sup_{y \in \text{int} \bar{\Omega}} \left| \frac{\partial \varphi_1}{\partial x_i}(y) - \frac{\partial \varphi_1}{\partial x_i} \right|_{C^1(\bar{\Omega})} |x - y|; y \in \bar{\Omega} \right\}; \inf_{y \in \text{int} \bar{\Omega}} \frac{\partial \varphi_1}{\partial x_i}(y)
\]

\[
\in C_{b}^{0,1}(\mathbb{R}^N)
\]

and

\[
|a(x) - a(y)| \leq \left| \frac{\partial \varphi_1}{\partial x_i} \right|_{C^1(\bar{\Omega})} |x - y|, \quad \forall x, y \in \mathbb{R}^N.
\]
Therefore $a \in \log \text{VMO}(\mathbb{R}^N)$. Let $w$ be as in Corollary (1.2.13) of Lemma (1.2.12) i.e.

$$w(x) = \begin{cases} \varphi_1(x) & \text{if } x \in \Omega, \\ \delta(x) & \text{if } x \notin \Omega. \end{cases}$$

Then $\log w \in \text{BMO}(\mathbb{R}^N)$ and $a \log w \in \text{BMO}(\mathbb{R}^N)$.

Now, consider $\psi \in C^\infty_c(\Omega)$ with $\int_\Omega \psi(x) \, dx = 0$, then $\psi \in \mathcal{H}^1(\mathbb{R}^N)$. Therefore by the duality $\mathcal{H}^1(\mathbb{R}^N) - \text{BMO}(\mathbb{R}^N)$ one has

$$\left| \int_{\mathbb{R}^N} a(x) \log w(x) \psi(x) \, dx \right| \leq c |a \log w|_{\text{BMO}} |\psi|_{\mathcal{H}^1}. \quad (64)$$

Since $\psi = 0$ on $\mathbb{R} \setminus \Omega$, we have

$$\int_\Omega \frac{\partial \varphi_1}{\partial x_i} \log \varphi_1 \psi \, dx = \int_{\mathbb{R}^N} a(x) \log w(x) \psi(x) \, dx. \quad (65)$$

From relations (64) and (65) we derive statement (i).

While for the second statement, we know from a property of BMO functions that $T_k(\log \delta) \in \text{BMO}(\mathbb{R}^N)$ since $\log \delta \in \text{BMO}$, therefore $aT_k(\log \delta) \in \text{BMO}(\mathbb{R}^N)$. Moreover, we know that

$$|T_k(\log \delta)|_{\text{BMO}} \leq 2 |\log \delta|_{\text{BMO}}, \quad (66)$$

therefore, we have for $\psi \in C^\infty_c(\Omega)$ with $\int_\Omega \psi(x) \, dx = 0$,

$$\left| \int_{\mathbb{R}^N} a(x)T_k(\log \delta(x)) \psi(x) \, dx \right| \leq c |\psi|_{\mathcal{H}^1}. \quad (67)$$

Since

$$\int_\Omega \frac{\partial \varphi_1}{\partial x_i} T_k(\log \delta) \psi \, dx = \int_{\mathbb{R}^N} aT_k(\log \delta) \psi \, dx. \quad (68)$$
We derive the second statement.

As an application of Lemma (1.2.15), we shall prove:

**Theorem (1.2.16) [1]:**

Let $W_{0+}^1 \mathcal{H}^1(\Omega) = C_c^\infty(\Omega)\|\cdot\|$. Assume that $\Omega$ is an open bounded set of class $C^2$. Then there exists a constant $c > 0$ such that

$$\forall \psi \in W_{0+}^1 \mathcal{H}^1(\Omega), \int_\Omega \frac{\psi}{\delta}(x)dx \leq c \sum_{i=1}^{N} \left| \frac{\partial \psi}{\partial x_i} \right|_{\mathcal{H}^1}$$

**Proof:**

Let $\psi \in W_{0+}^1 \mathcal{H}^1(\Omega)$. There exists a sequence $\psi_n \in C_c^\infty(\Omega), \psi_n \geq 0$ such that

$$\frac{\partial \psi_n}{\partial x_i} \to \frac{\partial \psi}{\partial x_i} \text{ in } \mathcal{H}^1(\Omega) \text{ for } i = 1, \ldots, N$$

(due to the definition of $\mathcal{H}^1(\Omega)$). We set $u(x) = -\varphi_1 \log \varphi_1 + \varphi_1$ where $\varphi_1$ is the first eigenfunction of $-\Delta$ with the Dirichlet boundary condition. Thus $\nabla u(x) = -\nabla \varphi_1(\log \varphi_1)$ and $-\Delta u = \lambda_1 \varphi_1(\log \varphi_1) - \frac{|\nabla \varphi_1|^2}{\varphi_1}$ in $\Omega$. Therefore, $u$ satisfies the following equation in $\Omega$

$$\begin{cases}
-\Delta u - \lambda_1 u = -\lambda_1 \varphi_1 + \frac{|\nabla \varphi_1|^2}{\varphi_1} & \text{in } \Omega, \\
u = 0 & \text{on } \partial \Omega.
\end{cases}
$$

Using $\psi_n$ as a test function, we derive

$$\int_\Omega \psi_n \frac{|\nabla \varphi_1|^2}{\varphi_1} dx = \sum_{i=0}^{N} \int_\Omega \frac{\partial u}{\partial x_i} \frac{\partial \psi_n}{\partial x_i} dx - \lambda_1 \int_\Omega (u - \varphi_1)\psi_n dx, \quad (69)$$

we have from Lemma (1.2.15),

$$\sum_{i=1}^{N} \int_\Omega \frac{\partial u}{\partial x_i} \frac{\partial \psi_n}{\partial x_i} dx = -\sum_{i=1}^{N} \int_\Omega \frac{\partial \varphi_1}{\partial x_i}(\log \varphi_1) \frac{\partial \psi_n}{\partial x_i} dx \leq c \sum_{i=1}^{N} \left| \frac{\partial \psi_n}{\partial x_i} \right|_{\mathcal{H}^1}. \quad (70)$$
By the Sobolev–Poincaré inequality, we have
\[
\lambda_1 \int_\Omega (v - \varphi_1) \psi_n \leq c \int_\Omega |\psi_n| \leq c \int_\Omega |\nabla \psi_n| \leq c \sum_{i=1}^N \left| \frac{\partial \psi_n}{\partial x_i} \right|_{H^1}. \tag{71}
\]

From relation (69) to (71), we deduce letting \( n \to +\infty \)
\[
\int_\Omega \psi \frac{|\nabla \varphi_1|^2}{\varphi_1} \ dx \leq c \sum_{i=1}^N \left| \frac{\partial \psi}{\partial x_i} \right|_{H^1}. \tag{72}
\]

There exists a neighborhood of the boundary denoted \( \Omega_0 \) such \( \min_{\partial \Omega_0} |\nabla \varphi_1|^2 > 0 \) and \( \min_{\Omega \setminus \Omega_0} \delta(x) > 0 \). Then
\[
\int_{\Omega_0} \psi \ dx \leq c \int_\Omega \psi \frac{|\nabla \varphi_1|^2}{\varphi_1} \ dx \leq c \sum_{i=1}^N \left| \frac{\partial \psi}{\partial x_i} \right|_{H^1}, \tag{73}
\]
and
\[
\int_{\Omega \setminus \Omega_0} \psi \ dx \leq c \int_\Omega \psi \ dx \leq c |\nabla \psi|_{L^1} \leq c \sum_{i=1}^N \left| \frac{\partial \psi}{\partial x_i} \right|_{H^1}. \tag{74}
\]
Adding these two last equations we derive the result.

**Theorem (1.2.17) [1]:**

Let \( f \in L^1(\Omega, \delta) \setminus L^1(\Omega; \delta(1 + |\log \delta|)), f \geq 0 \). Then the unique very weak solution \( u \) of (1) satisfies
\[
\sum_{i=1}^N \left| \frac{\partial u}{\partial x_i} \right|_{H^1} = +\infty.
\]

**Proof:**

Assume that \( \sum_{i=1}^N \left| \frac{\partial u}{\partial x_i} \right|_{H^1} < +\infty \), we have \( u \in W^{1,1}_0(\Omega) \) (since \( H^1 \subset L^1 \)) and
\[ \int_{\Omega} \nabla u \nabla \psi dx = \int_{\Omega} f \psi dx, \quad \forall \psi \in W^{1,\infty}(\Omega) \cap H^1_0(\Omega). \]

We choose as a test function \( \psi_k = \varphi_1 T_k(\log \delta) \in W^{1,\infty}(\Omega) \cap H^1_0(\Omega) \) since

\[
\frac{\partial \psi_k}{\partial x_i} = \frac{\partial \varphi_1}{\partial x_i} T_k(\log \delta) + \frac{\varphi_1}{\delta} T_k'(\log \delta) \frac{\partial \delta}{\partial x_i} \in L^\infty(\Omega),
\]

\[
- \int_{\Omega} f \varphi_1 T_k(\log \delta) \psi dx = - \sum_{i=1}^{N} \int_{\Omega} \varphi_1 \frac{\partial \psi_k}{\partial x_i} \frac{\partial u}{\partial x_i} dx
\]

\[= \sum_{i=1}^{N} - \int_{\Omega} \frac{\partial \varphi_1}{\partial x_i} T_k(\log \delta) \frac{\partial u}{\partial x_i} dx
\]

\[+ \sum_{i=1}^{N} - \int_{\Omega} \frac{\varphi_1}{\delta} T_k'(\log \delta) \frac{\partial \delta}{\partial x_i} \frac{\partial u}{\partial x_i} dx. \quad (75)\]

Applying Lemma (1.2.15), since \( \frac{\partial u}{\partial x_i} \in H^1(\Omega) \) and \( \varphi_n \in C_\infty(\Omega) \) with \( \int_{\Omega} \varphi_n(x) dx = 0 \) such that \( \varphi_n \rightarrow \frac{\partial u}{\partial x_i} \) in \( H^1 \). We have

\[ \int_{\Omega} \frac{\partial \varphi_1}{\partial x_i} T_k(\log \delta) \frac{\partial u}{\partial x_i} dx \leq c(\Omega) \left| \frac{\partial u}{\partial x_i} \right|_{H^1}. \quad (76)\]

Then from relations (75) and (76), we have

\[\leq c \left[ \sum_{i=1}^{N} \int_{\Omega} \left| \frac{\partial u}{\partial x_i} \right| dx + \sum_{i=1}^{N} \left| \frac{\partial u}{\partial x_i} \right|_{H^1} \right]. \quad (77)\]

We know that \( \int_{\Omega} \left| \frac{\partial u}{\partial x_i} \right| dx \leq c \left| \frac{\partial u}{\partial x_i} \right|_{H^1} \), therefore relation (77) implies
\[- \int_{\Omega} f \varphi_1 T_k(\log \delta) \, dx \leq c \sum_{i=1}^{N} \left| \frac{\partial u}{\partial x_i} \right|_{H^1} . \quad (78)\]

Since

\[
\int_{\Omega} f \varphi_1 |T_k(\log \delta)| \, dx = - \int_{\Omega} f \varphi_1 T_k(\log \delta) \, dx + 2 \int_{\delta \geq 1} f \varphi_1 T_k(\log \delta) \, dx
\]
\[
\leq c \sum_{i=1}^{N} \left| \frac{\partial u}{\partial x_i} \right|_{H^1} + c \int_{\Omega} f \delta \, dx \text{ since } |\log \delta| \leq M \text{ whenever } \delta \geq 1. \quad (79)
\]

Letting \( k \to +\infty \) in relation (79), we deduce

\[
\int_{\Omega} f \varphi_1 |\log \delta| \, dx \leq c \sum_{i=1}^{N} \left| \frac{\partial u}{\partial x_i} \right|_{H^1} + c \int_{\Omega} f \delta \, dx, \quad (80)
\]

which contradicts the fact that \( \int_{\Omega} f \delta |\log \delta| \, dx = +\infty \).
Chapter 2

Second-Order Elliptic Operator and Optimal Hardy Weight

For a general subcritical second-order elliptic operator $P$ in a domain $\Omega \in \mathbb{R}^n$, we construct Hardy weight $W$ which is optimal in the following sense. The operator $P - \lambda W$ is subcritical in $\Omega$ for all $\lambda < 1$, null-critical in $\Omega$ for $\lambda = 1$, and supercritical near any neighborhood of infinity in $\Omega$ for any $\lambda > 1$. Moreover, if $P$ is symmetric and $W > 0$, then the spectrum and the essential spectrum of $W^{-1}P$ are equal to $[1, \infty)$, and the corresponding Agmon metric is complete. [2]

Section (2.1): Construction of Hardy-Weights

Let $P$ be a symmetric and nonnegative second-order linear elliptic operator with real coefficients which is defined on a domain $\Omega \subset \mathbb{R}^n$ or on a noncompact manifold $\Omega$, and let $q$ be the associated quadratic form defined on $C_0^\infty(\Omega)$. A Hardy-type inequality with a weight $W \geq 0$ has the form

$$q(\varphi) \geq \lambda \int_{\Omega} W(x)|\varphi(x)|^2 \, dx \text{ for all } \varphi \in C_0^\infty(\Omega),$$

(1)

where $\lambda > 0$ is a constant. Such an inequality aims to quantify the positivity of $P$: for instance, if (1) holds with $W \equiv 1$ it means that the bottom of the spectrum of the corresponding operator is positive. A nonnegative operator $P$ is called critical in $\Omega$ if the inequality $P \geq 0$ cannot be improved, meaning that (1) holds true if and only if $W \equiv 0$. On the other hand, when (1) holds with a nontrivial $W$, then the operator is subcritical in $\Omega$. Given a subcritical operator $P$ in $\Omega$, there is a huge set of weights $W$ satisfying the inequality (1); We will call these weights, Hardy-weights. A natural question is to find “large” Hardy-weights.

We can define Agmon metric (Let $E \in \mathbb{C}$. The Agmon metric for $h_0(\varepsilon)$ at the energy $E$ is defined by

$$g^E = \min(T, \inf\{|Im \varepsilon| \mid \varepsilon \in S_T, h_0(\varepsilon) = E\})$$

[7].

The search for Hardy-type inequalities with “as large as possible” weight function $W$ was proposed by Agmon, and we feel that it deserves the name Agmon’s problem. Agmon raised this problem in connection with his theory of...
exponential decay for solutions of second-order elliptic equations. Given a Hardy-type inequality (1), there is an associated Agmon metric; if this Riemannian metric turns out to be complete, then Agmon’s theory gives the exponential decay at infinity (with respect to the Agmon metric) of solutions of the equation $Pu = f$.

Before proceeding, we recall a classical Hardy-type inequality, in order to motivate the concept of “large” Hardy-weights:

**Example (2.1.1)**[2]:

For $\Omega = \mathbb{R}^n \setminus \{0\}, n \geq 3$, the following Hardy-type inequality for $P = -\Delta$ holds

$$\int_{\mathbb{R}^n \setminus \{0\}} |\nabla \varphi|^2 \, dx \geq \left( \frac{n - 2}{2} \right)^2 \int_{\mathbb{R}^n \setminus \{0\}} \frac{\varphi(x)^2}{|x|^2} \quad \forall \varphi \in C_0^\infty(\mathbb{R}^n \setminus \{0\}). \quad (2)$$

In Example (2.1.1), the Hardy-weight $W$ decays to zero at infinity and blowsup at zero, and furthermore its behavior is borderline for the Hardy-type inequalities under consideration. Perhaps the easiest way to illustrate this is the following: for any $\varepsilon \in \mathbb{R}$, define a smooth positive weight $W_\varepsilon$ which is equal to $W_\varepsilon = |x|^{-2+\varepsilon}$ outside the unit ball. If $\varepsilon < 0$, then $W_\varepsilon$ is a short-range potential, while if $\varepsilon \geq 0$, then $W_\varepsilon$ is long-range. More precisely, if $\varepsilon < 0$, then for any constant $C > 0$ there exists $R > 0$ such that

$$\int_{\mathbb{R}^n} |\nabla \varphi|^2 \, dx \geq C \int_{\mathbb{R}^n} W_\varepsilon(x)|\varphi|^2 \, dx \quad \forall \varphi \in C_0^\infty(\{|x| > R\}), \quad (3)$$

and the operator $W_\varepsilon^{-1}P$ has a discrete positive spectrum. In particular, the corresponding Rayleigh-Ritz variational problem admits a minimizer. On the other hand, for any $\varepsilon > 0$, there are no constants $C > 0$ and $R > 0$ such that (3) holds true, and the bottom of the (essential) spectrum of the operator $W_\varepsilon^{-1}P$ equals 0. Therefore, $W_0$, which agrees with $|x|^{-2}$ outside the unit ball, is the only long-range potential in the family $\{W_\varepsilon\}_{\varepsilon \in \mathbb{R}}$ such that the Hardy-type inequality (1) holds. Moreover, $\lambda = C_H := \frac{(n - 2)^2}{4}$ is the best constant for (1) not only in the punctured space, but in a fixed neighborhood of either zero or infinity. On the other
hand, the corresponding Rayleigh-Ritz variational problem does not admit a minimizer.

This indicates that the weight $C_H |x|^{-2}$ is a “large” Hardy-weight for $P = -\Delta$ on $\mathbb{R}^n \setminus \{0\}$.

Agmon’s theory gives the following (almost optimal) a priori decay estimates for non-growing solutions $u$ of the Poisson equation in $\mathbb{R}^n$: for every $\varepsilon > 0$, there is a constant $C = C(f, \varepsilon)$ such that for every $x$ outside the unit ball,

$$|u(x)| \leq C |x|^{2-n-\varepsilon}.$$ 

We thus might expect that the construction of good Hardy-weights will lead to valuable spectral information about $P$.

In this chapter we use a general albeit simple construction of Hardy-weights which allows one to recover practically all classical Hardy inequalities in a unified way. We use this construction to study Agmon’s problem. In particular, in some important cases we find an optimal Hardy weight; This includes the case of a general nonselfadjoint operator $P$ defined on a punctured domain.

Our construction relies on two observations, which are both well known. First, using Agmon-Allegretto-Piepenbrink (AAP) theory, we will see that there is a correspondence between positive supersolutions of $P$ and nonnegative Hardy-weights. Explicitly, to every positive supersolution $\psi$ of $P$, we associate the weight $W(\lambda) := P\psi/\psi$, which satisfies (1) with $\lambda = 1$. The second step (that we call the supersolution construction) is a way of producing positive supersolutions of $P$ hence Hardy-weights. The construction is the following: let $\psi_0$ and $\psi_1$ be two linearly independent positive (super)solutions of the equation $P\psi = 0$ in $\Omega$. Then for $0 \leq \alpha \leq 1$, the function

$$\psi_{\alpha} := \psi_0^{1-\alpha} \psi_1^{\alpha}$$

is a positive supersolution of the equation $P\psi = 0$ in $\Omega$, thus yielding a Hardy-weight $W_{\alpha} := P\psi_{\alpha}/\psi_{\alpha}$. We will find that all these weights are proportional,

$$W_{\alpha} = 4\alpha(1-\alpha)W(\psi_0, \psi_1), \quad W(\psi_0, \psi_1) = \frac{1}{4} \left| \nabla \log \left( \frac{\psi_0}{\psi_1} \right) \right|_A^2.$$
and the prefactor \(4\alpha(1-\alpha)\) achieves its maximum 1 at \(\alpha = 1/2\). In particular, if the equation \(Pu = 0\) admits two linearly independent positive(supper)solutions in \(\Omega\), then \(P\) is subcritical in \(\Omega\). Moreover, with the freedom of choosing \(v_0\) and \(v_1\), this construction allows us in fact, to recover in a unified way all the classical Hardy inequalities. It is also a very easy method for producing new examples.

We show that with a careful choice of \(v_0\) and \(v_1\), the preceding construction gives rise to Hardy-weights \(W(v_0,v_1)\) which deserve the title of optimal weights. We first give a temporary definition of optimal weights.

**Definition (2.1.2) [2]:**

Consider a symmetric subcritical operator in \(\Omega\), and let \(W\) be a nonzero nonnegative weight satisfying the Hardy inequality

\[
q(\varphi) \geq \lambda \int_{\Omega} W(x)|\varphi(x)|^2 dx \quad \text{for all} \quad \varphi \in C_0^\infty(\Omega),
\]

with \(\lambda > 0\). We denote by \(\lambda_0 = \lambda_0(P,W,\Omega)\) the best constant satisfying (4); \(\lambda_0\) is called the generalized principal eigenvalue. The weight \(\lambda_0 W\) issaid to be an optimal Hardy-weight for the operator \(P\) in \(\Omega\)if the following properties hold:

(i) The operator \(P - \lambda_0 W\) is critical in \(\Omega\); that is, the inequality

\[
q(\varphi) \geq \int_{\Omega} V(x)\varphi^2(x) dx \quad \forall \varphi \in C_0^\infty(\Omega)
\]

is not valid for any \(V \geq \lambda_0 W\).

(ii) The constant \(\lambda_0\) is also the best constant for (4) with test functions supported in the exterior of any fixed compact set in \(\Omega\).

(iii) The operator \(P - \lambda_0 W\) is null-critical in \(\Omega\); that is, the corresponding Rayleigh-Ritz variational problem

\[
\inf_{\varphi \in \mathcal{D}_0^{\infty}(\Omega)} \left\{ \frac{q(\varphi)}{\int_{\Omega} W(x)|\varphi(x)|^2 dx} \right\}
\]

is valid for any \(V \geq \lambda_0 W\).
admits no minimizer. Here $\mathcal{D}_p^{1,2}(\Omega)$ is the completion of $\mathcal{C}_0(\Omega)$ with respect to the norm $u \mapsto \sqrt{q(u)}$.

Properties (ii) and (iii) indicates in a way that $W$ is “long range”. Not that contrary to the “short range” case, the validity of (i) in the case of a “long range” potential is quite delicate. Indeed, it is known that $P - \lambda_0 W$ is always critical when property (ii) does not hold. On the other hand, in the “long range” case $P - \lambda_0 W$ is in generalsubcritical.

In order to motivate the definition, let us mention that the weight $C_H|x|^{-2}$ of Example (2.1.1) is an optimal Hardy-weight.

Motivated byExample (2.1.1), we study in detail the case of a general (nonsymmetric) subcritical operator $P$ in the punctured domain $\Omega^* := \Omega \setminus \{0\}$: Theorem (2.1.16) states that if one chooses two positive solutions $v_0$, and $v_1$ appropriately in $\Omega^*$, then for $\alpha = 1/2$, the corresponding weight $W(v_0,v_1)$ constructed by the supersolution construction is an optimal Hardy-weight in $\Omega^*$. The following theorem states the result for symmetric operators.

**Theorem (2.1.3) [2]:**

Let $P$ be a symmetric subcritical operator in $\Omega$, and let $G(x) := G_{\Omega}^0(x,0)$ be its minimal positive Green’s function with a pole at $0 \in \Omega$. Let $u$ be a positive solution of the equation $Pu = 0$ in $\Omega$ satisfying

$$\lim_{x \to \infty} \frac{G(x)}{u(x)} = 0,$$

where $\infty$ is the ideal point in the one-point compactification of $\Omega$. Consider the supersolution $v := \sqrt{Gu}$. Then

$$W := \frac{Pu}{v} = \frac{1}{4} \left| \nabla \log \left( \frac{G}{u} \right) \right|^2_{\Omega^*}$$

is an optimal Hardy-weight with respect to $P$ and the punctured domain $\Omega^* := \Omega \setminus \{0\}$. If furthermore $W > 0$, then the spectrum and the essential spectrum of the Friedrichs extension of the operator $-W^{-1}\Delta$ on $L^2(\Omega, Wdx)$ are equal to $[\lambda_0, \infty)$ and the corresponding Agmon metric is complete.
We assumethat $0 \in \Omega$ and denote $\Omega^* := \Omega \setminus \{0\}$. In addition, we fix a reference point $x_1 \in \Omega, x_1 \neq 0$. When there is no danger of confusion we will omit indices. In particular, for a matrix $A(x) = [a_{ij}(x)]$ and a vector field $b(x)$ we denote

$$(A(x)\xi)^i = \sum_{j=1}^{n} a_{ij}(x) \xi_j, \quad b(x) \cdot \xi = \sum_{j=1}^{n} b_j(x) \xi_j,$$

where $\xi = (\xi_1, \ldots, \xi_n) \in \mathbb{R}^n$. Moreover, for $x \in \Omega$ we introduce a norm on $\mathbb{R}^n$ associated to a positive definite symmetric matrix $A(x)$,

$$|\xi|_A^2 := \xi \cdot A \xi.$$

We write $\Omega_1 \subset \Omega_2$ if $\Omega_2$ is open, $\overline{\Omega_1}$ is compact and $\overline{\Omega_1} \subset \Omega_2$.

Before embarking to the general setting and proofs, we give a short proof of Theorem (2.1.3) for the case of the classical Hardy inequality (2). This will illuminate the main ideas and steps of the proof in the general case.

**Example (2.1.4) [2]:**

Let $P = -\Delta$ be the Laplace operator on $\Omega^* := \mathbb{R}^n \setminus \{0\}$, where $n \geq 3$, and denote by $G(x) := |x|^{2-n}$ the corresponding positive minimal Green function with a pole at zero (up to a multiplicative constant).

Consider the positive superharmonic function in $\Omega^*$.

$$u(x) := \sqrt{G(x)} \mathbf{1} = G(x)^{1/2} = |x|^{(2-n)/2}.$$  

We obtain the Hardy-weight $Pu/u = C_H |x|^{-2}$, and by the (AAP) theory we get the classical Hardy inequality (2).

To prove that we indeed obtain an optimal Hardy-weight, we analyze the oscillatory properties of the corresponding radial equation

$$-u'' - \frac{n - 1}{r} u' - \eta \frac{C_H}{r^2} u = 0 \quad r \in (0, \infty),$$  

where $\eta \in \mathbb{R}^n$. Note that (7) is Euler’s equation. Consequently, for $\eta \neq 1$ two linearly independent solutions of (7) are given by
\[ u \pm (r) = r^{(2-n)/2} \left( r^{(2-n)/2} \right)^{\pm \sqrt{1-\eta}}, \]  

while for \( \eta = 1 \) two linearly independent solutions of (7) are expressed by

\[ u_+(r) = r^{(2-n)/2}, \quad u_-(r) = r^{(2-n)/2} \log(r^{2-n}). \]

The difference in the structure of the solutions for \( \eta < 1, \eta = 1 \) and \( \eta > 1 \) cannot be over-stressed.

For \( \eta < 1 \) both solutions are positive, and therefore, the operator \( P - \eta C_H|x|^{-2} \) is subcritical in \( \Omega^* \).

On the other hand, for \( \eta = 1 \) only \( u_+(r) = r^{(2-n)/2} \) is positive, and moreover, it is dominated by \( |u_-| \) near both ends \( r = 0 \) and \( r = \infty \). By Proposition (2.2.1) we infer that \( u_+ \) is a ground state and the operator \( P - W \) is critical in \( \Omega^* \), where \( W := -\Delta(u_+)/u_+ = C_H|x|^{-2} \) is the corresponding Hardy-weight.

Furthermore, an elementary calculation shows that for \( \eta = 1 \) we have that the ground state \( u_+ \) is not in \( L^2(\Omega^*, W dx) \), which shows the null-criticality of the Hardy operator \( -\Delta - C_H|x|^{-2} \) in \( \Omega^* \).

Finally, for \( \eta > 1 \) the solution of (7) given by

\[ \Re \{u_+(r)\} = r^{(2-n)/2} \cos \left[ \frac{\sqrt{\eta - 1}}{2} \log(r^{2-n}) \right] \]

oscillates near zero and near infinity, and therefore, the best possible constant for the validity of the Hardy inequality in any neighborhood of either the origin or infinity is also \( C_H \). In particular, the bottom of the spectrum and the bottom of the essential spectrum of the corresponding weighted Laplacian (with weight \( W = C_H^{-1}|x|^2 \)) is equal 1.

The entire (essential) spectrum of the operator \( \bar{P} := C_H^{-1}|x|^2(-\Delta) \) is obtained by an explicit spectral representation of the operator \( \bar{P} \) restricted to the radial functions, using the Mellin transform. Denote by \( L^2_{\text{rad}}(\Omega^*, W dx) \) the subspace of radially symmetric functions in \( L^2(\Omega^*, W dx) \). Recall that the Mellin transform \( \mathcal{M}: L^2(0, \infty) \rightarrow L^2(\mathbb{R}) \) is the unitary operator defined by
\[ \mathcal{M}f(\xi) := \frac{1}{\sqrt{2\pi}} \int_0^\infty f(r) r^{i\xi - \frac{1}{2}} dr. \]

In fact, the composition of the unitary operator

\[ L^2 \left( (0, \infty), r^{n-1} \frac{C_H}{r^2} dr \right) \to L^2 (0, \infty); \quad f(r) \to \frac{\sqrt{|n-2|}}{2} f(r^{1/(n-2)}), \]

and the Mellin transform, gives a unitary operator

\[ \mathcal{U}: L^2_{\text{rad}} (\Omega^*, W dx) \cong L^2 \left( (0, \infty), r^{n-1} \frac{C_H}{r^2} dr \right) \to L^2 (\mathbb{R}), \]

which is a spectral representation for \( \bar{P} \) restricted to radial functions. In this representation, \( \bar{P} \) is just the multiplication by \( (1 + 4\xi^2) \). Indeed, this follows from the fact that due to (7) and (8) (with \( \xi = \sqrt{\eta - 1/2} \)), we have

\[ (C_H^{-1}|x|^2 (-\Delta) - (4\xi^2 + 1))(r^{n-2})^{i\xi - \frac{1}{2}} = 0. \quad (11) \]

The proof (Theorem (2.1.14)) in the general case is based on similar considerations and calculations. Loosely speaking, to obtain the general result, we just replace \( r^{(2-n)} \) in equations (8), (9), (10), and (11) by \( G/u \)

We review the theory of positive solutions and formulate our main result for nonsymmetric operators defined on punctured domains.

Let \( \Omega \subset \mathbb{R}^n, n \geq 2 \) be a domain (or more generally, a smooth noncompact manifold \( \Omega \) of dimension \( n \)). We assume that \( \nu \) is a positive measure on \( \Omega \), satisfying \( d\nu = f \) \( \text{vol} \) with \( f \) a positive function; \( \text{vol} \) being the volume form of \( \Omega \) (which is just the Lebesgue measure in the case of a domain of \( \mathbb{R}^n \)). Consider a second-order elliptic operator \( P \) with real coefficients which (in any coordinate system \( (U; x_1, \ldots, x_n) \)) is either of the form

\[ Pu = -a^{ij}(x) \partial_i \partial_j u + b(x) \cdot \nabla u + c(x) u, \quad (12) \]

or in the divergence form

\[ Pu = -\text{div} \left[ (A(x) \nabla u + u \tilde{b}(x)) \right] + b(x) \cdot \nabla u + c(x) u, \quad (13) \]
Here, the minus divergence is the formal adjoint of the gradient with respect to the measure $\nu$. We assume that for every $x \in \Omega$ the matrix $A(x) := \left[ a_{ij}(x) \right]$ is symmetric and that the real quadratic form

$$\xi \cdot A(x) \xi := \sum_{i,j=1}^{n} \xi_i a_{ij}(x) \xi_j \quad \xi \in \mathbb{R}^n$$

(14)

is positive definite. Moreover, throughout the chapter it is assumed that $P$ is locally uniformly elliptic, and the coefficients of $P$ are locally sufficiently regular in $\Omega$. All our results hold for example when $P$ is of the form (13), and $A, f$ are locally Hölder continuous, $b, \tilde{b} \in L^p_{\text{loc}}(\Omega; \mathbb{R}^n, dx)$, and $c \in L^{p/2}_{\text{loc}}(\Omega; \mathbb{R}, dx)$ for some $p > n$. However it would be apparent from the proofs that any conditions that guarantee standard elliptic theory are sufficient.

The formal adjoint $P^*$ of the operator $P$ is defined on its natural space $L^2(\Omega, d\nu)$. When $P$ is in divergence form (13) and $b = \tilde{b}$, the operator

$$Pu = -\text{div}[(A \nabla u + ub)] + b \cdot \nabla u + cu,$$

is symmetric in the space $L^2(\Omega, d\nu)$. Throughout the chapter, we call this setting the symmetric case. We note that if $P$ is symmetric and $b$ is smooth enough, then $P$ is in fact a Schrödinger-type operator of the form

$$Pu = -\text{div}(A \nabla u) + (c - \text{div}b)u.$$

**Definition (2.1.5) [2]:**

Denote by $C_P(\Omega)$ the cone of all positive solutions of the elliptic equation $Pu = 0$ in $\Omega$. The operator $P$ is said to be nonnegative in $\Omega$, and write $P \geq 0$ in $\Omega$, if $C_P(\Omega) \neq \emptyset$. We say that $P$ satisfies the positive Liouville theorem in $\Omega$ if $\dim C_P(\Omega) = 1$.

For a nonzero (real valued) function $W$, let

$$\lambda_0 = \lambda_0(P, W, \Omega) := \sup \{ \lambda \in \mathbb{R} | P - \lambda W \geq 0 \, \text{in} \, \Omega \}$$

be the generalized principal eigenvalue of the operator $P$ with respect to the potential $W$ in $\Omega$. We also denote
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\[ \lambda_\infty := \lambda_\infty(P,W,\Omega) := \sup\{ \lambda \in \mathbb{R} \mid \exists K \subset \Omega \text{ s.t. } P - \lambda W \geq 0 \text{ in } \Omega \setminus K \}. \]

Clearly, \( \lambda_0 \leq \lambda_\infty \). Moreover, \( P - \lambda_0 W \geq 0 \) in \( \Omega \). If \( P \) is a symmetric operator, then in light of the Agmon-Allegretto-Piepenbrink (AAP) theorem, \( \lambda_0 \) and \( \lambda_\infty \) have the following spectral interpretation:

**Proposition (2.1.6) [2]:**

Assume that the operator \( P \) is a symmetric in \( L^2(\Omega,d\nu) \), and \( W > 0 \). Suppose also that \( \lambda_0(P,W,\Omega) > -\infty \). Define

\[ \bar{P} := W^{-1}P. \]

Then \( \bar{P} \) is symmetric on \( L^2(\Omega,Wd\nu) \), has the same quadratic form as \( P \), and \( \lambda_0 \) (resp. \( \lambda_\infty \)) is the infimum of the spectrum (resp. essential spectrum) of the Friedrichs extension of \( \bar{P} \).

Denote by \( q \) the quadratic form associated to \( P \), and assume that \( P \geq 0 \) in \( \Omega \). Then the following Hardy-type inequality holds true with the best constant \( \lambda_0 = \lambda_0(P,W,\Omega) \geq 0 \):

\[ q(\varphi) \geq \lambda_0 \int_\Omega W \varphi^2 d\nu \quad \forall \varphi \in C_0^\infty(\Omega). \quad (15) \]

Next, we introduce the definition of (sub)criticality:

**Definition (2.1.7) [2]:**

Assume that \( P \geq 0 \) in \( \Omega \). The operator \( P \) is said to be subcritical in \( \Omega \) if there exists a nonzero nonnegative continuous function \( W \) such that \( \lambda_0(P,W,\Omega) > 0 \), otherwise, \( P \) is critical in \( \Omega \). So, in the critical case, \( \lambda_0(P,W,\Omega) = 0 \) for any nonnegative nonzero continuous function \( W \).

If \( P \not\geq 0 \) in \( \Omega \), then \( P \) is said to be supercritical in \( \Omega \).

The (sub)criticality of \( P \) in \( \Omega \) has an equivalent characterization in terms of the structure of the cone of positive solutions \( C_\rho(\Omega) \). This characterization is based on
the notion of positive solution of minimal growth, and it is a key to our theorems and proofs. We recall the definition.

**Definition (2.1.8) [2]:**

(i) Let $\ominus \Omega$, and let $u$ be a positive solution of the equation $Pw = 0$ in $\Omega \setminus K$. We say that $u$ is a positive solution of minimal growth in a neighborhood of infinity in $\Omega$ if for any $K \in K' \Subset \Omega$ with smooth boundary and any (regular) positive supersolution $v \in C((\Omega \setminus K') \cup \partial K')$ of the equation $Pw = 0$ in $\Omega \setminus K'$ satisfying $u \leq v$ on $\partial K'$, we have $u \leq v$ in $\Omega \setminus K'$.

(ii) Let $x_1 \in \Omega$. A positive solution of the equation

$$Pu = 0 \quad \text{in} \Omega \setminus \{x_1\}$$

of minimal growth in a neighborhood of infinity in $\Omega$ is called a positive minimal Green function, if the singularity at $x_1$ is not removable. The appropriately normalized Green’s function is denoted by $G_P^\Omega(x, x_1)$.

The aforementioned characterization of a subcritical operator is given in the following proposition.

**Proposition (2.1.9) [2]:**

Suppose that $P \geq 0$ in $\Omega$. The operator $P$ is subcritical in $\Omega$ if and only if it admits a positive minimal Green function $G_P^\Omega(x, x_1)$ in $\Omega$. Moreover, in the critical case, the equation $Pu = 0$ admits a unique (up to multiplicative constant) positive global solution in $\Omega$, which is called Agmon’s ground state (or in short a ground state).

The operator $P$ is subcritical (resp. critical) in $\Omega$ if and only if its formal adjoint $P^\star$ is subcritical (resp. critical) in $\Omega$.

We note that a ground state of a critical operator $P$ in $\Omega$ is a positive global solution of the equation $Pu = 0$ in $\Omega$ that has minimal growth in a neighborhood of infinity in $\Omega$.

Let $P$ be subcritical in $\Omega$ and $W \geq 0$. Clearly $\lambda_0 := \lambda_0(P, W, \Omega) \geq 0$, but $\lambda_0$ might be either 0 or positive. Moreover, the operator $P - \lambda W$ is subcritical in $\Omega$ for $0 \leq \lambda < \lambda_0$, but $P - \lambda_0 W$ might be either subcritical or critical in $\Omega$. The case of a
perturbation by a compactly supported potential is well understood. In particular, we have:

**Proposition (2.1.10) [2]:**

Let $P$ be a subcritical operator in $\Omega$ and $W \geq 0$ a nonzerobounded compactly supported weight in $\Omega$ (or more generally, $W$ is a semismall perturbation potential of the operator $P$ in $\Omega$). Then $\lambda_0(P, W, \Omega) > 0$. Moreover, the operator $P - \lambda W$ is critical in $\Omega$ for $\lambda = \lambda_0$, and subcritical for $0 \leq \lambda < \lambda_0$.

Next, we define null-criticality.

**Definition (2.1.11) [2]:**

We say that the operator $P - W$ is null-critical (resp. positive critical) in $\Omega$ with respect to the measure $Wd\nu$ if $P - W$ is critical in $\Omega$, and $\varphi_0\varphi_0^* \notin L^1(\Omega, Wd\nu)$ (resp. $\varphi_0\varphi_0^* \in L^1(\Omega, Wd\nu)$), where $\varphi_0$, and $\varphi_0^*$ are the corresponding ground states of $P - W$ and $P^* - W$ in $\Omega$.

Positive criticality is closely related to the large time behavior of the heat kernel. Moreover, if $P$ is symmetric, it is equivalent to the existence of a minimizer for the corresponding variational problem. Indeed, let $q$ be the quadratic form associated to a subcritical operator $P$ in $\Omega$. Consider the space $D^{1,2}_P(\Omega)$, the completion of $C_0^\infty(\Omega)$ with respect to the norm $u \mapsto \sqrt{q(u)}$. Since $P$ is subcritical, we know that $D^{1,2}_P(\Omega) \hookrightarrow W^{1,2}_{loc}(\Omega)$ and $\lambda_0(P, W, \Omega)$ is characterized by the Rayleigh-Ritz variational problem:

$$\lambda_0 = \inf_{u \in D^{1,2}_P(\Omega) \setminus \{0\}} \frac{q(u)}{\int_\Omega u^2 Wd\nu}. \quad (16)$$

We have

**Lemma (2.1.12) [2]:**

Assume that $P$ is symmetric and $W > 0$ in $\Omega$. Then $P - W$ is positive-critical in $\Omega$ if and only if the infimum in the variational problem (16) is attained, and the
infimum is equal 1. Furthermore, if it is the case, then the corresponding ground state \( \varphi_0 \) satisfies \( \varphi_0 \in \mathcal{D}^{1,2}_P(\Omega) \), and realizes the infimum uniquely (up to a multiplicative constant).

Finally, we define precisely what we mean by saying that \( W \) is “as large as possible” weight function.

**Definition (2.1.13) [2]:**

Let \( P \) be a subcritical operator in \( \Omega \). A nonzero nonnegative function \( W \) is said to be an optimal Hardy-weight with respect to \( P \) and the domain \( \Omega \) if \( P - W \) is null-critical in \( \Omega \), and for any \( \lambda > 1 \), the operator \( P - \lambda W \) is supercritical in any neighborhood of infinity in \( \Omega \).

Let \( V \in C^\infty_0(\mathbb{R}^n) \) be a potential such that the operator \( -\Delta + V(x) \) is critical in \( \mathbb{R}^n \). Consider the operator \( P := -\Delta + 1 + V(x) \), and the potential \( W(x) := 1 \). Then

\[
\lambda_0(P, W, \mathbb{R}^n) = \lambda_\infty(P, W, \mathbb{R}^n) = 1
\]

On the other hand, the operator \( P - W \) is null-critical in \( \mathbb{R}^n \) for \( n \leq 4 \), and positive-critical if \( n > 4 \).

The following theorem provides the existence of an optimal Hardy-weight.

**Theorem (2.1.14) [2]:**

Let \( P \) be a subcritical operator in \( \Omega \), and let \( G(x) := G^0_P(x,0) \) be its minimal positive Green function with a pole at \( 0 \in \Omega \). Let \( u \) be a positive solution of the equation \( Pu = 0 \) in \( \Omega \) satisfying

\[
\lim_{x \to \infty} \frac{G(x)}{u(x)} = 0,
\]

where \( \infty \) is the ideal point in the one-point compactification of \( \Omega \). Consider the positive supersolution

\[
v := \sqrt{G} u
\]

of the operator \( P \) in \( \Omega^* \). Then for the associated Hardy-weight
we have $\lambda_0(P, W, \Omega^*) = 1$, and $W$ is an optimal Hardy-weight with respect to $P$ and the punctured domain $\Omega^*$.

Assume further that $P$ is a symmetric operator and $W$ is positive in $\Omega^*$, then the spectrum and the essential spectrum of the Friedrichs extension of the operator $W^{-1}P$ on $L^2(\Omega^*, Wd\nu)$ is equal to $[1, \infty)$, and the corresponding Agmon metric

$$ds^2 := W(x) \sum_{i,j=1}^n a_{ij}(x) dx^i dx^j,$$

where $[a_{ij}] := [a^{ij}]^{-1}$

is complete.

**Remark (2.1.15) [2]:**

(i) If $P$ is a symmetric operator, or more generally if $G^\Omega_P(x, y) = G^\Omega_P(y, x)$, then a global positive solution $u$ satisfying (17) always exists.

(ii) If $u_0, u_1$ are two positive solutions of $Pu = 0$ near infinity in $\Omega$ such that

$$\lim_{x \to \infty} \frac{u_0(x)}{u_1(x)} = 0,$$

then $u_0$ is a positive solution of minimal growth in a neighborhood of infinity in $\Omega$ (see Proposition (2.2.1)). Therefore, in Theorem (2.1.14) we must take $u_0 = G$ (the Green function) as a solution satisfying (19).

(iii) By the uniqueness of the ground state, it follows that $\nu = \sqrt{G\bar{u}}$ is the ground state of $P - W$ in $\Omega^*$.

As a consequence of the criticality of $P - W$, we get the following positive Liouville theorem:

**Corollary (2.1.16) [2]:**

Under the assumptions of Theorem (2.1.14), suppose that $\bar{u}$ is a positive supersolution of the equation $(P - W)w = 0$ in $\Omega^*$. Then $\bar{u}$ is actually a solution of the above equation, and is equal (up to a multiplicative constant) to $\sqrt{G\bar{u}}$. 

$$W := \frac{Pu}{v} = \frac{1}{4} \left| \nabla \log \left( \frac{G}{u} \right) \right|^2_A$$

$$\lambda_0(P, W, \Omega^*) = 1,$$
We prove Theorem (2.1.14) in four steps, see theorems (2.2.2), (2.2.5), (2.2.10), and (2.2.14).

We recall a standard procedure to eliminate the zero-order term of the operator $P$. Denote by $\mathcal{V}$ the space $C^{2,\alpha}_{\text{loc}}(\Omega)$ (resp. $W^{1,2}_{\text{loc}}(\Omega)$) if $P$ is of the form (12) (resp. (13)). Let $h \in \mathcal{V}$ be a positive continuous function and define a map

$$T_h: \mathcal{V} \to \mathcal{V}, \quad v \to \frac{v}{h}. \quad (20)$$

The operator $P_h := T_h \circ P \circ T_h^{-1}$ given more explicitly by

$$P_h u = \frac{P(hu)}{h} \quad (21)$$

is called the $h$-transform of $P$.

Fix $\varphi \in C_P(\Omega)$. Then the corresponding $h$-transform is called a ground state transform. Clearly,

$$P_{\varphi} 1 = 0.$$

Moreover, we have

**Proposition (2.1.17) [2]:**

Let $\varphi \in C_P(\Omega)$, and let $P_{\varphi}$ be the corresponding ground state transform. Then

$$\lambda_0(P_{\varphi}, W, \Omega) = \lambda_0(P, W, \Omega), \quad \lambda_\infty(P_{\varphi}, W, \Omega) = \lambda_\infty(P, W, \Omega).$$

Moreover, $P_{\varphi}$ is subcritical in $\Omega$ if and only if $P$ is subcritical in $\Omega$.

The map $T_{\varphi}|_{\mathcal{V} \cap L^2(\Omega,d\nu)}$ extends to an isometry between $L^2(\Omega,d\nu)$ and $L^2(\Omega,\varphi^2 d\nu)$. In the symmetric case this implies that $P$ and $P_{\varphi}$ are unitary equivalent.

**Proof:**

The map $T_{\varphi}$ respects the structure of positive solutions,
\[ T_\varphi C_P(\Omega) = C_{P\varphi}(\Omega), \]
and preserves support of functions, namely \( \text{supp} \, v = \text{supp} \, T_\varphi v \). The claim about \( \lambda_0 \) and \( \lambda_\infty \) then follows from their definitions and Proposition (2.1.9). The last two claims about the isometry are standard. When \( P \) is symmetric it provides independent proof of the spectral claims of the proposition.

We note that in the subcritical case, the corresponding Green’s functions satisfies

\[ G_{P\varphi}^\Omega(x,y) = \frac{1}{\varphi(x)} G_P^\Omega(x,y) \varphi(y). \]

On the other hand, in the critical case (i) is the ground state of the equation \( P_\varphi u = 0 \) in \( \Omega \). In addition, if the operator \( P \) is symmetric, then

\[ P_\varphi u = -\frac{1}{\varphi^2} \text{div}(\varphi^2 A(x) \nabla u), \quad (22) \]
and \( P_\varphi \) is manifestly symmetric in \( L^2(\Omega, \varphi^2 \, dv) \).

Calculations are genuinely simplified after a ground state transform. Indeed, if \( P 1 = 0 \), then

\[ P(\varphi v) = uP(v) - 2A \nabla u \cdot \nabla v + vP(u), \quad (23) \]

\[ P(f(u)) = f''(u) P(u) - f'''(u) |\nabla v|^2_A, \quad (24) \]
holds for all functions \( u, v \in \mathcal{V} \) and \( f \in C^2(\mathbb{R}) \).

The construction of the optimal Hardy-weight using the supersolution method is based on the following simple observation

**Lemma (2.1.18) [2]:**

Let \( v_j \) be two positive solutions (resp. supersolutions) of the equation \( Pu = 0, j = 0, 1 \), in a domain \( \Omega \), and let \( v := v_1/v_0 \). Then for any \( 0 \leq \alpha \leq 1 \) the function

\[ v_\alpha(x) := (v_1(x))^\alpha (v_0(x))^{1-\alpha} = v^\alpha(x)v_0(x) \quad (25) \]
is a positive solution (resp. supersolution) of the equation
\[ [P - 4\alpha (1 - \alpha)W(x)]u = 0 \quad \text{in} \Omega, \quad (26) \]

where \( W \) is the Hardy-weight given by

\[ W(x) := \frac{|\nabla u|^2_A}{4\nu^2} \geq 0. \quad (27) \]

In fact, \( \nu_j \) are linearly independent if and only if \( W \neq 0 \).

Optimizing (26) in \( \alpha \), we find for \( \alpha = 1/2 \):

**Corollary (2.1.19) [2]:**

The function \( \sqrt{\nu_0\nu_1} \) is a positive (super)solution of the equation

\[ [P - W(x)]u = 0 \quad \text{in} \Omega. \]

In particular, \( P - W \geq 0 \) in \( \Omega \).

We call the above procedure the supersolution construction, and the corresponding potential \( W \) is called a Hardy-weight. When \( \nu_j \) are positivesolutions it is often useful to apply the ground state transform with respect to \( \nu_0 \). This h-transform maps the pair of solutions \((\nu_0, \nu_1)\) of \( P \) to a pair of solutions \((1, \nu_1/\nu_0)\) of the equation \( Pu_0'u = 0 \). For example, (26) is thenobtained by applying (23) and (24) with \( = Pu_0 \), and \( f(t) = t^\alpha \). Note that the Hardy-weight \( W \) is unchanged under this ground state transform.

**Remark (2.1.20) [2]:**

Lemma (2.1.18) has a straightforward generalization to the case when \( \nu_j \) are positive (super)solutions of \( (P - V_j)\nu_j = 0, j = 0,1 \). In that case \( v_\alpha \) is a (super)solution of the equation

\[ [P + (1 - \alpha)V_0 + \alpha V_1 - 4\alpha (1 - \alpha)W]u = 0. \quad (28) \]

**Example (2.1.21) [2]:**

Suppose that \( P = -\Delta \), and assume that \( \Omega \) is a smoothbounded convex domain. Consider the function \( \nu_0(x) := \delta(x) := \text{dist}(x, \partial\Omega) \) which due to the convexity is a
positive superharmonic function in \( \Omega \), and let \( \nu_1 := 1 \). Then the associated weight \( W(x) = \delta(x)^{-2}/4 \) is the corresponding Hardy-weight, and we get the well known Hardy inequality

\[
\int_{\Omega} |\nabla \phi|^2 \, dx \geq \frac{1}{4} \int_{\Omega} \frac{|\phi|^2}{\delta(x)^2} \, dx \quad \forall \phi \in C_0^\infty(\Omega). \tag{29}
\]

It is known that the operator \(-\Delta - W\) is subcritical in \( \Omega \), but

\[
\lambda_0(-\Delta, \delta(x)^{-2}, \Omega) = \lambda_\infty(-\Delta, \delta(x)^{-2}, \Omega) = 1/4. \tag{30}
\]

That is, \(1/4\) is the best constant in the above inequality in a strong sense. In fact, (30) can be deduced from Theorem (2.2.4) (see Example (2.3.17)). Note also, that if one takes instead the superharmonic function \( \nu_0(x) = \delta(x)^\beta \) with \( 0 < \beta < 1 \), then one obtains the Hardy inequality without the best constant.

The supersolution construction can be generalized to the case of finitely many positive supersolutions.

**Proposition (2.1.22) [2]:**

Suppose that \( P \geq 0 \) in \( \Omega \), and let \( u_1, \ldots, u_N \) be positive (super)solutions of \( Pu = 0 \) in \( \Omega \). Let \( \alpha_1, \ldots, \alpha_N \) be nonnegative numbers such that \( \sum_{i=1}^N \alpha_i = 1 \).

Then

\[
u \equiv \prod_{j=1}^N u_j^{\alpha_j} \quad \tag{31}
\]

is a positive supersolution of the equation \( Pu = 0 \) in \( \Omega \). Moreover, \( u \) is a positive (super)solution of \((P - W)u = 0\) in \( \Omega \), where

\[
W := \sum_{i<j} \alpha_i\alpha_j \left| \nabla \log \left( \frac{u_i}{u_j} \right) \right|^2_A.
\]

**Proof:**

Consider the function \( u \) defined by (31). We compute that
\[ Pu - \sum_{i=1}^{N} \alpha_i \frac{Pu_i}{u_i} u = \left( \sum_{i=1}^{N} \alpha_i (1 - \alpha_i) \left[ \frac{\nabla u_i}{u_i} \right]_A^2 - 2 \sum_{i<j} \alpha_i \alpha_j \left( \frac{\nabla u_i}{u_i}, \frac{\nabla u_j}{u_j} \right) \right) u \]

\[
= \left( \sum_{i=1}^{N} \alpha_i (1 - \alpha_i) \left[ \frac{\nabla u_i}{u_i} \right]_A^2 + \sum_{i<j} \alpha_i \alpha_j \left[ \frac{\nabla u_i}{u_i} - \frac{\nabla u_j}{u_j} \right]_A^2 - \left[ \frac{\nabla u_i}{u_i} \right]_A^2 - \left[ \frac{\nabla u_j}{u_j} \right]_A^2 \right) u
= \left( \sum_{i=1}^{N} \alpha_i \left( 1 - \sum_{j=1}^{N} \alpha_j \right) \left[ \frac{\nabla u_i}{u_i} \right]_A^2 + W \right) u = W u,
\]

since by hypothesis \( \sum_{i=1}^{N} \alpha_i = 1 \).

The supersolution construction given in Proposition (2.1.22) will be used when we study the case of a subcritical operator which is defined on a manifold with \( N \) ends, with \( N \geq 2 \).

Let us focus again on the case of two ends. Let \( W \) be the Hardy-weight given in Lemma (2.1.18) by (27). The set of solutions of the equation

\[(P - \lambda W)u = 0 \quad \text{in } \Omega\]

for \( \lambda \in \mathbb{R} \) plays a crucial role throughout the article. Indeed, under the assumptions of Lemma (2.1.18), for \( \lambda < 1 \) the equation \( P - \lambda W \) admits two positive (super)solutions

\[ u_{\alpha_+}(x) = (v_1(x))^{\alpha_+}(v_0(x))^{1-\alpha_+}, \text{ where } \alpha_\pm := \frac{1 \pm \sqrt{1 - \lambda}}{2}. \]  \( (32) \)

At the maximum \( \lambda = 1 \) the construction gives a positive (super)solution \( v_1/2 \) of \( (P - W)u = 0 \). We obtain a second solution for \( \lambda = 1 \) by differentiating (26) with respect to the parameter \( \alpha \) and substituting \( \alpha = \frac{1}{2} \),

\[ \partial_{\alpha} [(P - 4x(1 - x)W(x)]v_\alpha \big|_{\alpha = \frac{1}{2}} = (P - W) \left[ \sqrt{v_0 v_1} \log \left( \frac{v_0}{v_1} \right) \right] = 0. \]

To avoid justification of the differentiating with respect to \( \alpha \), we give an independent proof of this formula.
Lemma (2.1.23) [2]:

Assume that $P$ is a subcritical operator in $\Omega$. Let $v_j$ be twolinearly independent positive solutions of the equation $Pu = 0$ in $\Omega$, where $j = 0, 1$. Let $W$ be the associated Hardy-weight given by (27). Then the equation

$$(P - W)u = 0 \quad \text{in} \Omega, \quad (33)$$

admits a solution $w := \sqrt{v_0 v_1} \log \left( \frac{v_0}{v_1} \right)$.

Proof:

In light of the ground state transform with respect to the function $v_0$, we may assume that $v_0 = 1$, and let us denote $v := v_1$. So, $P1 = Pu = 0$ and, by the construction of $W$, $(P - W)v^{1/2} = 0$ in $\Omega$. Then using (23) and (24) we obtain

$$P\left(v^{1/2} \log v\right) = P\left(v^{1/2}\right) \log v - 2A \nabla v^{1/2} \cdot \nabla \log v + v^{1/2} P(\log v)$$

$$= P\left(v^{1/2}\right) \log v + v^{1/2} \frac{1}{v} P(v)$$

$$= Wu^{1/2} \log v.$$

Section (2.2): Null-Criticality and The Essential Spectrum

In the present section we show the first assertion of the main theorem (Theorem (2.1.14)). Namely, we show that under assumption (17), the operator $P - W$ is critical in $\Omega^*$. We start with a preliminary result.

Proposition (2.2.1) [2]:

Let $P$ be a second-order elliptic operator in and let $u_0, u_1$ be two positive solutions of $Pu = 0$ near infinity in such that

$$\lim_{x \to \infty} \frac{u_0(x)}{u_1(x)} = 0.$$
Then \( u_0 \) is a positive solution of minimal growth in a neighborhood of infinity in \( \Omega \).

**Proof:**

Let \( K \) be a smooth compact set in such that \( u_0 \) and \( u_1 \) are positive and continuous in \((\Omega \setminus K) \cup \partial K\), and are solutions of \( Pu = 0 \) in \( \Omega \setminus K \). Let \( \{\Omega_k\} \) be an exhaustion of \( \Omega \), such that \( K \subset \Omega_0 \), and let \( w_k \) be the solution of the following Dirichlet problem:

\[
\begin{align*}
PW_k &= 0 & \text{in} \Omega_k \setminus K, \\
W_k(x) &= u_0 & \text{on} \partial K, \\
W_k(x) &= 0 & \text{on} \partial \Omega_k.
\end{align*}
\]

(34)

Then by the generalized maximum principle, \( \{w_k\}_{k \in \mathbb{N}} \) is an increasing sequence of nonnegative functions, satisfying \( w_k \leq u_0 \), and therefore, converging to a positive solution \( w \) of \( Pu = 0 \) in \( \Omega \setminus K \), that clearly has minimal growth at infinity in \( \Omega \). Thus, it is enough to show that \( u_0 = w \) in \( \Omega \setminus K \). We obviously have \( w \leq u_0 \). On the other hand, by hypothesis, if \( \varepsilon > 0 \), there is \( k_\varepsilon \) such that \( u_0 \leq \varepsilon u_1 \) on \( \partial \Omega_k \setminus K \), for every \( k \geq k_\varepsilon \). By the generalized maximum principle, this implies that \( u_0 \leq w_k + \varepsilon u_1 \) in \( \Omega_k \setminus K \) and it follows \( u \leq w + \varepsilon u_1 \) in \( \Omega \setminus K \). By letting \( \varepsilon \to 0 \), we conclude that \( u_0 \leq w \). Thus, \( u_0 = w \) in \( \Omega \setminus K \).

We are ready to show the criticality statement of Theorem (2.1.14).

**Theorem (2.2.2) [2]:**

Under the hypotheses of Theorem (2.1.14), the operator \( P - W \) is critical in \( \Omega^* := \Omega \setminus \{0\} \), and has a ground state \( \sqrt{G}u \).

**Proof:**

By Corollary (2.1.19) and Lemma (2.1.23), the equation \((P - W)u = 0\) admits two solutions

\[
u_0 = \sqrt{G}u \quad \text{and} \quad u_1 = -\sqrt{G}u \log \left( \frac{G}{u} \right).
\]

By assumption (17), these solutions are positive near infinity and
\[
\lim_{x \to \infty} \frac{u_0(x)}{u_1(x)} = 0.
\]

Proposition (2.2.1) then implies that \( u_0 \) is a positive solution of the equation \((P - W)u = 0\) of minimal growth in a neighborhood of infinity in \( \Omega \). By the same argument and using the positive solution \(-u_1\) in a neighborhood of zero, we conclude that \( u_0 \) has minimal growth in a neighborhood of zero. The second part of Lemma (2.3.6) implies now that \( u_0 \) has minimal growth at infinity in \( \Omega^* \). Therefore, \( u_0 \) is a ground state of \( P - W \) in \( \Omega^* \), so, \( P - W \) is critical in \( \Omega^* \).

**Alternative proof:**

(i) Let \( \alpha \in (0, 1/2) \) and consider \( v_\alpha := G^\alpha u^{1-\alpha} \). Then \( v_\alpha \) and \( v_{(1-\alpha)} \) are positive solutions of \( P - 4\alpha(1 - \alpha)W \) that satisfies

\[
\frac{v_\alpha}{v_{(1-\alpha)}} = (\frac{G}{u})^{2\alpha-1}.
\]

Therefore, assumption (17) and the singularity of Green's function at 0 imply

\[
\lim_{x \to \infty} \frac{v_{(1-\alpha)}(x)}{v_\alpha(x)} = 0 \quad \text{and} \quad \lim_{x \to 0} \frac{v_\alpha(x)}{v_{(1-\alpha)}(x)} = 0.
\]

Consequently, applying Proposition (2.2.1), we deduce that \( v_\alpha \) has minimal growth at zero, and \( v_{(1-\alpha)} \) has minimal growth at infinity (both for the operator \( P - 4\alpha(1 - \alpha)W \)). This implies that \( \sqrt{G}u = \lim_{\alpha \to 1/2} v_\alpha = \lim_{\alpha \to 1/2} v_{(1-\alpha)} \) has minimal growth at zero and at infinity for \( P - W \), as we explain now.

Indeed, let \( v \) be a positive supersolution for \( P - W \) in a neighborhood of zero, that we assume for simplicity to be \( B(0,1) \setminus \{0\} \). Then \( v \) is a positive supersolution of \( P - 4\alpha(1 - \alpha)W \) in \( B(0,1) \setminus \{0\} \) for \( 0 \leq \alpha \leq 1 \). Since on \( \partial B(0,1) \), \( v \) and \( v_\alpha \) are bounded above and below by positive constant that does not depend on \( \alpha \), we deduce that there is a constant \( C \) independent of \( \alpha \) such that

\[
v_\alpha \leq Cv.
\]

Letting \( \alpha \to 1/2 \), we deduce that
\[ \sqrt{G}u \leq Cv, \]
hence \( \sqrt{G}u \) has minimal growth at zero. The proof at infinity repeats the same argument with the solution \( v_{(1-\alpha)} \).

**Alternative proof:**

(ii) Here we explain how to prove the criticality of \( P - W \), using once more the log solution, but without the use of the notion of minimal growth. By performing a ground state transform with respect to \( u \), we can assume that \( u = 1 \).

We need to prove that the operator \( Q := P - W \) is a critical operator in \( \Omega^* \). Notice that the supersolution construction gives that \( Q(G^{1/2}) = 0 \) on \( \Omega^* \), where \( G \) is the Green function for \( P \) with a pole 0. Let us perform a ground state transform for \( Q \) with respect to its positive solution \( G^{1/2} \). We get a second-order elliptic operator \( \tilde{Q} := Q G^{1/2} \). By Lemma (2.1.17), the operator \( \tilde{Q} \) is critical in \( \Omega^* \) if and only if \( Q \) is critical in \( \Omega^* \). By Lemma (2.1.23) we have,

\[ \tilde{Q}(\log(G)) = 0 \quad \text{in} \Omega^*. \]

So, in \( \Omega^* \), we have two solutions of the equation \( \tilde{Q}u = 0 \), namely 1 and \( w := \log(G) \). Note that

\[ \lim_{x \to \infty} w(x) = -\infty, \quad \lim_{x \to 0} w(x) = \infty, \]

where the first limit is due to our assumption (17).

We claim that this implies that \( \tilde{Q} \) is critical in \( \Omega^* \).

Assume on the contrary that \( \tilde{Q} \) is subcritical in \( \Omega^* \), and let \( \tilde{G}(x) = G_{\tilde{Q}}^{\Omega^*}(x, x_1) \) be the corresponding Green function with a pole at \( x_1 \in \Omega^* \). Let \( K \) be a compact annular domain around 0 containing \( x_1 \) such that \( G(x) = M \) on the inner boundary and \( G(x) = M^{-1} \) in the outer boundary, where \( M > 1 \) is a large positive number. So, \( \Omega = K_0 \cup K \cup K_\infty \) where \( K_0 \) is a neighborhood of 0, and \( K_\infty \) is a neighborhood of \( \infty \).

By the minimality of \( \tilde{G} \) and the fact that \( \tilde{Q}1 = 0 \), we have
\[ \inf_{x \in \Omega^*} \tilde{G}(x) = 0. \]

Therefore, either \( \lim \inf_{x \to 0} \tilde{G}(x) = 0 \) or \( \lim \inf_{x \to \infty} \tilde{G}(x) = 0 \). Suppose first that \( \lim \inf_{x \to 0} \tilde{G}(x) = 0 \), and let

\[ D^0_k := \{ x \in K_0 | M < G(x) < k \}. \]

\( D^0_k \) is a union of open, relatively compact, connected sets in \( \Omega^* \), whose boundaries are contained in \( \{ x : G(x) = M \} \cup \{ x : G(x) = k \} \). Furthermore, the sequence \( \{ D^0_k \}_{k \in \mathbb{N}} \) is increasing and is an exhaustion of \( K_0 \setminus \{0\} \). Let \( v_k \) be the solution of the Dirichlet problem

\[
\begin{cases}
\tilde{Q}u = 0 & \text{in } D^0_k, \\
u(x) = 1 & \text{on } \partial D^0_k \cap \{ x : G(x) = M \}, \\
u(x) = 0 & \text{on } \partial D^0_k \cap \{ x : G(x) = k \},
\end{cases}
\]

(35)

Let \( C > 0 \) such that \( \tilde{G} \geq C^{-1} \) on \( \{ x : G(x) = M \} \). Then by the maximum principle \( 0 \leq v_k \leq C\tilde{G} \). For \( k \) big enough, the set \( \partial D^0_k \cap \{ x : G(x) = M \} \) is independent of \( k \), and by the maximum principle \( v_k \) is a bounded nondecreasing sequence, converging to a positive function \( v_0 \) which solves the equation \( \tilde{Q}u = 0 \) in \( K_0 \setminus \{0\} \), and satisfies \( v_0 \leq C\tilde{G} \) in \( K_0 \setminus \{0\} \). On the other hand, we have an explicit formula for \( v_k \):

\[ v_k(x) = \frac{\log k - w(x)}{\log k - \log M}. \]

Hence \( v_0 = 1 \), and consequently \( \tilde{G} \geq C^{-1} \) in \( K_0 \setminus \{0\} \) which contradicts our assumption.

A similar argument shows that \( \lim \inf_{x \to \infty} \tilde{G}(x) = 0 \) cannot happen. Hence, we obtain a contradiction to our assumption that \( \tilde{Q} \) is subcritical in \( \Omega^* \).

We present three proofs of Theorem (2.2.2). The shortest one uses the log solution for \( P - W \), as well as the notion of minimal growth and is as follows:

Now, we prove that for any \( \lambda > 1 \) the equation \( (P - \lambda W)u = 0 \) does not admit any positive solution neither in any neighborhood of infinity in \( \Omega \), nor in any punctured neighborhood of 0.
We first state the following lemma.

**Lemma (2.2.3) [2]:**

Let \( v_j \) be two positive solutions of the equation \( Pu = 0, \ j = 0,1 \), in a domain \( \Omega \), and let \( v := v_1/v_0 \). Then for any \( \lambda \in \mathbb{R} \) and \( \alpha \in \mathbb{C} \) satisfying \( \lambda = 4\alpha(1 - \alpha) \), the function

\[
v_\alpha(x) := (v_1(x))^{\alpha}(v_0(x))^{1-\alpha} = v^\alpha(x)v_0(x)
\]

is a solution of the equation

\[
[P - \lambda W(x)]u = 0 \quad \text{in} \Omega,
\]

where

\[
W(x) := \frac{|\nabla v|^2}{4v^2} \geq 0.
\]

We have the following theorem.

**Theorem (2.2.4) [2]:**

Under the assumptions of Theorem (2.1.14) we have

\[
\lambda_\infty(P, W, \Omega) = \lambda_\infty(P, W, \Omega^*) = 1.
\]

More precisely, for any \( \lambda > 1 \) the equation \((P - \lambda W)u = 0\) does not admit any positive solution neither in any neighborhood of infinity in \( \Omega \), nor in any punctured neighborhood of 0.

**Proof:**

To simplify the notations we assume that \( u = 1 \) in the assumptions of Theorem (2.1.14) (in particular, \( P1 = 0 \) in \( \Omega \)). The general case then follows by ground state transform (see Proposition (2.1.17)).

Fix \( \lambda > 1 \) and \( K \) a compact subset of \( \Omega \) containing 0. We need to show that the operator \( P - \lambda W \) cannot be nonnegative on \( K^c := \Omega \setminus K \).

By Lemma (2.2.3), we have
\[(P - \lambda W)G^\alpha = 0 \quad \text{in} \, K^c,\]

where \(\alpha\) is a complex number satisfying \(4\alpha(1 - \alpha) = \lambda\). Inverting the relation, we get that

\[(P - \lambda W)G^{\frac{1}{2} + i\xi} = 0,\]

where

\[\xi := \frac{\sqrt{\lambda - 1}}{2}.\]

By taking the real part

\[\varphi := \Re \left( G^{\frac{1}{2} + i\xi} \cos(\xi \log(G)) \right),\]

we obtain an oscillatory solution of the equation

\[(P - \lambda W)u = 0 \quad \text{in} \, K^c.\]

We claim that the existence of such an oscillatory solution \(\varphi\) implies that \(P - \lambda W\) is supercritical in \(K^c\) (i.e. \(P - \lambda \not\geq 0\) in \(K^c\)).

Indeed, since \(\lim_{x \to \infty} G(x) = 0\), we can find a connected component \(U\) of the open, relatively compact set \(\{x : 0 < a < G(x) < b\}\) contained in \(K^c\), where \(a\) and \(b\) are chosen so that

\[\cos(\xi \log a) = \cos(\xi \log b) = 0,\]

and such that \(\varphi\) has a constant sign on \(U\), for example \(\varphi > 0\) on \(U\). Then since \(\varphi\) vanishes on the boundary of \(U\) and is positive on \(U\), it has a local maximum point in \(U\). If the generalized maximum principle for \(P - \lambda W\) would hold, we would deduce that \(\varphi\) is zero on \(U\), which is a contradiction. Therefore, the generalized maximum principle for \(P - \lambda W\) does not hold in \(K^c\), and hence \(P - \lambda W \not\geq 0\) in \(K^c\). Since \(K\) is an arbitrary compact set containing \(0\), it follows that \(P - \lambda W\) cannot admit a positive (super)solution in any neighborhood of infinity in \(\Omega\).

Similarly, one shows that for any \(\lambda > 1\), the generalized maximum principle for \(P - \lambda W\) does not hold in any punctured neighborhood of the origin.
The next result demonstrates that the asymptotic behavior of the constructed optimal Hardy-weight near 0 is exactly like the classical Hardy potential near the origin. Without loss of generality we may assume that the matrix $A = [a_{ij}]$ at 0 is equal to the identity matrix.

**Theorem (2.2.5) [2]:**

Assume that $n \geq 3$, the coefficients of $P$ are smooth enough near 0, and $a_{ij}(0) = \delta_{ij}$. Suppose further that the assumptions of Theorem (2.1.14) holds true. Then

$$\lim_{x \to 0} |x|^2 W(x) = C_H = \left(\frac{n-2}{2}\right)^2.$$ 

**Proof:**

It is well known that near the origin we have $G(x) \sim |x|^{n-2}$. Moreover, we know also the asymptotic near 0 of $|\nabla G(x)|$. Hence, an elementary calculation shows that

$$\lim_{x \to 0} \frac{|x|^2 \left| \nabla \left(\frac{G}{u}\right) \right|^2}{4 \left| \frac{G}{u} \right|^2} = C_H.$$ 

The next result demonstrates that if $P$ is symmetric, Theorem (2.2.4) implies that the decay of the weight $W$ near infinity is "optimal" in the following sense.

**Corollary (2.2.6) [2]:**

Suppose that $P$ satisfies the assumptions of Theorem (2.1.14), and assume further that $P$ is a symmetric operator. Then for every $\lambda > 1$ and every locally regular potential $\tilde{W}$ such that $\tilde{W} = W$ outside a compact neighborhood of 0, the (Friedrichs extension of the) operator $P - \lambda \tilde{W}$ has an infinite negative spectrum, in the sense that

$$\sup \{ \text{dim}(F) : F \subset D^{1,2}_P(q), q|F < 0 \} = \infty,$$

where $q$ is the quadratic form associated to $P - \lambda \tilde{W}$. 
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In particular, if
\[ \lim_{x \to \infty} W(x) = 0, \]
then (the Friedrichs extension of) \( P - \lambda \tilde{W} \) has an infinite number of negative eigenvalues accumulating at zero.

**Proof:**

In view of \( \lambda_\infty(P, W, \Omega) = \lambda_\infty(P, \tilde{W}, \Omega) \), the first part follows from Theorem (2.2.4). In fact, \( \lambda_\infty(P, \tilde{W}, \Omega) = 1 \) implies that for every \( \lambda > 1 \), the operator \( P - \lambda \tilde{W} \) cannot be nonnegative in any neighborhood of infinity, that is \( \lambda_\infty(P - \lambda \tilde{W}, 1, \Omega) \leq 0 \). For the sake of completeness, that the operator \( P - \lambda \tilde{W} \) has a finite negative spectrum if and only if \( \lambda_\infty(P - \lambda \tilde{W}, 1, \Omega) > 0 \).

The negative spectrum is the union of the negative essential spectrum and the negative eigenvalues of finite multiplicities. However, under the condition \( \lim_{x \to \infty} W(x) = 0 \), the essential spectrum of the Friedrichs extension of \( P - \lambda \tilde{W} \) is contained in \([0, \infty)\).

Under the hypotheses of Theorem (2.1.14), we know (by Theorem (2.2.2)) that the operator \( P - W \) is critical in \( \Omega^* \). Let \( \varphi_0 \) be the ground state of \( P - W \), and \( \varphi_0^* \) be the ground state of \( P^* - W \) (which is also a critical operator in \( \Omega^* \)). We study integrability properties of these ground states. In particular, if \( P \) is symmetric, we study whether the corresponding ground state belongs to \( L^2(\Omega^*, W d\nu) \). Note that since \( \varphi_0 \) is continuous its integrability is determined by its behavior at infinity and zero.

**Definition (2.2.7) [2]:**

Assume that \( P - W \) is critical in \( \Omega^* \), and let \( \varphi_0 \) and \( \varphi_0^* \) be the ground states of \( P - W \), and \( P^* - W \), respectively. We say that \( P - W \) is null-critical at infinity if
\[
\int_{\Omega \setminus K} \varphi_0(x) \varphi_0^*(x) W \, d\nu = \infty,
\]
for (any) compact set \( K \) containing zero. Similarly, we define null-criticality at zero.
We have:

**Theorem (2.2.8) [2]:**

Under the assumptions of Theorem (2.1.14), the operator $P - W$ is null-critical at infinity and at zero.

**Proof:**

Recall that the explicit form of $\varphi_0$ is known. On the other hand, in contrast to the symmetric case, the explicit form of $\varphi_0$ is unknown in the nonsymmetric case. Consequently, the proof is much subtler. Therefore, to illustrate the idea of the proof in the general case, we first present the proof in the symmetric case.

So, let us first assume that $P$ is a symmetric operator. We assume as before that $P1 = 0$, the general case then follows by the ground state transform. Recall that for $\xi \geq 0$, the function

$$\varphi_\xi := G^{1/2} \cos(\xi \log(G))$$

solves the equation

$$(P - (4\xi^2 + 1)W)u = 0.$$ 

In particular $\varphi_0 = G^{1/2}$ is the ground state.

Define a set

$$\Omega_\xi := \left\{ x : -\frac{\pi}{2\xi} < \log G(x) < 0 \right\}$$

and consider the solutions $\varphi_\xi, \varphi_{3\xi}$. These solutions as formal eigenfunctions of a mixed value boundary problem on $\Omega_\xi$ lead to the following orthogonality relation

$$\int_{\Omega_\xi} \varphi_\xi \varphi_{3\xi} W \, dv = 0.$$  

Let us prove (40) in detail. Assume first that $\Omega_\xi$ is regular enough, then we have the following Green formula for $P$:
\[
\int_{\Omega_\xi} (P[\varphi_\xi] \varphi_{3\xi} - \varphi_\xi P[\varphi_{3\xi}]) \, dv = \int_{\partial \Omega_\xi} \langle A \nabla[\varphi_\xi] \varphi_{3\xi} - A \nabla[\varphi_{3\xi}] \varphi_\xi, \hat{\sigma} \rangle \, d\sigma, \quad (41)
\]

where \(d\sigma\) is the induced measure on \(\partial \Omega_\xi\) and \(\hat{\sigma}\) is the outward unit normal vector field on \(\partial \Omega_\xi\). By construction, the functions \(\varphi_\xi, \varphi_{3\xi}\) vanish on the set \(\log G = -\pi/(2\xi)\). On the other hand, on the part of the boundary contained in \(\{\log G = 0\}\) we have

\[
\varphi_\xi = 1 \quad \text{and} \quad \nabla \varphi_\xi = \nabla \varphi_0 \quad (42)
\]

for all \(\xi\). It follows that the right hand side of the Green formula (41) vanishes. This establishes (40) since the left hand sides of (40) and (41) are nonzero multiple of each other.

For a nonregular \(\Omega_\xi\) the claim follows by approximation of \(\Omega_\xi\) by regular domains.

Now, assume that \(\varphi_0 \in L^2(\Omega \setminus K, W \, dv)\) and note that

\[
|\varphi_\xi| \leq \varphi_0
\]

for all \(\xi \geq 0\). Letting \(\xi \to 0\) in (40), we conclude by the dominated convergence theorem that

\[
\int_{\{G < 1\}} \varphi_0^2 W \, dv = 0,
\]

which is a contradiction since \(\varphi_0 > 0\) and \(W \equiv 0\) on \(\{G < 1\}\). The proof of the null-criticality near zero is analogous.

The general case: The proof follows the same idea as above, but since an explicit formula for the ground state \(\varphi^*_0\) of the adjoint operator \(P^* - W\) is not available, we construct instead an approximating sequence for \(\varphi^*_0\).

Consider the domain \(\Omega_\xi\) defined by (39), and let \(\varphi^*_\xi\) be the solution of the Dirichlet problem
\[
\begin{cases}
(P^* - W)u = 0 & \text{in } \Omega_\xi, \\
u(x) = \varphi_0^* & \text{on } \{ \log G = 0 \}, \\
u(x) = 0 & \text{on } \{ \log G = -\pi/(2\xi) \}.
\end{cases}
\] (43)

Since \( P^* - W \) is subcritical in \( \Omega_\xi \), the generalized maximum principle implies that \( \varphi_\xi^* \) is positive, \( \varphi_\xi^* \leq \varphi_0^* \) on \( \Omega_\xi \), and the sequence \( \{ \varphi_\xi^* \} \) is increasing with respect to \( \xi \).

Therefore, as \( \xi \to 0 \), we have \( \varphi_\xi^* \to \varphi^* \leq \varphi_0^* \) locally uniformly in \( \Omega^* \setminus K \), where \( K = \{ G > 1 \} \) is a neighborhood of zero, and \( \varphi^* \) is a nonnegative solution of the equation \( (P^* - W)u = 0 \) in \( \Omega \setminus K \). Since \( \varphi_0^* \) is a ground state of \( P^* - W \) in \( \Omega^* \), it has minimal growth at infinity of \( \Omega \), and hence \( \varphi_0^* \leq \varphi^* \). Thus, \( \varphi^* = \varphi_0^* \), and we obtain

\[
\lim_{\xi \to 0} \varphi_\xi^* = \varphi_0^*.
\]

We use Green's formula for the operator \( Q := P - W \):

\[
\int_{\Omega_\xi} Q[u] \varphi_\xi^* \, dv = \int_{\Omega_\xi} (Q[u] \varphi_\xi^* - u Q^*[\varphi_\xi^*]) \, dv = B.T.,
\] (44)

where \( u \) is either \( \varphi_\xi \) or \( \varphi_3 \xi \), and \( B.T. \) is the corresponding boundary term. We claim that \( B.T. \) is independent of the choice of either \( \varphi_\xi \) or \( \varphi_3 \xi \). Indeed, the claim readily follows from (42),(43), and the explicit form

\[
B.T. = \int_{\{ G = 1 \}} (A \nabla[\varphi_0] \varphi_0^* - A \nabla[\varphi_\xi^*] \varphi_0 + b \varphi_0 \varphi_0^* - b \varphi_0 \varphi_0^* d\sigma).
\] (45)

We have

\[
\int_{\Omega_\xi} 4\xi^2 \varphi_\xi \varphi_\xi^* W \, dv = \int_{\Omega_\xi} Q[\varphi_\xi^*] \varphi_\xi^* \, dv = B.T.
\]

\[
= \int_{\Omega_\xi} Q[\varphi_3 \xi] \varphi_\xi^* \, dv = \int_{\Omega_\xi} 4(3\xi)^2 \varphi_3 \xi \varphi_\xi^* W \, dv.
\]

Hence,
\[ \int_{\Omega_\xi} \varphi_\xi \varphi_\xi^* W \, \mathrm{d} \nu = 9 \int_{\Omega_\xi} \varphi_{3\xi} \varphi_\xi^* W \, \mathrm{d} \nu. \]

Assuming that \( \varphi_0 \varphi_0^* W \) is \( \nu \)-integrable in \( \Omega \setminus K \), we can pass to the limit \( \xi \to 0 \) and obtain the contradiction \( 1 = 9 \). The case of a nonregular domain \( \Omega_\xi \) can again be treated by approximations. The proof of null-criticality near zero is analogous.

**Corollary (2.2.9) [2]:**

Assume further that \( P \) is subcritical in \( \Omega \), symmetric in \( L^2(\Omega, \nu) \), and \( P \mathbf{1} = 0 \). Then

\[ \frac{|\nabla G|^2}{A} \frac{G}{G} \]  

is not \( \nu \)-integrable neither near 0 nor near infinity in \( \Omega \).

We assume that \( P \) is a subcritical symmetric operator defined on \( \Omega \). We continue our study of the supersolution construction with the pair \((u, G)\), where \( G(x) = G^0_p(x, 0) \) and \( u \) satisfy (17). Moreover, we assume that the corresponding (optimal) Hardy-weight \( W \) is strictly positive in \( \Omega^* \).

Recall that for any \( \lambda > 1 \), the function

\[ \varphi_\xi := \varphi(\xi, x) = u \left( \frac{G}{u} \right)^{1/2} \exp(i \xi \log(G/u)) \]  

with \( \xi = \pm \sqrt{\lambda - 1}/2 \) solves the equation

\[ (P - \lambda W)u = (P - (1 + 4 \xi^2)W)u = 0 \quad \text{in} \Omega^*. \]

So, for any \( \lambda > 1 \) the equation \((P - \lambda W)u = 0\) admits (at least two) "nongrowing" generalized eigenfunctions. Therefore, Šnol's principle (or Blochtype property) suggests that the spectrum \( \sigma \) and the essential spectrum \( \sigma_{\text{ess}} \) of \( W^{-1}P \) in \( L^2(\Omega^*, W \, \mathrm{d} \nu) \) is equal to \([1, \infty)\). In fact, for such an operator \( P \), we find an invariant subspace "spanned" by the functions \( \varphi_\xi \) on which \( P \) has a canonical form with purely absolutely continuous spectrum that is equal to \([1, \infty)\).
Define $\mathcal{U}_{\text{rad}}(\Omega^*)$ to be the space of measurable functions that are proportional to $u$ on the level sets of $G/u$, and denote by $L^2_{\text{rad}}(\Omega^*, W \, dv)$ the space $L^2(\Omega^*, W \, dv) \cap \mathcal{U}_{\text{rad}}(\Omega^*)$. Explicitly, $v \in \mathcal{U}_{\text{rad}}(\Omega^*)$ if and only if $v = uf(G/u)$ for some measurable function $f : (0, \infty) \to \mathbb{C}$.

**Lemma (2.2.10) [2]:**

Under the normalization $u(0) = 1$, the map

$$L^2_{\text{rad}}(\Omega^*, W \, dv) \to L^2 \left((0, \infty), \frac{1}{4t^2} \, dt\right),$$

$$v = uf(G/u) \mapsto f(t),$$

(48)

is an isometry.

**Proof:**

Assume first that $P$ has smooth coefficients. Then by Sard's lemma, almost every point $t \in \mathbb{R}_+$ is a regular value of the function $G/u$, and hence for such points $t$, the set $\{G/u = t\}$ is a smooth $(n - 1)$-dimensional submanifold. Note also that the function $W |\nabla (G/u)|^{-1}$ is smooth in $\Omega^*$ (see the computation below).

On the other hand, by Green's formula, for any smooth neighborhood $\tilde{\Omega}$ of 0, we have

$$\int_{\partial \tilde{\Omega}} \langle uA \nabla G - G A \nabla u, \bar{\sigma} \rangle \, d\sigma = \gamma,$$

(49)

where $\gamma = u(0) = 1$.

Consequently, the coarea formula and (49) imply that for any two functions in $L^2_{\text{rad}}(\Omega^*, W \, dv)$ we have

$$\int_{\Omega^*} u f \left(\frac{G}{u}\right) u g^* \left(\frac{G}{u}\right) W \, dv = \int_{\Omega^*} u f \left(\frac{G}{u}\right) u g^* \left(\frac{G}{u}\right) \frac{W}{|\nabla (G/u)|_A} \, dv$$

$$= \int_0^\infty dt \int_{\{G/u = t\}} f(t) g^*(t) u^2 \frac{1}{4t^2} \langle A \nabla \left(\frac{G}{u}\right), \bar{\sigma} \rangle \, d\sigma$$
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\[
= \int_0^\infty \frac{1}{4t^2} \int_{\{G/u = t\}} \langle (uA\nabla G - G\nabla u), \tilde{\sigma} \rangle \, d\sigma \\
= \int_0^\infty f(t) g^*(t) \frac{1}{4t^2} \, dt, \tag{50}
\]

where in passing from the second line to the third line of (50) we used the coarea formula, and that \( \nabla (G/u) \) is parallel (in the metric \( | \cdot |_A \)) to the normal vector \( \tilde{\sigma} \) of the level set \( \{G/u = t\} \), and therefore,

\[
\frac{W}{|\nabla (G/u)|_A} = \frac{1}{4(G/u)^2 |\nabla (G/u)|_A} = \frac{\langle A\nabla (G/u), \tilde{\sigma} \rangle}{4t^2}.
\]

Hence, in the smooth case we have the isometry

\[
\int_{\Omega^*} u f \left( \frac{G}{u} \right) u g^* \left( \frac{G}{u} \right) W \, dv = \int_0^\infty f(t) g^*(t) \frac{1}{4t^2} \, dt. \tag{51}
\]

The regular case is obtained by a standard approximation argument (note that one may assume that \( u = 1 \)).

In the sequel of the present section, we assume that the positive solution \( u \) is normalized so that \( u(0) = 1 \).

Before proceeding with the study of the essential spectrum we note that the proof of Lemma (2.2.10) implies the following corollary, which allows us to estimate in average the potential \( W \), and provides (in the symmetric case) an alternative proof of the null-criticality of the operator \( P - W \) near 0 and \( \infty \).

**Corollary (2.2.11) [2]:**

Suppose that the hypotheses of Theorem (2.1.3) are satisfied, and that \( u(0) = 1 \). Then for any \( 0 < a < b \) and \( \xi \in \mathbb{R} \) we have

\[
\int_{\{a \leq \frac{c}{u} \leq b\}} uGW \, dv = \int_{\{a \leq \frac{c}{u} \leq b\}} |\varphi \xi|^2 W \, dv = \frac{1}{4}(\log b - \log a). \tag{52}
\]
Proof:

As in (50), we use the coarea formula on the domain \( \{ a \leq \frac{g}{u} \leq b \} \) (instead of the domain \( \Omega^* \)) with the functions \( f(x) = x \) and \( g(x) = 1 \), to obtain

\[
\int_{\{ a \leq \frac{g}{u} \leq b \}} uGW \, dv = \frac{1}{4} \int_a^b t^{-1} \, dt = \frac{1}{4} (\log b - \log a).
\]

Theorem (2.2.12) [2]:

Suppose that the hypotheses of Theorem (2.1.3) are satisfied, and \( W > 0 \) in \( \Omega^* \). Then the spectrum \( \sigma \) and the essential spectrum \( \sigma_{\text{ess}} \) of (the Friedrichs extension of) \( \tilde{P} := W^{-1}P \) acting on \( L^2(\Omega^*, Wdv) \) satisfy

\[
\sigma(\tilde{P}, \Omega^*) = \sigma_{\text{ess}}(\tilde{P}, \Omega^*) = [1, \infty).
\]

In fact, the spectrum of \( \tilde{P} \) restricted to \( L^2_{\text{rad}}(\Omega^*, Wdv) \) is purely absolutely continuous with respect to the Lebesgue measure.

Moreover, for any neighborhood \( U \subset \Omega^* \) of 0 or infinity of \( \Omega \), the (essential) spectrum of the Friedrichs extension of the operator \( \tilde{P} \) on \( L^2(U, Wdv) \) satisfies

\[
\sigma(\tilde{P}, U) = \sigma_{\text{ess}}(\tilde{P}, U) = [1, \infty).
\]

Proof:

Using formulas (23) and (24) we find that

\[
\frac{1}{W} P(uf(G/u)) = -4uf''(G/u) \left( \frac{G}{u} \right)^2. \tag{53}
\]

This proves that \( L^2_{\text{rad}}(\Omega^*, Wdv) \) is an invariant subspace of \( \tilde{P} \), and the operator restricted to this subspace is unitarily equivalent to the symmetric operator

\[
D : L^2 \left( (0, \infty), \frac{1}{4t^2} \, dt \right) \rightarrow L^2 \left( (0, \infty), \frac{1}{4t^2} \, dt \right)
\]
defined by

\[(Df)(t) := -4t^2f'''(t).\]  \hspace{1cm} (54)

The spectral representation of \(D\), in terms of the Mellin transform (with \(n = 1\)), has been derived in Section (2.1) (see in particular, (11)). More explicitly, it is the composition of the Mellin transform with the isometry from \(L^2((0, \infty), \frac{1}{4t^2}dt)\) to \(L^2((0, \infty), dt)\), which is given by

\[f(t) \mapsto \frac{1}{2}f\left(\frac{1}{t}\right).\]  \hspace{1cm} (55)

It follows

\[\sigma(D, (0, \infty)) = \sigma_{ac}(D, (0, \infty)) = [1, \infty).\]  \hspace{1cm} (56)

Recall that by Theorems (2.2.2) and (2.2.5) we have

\[\sigma(\tilde{P}, \Omega^*) = \sigma_{ess}(\tilde{P}, \Omega^*) \subset [1, \infty).\]

Therefore, (57) implies that

\[\sigma(\tilde{P}, \Omega^*) = \sigma_{ess}(\tilde{P}, \Omega^*) = [1, \infty).\]

It remains to explain why we can localize the spectral result at a neighborhood \(U \subset \Omega^*\) of either 0 or infinity of \(\Omega\).

It is not difficult to check using the above results that \(\tilde{P}\) on \(L^2_{rad}(\Omega^*, Wdv)\) is unitarily equivalent to the operator

\[\tilde{D}f = -4(t^2f'(t))'\ \text{defined on} \ L^2((0, \infty), dt).\]

Moreover, a neighborhood of 0 (resp. of \(\infty\)) in \(\Omega^*\) corresponds to a neighborhood of 0 (resp. of \(\infty\)) in \((0, \infty)\).

Therefore, it is enough to prove that the essential spectrum of \(\tilde{D}\) restricted to a neighborhood of 0 or \(\infty\) in \((0, \infty)\) is \([1, \infty)\). First, we know that the essential spectrum is preserved under compactly supported perturbation, and this implies that \(\sigma_{ess}(\tilde{D}, (0, \infty))\) is equal to the union of \(\sigma_{ess}(\tilde{D}, U_0)\) and \(\sigma_{ess}(\tilde{D}, U_\infty)\), where
$U_0$ (resp. $U_\infty$) is any neighborhood of 0 (resp. $\infty$) in $(0, \infty)$. Let $U_0$ be a neighborhood of 0, and define $U_\infty$ to be the neighborhood of $\infty$ obtained from $U_0$ by the transformation $t \mapsto \frac{1}{t}$. Consider the following isometry $T$ between $L^2(U_0, dt)$ and $L^2(U_\infty, dt)$ given by

$$Tf(t) = \frac{1}{t} f\left(\frac{1}{t}\right).$$

A computation shows that

$$T \bar{D} = \bar{D} T,$$

and this implies that the essential spectrum of $\bar{P}$ restricted to $U_0$ is equal to the essential spectrum of $\bar{P}$ restricted to $U_\infty$. Since the union of these two essential spectra is $[1, \infty)$, we get that each one is equal to $[1, \infty)$.

Collecting the transformations (48),(54), and (55), we obtain a spectral representation of $\bar{P} = W^{-1} P$ restricted to $L^2_{\text{rad}}(\Omega^*, W \text{d}v)$.

We provide below a more detailed and explicit construction of the above transform $\mathcal{F}$ using methods related to classical Fourier transform. This also gives independent proof of Theorem (2.2.12).

**Alternative proof:**

The idea is to find a spectral representation of $\bar{P}$ restricted to $L^2_{\text{rad}}(\Omega^*, W \text{d}v)$, that is a unitary operator

$$U : L^2_{\text{rad}}(\Omega^*, W \text{d}v) \leftrightarrow L^2(\mathbb{R})$$

such that $U \bar{P} U^{-1}$ is the multiplication by a real function with values in $[1, \infty)$. Since the ground state transform is unitary, we may assume that $u = 1$. For the sake of brevity, we will denote $\mathcal{F}f(\xi)$ by $\hat{f}(\xi)$. We thus have to prove that for every $f \in C_0^\infty(\Omega^*)$ which is constant on the level sets of $G$, the following two identities hold
\[
\int_{\Omega^*} |f|^2 W \, dv = \int_{\mathbb{R}} |\hat{f}|^2 W \, d\xi \quad \text{(Plancherel – type formula)} \tag{57}
\]
and
\[
f(x) = \sqrt{\frac{2}{\pi}} \int_{\mathbb{R}} \hat{f}(\xi) \varphi(-\xi, x) \, d\xi \quad \forall x \in \Omega^* \quad \text{(the inversion formula)} \tag{58}
\]
For a fixed \( r > 0 \), we define \( \Omega(r) \) to be the open, relatively compact set
\[
\Omega(r) := \{-r\pi < \log(G) < r\pi\},
\]
and for any \( k \in \mathbb{Z} \), we denote
\[
\varphi_k^r(x) := \varphi\left(\frac{k}{r}, x\right) = \sqrt{G} \exp\left(i \frac{k}{r} \log(G)\right) \quad x \in \Omega(r).
\]
Consider the "torus" \( T_r \) to be the closure of \( \Omega(r) \) divided by the equivalence relation
\[
x \equiv y \iff \log G(x) = \log G(y) \mod(2\pi r).
\]
The set of complex valued continues functions \( C(T_r; \mathbb{C}) \) can be identified to the set of complex valued continuous functions on the closure of \( \Omega(r) \), each of which is constant on the level sets of \( G \), and its value on the set \( \{\log G = -\pi r\} \) is equal to its value on the set \( \{\log G = \pi r\} \). In particular, for every \( k \in \mathbb{Z} \), we have
\[
\exp\left(i \frac{k}{r} \log G\right) \in C(T_r; \mathbb{C}) .
\]
We also define the space \( L^2_{\text{rad}}(T_r; \mathbb{C}) \), with the induced measure from \( \Omega_r \). We want to decompose the elements of \( L^2_{\text{rad}}(\Omega(r); \mathbb{C}) \) "Fourier series" with respect to the family \( \{\varphi^r_k\}_{k \in \mathbb{Z}} \). First, we check the orthonormality.

**Corollary (2.2.13) [2]:**

The operator \( \mathcal{F} \) given by
\[
\mathcal{F}f(\xi) := \sqrt{\frac{2}{\pi}} \int_{\Omega^*} f(x) \varphi(\xi, x) W(x) \, dv(x) \quad \xi
\]
\[
\in \mathbb{R}, \quad \tag{59}
\]
(where $\varphi(\xi,x)$ is defined by (47)) is a well defined unitary operator from $L^2_{\text{rad}}(\Omega^*,W\text{d}v)$ onto $L^2(\mathbb{R},d\xi)$, whose inverse is given by

$$
\mathcal{F}^{-1}g(x) = \frac{2}{\sqrt{\pi}} \int_{\mathbb{R}} g(\xi) \varphi(-\xi,x) \text{d}\xi.
$$

Furthermore,

$$
\mathcal{F} \frac{1}{W} P \mathcal{F}^{-1}f(\xi) = (1 + 4\xi^2)f(\xi).
$$

**Lemma (2.2.14) [2]:**

For any $r > 0$ it holds

$$
\frac{2}{\pi r} \int_{\Omega(r)} \varphi_k^r \overline{\varphi_l^r} W \text{d}v = \delta_{k,l} \quad \forall k,l \in \mathbb{Z}.
$$

**Proof:**

Notice that $\overline{\varphi_k^r} = \varphi_{-l}^r$. If $k \neq l$ and $k \neq -l$, then $\varphi_k^r$ and $\varphi_l^r$ are generalized eigenfunctions of $P$ with different associated eigenvalues, and to prove their orthogonality we need to establish the identity

$$
\int_{\Omega(r)} (P[\varphi_k^r]\varphi_l^r - \varphi_k^r P[\varphi_l^r]) \text{d}v = 0.
$$

To this end, we have to check that the boundary term in the corresponding Green formula is zero. This boundary term is given by

$$
B.T. := \int_{\partial\Omega(r)} \langle A\nabla[\varphi_k^r]\varphi_l^r - A\nabla[\varphi_l^r]\varphi_k^r,\sigma \rangle \text{d}\sigma.
$$

We compute

$$
\nabla\varphi(\xi,\cdot) = \exp(i\xi \log(G)) \left(\nabla G^{1/2}\right) + i\xi G^{1/2} \exp(i\xi \log(G)) \nabla G.
$$
Since \( \exp \left( \frac{i}{r} \log(G) \right) \) and \( \exp \left( \frac{i}{l} \log(G) \right) \) are constant (equal to \((-1)^k\) and \((-1)^l\) respectively) on \( \partial \Omega(r) \), we have

\[
B.T. = i(-1)^{k+1} \frac{(k-l)}{r} \int_{\partial \Omega(r)} \langle A\nabla[G], \vec{\sigma} \rangle \, d\sigma.
\]

On the other hand, applying the Green formula on the pair \((1, G)\), we obtain

\[
\int_{\Omega(r)} P[G] \mathbf{1} \, dv - \int_{\Omega(r)} GP[\mathbf{1}] \, dv = \int_{\partial \Omega(r)} \langle A\nabla[G] \mathbf{1} - A\nabla[\mathbf{1}] G, \vec{\sigma} \rangle \, d\sigma,
\]

and recalling that we assumed that \( P\mathbf{1} = 0 \), and that also \( PG = 0 \) on \( \Omega(r) \), we get

\[
\int_{\partial \Omega(r)} \langle A\nabla[G], \vec{\sigma} \rangle \, d\sigma = 0,
\]

and thus \( B.T. = 0 \).

If \( k \in \mathbb{Z} \) and \( l = -k \neq 0 \), then \( \varphi_k^T \overline{\varphi_{-k}^T} = \varphi_{2k}^T \varphi_0 \) and the orthogonality of \( \varphi_{2k} \) and \( \varphi_0 \) have been already established. On the other hand, for \( k \in \mathbb{Z} \), and \( l = k \), we have

\[
\int_{\Omega(r)} |\varphi_k^T|^2 W \, dv = \int_{\Omega(r)} GW \, dv,
\]

and the integral is equal to \( \pi r / 2 \) according to Corollary (2.2.11).

Continuation of the alternative proof of Theorem (2.2.12): Since \( \mathbf{T}_r \) is compact, the Stone-Weierstrass theorem implies that the vector space generated by the sequence \( \{\exp(ik/r \log(G))\}_{k \in \mathbb{Z}} \) is dense in \( C(\mathbf{T}_r; \mathbb{C}) \) (in the topology of uniform convergence). Therefore, the orthonormal series \( \{ (\pi r / 2)^{-1/2} \varphi_k^T \}_{k \in \mathbb{Z}} \) is complete in \( L^2_{\text{rad}}(\Omega(r); \mathbb{C}) \). Consequently, by Parseval's equalities, the following discrete analogues of (57) and (58) are available for every \( f \in L^2_{\text{rad}}(\Omega(r); \mathbb{C}) \):

\[
\int_{\mathbf{T}_r} |f|^2 W \, dv = \frac{1}{r} \sum_{k \in \mathbb{Z}} \left| \hat{f} \left( \frac{k}{r} \right) \right|^2
\]

(60)
and

\[
f(x) = \frac{1}{r} \sqrt{\frac{2}{\pi}} \sum_{k \in \mathbb{Z}} \hat{f} \left( \frac{k}{r} \right)^2 \varphi \left( -\frac{k}{r}, x \right)
\]  

(61)

Fix now \( f \in C_0^\infty (\Omega^*) \cap L^2_{\text{rad}} (\Omega^*, W \text{d}v) \), and choose \( r > 0 \) such that the support of \( f \) is included in \( \Omega(r) \) (this is possible since the fact that \( G \) tends to 0 at infinity implies that \( \{\Omega(r)\}_{r > 0} \) is an exhaustion of \( \Omega^* \)). Let us apply (60) and (61) to the function \( g := \exp (i \alpha \log (G)) f \), for \( \alpha \in (0, 1/r) \): we get

\[
\int_{T_r} |f|^2 W \text{d}v = \frac{1}{r} \sum_{k \in \mathbb{Z}} \left| \hat{f} \left( \frac{k}{r} + \alpha \right) \right|^2,
\]

and

\[
f = \frac{1}{r} \sqrt{\frac{2}{\pi}} \sum_{k \in \mathbb{Z}} \hat{f} \left( \frac{k}{r} + \alpha \right) \varphi \left( -\frac{k}{r} - \alpha, r \right).
\]

We integrate these two equalities with respect to \( \alpha \in (0, 1/r) \): recalling that \( f \) has support in \( \Omega(r) \), we obtain

\[
\int_{\Omega^*} |f|^2 W \text{d}v = \int_{\mathbb{R}} |\hat{f}|^2 \text{d}\xi,
\]

and

\[
f(x) = \sqrt{\frac{2}{\pi}} \int_{\mathbb{R}} \hat{f} (\xi) \varphi (-\xi, x) \text{d}\xi.
\]

This is exactly (57) and (58).

We conclude this section with the following conjecture that arises naturally from our study.

**Section (2.3): The Induced Agmon Metric and Rellich-Type Inequalities with Boundary Singularities and Applications**
In this section we prove that the Agmon metric corresponding to optimal Hardy-weight $W$ in $\Omega^*$ is complete. The completeness of $\Omega^*$ in this metric implies sharp decay estimates for solutions of the equations $Pu = f$ in $\Omega^*$ (below).

**Lemma (2.3.1) [3]:**

Suppose that the assumptions of Theorem (2.1.14) are satisfied and let $W$ be the corresponding optimal Hardy-weight. Assume further that $W$ is strictly positive. Then $\Omega^*$ is complete in the Agmon (Riemannian) metric

$$ds^2 : W(x) \sum_{i,j=1}^n a_{ij}(x) dx^i dx^j, \quad \text{where } [a_{ij}] := [a^{ij}]^{-1}. \quad (62)$$

**Proof:**

Let $\gamma$ be a curve in $\Omega^*$ such that $\gamma(t) \to \infty$ in $\Omega^*$ when $t \to T$. Here, $T$ is finite or infinite. We have to show that the length $L(\gamma)$ of $\gamma$ for the metric $ds^2$ is infinite. Denoting $v := \frac{\dot{\gamma}}{u}$, we compute

$$L(\gamma) = \int_0^T \sqrt{W(\gamma(s))} |\gamma'|_{A^{-1}} ds = \frac{1}{2} \int_0^T |\nabla \log |A(\gamma(s))| |\gamma'|_{A^{-1}} ds. \quad (63)$$

Define $\nabla_A$ to be the gradient with respect to the metric $|\cdot|_A$. For a function $f$ and a vector $v \in T_x\Omega$, by definition of the gradient, we have the following identity

$$df_x(v) = \langle \nabla f, v \rangle = \langle A \nabla_A f, v \rangle,$$

which shows that $\nabla_A = A^{-1} \nabla$. From this, we see that

$$|\nabla_A^{-1} f|_{A^{-1}}^2 = \langle A^{-1} \nabla A^{-1} f, \nabla A^{-1} f \rangle = \langle A \nabla f, \nabla f \rangle = |\nabla f|_A^2.$$

Using this last identity, we get

$$L(\gamma) = \frac{1}{2} \int_0^T |\nabla^{-1} \log |A^{-1}(\gamma(s))| |\gamma'(s)|_{A^{-1}} ds \geq \frac{1}{2} \int_0^T \frac{d}{ds} \log v(\gamma(s)) \bigg| ds \geq \frac{1}{2} \lim_{t \to T} \left| \log v(\gamma(t)) - \log v(\gamma(0)) \right|.$$
Since \( \gamma(t) \to \infty \) in \( \Omega^* \) as \( t \to T \), and \( \lim_{x \to 0} |\log v(x)| = \infty \), we deduce that \( L(\gamma) = \infty \).

Let \( P \) be a Schrödinger operator of the form

\[
P u = - \sum_{i,j=1}^{n} \partial_i (a^{ij}(x) \partial_j u) + c(x) u
\]

(64)
defined on a domain \( \Omega \subset \mathbb{R}^n \). A theorem of Agmon states that under certain conditions on \( P \), solutions \( u \) of the equation \( Pu = f \) in \( \Omega \) that do not grow too fast, in fact, decay rapidly. The main condition which is required for the validity of the theorem is given by

\[
(P \phi, \phi) \geq \int_{\Omega} \lambda(x)|\phi|^2 \, dx \quad \forall \phi \in C_0^\infty(\Omega),
\]

(65)
where \( \lambda \) is a nonnegative weight function. The decay is then given in terms of a function \( h \) satisfying

\[
|\nabla h(x)|^2_\lambda < \lambda(x) \text{ a.e. } \Omega
\]

(66)
Any Hardy-weight \( W \) given by (27) provides us with a natural candidate for \( \lambda \) and \( h \). Assume that our Hardy-weight \( W \) obtained by the supersolution construction with a pair \( (v_0, v_1) \) is strictly positive a.e. in \( \Omega \), and set

\[
\lambda := W, \quad h := \frac{\mu}{2} \log \left( \frac{v_0}{v_1} \right),
\]

where \( 0 < \mu < 1 \). Then \( \lambda \) and \( h \) clearly satisfy (66). Suppose also that a solution \( u \) of \( Pu = f \) in \( \Omega \) satisfies the growth condition. By Lemma (2.3.1) the induced Riemannian metric

\[
ds^2 := W(x) \sum_{i,j=1}^{n} a_{ij}(x) \, dx^i dx^j, \text{ where } [a_{ij}] := [a^{ij}]^{-1}
\]

(67)
is complete. Therefore, the following Rellich-type inequality holds true.
\[(1 - \mu^2)^2 \int_{\Omega} |u|^2 W(x) \left(\frac{\nu_0}{\nu_1}\right)^\mu \, dx \leq \int_{\Omega} \frac{|Pu|^2}{W(x)} \left(\frac{\nu_0}{\nu_1}\right)^\mu \, dx. \quad (68)\]

Assume that for some \(0 < \mu < 1\) we have

\[\int_{\Omega} \frac{|Pu|^2}{W(x)} \left(\frac{\nu_0}{\nu_1}\right)^\mu \, dx < \infty.\]

Then letting \(\mu \to 0\) (using the monotone and dominated convergence theorems) we obtain the following Rellich-type inequality:

\[\int_{\Omega} |u|^2 W(x) \, dx \leq \int_{\Omega} \frac{|Pu|^2}{W(x)} \, dx. \quad (69)\]

Indeed, without loss of generality assume that \(P1 = 0\). Then using (23) and (24) it follows that for any two smooth enough functions \(u\) and \(v\) with \(u \in C^\infty_0(\Omega)\) we have

\[
(Pu, uv^2) = (P(uv), uv) + \frac{1}{2} (u^2, Pv^2) - (Pv, u^2v). \quad (70)
\]

Now let \(w\) be a positive solution of the equation \(Pw = 0\) in \(\Omega\), and let \(0 \leq \mu \leq 1\). We use (70) with the pair \(u \in C^\infty_0(\Omega)\) and \(v = w^{\mu/2}\), recalling that

\[Pw^\mu = 4\mu(1 - \mu)Ww^\mu, \quad \text{where } W := \frac{PW^{1/2}}{w^{1/2}}.\]

It follows that

\[
(Pu, uw^\mu) = (P(w^{\mu/2}), w^{\mu/2}u) + [2\mu(1 - \mu) - \mu(2 - \mu)](u^2, Ww^\mu)
\]

\[\geq (1 - \mu^2) \int_{\Omega} u^2 Ww^\mu \, dx, \quad (71)\]

where we used the Hardy inequality \(P - W \geq 0\) to derive the second line. Assume now that \(W > 0\) in \(\Omega\), then the Cauchy-Schwarz inequality implies the following Rellich-type inequality.
\[(1 - \mu^2)^2 \int_{\Omega} u^2 W w^{\mu} \, dx \leq \int_{\Omega} (Pu)^2 \frac{1}{W} w^{\mu} \, dx \quad \forall u \in C_0^{\infty}(\Omega).\]

Therefore, for a general symmetric, subcritical operator \(P\), and a positive Hardy-weight \(W\) obtained by the supersolution construction with a pair \((v_0, v_1)\) of two positive solutions, we obtain for \(0 \leq \mu \leq 1\) that

\[(1 - \mu^2)^2 \int_{\Omega} |u|^2 W(x) (\frac{v_0}{v_1})^{\mu} \, dx \leq \int_{\Omega} \frac{|Pu|^2}{W(x)} (\frac{v_0}{v_1})^{\mu} \, dx \quad \forall u \in C_0^{\infty}(\Omega). \quad (72)\]

Moreover, using an approximation argument, it follows that if \(P - W \geq 0\) is critical in \(\Omega\), and \(0 \leq \mu < 1\), then \((1 - \mu^2)^2\) is the best constant for the inequality (72).

We summarize these results in the following corollary.

**Corollary (2.3.2) [3]:**

Assume that \(P\) is a symmetric subcritical operator in \(\Omega\), and let \(W > 0\) be a Hardy-weight obtained by the supersolution construction with a pair \((v_0, v_1)\) of two positive solutions \(v_0\) and \(v_1\) of the equation \(Pu = 0\) in \(\Omega\). Fix \(0 \leq \lambda \leq 1\). Then

(i) For fixed \(0 \leq \mu < 1\) and all \(u \in C_0^{\infty}(\Omega)\) the following Rellich-type inequality holds true

\[\lambda(1 - \mu^2)^2 \int_{\Omega} |u|^2 W(x) (\frac{v_0}{v_1})^{\mu} \, dx \leq \int_{\Omega} \frac{|Pu|^2}{W(x)} (\frac{v_0}{v_1})^{\mu} \, dx. \quad (73)\]

(ii) For any \(0 \leq \alpha \leq 1\) and all \(u \in C_0^{\infty}(\Omega)\) the following Hardy-Rellich-type inequality holds true

\[\lambda \int_{\Omega} |u|^2 W(x) \, dx \leq \alpha \int_{\Omega} uP[u] \, dx + (1 - \alpha) \int_{\Omega} \frac{|Pu|^2}{W(x)} \, dx \quad (74)\]

(iii) If \(P - W\) is critical in \(\Omega\), then \(\lambda = 1\) is the best constant in inequalities (73) and (74).
Example(2.3.3) [3]:

Consider the Poisson equation in the punctured space $\Omega^* = \mathbb{R}^n \setminus \{0\}, n \geq 3$ with the optimal Hardy-weight

$$W(x) := \left(\frac{n-2}{2}\right)^2 |x|^{-2}.$$ 

The corresponding induced Riemannian metric is given by

$$ds^2 := W(x) \sum_{i=1}^{n} (dx^i)^2.$$ 

By Lemma (2.3.1), $\Omega^*$ is complete in the above Agmon metric. By (68),(69), and (72), for any $0 \leq \mu < 1$ the following Rellich-type inequality (with the best constant) holds true

$$\left(\frac{n-2}{2}\right)^4 (1 - \mu^2)^2 \int_{\Omega^*} \frac{|u(x)|^2}{|x|^{2+(n-2)\mu}} \, dx \leq \int_{\Omega^*} |\Delta u|^2 |x|^{2-(n-2)\mu} \, dx \quad \forall u \in C^\infty_0(\Omega) \quad (75)$$

In fact, it is known that $\left(\frac{n-2}{2}\right)^4 (1 - \mu)^2$ is indeed the best constant for the above inequality. Note also that the choice $\mu = 2/(n-2)$ recovers the classical Rellich inequality:

$$\frac{n^2(n-4)^2}{16} \int_{\Omega^*} \frac{|u(x)|^2}{|x|^4} \, dx \leq \int_{\Omega^*} |\Delta u|^2 \, dx, \quad \forall u \in C^\infty_0(\Omega^*).$$

Now we explain how our results can be extended to the case of boundary singularities, where the singularities of the Hardy-weight are located at $\partial \Omega \cup \{\infty\}$ and not at an isolated interior point of $\Omega$ as above. So, we apply the supersolution construction with two global positivesolutions $u_0, u_1$ of the equation $Pu = 0$ in $\Omega$ that have singularities "at the boundary", instead of at an interior point, and get an optimal Hardy-weight $W$ in the entire domain $\Omega$. To understand the setting, we begin by presenting an example.

Example (2.3.4) [3]:

Let $P = -\Delta$, and consider the cone
\[ \Omega := \{ x \in \mathbb{R}^n \mid r > 0, \omega \in \Sigma \}, \]

where \( \Sigma \) is a Lipschitz domain in the unit sphere \( S^{n-1} \subset \mathbb{R}^n, n \geq 2 \), and \((r, \omega)\) denotes the spherical coordinates of \( x \). Let \( \theta \) be the principal eigenfunction of the (Dirichlet) Laplace-Beltrami operator on with eigenvalue \( \lambda_0 = \lambda_0(\Sigma) \), and set

\[ \alpha_j := \frac{2 - n + (-1)^j \sqrt{(2 - n)^2 + 4\lambda_0}}{2}. \]

Then for \( j = 0 \) (resp. \( j = 1 \)) the positive harmonic function \( u_j(r, w) := r^{\alpha_j} \theta(\omega) \) is the (unique) Martin kernel at \( \infty \) (resp. 0).

Applying the supersolution construction with the pair \((u_0, u_1)\), we obtain the Hardy-weight

\[ W(x) := \frac{(n - 2)^2 + 4\lambda_0}{4|x|^2}. \]

Consequently, the corresponding Hardy-type inequality reads as

\[ \int_{\Omega} |\nabla \phi|^2 \, dx \geq \frac{(n - 2)^2 + 4\lambda_0}{4|x|^2} \int_{\Omega} \frac{\phi^2}{|x|^2} \, dx \quad \forall \phi \in C_0^\infty(\Omega). \quad (76) \]

It follows from Theorem (2.3.4) that \( W \) is an optimal Hardy-weight, and that the spectrum and the essential spectrum of \( W^{-1}(-\Delta) \) is \([1, \infty)\). Note that (76) and the global optimality of the constant is known.

We assume that the Martin boundary \( \delta \Omega \) of \( \Omega \) and \( P \) is equal to the minimal Martin boundary and consists of \( \partial \Omega \cup \{\xi_0, \xi_1\} \), where \( \partial \Omega \setminus \{\xi_0, \xi_1\} \) is assumed to be a regular manifold of dimension \( n - 1 \) without boundary (in fact, it is enough to assume that \( \partial \Omega \setminus \{\xi_0, \xi_1\} \) is Lipschitz and satisfies the interior sphere condition). Note that it might be that one or two of the Martin points \( \xi_0, \xi_1 \) belong to \( \partial \Omega \).

We denote by \( \tilde{\Omega} \) the Martin compactification of \( \Omega \). Hence,

\[ \tilde{\Omega} := \bar{\Omega} \cup \{\xi_0, \xi_1\}. \]

We assume that there exists a bounded domain \( D \subset \Omega \) such that \( \xi_0 \) and \( \xi_1 \) belong to two different connected components of \( \tilde{\Omega} \setminus \bar{D} \) that are neighborhoods of \( \xi_0 \) and \( \xi_1 \).
We need the following definition of minimal growth at a portion of the boundary $\delta \Omega$:

**Definition (2.3.5) [3]:**

Let $\omega \subset \delta \Omega$ be a closed set, and let $u$ be a positive solution of $Pu = 0$ in a neighborhood $\Omega_1 \subset \Omega$ of $\omega$. We say that $u$ has minimal growth at $\omega$ if for every positive supersolution $v$ of the equation $Pu = 0$ in a relative neighborhood of $\omega$, we have

$$u \leq Cv$$

in a neighborhood $\Omega_2 \subset \Omega_1$ of $\omega$.

We need two lemmas. The first one concerns minimal growth:

**Lemma (2.3.6) [3]:**

Assume that the coefficients of $P$ are locally regular up to a Lipschitz portion $\Gamma$ of $\partial \Omega$. Let $W$ be a nonnegative potential which is $L^\infty_{loc}$ up to $\Gamma$, such that $P - W \geq 0$ in $\Omega$.

(i) Let $\omega \subset \Gamma$ be the closure of a nonempty open set, and let $u$ be a positive solution of $P - W$ in a relative neighborhood of $\omega$. The following are equivalent:
   a) $u$ has minimal growth for $P - W$ at $\omega$.
   b) $u$ vanishes continuously on $\omega$.

(ii) Let $\omega = \omega_1 \cup \omega_2$, where $\omega_1$ and $\omega_2$ are closed sets in $\delta \Omega$, and let $u$ be a positive solution of $P - W$ in a neighborhood of $\omega$. If $u$ has minimal growth for $P - W$ at $\omega_1$ and at $\omega_2$, then $u$ has minimal growth for $P - W$ at $\omega$.

**Proof:**

(i) First, we extend $P$ (resp. $W$) in a neighborhood $U$ of $\omega$ in $\mathbb{R}^n$ such that the corresponding extension $\bar{P}$ (resp. $\bar{W}$) has Hölder continuous coefficients
(resp. the extension is $L^\infty$). If $U$ is small enough, then the extended operator $\tilde{P} - \tilde{W}$ is nonnegative in $U$, and we can find a positive solution $\theta$ of the equation $(\tilde{P} - \tilde{W})u = 0$ in $U$. By elliptic regularity, $\theta \in C^{1,\alpha}_{\text{loc}}(U)$, and therefore $\tilde{P} := \theta^{-1}(\tilde{P} - \tilde{W})\theta$ has Hölder continuous coefficients in $\Omega \cap U$. By performing a ground state transform with respect to $\Omega$, we see that it is enough to prove the lemma for $\tilde{P}$ instead of $P - W$; so we will assume that $u$ is a solution of $\tilde{P}$ instead. The fact that (ia) implies (ib) now follows from.

For the proof that (ib) implies (ia) we may assume that $\omega$ is bounded. Let $Q \subset \Omega$ be a neighborhood of $\omega$ on which $u$ is a positive solution of the equation $\tilde{P}u = 0$ that vanishes continuously on $\omega$. Let $\{\Omega_k\}_{k \in \mathbb{N}}$ be an exhaustion of $\Omega$ such that $\mathcal{O}_k := \mathcal{O} \cap \Omega_k$ is regular. Let $w := \lim_{k \to \infty} w_k$, where $w_k$ solves the Dirichlet problem

$$\begin{cases}
\tilde{P}w_k = 0 & \text{in } \mathcal{O}_k, \\
w_k(x) = u & \text{on } \partial \mathcal{O} \cap \partial \mathcal{O}_k, \\
w_k(x) = 0 & \text{on } \partial \Omega_k \cap \partial \mathcal{O}_k.
\end{cases} \quad (77)$$

Then $w$ has minimal growth at $\omega$ (this follows from the local boundary Harnack principle. For every $\epsilon > 0$, we can find $k_0$ big enough such that $u < \epsilon$ on $\partial \Omega_k \cap \partial \mathcal{O}_k$ for every $k \geq k_0$. Then, since $\tilde{P}1 = 0$, $u + \epsilon$ is a solution of $\tilde{P}$, and by the maximum principle $u < w_k + \epsilon$. Letting $k \to \infty$ and then $\epsilon \to 0$, we obtain $u \leq w$, which concludes the first part of the lemma.

Part (ii) follows directly from the definition of minimal growth.

We now turn to the second lemma concerning the regularity of the supersolution construction and the corresponding Hardy-weight on a portion of the boundary where the solutions $u_0$ and $u_1$ vanish.

**Lemma (2.3.7) [3]:**

Let $\Sigma$ be an open subset of $\partial \Omega$. Assume that $\Omega$ is equipped with a Riemannian metric $g$, regular up to $\Sigma$. Let $u_0$ and $u_1$ be two positive functions defined in a
neighborhood $\Omega' \subset \Omega$ of $\Sigma$ that are $C^2$ up to $\Sigma$ and vanish continuously on $\Sigma$. Suppose that the gradients of $u_0$ and $u_1$ restricted to vanish nowhere. Then

$$W := \frac{1}{4} \left| \nabla \log \left( \frac{u_0}{u_1} \right) \right|^2$$

has a continuous extension up to $\Sigma$ (here the gradient and its norm are computed with respect to $g$ and not to the Euclidean metric). If, in addition, $u_0/u_1$ has a continuous extension to $\Sigma$, then $u_0/u_1$ is in fact $C^1$ up to $\Sigma$.

**Proof:**

Let us denote by $\vec{\sigma}$ the unit exterior normal to $\Sigma$. Since $u_0$ and $u_1$ vanishes on $\Sigma$, the gradient of $u_0$ and $u_1$ are collinear to $\vec{\sigma}$ on $\Sigma$. Next, we claim that near we have

$$\frac{\left| \nabla u_i \right|_A}{u_i} = \frac{1}{\delta} + g_i,$$  \hspace{1cm} (78)

where $\delta$ is the distance to $\partial \Omega$ with respect to the metric given by $g$, and $g_i$ is continuous up to $\Sigma$. Indeed, for $x_1$ be a point of $\Sigma$, let $\gamma_{x_1}$ be the unit speed geodesic starting at $x_1$, with $\gamma'(0) = -\vec{\sigma}$ the interior normal. Let $r \geq 0$ be the coordinate on $\gamma$ (so that $r = \delta$ in restriction to $\gamma_{x_1}$, for $r$ small enough), then the restricting $u_i$ (resp. $\left| \nabla u_i \right|$) to $\gamma$ provides us with a function $f_i(r)$ (resp. $g_i(r)$). Notice that $f_i$ is $C^2$, $g_i$ is $C^1$ and $f'_i(0) = g_i(0) = \left| \nabla u_i \right| \neq 0$ (this comes from the fact that $\nabla u_i$ is collinear to $\vec{\sigma}$, since $u_i$ vanishes on $\Sigma$). A Taylor expansion in $r$ gives (dropping the subscript $i$)

$$\frac{g(r)}{f(r)} = \frac{g(0) + g'(0) + o(r)}{rf'(0) + \frac{r^2}{2}f''(0) + o(r^2)} = \frac{1}{r} + \left( \frac{g'(0)}{f'(0)} - \frac{f''(0)}{2f'(0)} \right) + o(r),$$

hence (78) follows. From the same kind of consideration, we get in a neighborhood of $\Sigma$,\n
$$\frac{\nabla u_i(x)}{u_i(x)} = \frac{1}{\delta} \gamma_{\exp^{-1}(x)}'(x) + X_i,$$
where $X_i$ is a continuous vector field defined in a neighborhood of $\Sigma$ and $\exp^{-1}$ is the mapping sending a point $x$ to the unique point on $x_1 \in \Sigma$ such that $x \in \gamma_{x_1}$. The lemma follows at once, by noticing that

$$\nabla \left( \frac{u_0}{u_1} \right) = \frac{u_0}{u_1} \left( \nabla u_0 - \nabla u_1 \right) = \frac{u_0}{u_1} (X_0 - X_1),$$

and that

$$W = \frac{\left| \nabla \left( \frac{u_0}{u_1} \right) \right|^2}{4 \left| \frac{u_0}{u_1} \right|^2}.$$

We also need the following analogue of Proposition (2.2.1) for a domain with boundary:

**Proposition (2.3.8) [3]:**

Let $P$ be a second-order nonnegative elliptic operator on $\Omega$ either of the form (12) or (13) with coefficients that are locally regular up to $\partial\Omega \setminus \{\xi\}$, where $\xi \in \partial\Omega$. If $u$ and $v$ are two positive solutions of the equation $Pw = 0$ in a relative neighborhood of $\xi$, which satisfy

$$\lim_{x \to \xi, v(x)} u(x) = 0, \quad \lim_{x \to \xi, v(x) \in \Omega} u(x) = 0,$$

and both vanish on a punctured neighborhood of $\xi$ in $\partial\Omega$, then $u$ has minimal growth at $\xi$.

**Proof:**

The proof is almost exactly the same as the proof of Proposition (2.2.1). This time, we take a sequence of bounded sets $\{\Omega_k := B_1 \setminus B_k\}$, where $\{B_k\}$ is a decreasing sequence of relative neighborhoods in $\bar{\Omega}$ of $\xi$ converging to $\xi$ such that $\partial\Omega_k$ is piecewise smooth. With this definition, $\{\partial\Omega_k\}$ exhausts a punctured neighborhood $\xi \in \partial\Omega$ (cf. the proof of Proposition (2.2.1)). Let $w := \lim_{k \to \infty} w_k$, where $w_k$ is the solution of the Dirichlet problem
\[
\begin{align*}
\begin{cases}
PW_k = 0 & \text{in } \Omega_k, \\
w_k(x) = u & \text{on } \partial B_1 \setminus \partial \Omega, \\
w_k(x) = 0 & \text{on } (\partial \Omega_k \cap \partial \Omega) \cup \partial B_k.
\end{cases}
\end{align*}
\] (79)

It follows (using the boundary Harnack principle and arguments) that \(w\) has minimal growth at \(\xi\). The end of the proof follows exactly the lines of the proof of Proposition (2.2.1).

We now establish the following.

**Theorem (2.3.9) [3]:**

Assume that \(P\) is subcritical in \(\Omega\). Suppose that the corresponding Martin boundary \(\delta \Omega\) is equal to the minimal Martin boundary and is equal to \(\partial \Omega \cup \{\xi_0, \xi_1\}\), where \(\partial \Omega \setminus \{\xi_0, \xi_1\}\) is assumed to be a regular manifold of dimension \(n - 1\) without boundary, and the coefficients of \(P\) are locally regular up to \(\partial \Omega \setminus \{\xi_0, \xi_1\}\).

Denote by \(\widehat{\Omega}\) the Martin compactification of \(\Omega\), and assume that there exists a bounded domain \(D \subset \Omega\) such that \(\xi_0\) and \(\xi_1\) belongs to two different connected components \(D_0\) and \(D_1\) of \(\widehat{\Omega} \setminus \overline{D}\) such that each \(D_j\) is aneighborhood in \(\widehat{\Omega}\) of \(\xi_j\), where \(j = 0, 1\).

Let \(u_0\) and \(u_1\) be the minimal Martin functions at \(\xi_0\) and \(\xi_1\) respectively. Consider the supersolution \(v := \sqrt{u_0 u_1}\), and assume that

\[
\lim_{x \to \xi_0} \frac{u_1(x)}{u_0(x)} = \lim_{x \to \xi_1} \frac{u_0(x)}{u_1(x)} = 0.
\] (80)

Then the associated Hardy-weight \(W := P \frac{v}{v}\) is optimal in \(\Omega\). Moreover, if \(P\) is symmetric and \(W\) does not vanish on \(\widehat{\Omega} \setminus \{\xi_0, \xi_1\}\), then the (essential) spectrum of the operator \(W^{-1}P\) acting on \(L^2(\Omega, Wd\nu)\) is \([1, \infty)\).

**Proof:**
We know that $u_i$ vanishes continuously on $\partial \Omega \setminus \{\xi_0, \xi_1\}$. Also, by Hopf's boundary point lemma, we know that the gradient of $u_i$ does not vanish on $\partial \Omega$. Define a metric $g$ on $\Omega$, regular up to $\partial \Omega$, by

$$g(\cdot, \cdot) := \langle A^{-1} \cdot, \cdot \rangle.$$ 

We have $\nabla g = A \nabla$, and therefore,

$$W := \frac{\left| \nabla g \left( \frac{u_0}{u_1} \right) \right|^2_g}{4 \left| \frac{u_0}{u_1} \right|^2} = \frac{\left| \nabla \left( \frac{u_0}{u_1} \right) \right|^2_A}{4 \left| \frac{u_0}{u_1} \right|^2}.$$ 

Now, we can apply Lemma (2.3.7) with $\Sigma = \partial \Omega \setminus \{\xi_0, \xi_1\}$, to get that $W$ is continuous up to the boundary $\partial \Omega \setminus \{\xi_0, \xi_1\}$. Also, we know that $u_0/u_1$ has a continuous positive extension up to $\partial \Omega \setminus \{\xi_0, \xi_1\}$. Hence, the log solution

$$\sqrt{u_0 u_1} \log \left( \frac{u_0}{u_1} \right),$$

as well as the oscillating solutions

$$\sqrt{u_0 u_1} \cos \left( \xi \log \left( \frac{u_0}{u_1} \right) \right),$$

vanish continuously on $\partial \Omega \setminus \{\xi_0, \xi_1\}$. By elliptic regularity up to the boundary, since $W$ is continuous up to $\partial \Omega \setminus \{\xi_0, \xi_1\}$, all these solutions are in fact $C^{1,\alpha}$ up to $\partial \Omega$, for some $\alpha \in (0,1)$.

Consequently, (80) and Proposition (2.3.8) imply that $\sqrt{u_0 u_1}$ has minimal growth at $\xi_0$ and $\xi_1$. It also vanishes continuously on $\partial \Omega \setminus \{\xi_0, \xi_1\}$, and therefore has minimal growth on $\partial \Omega \setminus \{\xi_0, \xi_1\}$ by Lemma (2.3.6). Therefore, again by Lemma (2.3.6), it has minimal growth on $\delta \Omega$, i.e. at infinity in $\Omega$, and the criticality of $P - W$ follows.

The optimality of the constant 1 near $\xi_0$ and $\xi_1$ follows from the existence of the oscillating solutions. Such a solution contradicts the generalized maximum principle near $\xi_0$ and $\xi_1$ for the operator $P - \lambda W$ with the corresponding $\lambda > 1$ (as in Theorem (2.2.4)).
Concerning the null-criticality, the proof follows the same lines as in the proof of Theorem (2.2.8); here again we use the vanishing of the oscillating solutions on \( \partial \Omega \setminus \{ \xi_0, \xi_1 \} \). This implies that the boundary of \( \Omega \) will not cause trouble in the various integrations by part. The same remark also applies to the proof concerning the entire spectrum in the symmetric case.

The following example deals with an important class of operators with boundary singularities which satisfy the assumptions of Theorem (2.3.9), and in particular (80).

**Example (2.3.10) [2]:**

Consider a Fuchsian linear subcritical elliptic operator of the form (12) defined on the cone \( \Omega := \{ x \in \mathbb{R}^n \mid r > 0, \omega \in \Sigma \} \), where \( \Sigma \) is a Lipschitz domain in the unit sphere \( S^{n-1} \) in \( \mathbb{R}^n, n \geq 2 \), and \((r, \omega)\) denotes the spherical coordinates of \( x \). We assume that the coefficients of \( P \) are up to the boundary locally Hölder continuous except at the origin. The operator \( P \) has Fuchsian singularities both at 0 and \( \infty \) means that there exists a positive constant \( M \) such that near 0 and \( \infty \) we have

\[
M^{-1} \sum_{i=1}^{n} \xi_i^2 \leq \sum_{i,j=1}^{n} a^{ij}(x) \xi_i \xi_j \leq M \sum_{i=1}^{n} \xi_i^2 \quad \xi \in \mathbb{R}^n,
\]

and

\[
|x| \sum_{i=1}^{n} |b_i(x)| + |x^2||c(x)| \leq M.
\]

It is known that the Martin boundary of \( \Omega \) for \( P \) is equal to the minimal Martin boundary, and is the union of the Euclidean boundary and \( \infty \). For \( j = 0 \) (resp. \( j = 1 \)), denote by \( u_j \) the minimal Martin function with pole 0 (resp. \( \infty \)). \( u_j \) vanish on \( \partial \Omega \setminus \{0\} \), and

\[
\lim_{x \to 0, x \in \Omega} \frac{u_1(x)}{u_0(x)} = \lim_{x \to \infty, x \in \Omega} \frac{u_0(x)}{u_1(x)} = 0.
\]  

(81)
Applying Theorem (2.3.9), we conclude that if $W$ is the weight obtained by the supersolution construction applied to $u_0$ and $u_1$, then $W$ is an optimal Hardy-weight. Moreover, in the symmetric case the spectrum of $W^{-1}P$ is equal to $[1, \infty)$. In particular, the Hardy-weight of Example (2.3.4) is optimal. The same conclusions hold true for a bit more general domains.

The following example deals with the case where one of the conditions of (80) is not satisfied.

Example (2.3.11) [2]:

Let $P = -\Delta$ and $\Omega = \mathbb{R}_+^n, n > 1$. Let $v_0(x) := C_n x_n / |x|^n$ be the Poisson kernel at the origin, and $v_1 := 1$. We note that in contrast to the pair $(v_0, x_n)$, the pair $(v_0, 1)$ does not satisfy one of the assumptions in (80). An elementary computation shows that

$$W(x) := \frac{1}{4} \left( \frac{1}{|x_n|^2} + \frac{n(n - 2)}{|x|^2} \right),$$

which is obviously greater than the corresponding well known Hardy potential $1 / (2|x_n|)^2$, and we get the following Hardy inequality

$$\int_{\mathbb{R}_+^n} |\nabla \phi|^2 dx \geq \int_{\mathbb{R}_+^n} W(x) |\phi|^2 dx \quad \forall \phi \in C_0^\infty(\mathbb{R}_+^n).$$

Georgios Psaradakis kindly informed us recently that indeed the above inequality can be improved, and in fact, the following improved Hardy inequality holds true

$$\int_{\mathbb{R}_+^n} |\nabla \phi|^2 dx \geq \frac{1}{4} \int_{\mathbb{R}_+^n} \left( \frac{1}{|x_n|^2} + \frac{(n - 1)^2}{|x|^2} \right) |\phi|^2 dx \quad \forall \phi \in C_0^\infty(\mathbb{R}_+^n). \quad (82)$$

We show below, that this inequality is in fact optimal.

We note that, for every $0 \leq \mu \leq \frac{1}{4}$, one can consider the Hardy inequality

$$\int_{\mathbb{R}_+^n} |\nabla \phi|^2 dx \geq \int_{\mathbb{R}_+^n} \left( \frac{\mu}{|x_n|^2} + \beta(\mu) \right) |\phi|^2 dx \quad \forall \phi \in C_0^\infty(\mathbb{R}_+^n), \quad (83)$$
where for a fixed $\mu, \beta(\mu) := 1 - n - \sqrt{1 - 4\mu}$ is the best constant. Moreover, inequality (83) cannot be improved by a Sobolev term.

**Claim:** The Hardy inequality (83) is optimal. In particular, the operator $-\Delta - \frac{\mu}{|x_n|^2} - \frac{\beta(\mu)^2}{4|x|^2}$ is critical in $\mathbb{R}^n_+$ with the ground state $\psi(x) := x_n^{\alpha^+} |x|^{\beta(\mu)/2}$. Furthermore, no Sobolev improvement of (83) is possible.

Indeed, for $\mu \leq 1/4$, consider the subcritical operator

$$P_\mu := -\Delta - \frac{\mu}{|x_n|^2}$$

in $\Omega = \mathbb{R}^n_+$. Let $\alpha^+$ be the largest root of the equation $\alpha(1 - \alpha) = \mu$, and let $\beta(\mu) := 1 - n - \sqrt{1 - 4\mu}$ be the nonzero root of the equation

$$\beta(\beta + n - 1 + \sqrt{1 - 4\mu}) = 0.$$ 

Then

$$w_0(x) := x_n^{\alpha^+}, w_1(x) := x_n^{\alpha^+} |x|^{\beta(\mu)}$$

are two positive solutions of the equation $P_\mu u = 0$ in $\Omega$. Moreover, $w_1$ has minimal growth on $\partial \Omega$, and $w_0$ has minimal growth on $\partial \Omega \cup \{\infty\} \setminus \{0\}$. In particular,

$$\lim_{x \to 0} \frac{w_0(x)}{w_1(x)} = \lim_{x \to \infty} \frac{w_1(x)}{w_0(x)} = 0.$$

Although the potential $|x_n|^{-2}$ is not smooth on $\partial \Omega \setminus \{0\}$, it can be easily checked that the proof of Theorem (2.3.9) applies also to the case of the operator $P_\mu$ in $\Omega$ with the pair of the positive solutions $w_0$ and $w_1$. This yields that inequality (83) is optimal. The criticality of $-\Delta - \frac{\mu}{|x_n|^2} - \frac{\beta(\mu)^2}{4|x|^2}$ implies that no Sobolev improvement is possible.

The criticality result for Hardy-weights obtained by a particular supersolution construction (Theorem (2.2.2)) can be extended to the case where
we have a finite number of ends in $\Omega$, instead of just two ends (e.g., one isolated singularity and $\infty$).

**Definition (2.3.12) [2]:**

Let $M$ be a noncompact manifold. We say that $M$ has $N$-ends $E_1, \ldots, E_N$, if each $E_i$ is a smooth non-compact connected manifold with boundary such that

$$M = \bigcup_{i=0}^{N} E_i, \quad \text{and} \quad \bigcap_{i=1}^{N} E_i = \emptyset,$$

where $E_0$ is a relatively compact, open set of $M$. We denote the ideal “infinity” point of each $E_i$ by $x_i$ (that is, $x_i$ is the ideal limit point when $x \to \infty$ in $M \cap E_1 \backslash (\partial E_1 \cap M)$).

**Lemma (2.3.13) [2]:**

Let $P$ be a symmetric operator on a manifold $M$ with ends $E_1, \ldots, E_N$. For $i = 1, 2$, let $P_i = P + W_i$ be a nonnegative operator in $M$, where $W_i$ is a potential, and let $\phi_i$ be a positive solution of $P_i u = 0$ in $E_1$. Assume further that

$$\varphi_2 \leq C \varphi_1 \text{ in } E_1,$$

and that $\varphi_1$ has a minimal growth at $x_1$ with respect to $P_1$. Then $\varphi_2$ has a minimal growth at $x_1$ with respect to $P_2$.

**Proof:**

We first modify $\varphi_i$ so that it has minimal growth for $P_i$ on $E_1$ (seen as a manifold with boundary). To this purpose, let us consider $U$ a compact, smooth, open set which is a neighborhood of $\partial E_1$ in $E_1$. Let $\psi$ be a positive solution of $P_1 u = 0$ in $U$, with minimal growth at $\partial E_1 \cap M$. Now consider a positive function $\bar{\varphi}_1(x)$ (resp. $\bar{\varphi}_2(x)$) which is equal to $\psi(x)$ on a neighborhood of $\partial E_1$, and to $\varphi_1(x)$ (resp. $\varphi_2(x)$) near $x_1$. Let $\bar{W}_i$ be a potential such that $(P + \bar{W}_i) \bar{\varphi}_i = 0$ in $E_1$. By the (AAP) theorem, $\bar{P}_i := P + \bar{W}_i$ is nonnegative. Also, by construction, $\bar{\varphi}_1$ has minimal growth (globally) in $E_1$, considered as a subdomain of $M$, and therefore $\bar{P}_1$ is critical in $E_1$. Furthermore, we still have (with a different constant $C$)
\[
\tilde{\phi}_2 \leq C \tilde{\phi}_1 \ln E_1.
\]

Now, \(\tilde{P}_2\) is critical in \(E_1\), and \(\tilde{\phi}_2\) is its ground state. Therefore, \(\tilde{\phi}_2\) has minimal growth (globally) on \(E_1\). Since \(\tilde{\phi}_2(x) = \phi_2(x)\) near \(x_1\), the lemma is proved.

We now formulate the result that claims that in the case of finitely many ends the supersolution construction produces an \(N-1\)-parameter family of critical Hardy-weights.

**Theorem (2.3.14) [2]:**

Suppose that \(P\) is a symmetric subcritical operator in a manifold \(M\) with ends \(E_1, \ldots, E_N, N \geq 2\). Assume that for each \(1 \leq i \leq N\) there exists a function \(u_i\) which is a positive solution of the equation \(Pu = 0\) in \(M\) of minimal growth near each end \(x_j, j \neq i\), and satisfying

\[
\lim_{x \to x_i} \frac{u_j(x)}{u_i(x)} = 0 \quad \forall j \neq i.
\]

Consider the supersolution construction

\[
v := \prod_{j=1}^{N} u_j^{\alpha_j},
\]

where \(0 < \alpha_j \leq 1/2\) for all \(1 \leq j \leq N\), and \(\sum_{j=1}^{N} \alpha_j = 1\).

Then the corresponding Hardy-weight \(W := Pu/v\) is critical with respect to \(P\) and \(M\).

**Proof:**

Note that by the definition of minimal growth, for each \(i\), and every \(k, j \neq i\) we have

\[
u_j(x) = u_k(x) \quad \text{as} \quad x \to x_i.
\]

Denote \(\hat{u}_i := \prod_{j \neq i} u_j^{\alpha_j}\). Fix \(1 \leq i \leq N\) and \(k \neq i\). Then near \(x_i\) the following inequality holds
\[ v = u_i^{\alpha_i} u_k^{1-\alpha_i} \leq C u_i^{\alpha_i} u_k^{1-\alpha_i} = C (u_i u_k)^{1/2} \left( \frac{u_k}{u_i} \right)^{1/2-\alpha_i} \leq (u_i u_k)^{1/2}. \]

Recall that it follows from the proof of Theorem (2.2.2) (or Theorem (2.3.9)) that \((u_i u_k)^{1/2}\) has minimal growth at \(x_i\) with respect the symmetric operator \(P - W_{i,k}\), where \(W_{i,k}\) is the Hardy-weight corresponding to the pair \((u_i, u_k)\).

Hence, by Lemma (2.3.13), \(v\) has minimal growth at \(x_i\). Since this is true for all \(1 \leq i \leq N\), it follows that the operator \(P - W\) is critical in \(M\).

Now we present some further examples, and discuss some additional applications and extensions. First, we present a straightforward example of an optimal Hardy-weight.

**Example (2.3.15)** [2]:

Consider the Laplace operator \(P = -\Delta\) on the unit disk \(\Omega = B(0,1) \subset \mathbb{R}^2\). Take \(v_0(x) := -\frac{1}{2\pi} \log |x|\), the Green function of the unit ball with a pole at the origin, and let \(v_1 := 1\). Then the corresponding optimal Hardy-weight is given by \(W(x) = (4|x| \log |x|)^{-2}\) defined on \(B(0,1)^* := B(0,1) \setminus \{0\}\). We obtain the classical Leray inequality with the best constant

\[ \int_{B(0,1)^*} |\nabla \phi|^2 \, dx \geq \frac{1}{4} \int_{B(0,1)^*} \frac{|\phi|^2}{(\log |x|)^2} \, dx \quad \forall \phi \in C_0^\infty(B(0,1)^*), \]

In particular, the operator \(-\Delta - W\) is null-critical in \(B(0,1)^*\), and \(\lambda_0(-\Delta, W, B(0,1)^*) = \lambda_{\infty}(-\Delta, W, B(0,1)^*) = 1\).

Analogously, in higher dimension \(n \geq 3\), let \(v_0(x) := C_n(|x|^{2-n} - 1)\) be the Green function of the unit ball \(B(0,1)\) with a pole at the origin, and let \(v_1 := 1\). Then

\[ W(x) = \frac{(n - 2)^2}{4(|x|(1 - |x|^{n-2}))^2}, \]

and the following optimal inequality holds true...
\[
\int_{B(0,1)^*} |\nabla \phi|^2 dx \geq \left( \frac{n-2}{2} \right)^2 \int_{B(0,1)^*} \frac{|\phi|^2}{|x|(1-|x|^{n-2})^2} \, dx \quad \forall \phi \in C_0^\infty(B(0,1)^*).
\]

In particular, the operator \( \Delta - W \) is null-critical in \( B(0,1)^* \), furthermore, we have

\[
\lambda_0(-\Delta, W, B(0,1)^*) = \lambda_\infty(-\Delta, W, B(0,1)^*) = 1.
\]

**Example (2.3.16) [2]:**

The aim of the present example is to give an alternative proof that \( 1/4 \) is the best constant in the classical Hardy inequality (29) for a smooth convex bounded domain \( \Omega \) (see the discussion in Example (2.1.21)).

If we use the supersolution construction with \( P = -\Delta, u_0 = G \) (the Green function), and \( u_1 = 1 \), we get an optimal Hardy-weight \( W := \frac{1}{4} \left| \nabla G \right|^2 \). Recall that \( G \) vanishes on \( \partial \Omega \) (in fact, \( G(x) = \delta(x) \) near the boundary). By Hopf’s lemma, \( \partial G / \partial \vec{\sigma} \) does not vanish on \( \partial \Omega \), where \( \vec{\sigma} \) is the outer normal vector to \( \partial \Omega \). Hence, by the proof of Lemma (2.3.7), we have

\[
W(x) \sim \frac{1}{4 \delta(x)^2} \text{ as } x \to \partial \Omega.
\]  

Since we know that \( \lambda_\infty(P, W, \Omega) = 1 \), we deduce that \( 1/4 \) is indeed the best constant in the classical Hardy inequality (29). It is also easy to deduce from the fact that \( P - W \) is null-critical that the classical Hardy inequality (29) has no minimizer (this also follows from the subcriticality of \( -\Delta - \delta(x)^2/4 \)). We do not know if the asymptotic of \( W \) given by (86) remains true if \( \Omega \) has a rougher boundary. On the other hand, the spectrum and the essential spectrum of \( -4\delta(x)^2 \Delta \) on \( L^2 \left( \Omega, (4\delta(x))^{-2} \, d\nu \right) \) is equal to \([1, \infty)\).

In the next two examples we apply the supersolution construction to positive solutions with boundary singularities.

**Example (2.3.17) [2]:**
Consider the operator $Pu := -u''$ on $\mathbb{R}_+$, and apply the supersolution construction with the positive solutions $u_0(x) = x, u_1(x) = 1$. By Theorem (2.3.9), we readily get the classical Hardy inequality on $\mathbb{R}_+$ with the optimal Hardy-weight $W(x) := 1/(4x^2)$. We note that the corresponding transform (59) is just the classical Mellin transform.

**Example (2.3.18) [2]:**

Consider the operator $Pu := -u'' + u$ defined on $\mathbb{R}$, with $u_0(x) = e^x, u_1(x) = e^{-x}$. Applying Theorem (2.3.9) we obtain the optimal Hardy-weight $W := 1$, and we get the trivial inequality $P - W = -d^2/dx^2 \geq 0$ in $\mathbb{R}$. The corresponding transform (59) is just the classical Fourier transform on $\mathbb{R}$.

The supersolution construction provides bounds for solutions near infinity in terms of the Green function $G$ and a global solution $u$. In particular, we have

**Lemma (2.3.19) [2]:**

Let $P$ be a subcritical operator in $\Omega$, and let $W$ be a Hardy weight in $\Omega$ associated to a pair $(\nu_1, \nu_2)$, where $\nu_1, \nu_2$ are positive solutions of the equation $Pu = 0$ in $\Omega$. Let $v$ be a positive supersolution of the equation $(P - V)v = 0$ of minimal growth at infinity with respect to $P - V$ in $\Omega$.

Suppose further that

$$V(x) \leq 4\alpha(1 - \alpha)W(x)\ln\Omega'$$

holds true for some $1/2 \leq \alpha \leq 1$, and some neighborhood $\Omega'$ of infinity in $\Omega$. Then for any $1/2 \leq \beta \leq \alpha$ there exists a constant $C$ such that the inequality

$$v(x) \leq C\nu_1^{1-\beta}(x)v_2^\beta(x)$$

holds true in a neighborhood of infinity of $\Omega$. 

97
Example (2.3.20) [2]:

Let $\Omega$ be a smooth bounded convex domain and $u$ a positive solution of the equation

$$(P - V)u = 0,$$

of minimal growth in a neighborhood of infinity in $\Omega$. Suppose further that for some $1/2 \leq \alpha \leq 1$, the inequality $V(x) \leq \alpha(1 - \alpha)\delta^{-2}(x)$ holds true in a neighborhood $\Omega'$ of infinity of $\Omega$. Then

$$u(x) \leq C\delta(x)^{\alpha}\text{in} \Omega'.$$

In order to apply Lemma (2.3.19) for the pair $(u, G)$, where $G$ is the Green function and $u$ is a global positive solution satisfying (17), one needs to know the behavior of the optimal Hardy-weight $W$ near infinity, and to compare pointwise $V$ and $W$, if $V$ is a (non-optimal) Hardy potential. In full generality, it seems hopeless to get an asymptotic of $W$ at infinity, since $\nabla G$ might vanish on a nonempty set with an accumulation point at infinity in $\Omega$.

However, in the symmetric case we have an asymptotic of $W$ in average at infinity, as follows from Corollary (2.2.11), which, if $u$ is normalized so that $u(0) = 1$, gives that

$$\int_{\{a \leq \frac{G}{u} \leq b\}} uGW\, dv = \frac{1}{4}(\log b - \log a).$$

Moreover, in average, we can compare $W$ and any Hardy-weight $V$ near infinity.

Proposition (2.3.21) [2]:

Suppose that $P$ is symmetric and the hypotheses of Theorem (2.1.3) are satisfied (with $P, u, G$ and $W$ as in the theorem). Let $V$ be a nonnegative potential such that $P - V \geq 0$ in $\Omega^*$. Then for every $1 < a < b < \infty$ (or $-\infty < a < b < -1$), we have
\[
\int_{\{a \leq \log \frac{G}{a} \leq b\}} uGV \, dv \leq \int_{\{a-1 \leq \log \frac{G}{a} \leq b+1\}} uGW \, dv = \frac{5}{4} [\log(b + 1) - \log(a - 1)].
\]

**Proof:**

By performing a ground state transform, we may assume that \( u = 1 \). We start with the following inequality

\[
\int_{\Omega^{*}} V \ v^{2} \, dv \leq \int_{\Omega^{*}} v \ P[v] \, dv \quad \forall v \in C_{0}^{\infty}(\Omega^{*}),
\]

which holds true by our assumption.

Fix \( 1 < a < b < \infty \), and let \( \psi \) be a smooth nonnegative cut-off function supported in \( \{a-1 \leq \log G \leq b+1\} \), such that \( \psi = 1 \) on \( \{a \leq \log G \leq b\} \). Set \( v := G^{1/2} \psi \), and recall that \( (P - W)(G)^{1/2} = 0 \). Therefore, by (23) we have

\[
\int_{\{a-1 \leq \log G \leq b+1\}} vP[v] \, dv = \int_{\{a-1 \leq \log G \leq b+1\}} \left[ GW\psi^{2} - \frac{1}{2} \langle \nabla G, \nabla \psi^{2} \rangle_{A} + G\psi P[\psi] \right] \, dv.
\]

Now, integrate by part the last term to get

\[
\int_{\{a \leq \log G \leq b\}} GV \, dv \leq \int_{\{a-1 \leq \log G \leq b+1\}} GW\psi^{2} \, dv + \int_{\{a-1 \leq \log G \leq b+1\}} G|\nabla \psi|^{2}_{A} \, dv \tag{85}
\]

Consider the function \( \psi \) defined by

\[
\psi(x) := \begin{cases} 
1 & x \in \{a \leq \log G \leq b\}, \\
b + 1 - \log G(x) & x \in \{b \leq \log G \leq b + 1\}, \\
\log G(x) - a + 1 & x \in \{a-1 \leq \log G \leq a\}, \\
0 & \text{elsewhere}.
\end{cases}
\]

Now, take a sequence \( \{\psi_{k}\} \subset C_{0}^{\infty}(\Omega^{*}) \) of smooth function \( 0 \leq \psi_{k} \leq \psi \) which converges in \( W^{1,2} \) to \( \psi \). Since \( \psi \) is in \( W_{0}^{1,2}(\Omega^{*}) \), we can find such a sequence \( \{\psi_{k}\} \). Applying (87) to \( \psi_{k} \) and passing to the limit as \( k \to \infty \) gives

\[
\int_{\{a \leq \log G \leq b\}} GV_{\psi} \, dv \leq \int_{\{a-1 \leq \log G \leq b+1\}} GW\psi^{2} \, dv + \int_{\{a-1 \leq \log G \leq b+1\}} G|\nabla \psi|^{2}_{A} \, dv.
\]
We use finally the fact that $\psi$ is supported in \( \{ a - 1 \leq \log G \leq b + 1 \} \), that $0 \leq \psi \leq 1$ and that $\| \nabla \psi \|_A^2 \leq 4W$ to get the result.

It is natural to formulate the following conjecture about the pointwise asymptotic of the optimal Hardy-weight $W$.

The main result (Theorem (2.1.14)) provides us with an optimal Hardy-weight $W$ defined in the punctured domain $\Omega^*$ rather in $\Omega$. This drawback can be easily relaxed using the following regularization procedure. Let $\tilde{W} \leq W$ be a (locally) regular nonnegative potential in $\Omega$ such that $\tilde{W} = W$ outside a punctured neighborhood of the origin. Clearly, $P - \tilde{W}$ is subcritical in $\Omega$. Let $V \in C^\infty_0 (\Omega)$ be a smooth nonzero nonnegative function such that $P - \tilde{W} - V$ is critical in $\Omega$ (see, Lemma (2.1.10)). Then the potential $\tilde{W} := \tilde{W} - V$ is critical in $\Omega$, null-critical at infinity of $\Omega$, and $\lambda_\infty (P, \tilde{W}, \Omega) = 1$. Moreover, in the symmetric case, by Theorem (2.2.1), the corresponding spectrum and essential spectrum of $\tilde{W}^{-1}P$ is equal $[1, \infty)$. So, $\tilde{W}$ is an optimal Hardy-weight for $P$ in $\Omega$.

We briefly discuss some extensions of the previous results to the case of $p$-Laplacian type equations. We assume that $p \neq 2$. The celebrated $p$-Laplacian is the quasilinear elliptic operator

$$\Delta_p (u) := \text{div}(\| \nabla u \|^{p-2} \nabla u).$$

Let $V \in L^\infty_{\text{loc}} (\Omega)$ be a given function (potential), we consider the functional

$$Q_V (\phi) := \int_\Omega (\| \nabla \phi \|^p + V \| \phi \|^p) \, dx \quad \phi \in C^\infty_0 (\Omega)$$

and the associated differential operator

$$Q_V' (u) := -\Delta_p (u) + V \| u \|^{p-2} u.$$

The notions of criticality and subcriticality of $Q_V$ have been studied in this context. In particular, the Agmon-Allegretto-Piepenbrink theorem extends to this case. Due to the nonlinearity of the operator, if the potential $V$ is nonzero it is likely that our supersolution construction will not yield in general an optimal weight, as we can see from the following result in the radially symmetric case.
Theorem (2.3.2) [2]:

Assume that the functional
\[
Q^V(\phi) := \int_{\Omega} (|\nabla \phi|^p + V(|x|)|\phi|^p) \, dx \quad \phi \in C_0^\infty(\Omega),
\]

(88)
is subcritical in a radially symmetric domain \(\Omega \subset \mathbb{R}^n\), where the potential \(V\) is radially symmetric. Suppose further that either \(1 < p \leq 2\) and \(V \leq 0\), or \(p \geq 2\) and \(V \geq 0\). Let \(v_0, v_1\) be two linearly independent positive radially symmetric supersolutions of the equation \(Q'(u) = 0\) in \(\Omega^* := \Omega \setminus \{0\}\).

Define the function
\[
v_\alpha(|x|) := (v_1(|x|))^\alpha (v_0(|x|))^{1-\alpha} \quad \forall x \in \Omega^*,
\]

where \(0 \leq \alpha \leq 1\), and let
\[
W_\alpha(t) := \alpha(1-\alpha)(p-1) \left[\left[\log\left(\frac{v_0(t)}{v_1(t)}\right)\right]'\right]^2 \left[\left[\log(v_\alpha(t))\right]'\right]^{p-2}.
\]

Then \(v_\alpha\) is a positive supersolution of the equation
\[
Q'(u) - W_\alpha(u) = 0 \quad \text{in} \Omega^*,
\]

(89)

and the following improved inequality holds
\[
Q^V(\phi) \geq \int_{\Omega} W_\alpha \phi \, dx \quad \forall \phi \in C_0^\infty(\Omega^*)
\]

Moreover, if \(p \neq 2\) and \(V\) is not identically zero, then for every \(\alpha \in (0,1)\) the functional \(Q^V - W_\alpha\) is subcritical in \(\Omega^*\).

Notice that in the case where \(p \neq 2\), the supersolution construction yields a weight \(W_\alpha\) which is not easy to optimize with respect to \(\alpha\). On the other hand, for the case of the \(p\) -Laplacian itself in a general domain \(\Omega \subset \mathbb{R}^n\), we can take \(u_0 = 1\), and thus optimize \(W_\alpha\):

Proposition (2.3.23) [2]:
Assume that \( v \) is a positive supersolution (resp. solution) of the equation \( -\Delta_p (u) = 0 \) in \( \Omega \). Then for \( \alpha \in (0, 1), v^\alpha \) is a positivesupersolution (resp. solution) of the equation \( Q_{W_\alpha}'(u) = 0 \) in \( \Omega \), where

\[
W_\alpha := \alpha^{p-2} \alpha (1 - \alpha) (p - 1) \left| \frac{\nabla u}{u} \right|^p.
\]

In particular, for the optimal value \( \alpha = \frac{p-1}{p} \), the following logarithmic Caccioppoli inequality holds:

\[
\left( \frac{p - 1}{p} \right)^p \int_\Omega \left| \frac{\nabla u}{u} \right|^p |\varphi|^p \, dx \leq \int_\Omega |\nabla \varphi|^p \, dx \quad \varphi \in C_0^\infty(\Omega), \quad (90)
\]

where \( v \) is any positive \( p \)-superharmonic function in \( \Omega \).
Chapter 3

Multiple Solutions for Semi-Linear Elliptic Systems with Sign-Changing Weight

With the help of the Nehari manifold and the Lusternik–Schnirelmann category, we investigate how the coefficient $h(x)$ of the critical nonlinearity affects the number of positive solutions of that problem and get a relationship between the number of positive solutions and the topology of the global maximum set of $h$. [3]

This chapter is concerned with the multiplicity of positive solutions to the following elliptic system:

$$\begin{cases}
-\Delta u = f(x)|u|^{q-2}u + \frac{\alpha}{\alpha + \beta} h(x)|u|^{\alpha-2}|v|^\beta, & \text{in } \Omega, \\
-\Delta v = g(x)|v|^{q-2}v + \frac{\beta}{\alpha + \beta} h(x)|u|^{\alpha}|v|^{\beta-2}v, & \text{in } \Omega, \\
u = v = 0, & \text{on } \partial\Omega,
\end{cases}
$$

where $\Omega$ is a bounded domain in $\mathbb{R}^N$ with smooth boundary, $\alpha, \beta > 1$ satisfy $\alpha + \beta = 2^* = \frac{2N}{N-2} (N \geq 3)$ and $1 < q < 2$. Moreover, we assume that $f, g$ and $h$ satisfy the following conditions.

(H1) $f, g \in C(\overline{\Omega})$.

(H2) There exist a non-empty closed set $M = \{x \in \overline{\Omega}; h(x) = \max_{x \in \overline{\Omega}} h(x) = 1\}$ and a positive number $\rho > 2$ when $N \geq 6$, $\rho > \frac{N-2}{2}$ when $3 \leq N \leq 5$ such that $h(z) - h(x) = O(|x - z|^\rho)$ as $x \to z$ and uniformly in $z \in M$.

(H3) $f(x), g(x) > 0$ for $x \in M$.

Remark (3.1) [3]:

Let $M_r = \{x \in \mathbb{R}^N; \text{dist}(x, M) < r\}$ for $r > 0$. Then by (H1)–(H3), there exist $C_0, r_0 > 0$ such that

$$f(x), g(x), h(x) > 0 \text{ for all } x \in M_{r_0} \subset \Omega$$

and
\[ h(z) - h(x) \leq C_0 |x - z|^\rho \text{ for all } x \in B_{r_0}(z) \]

uniformly in \( z \in M \), where \( B_{r_0}(z) = \{ x \in \mathbb{R}^N ; |x - z| < r_0 \} \).

For \( f \equiv \lambda, g \equiv \mu \), we have that \((E_{fg})\) permits at least two positive solutions when the pair of parameters \((\lambda, \mu)\), belongs to a certain subset of \( \mathbb{R}^2 \). In further studies involving sign-changing weight functions, two positive solutions were obtained for the subcritical case \( 2 < \alpha + \beta < 2^* \) and for the critical case \( \alpha + \beta = 2^* \). The tool of them is the decomposition of the Nehari manifold.

For \( 2 < q < 2^* \), if \( N > 4, 0 \in \Omega, f, g \) and \( h \) satisfy the following conditions.

\((A_1)\) \(f, g\) and \( h\) are positive continuous functions in \( \bar{\Omega} \).

\((A_2)\) There exist \( k \) points \( a^1, a^2, \ldots, a^k \) in \( \Omega \) such that

\[ h(a^i) = \max_{x \in \Omega} h(x) = 1 \text{ for } 1 \leq i \leq k, \]

and for some \( \rho > N, h(x) - h(a^i) = O(|x - a^i|^\rho) \) as \( x \to a^i \) and uniformly in \( i \).

\((A_3)\) Choose \( \rho_0 > 0 \) such that

\[ \overline{B_{\rho_0}(a^i)} \cap \overline{B_{\rho_0}(a^j)} = \emptyset \text{ for } i \neq j \text{ and } 1 \leq i, j \leq k, \]

and \( \bigcup_{i=1}^{k} \overline{B_{\rho_0}(a^i)} \subset \Omega \), where \( \overline{B_{\rho_0}(a^i)} = \{ x \in \mathbb{R}^N ; |x - z| \leq \rho_0 \} \).

\((E_{fg})\) admits at least \( k \) positive solutions when \( f \) and \( g \) are small enough.

We aim to investigate how the coefficient \( h(x) \) of the critical nonlinearity affects the number of positive solutions of \((E_{fg})\) when \( 1 < q < 2 \) in this work. We try to consider the relationship between the number of positive solutions and the topology of the global maximum set of \( h \) by the idea of category. Furthermore, we will study \((E_{fg})\) under the conditions \((H_1)-(H_3)\), i.e., we do not need to assume \( f, g, h \) are positive solutions and \( 0 \in \Omega \). We have the following.
Remark (3.2) [3]:

Suppose \((A_1)-(A_3)\) hold. By Theorem (3.20), we obtain that \(\langle E_{f,g} \rangle\) has at least \(k+1\) positive solutions when \(\|f\|_{L^q}\) and \(\|g\|_{L^q}\) are small enough.

We give some notations and preliminary results. Then, we discuss some concentration behavior and prove Theorem (3.20).

We propose to study \(\langle E_{f,g} \rangle\) in the framework of the Sobolev space \(H = H_0^1(\Omega) \times H_0^1(\Omega)\) using the standard norm

\[
\|(u,v)\|_H = \left( \int_{\Omega} |\nabla u|^2 + |\nabla v|^2 \, dx \right)^{\frac{1}{2}}.
\]

Denote

\[
S_{\alpha,\beta} := \inf_{(u,v) \in H \setminus \{0\}} \frac{\int_{\Omega} |\nabla u|^2 + |\nabla v|^2 \, dx}{\left( \int_{\Omega} |u|^\alpha + |v|^\beta \, dx \right)^{\frac{2}{\alpha+\beta}}},
\]

we deduce that

\[
S_{\alpha,\beta} = \left( \left( \frac{\alpha}{\beta} \right)^{\frac{\beta}{\alpha+\beta}} + \left( \frac{\beta}{\alpha} \right)^{\frac{\alpha}{\alpha+\beta}} \right) S,
\]

where \(S\) is the best Sobolev constant, that is

\[
S := \inf_{u \in H_0^1(\Omega) \setminus \{0\}} \frac{\int_{\Omega} |\nabla u|^2 \, dx}{\left( \int_{\Omega} |u|^{2^*} \, dx \right)^{\frac{2}{2^*}}}.
\]

It is well known that \(S\) is independent of \(\Omega\), and for each \(\varepsilon > 0\),

\[
u_\varepsilon(x) = \frac{[N(N-2)\varepsilon^2]^{(N-2)/4}}{(\varepsilon^2 + |x|^2)^{(N-2)/2}}
\]

is a positive solution of critical problem.
\[-\Delta u = |u|^{2^*-2}u \text{ in } \mathbb{R}^N\]

with \(\int_{\mathbb{R}^N} |\nabla \varphi|^2 \, dx = \int_{\mathbb{R}^N} |\varphi|^2 \, dx = \frac{1}{N} S^{N/2} \). Actually, \( S \) is never attained on a domain \( \Omega \neq \mathbb{R}^N \).

Positive solutions to \((E_{f,g})\) will be obtained as critical points of the corresponding energy functional \(I_{f,g} : H \to \mathbb{R}\) given by

\[
I_{f,g}(u,v) = \frac{1}{2} \| (u,v) \|^2_H - \frac{1}{q} \int_{\Omega} (f u_+^q + g v_+^q) \, dx - \frac{1}{\alpha + \beta} \int_{\Omega} h u_+^q v_+^\beta \, dx,
\]

where \( u_+ = \max\{u, 0\} \) and \( v_+ = \max\{v, 0\} \). From the assumption, it is easy to prove that \( I_{f,g} \) is well defined in \( H \) and \( I_{f,g} \in C^2(H, \mathbb{R}) \).

As \( I_{f,g} \) is not bounded below on \( H \), we consider the behaviors of \( I_{f,g} \) on the Nehari manifold

\[
N_{f,g} = \{(u,v) \in H \setminus \{0\}; I_{f,g}'(u,v)(u,v) = 0\}.
\]

Clearly, \((u,v) \in N_{f,g}\) if and only if

\[
\int_{\Omega} |\nabla u|^2 + |\nabla v|^2 \, dx - \int_{\Omega} (f u_+^q + g v_+^q) \, dx - \int_{\Omega} h u_+^q v_+^\beta \, dx = 0.
\]

On the Nehari manifold \( N_{f,g} \), from the Sobolev embedding theorem and the Young inequality,

\[
I_{f,g}(u,v) = \left( \frac{1}{2} - \frac{1}{2^*} \right) \int_{\Omega} |\nabla u|^2 + |\nabla v|^2 \, dx
- \left( \frac{1}{q} - \frac{1}{2^*} \right) \int_{\Omega} (f u_+^q + g v_+^q) \, dx
\geq \left( \frac{1}{2} - \frac{1}{2^*} \right) \| (u,v) \|^2_H - \left( \frac{1}{q} - \frac{1}{2^*} \right) (\| f_+ \|_{L^q} + \| g_+ \|_{L^q}) C \| (u,v) \|^q_H \quad (2)
\]

\[
\geq - (\| f_+ \|_{L^q} + \| g_+ \|_{L^q})^{2/(2-q)} C, \quad (3)
\]
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where $C$ denotes positive constants (possibly different) independent of $(u, v) \in H$. Let

$$
\psi_{f,g}(u,v) := I'_{f,g}(u,v)(u,v)
$$

$$
= \int_{\Omega} |\nabla u|^2 + |\nabla v|^2 \, dx - \int_{\Omega} (fu^q + gv^q) \, dx - \int_{\Omega} hu^q v^\beta \, dx.
$$

Then for $(u, v) \in N_{f,g}$,

$$
\psi'_{f,g}(u,v)(u,v) = (2 - q)\| (u,v) \|_H^2 - (2^* - q) \int_{\Omega} hu^q v^\beta \, dx
$$

$$
= (2 - 2^*)\| (u,v) \|_H^2 + (2^* - q) \int_{\Omega} (fu^q + gv^q) \, dx.
$$

We split $N_{f,g}$ into three parts:

$$
N_{f,g}^+ = \{(u,v) \in N_{f,g}; \psi'_{f,g}(u,v)(u,v) > 0\};
$$

$$
N_{f,g}^0 = \{(u,v) \in N_{f,g}; \psi'_{f,g}(u,v)(u,v) = 0\};
$$

$$
N_{f,g}^- = \{(u,v) \in N_{f,g}; \psi'_{f,g}(u,v)(u,v) < 0\}.
$$

In the sequel, we shall use $\Lambda_*$ to denote different small parameters. Then we have the following results.

**Lemma (3.3) [3]:**

Suppose that $(u_0,v_0)$ is a local minimum for $I_{f,g}$ on $N_{f,g}$. Then, if $(u_0,v_0) \notin N_{f,g}^0$, $(u_0,v_0)$ is a critical point of $I_{f,g}$.

**Lemma (3.4) [3]:**
There exists $\Lambda_*>0$ such that if $\|f_+\|_{L^q}^* + \|g_+\|_{L^q}^* \in (0,\Lambda_*)$, $N_{f,g}^0 = \emptyset$. By Lemma (3.4), for $\|f_+\|_{L^q}^* + \|g_+\|_{L^q}^* \in (0,\Lambda_*)$, we write $N_{f,g} = N_{f,g}^+ \cup N_{f,g}^-$ and define

$$\theta_{f,g}^+ = \inf_{(u,v) \in N_{f,g}^+} I_{f,g}(u,v); \quad \theta_{f,g}^- = \inf_{(u,v) \in N_{f,g}^-} I_{f,g}(u,v).$$

For each $(u,v) \in H$ with $\int_\Omega h u_+^q v_+^\beta \, dx > 0$, set

$$t_{\max} = \left( \frac{(2-q)\|u,v\|_H^2}{(2^* - q) \int_\Omega h u_+^q v_+^\beta \, dx} \right)^{\frac{1}{\alpha+\beta-2}} > 0.$$

Then

**Lemma (3.5) [3]:**

For each $(u,v) \in H$ with $\int_\Omega h u_+^q v_+^\beta \, dx > 0$, we have the following.

(i) If $\int_\Omega (fu_+^q + gv_+^q) \, dx \leq 0$, there is a unique $t^- > t_{\max}$ such that $(t^- u, t^- v) \in N_{f,g}^-$ and $I_{f,g}(t^- u, t^- v) = \sup_{t \geq 0} I_{f,g}(tu, tv)$.

(ii) If $\int_\Omega (fu_+^q + gv_+^q) \, dx > 0$, there are unique $0 < t^+ < t_{\max} < t^-$ such that $(t^+ u, t^+ v) \in N_{f,g}^+$, $(t^- u, t^- v) \in N_{f,g}^-$ and $I_{f,g}(t^+ u, t^+ v) = \inf_{0 \leq t \leq t_{\max}} I_{f,g}(tu, tv)$; $I_{f,g}(t^- u, t^- v) = \sup_{t \geq 0} I_{f,g}(tu, tv)$.

**Lemma (3.6) [3]:**

If $\|f_+\|_{L^q}^* + \|g_+\|_{L^q}^* \in (0,\Lambda_*)$, then

(i) $\theta_{f,g}^+ < 0$;

(ii) $\theta_{f,g}^- \geq \rho_0$ for some $\rho_0 > 0$.

**Remark (3.7) [3]:**

From Lemmas (3.5) and (3.6), it is easy to know if $(u,v) \in N_{f,g}^-$,
\[
\int_\Omega h u_+^\alpha v_+^\beta \, dx > 0.
\]

Next we establish that \( I_{f,g} \) satisfies the \((PS)_c\)-condition for \( c \in \left( -\infty, \theta_{f,g}^+ + \frac{1}{N} S_{\alpha,\beta}^N \right) \).

**Lemma (3.8) [3]:**

For \( \|f_+\|_{L^q} + \|g_+\|_{L^q} \in (0, \Lambda_*), I_{f,g} \) satisfies the \((PS)_c\)-condition for \( c \in \left( -\infty, \theta_{f,g}^+ + \frac{1}{N} S_{\alpha,\beta}^N \right) \).

**Proof:**

Let \( \{(u_k, v_k)\} \subset H \) be a \((PS)_c\)-sequence for \( I_{f,g} \) and \( c \in \left( -\infty, \theta_{f,g}^+ + \frac{1}{N} S_{\alpha,\beta}^N \right) \). After a standard argument, we know that \( \{(u_k, v_k)\} \) is bounded in \( H \). Thus, there exist a subsequence still denoted by \( \{(u_k, v_k)\} \) and \( (u, v) \in H \) such that \( (u_k, v_k) \rightharpoonup (u, v) \) weakly in \( H \). By the compactness of Sobolev embedding, we get

- \( \int_\Omega (f(u_k)_+^q + g(v_k)_+^q) \, dx = \int_\Omega (f u_+^q + g v_+^q) \, dx + o(1) \);
- \( \|(u_k - u, v_k - v)\|_H^2 = \|(u_k, v_k)\|_H^2 - \|(u, v)\|_H^2 + o(1) \);
- \( \int_\Omega h(u_k - u)_+^\alpha (v_k - v)_+^\beta \, dx = \int_\Omega h(u_k)_+^\alpha (v_k)_+^\beta \, dx - \int_\Omega h u_+^\alpha v_+^\beta \, dx + o(1) \).

Moreover, we can obtain \( I'_{f,g}(u, v) = 0 \) in \( H^{-1}(\text{the dual space of } H) \). Since \( I'_{f,g}(u_k, v_k) = c + o(1) \) and \( I'_{f,g}(u_k, v_k) = o(1) \) in \( H^{-1} \), we deduce that

\[
\frac{1}{2} \|(u_k - u, v_k - v)\|_H^2 - \frac{1}{2} \int_\Omega h(u_k - u)_+^\alpha (v_k - v)_+^\beta \, dx = c - I_{f,g}(u, v) + o(1)
\]

and

\[
o(1) = I'_{f,g}(u_k, v_k)(u_k - u, v_k - v) = \left(I'_{f,g}(u_k, v_k) - I'_{f,g}(u, v)\right)(u_k - u, v_k - v)
= \|(u_k - u, v_k - v)\|_H^2 - \int_\Omega h(u_k - u)_+^\alpha (v_k - v)_+^\beta \, dx + o(1).
\]
Now we may assume that
\[ \|(u_k - u, v_k - v)\|_{H}^{2} \rightarrow l \quad \text{and} \quad \int_{\Omega} h(u_k - u)\phi_{+}(v_k - v)^{\beta} \, dx \rightarrow l \quad \text{as} \quad k \rightarrow \infty, \]
for some \( l \in [0, +\infty) \).

Suppose \( l \neq 0 \) and notice the fact \( h \leq 1 \), using the Sobolev embedding theorem and passing to the limit as \( k \rightarrow \infty \), we have
\[ l \geq S_{\alpha, \beta} l^{\frac{2}{N}}, \]
that is,
\[ l \geq S_{\alpha, \beta}^{N/2}. \quad (7) \]
Then by (6), (7) and \((u, v) \in N_{f,g} \cup \{0\},\)
\[ c = I_{f,g}(u, v) + \frac{1}{N} \geq \theta_{f,g}^{+} \frac{1}{N} S_{\alpha, \beta}^{N/2}, \]
which contradicts the definition of \( c \). Hence \( l = 0 \), i.e., \((u_k, v_k) \rightarrow (u, v)\) strongly in \( H \).

Then we obtain the existence of a local minimizer for \( I_{f,g} \) on \( N_{f,g}^{+} \).

**Lemma (3.9) [3]:**

For \( \|f_{+}\|_{L_{q^{\ast}}} + \|g_{+}\|_{L_{q^{\ast}}} \in (0, \Lambda_{\ast}) \), the functional \( I_{f,g} \) has a minimizer \((u_{f,g}^{+}, v_{f,g}^{+}) \in N_{f,g}^{+}\)and it satisfies:

(i) \( I_{f,g}(u_{f,g}^{+}, v_{f,g}^{+}) = \theta_{f,g}^{+} \);
(ii) \((u_{f,g}^{+}, v_{f,g}^{+})\) is a positive solution of \((E_{f,g})\);
(iii) \( I_{f,g}(u_{f,g}^{+}, v_{f,g}^{+}) \rightarrow 0 \) as \( \|f_{+}\|_{L_{q^{\ast}}}, \|g_{+}\|_{L_{q^{\ast}}} \rightarrow 0 \);
(iv) \( \|(u_{f,g}^{+}, v_{f,g}^{+})\|_{H} \rightarrow 0 \) as \( \|f_{+}\|_{L_{q^{\ast}}}, \|g_{+}\|_{L_{q^{\ast}}} \rightarrow 0 \).

**Proof:**

(i)–(ii) are consequences. Moreover, by (3) and Lemma (3.6),
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\[ 0 > I_{f,g}(u^+_{f,g}, v^+_{f,g}) \geq -\left(\|f_+\|_{Lq^*} + \|g_+\|_{Lq^*}\right)^{2/(2-q)} C. \]

We obtain \( I_{f,g}(u^+_{f,g}, v^+_{f,g}) \to 0 \) as \( \|f_+\|_{Lq^*}, \|g_+\|_{Lq^*} \to 0 \).

Now we show (iv). By \( (u^+_{f,g}, v^+_{f,g}) \in N_{f,g}^+ \) and (5),

\[
\left\| (u^+_{f,g}, v^+_{f,g}) \right\|^2_H \leq \frac{2^* - q}{2} \int_{\Omega} \left( f_+ \left( u^+_{f,g} \right)^q + g_+ \left( u^+_{f,g} \right)^q \right) \text{d}x \\
\leq C \left( \|f_+\|_{Lq^*} + \|g_+\|_{Lq^*} \right) \left\| (u^+_{f,g}, v^+_{f,g}) \right\|^q_H.
\]

(8)

Since \( I_{f,g} \) is coercive and bounded below on \( N_{f,g}, (u^+_{f,g}, v^+_{f,g}) \) is bounded in \( H \) and so that by (8) we know

\[
\left\| (u^+_{f,g}, v^+_{f,g}) \right\|^{2-q}_H \leq C \left( \|f_+\|_{Lq^*} + \|g_+\|_{Lq^*} \right).
\]

Then

\[
\left\| (u^+_{f,g}, v^+_{f,g}) \right\|_H \to 0 \text{ as } \|f_+\|_{Lq^*} + \|g_+\|_{Lq^*} \to 0
\]

Now, we will recall and prove some lemmas which are crucial in the proof of the main theorem. For \( b > 0 \), we define

\[
f^b_\infty(u, v) = \frac{1}{2} \left\| (u, v) \right\|^2_H - \frac{b}{2^*} \int_{\Omega} h u_+^{\alpha} v_+^\beta \text{d}x
\]

and

\[
N^b_\infty(u, v) = \{(u, v) \in H \setminus \{0\}; (f^b_\infty)'(u, v)(u, v) = 0 \}.
\]

Then we have the following.

**Lemma (3.10) [3]:**

For each \((u, v) \in N^b_{f,g}\), we have the following.

(i) There is a unique \( t^b_{(u,v)} \) such that \( (t^b_{(u,v)}u, t^b_{(u,v)}v) \in N^b_\infty \) and
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\[ \max_{t \geq 0} j_{\infty}^b(t_u, tv) = j_{\infty}^b(t_{(u,v)}^b u, t_{(u,v)}^b v) = \frac{1}{N} b^{2-N} \left( \frac{\| (u, v) \|^2}{\int_{\Omega} h u^\alpha v^\beta_+ dx} \right)^{N-2}. \]

(ii) For \( \mu \in (0,1) \), there is a unique \( t_{(u,v)}^1 \) such that \( (t_{(u,v)}^1 u, t_{(u,v)}^1 v) \in N^1_{\infty} \). Moreover,

\[ f_{\infty}^1(t_{(u,v)}^1 u, t_{(u,v)}^1 v) \leq (1 - \mu)^{-\frac{N}{2}} \left( l_{f,g}(u, v) + \frac{2 - q}{2q} \mu q^{-\frac{a}{q}} C(\| f \|_{L^q} + \| g \|_{L^q})^2 \right). \]

**Proof:**

(i) For each \( u \in N^{-1}_{f,g} \), let

\[ \bar{h}(t) = j_{\infty}^b(t_u, tv) = \frac{1}{2} t^2 \| (u, v) \|^2_H - \frac{b}{2^*} t^{2^*} \int_{\Omega} h u^\alpha v^\beta_+ dx. \]

Then since Remark (3.7), we have \( \bar{h}(t) \to -\infty \) as \( t \to \infty \),

\[ \bar{h}'(t) = t \| (u, v) \|^2_H - b t^{2^* - 1} \int_{\Omega} h u^\alpha v^\beta_+ dx \]

and

\[ \bar{h}''(t) = t \| (u, v) \|^2_H - b(2^* - 1) t^{2^* - 2} \int_{\Omega} h u^\alpha v^\beta_+ dx. \]

Set

\[ t_{(u,v)}^b = \left( \frac{\| (u, v) \|^2_2}{\int_{\Omega} b h u^\alpha v^\beta_+ dx} \right)^{\frac{1}{2^* - 2}} > 0. \]

Then \( h'(t_{(u,v)}^b) = 0 \), \( t_{(u,v)}^b u \in N^b_{\infty} \) and \( h''(t_{(u,v)}^b) = (2 - 2^*) \| (u, v) \|^2_H < 0 \). Hence there is a unique \( t_{(u,v)}^b \) such that \( (t_{(u,v)}^b u, t_{(u,v)}^b v) \in N^b_{\infty} \) and
\[
\max_{t \geq 0} f^b_\infty (tu, tv) = f^b_\infty (t^b_{(u,v)} u, t^b_{(u,v)} v) = \frac{1}{N} b^{\frac{2-N}{2}} \left( \frac{\| (u, v) \|^2_H}{\int_\Omega hu^\alpha_+ v^\beta_+ dx} \right)^{\frac{N-2}{2}}.
\]

(ii) For \( \mu \in (0,1) \), we have

\[
\int_\Omega f_+ (t^b_{(u,v)} u)_+^q + g_+ (t^b_{(u,v)} v)_+^q \, dx \leq \left( \| f_+ \|_{q^*} + \| g_+ \|_{q^*} \right) C \left( \| t^b_{(u,v)} u, t^b_{(u,v)} v \|_H \right)^q
\]

\[
\leq \frac{2 - q}{2} \left( \| f_+ \|_{q^*} + \| g_+ \|_{q^*} \right) C \mu^{-\frac{q}{2}} + \frac{q}{2} \left( \mu^{\frac{q}{2}} \| (t^b_{(u,v)} u, t^b_{(u,v)} v) \|_H^q \right)^\frac{2}{q}
\]

\[
= \frac{2 - q}{2} \mu^{-\frac{q}{2}} C \left( \| f_+ \|_{q^*} + \| g_+ \|_{q^*} \right)^\frac{2}{2-q} + \frac{q}{2} \mu \| (t^b_{(u,v)} u, t^b_{(u,v)} v) \|_H^2.
\]

Then let \( b = \frac{1}{1-\mu} \) and by part (i),

\[
I_{f,g} (u, v) = \max_{t \geq 0} I_{f,g} (tu, tv) \geq I_{f,g} \left( t^{\frac{1}{1-\mu}}_{(u,v)} u, t^{\frac{1}{1-\mu}}_{(u,v)} v \right)
\]

\[
\geq \frac{1 - \mu}{2} \left\| \left( t^{\frac{1}{1-\mu}}_{(u,v)} u, t^{\frac{1}{1-\mu}}_{(u,v)} v \right) \right\|_H^2 - \frac{1}{2} \left( t^{\frac{1}{1-\mu}}_{(u,v)} \right)^2 \int_\Omega hu^\alpha_+ v^\beta_+ \, dx
\]

\[
- \frac{2 - q}{2q} \mu^\frac{q}{2} C \left( \| f_+ \|_{q^*} + \| g_+ \|_{q^*} \right)^\frac{2}{2-q}
\]

\[
= \left( 1 - \mu \right) f^\frac{1}{\infty} \left( t^{\frac{1}{1-\mu}}_{(u,v)} u, t^{\frac{1}{1-\mu}}_{(u,v)} v \right) - \frac{2 - q}{2q} \mu^\frac{q}{2} C \left( \| f_+ \|_{q^*} + \| g_+ \|_{q^*} \right)^\frac{2}{2-q}
\]

\[
= \left( 1 - \mu \right) \frac{N}{2} \left( \frac{\| (u, v) \|^2_H}{\int_\Omega hu^\alpha_+ v^\beta_+ dx} \right)^{\frac{N-2}{2}} - \frac{2 - q}{2q} \mu^\frac{q}{2} C \left( \| f_+ \|_{q^*} + \| g_+ \|_{q^*} \right)^\frac{2}{2-q}
\]

\[
= \left( 1 - \mu \right) N_f^\frac{1}{\infty} (t^1_{(u,v)} u, t^1_{(u,v)} v) - \frac{2 - q}{2q} \mu^\frac{q}{2} C \left( \| f_+ \|_{q^*} + \| g_+ \|_{q^*} \right)^\frac{2}{2-q}.
\]

This completes the proof.
Following the same method as and Remark (3.1), let $\eta(x) \in C^\infty_0(\mathbb{R}^N)$ be a radially symmetric function with $0 \leq \eta \leq 1$, $|\nabla \eta| \leq C$, and

$$
\eta(x) = \begin{cases} 
1, & \text{if } |x| \leq \frac{r_0}{2}, \\
0, & \text{if } |x| \geq r_0.
\end{cases}
$$

For any $z \in M$, we define

$$
\omega_{\varepsilon,z}(x) = \eta(x - z)v_{\varepsilon}(x - z)
$$

where $v_{\varepsilon}(x)$ is given by (1). We know

$$
\int_{\Omega} |\nabla \omega_{\varepsilon,z}|^2 \, dx = S^N_\varepsilon + O(\varepsilon^{N-2}) \quad \text{and} \quad \int_{\Omega} |\omega_{\varepsilon,z}|^2 \, dx = S^N_\varepsilon + O(\varepsilon^N). \quad (9)
$$

We have the following.

**Lemma (3.11) [3]:**

$$
\int_{\Omega} h|\omega_{\varepsilon,z}|^2 \, dx = \begin{cases} 
S^{N/2} + o(\varepsilon^2), & \text{if } N \geq 6, \\
S^{N/2} + o\left(\varepsilon^{N-2}\right), & \text{if } 3 \leq N \leq 5.
\end{cases}
$$

Then we have the following results.

**Lemma (3.12) [3]:**

There exist $\varepsilon_0 > 0$ small enough such that for $\varepsilon \in (0, \varepsilon_0)$, we have $\sigma(\varepsilon_0) > 0$ and

$$
\sup_{t \geq 0} I_{f,g}(u_{f,g}^+ + t\sqrt{\alpha} \omega_{\varepsilon,z}, v_{f,g}^+ + t\sqrt{\beta} \omega_{\varepsilon,z}) < \theta_{f,g}^+ + \frac{1}{N} S^{N/2}_{\alpha,\beta} - \sigma(\varepsilon_0)
$$

uniformly in $z \in M$.

Furthermore, there exists $t^z_\varepsilon > 0$ such that

$$
(u_{f,g}^+ + t^z_\varepsilon \sqrt{\alpha} \omega_{\varepsilon,z}, v_{f,g}^+ + t^z_\varepsilon \sqrt{\beta} \omega_{\varepsilon,z}) \in N_{f,g}^- \quad \text{for all } z \in M.
$$

**Lemma (3.13) [3]:**

We have
\[ \inf_{(u,v) \in N_1} J_\infty^1(u,v) = \inf_{(u,v) \in N_\infty} J_\infty^\infty(u,v) = \frac{1}{N} S_{\alpha\beta}^{N/2}, \]

where \( J_\infty^\infty(u,v) = \frac{1}{2} \| (u,v) \|_H^2 - \frac{1}{2} \int_\Omega u^\alpha + v^\beta \, dx \) and \( N^\infty = \{ (u,v) \in H \setminus \{0\}; (J_\infty^\infty)'(u,v)(u,v) = 0 \}. \)

**Proof:**

We have

\[ \inf_{(u,v) \in N_\infty} J_\infty^\infty(u,v) = \frac{1}{N} S_{\alpha\beta}^{N/2}. \]

Thus it suffices to show that \( \inf_{(u,v) \in N_1} J_\infty^1(u,v) = \frac{1}{N} S_{\alpha\beta}^{N/2} \). Since

\[ \max_{t \geq 0} \left( \frac{a}{2} t^2 - \frac{b}{2^*} t^{2^*} \right) = \frac{1}{N} \left( \frac{a}{b^{2/2^*}} \right)^{N/2} \]

for any \( a > 0 \) and \( b > 0 \), by (9) and Lemma (3.11) we deduce that

\[ \sup_{t \geq 0} J_\infty^1(t \sqrt{\alpha} \omega_{\epsilon,x}, t \sqrt{\beta} \omega_{\epsilon,z}) = \frac{1}{N} \left( \frac{(\alpha + \beta) \int_\Omega \left( \nabla \omega_{\epsilon,z} \right)^2 \, dx}{\left( \frac{\alpha \beta}{\alpha^2 \beta^2} \int_\Omega h |\omega_{\epsilon,z}|^{2^*} \, dx \right)^{2/2^*}} \right)^{N/2} \]

\[ = \frac{1}{N} S_{\alpha\beta}^{N/2} + O(\epsilon^{N-2}). \]

Then we obtain

\[ \inf_{(u,v) \in N_\infty} J_\infty^1(u,v) \leq \frac{1}{N} S_{\alpha\beta}^{N/2} \quad \text{as} \quad \epsilon \to 0^+. \]

Since \( h \leq 1 \), for each \( (u,v) \in H \setminus \{0\} \), we have

\[ \sup_{t \geq 0} J_\infty^\infty(tu,tv) \leq \sup_{t \geq 0} J_\infty^1(tu,tv). \]

Hence
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\[
\frac{1}{N} S_{\alpha \beta}^{N/2} = \inf_{(u,v) \in N^\infty} J^\infty(u,v) = \inf_{(u,v) \in H \setminus \{0\}} \sup_{t \geq 0} J_t^\infty(u,tv) \\
\leq \inf_{(u,v) \in \{0\}} \sup_{t \geq 0} J_t^1(u,tv) = \inf_{(u,v) \in N^\infty} J_t^1(u,v) \leq \frac{1}{N} S_{\alpha \beta}^{N/2}.
\]

This completes the proof.

We use the idea of category to get positive solutions of \(E_{fg}\) in \(H\) and give the proof of Theorem (3.20). Initially, we give the following two lemmas related to the category.

**Proposition (3.14) [3]:**

Let \(R\) be a \(C^{1,1}\) complete Riemannian manifold (modeled on a Hilbert space) and assume \(F \in C^1(R, \mathbb{R})\) bounded from below. Let \(-\infty < \inf_R F < a < b < +\infty\). Suppose that \(h\) satisfies the (PS)-condition on the sublevel \(\{u \in R ; F(u) \leq b\}\) and that \(a\) is not a critical level for \(F\). Then

\[
\| \{u \in F^a ; \nabla F(u) = 0\} \| \geq \text{cat}_{F^a}(F^a),
\]

where \(h^a \equiv \{u \in H ; h(u) \leq a\}\).

**Proposition (3.15) [3]:**

Let \(Q, \Omega^+\) and \(\Omega^-\) be closed sets with \(\Omega^- \subset \Omega^+\). Let \(\phi : Q \to \Omega^+, \varphi : \Omega^- \to Q\) be two continuous maps such that \(\phi \circ \varphi\) is homotopically equivalent to the embedding \(j : \Omega^- \to \Omega^+\). Then \(\text{cat}_Q(Q) \geq \text{cat}_{\Omega^+}(\Omega^-)\).

The proof of Theorem (3.20) is based on Propositions (3.14) and (3.15). To argue further, we need to introduce the following lemma.

**Lemma (3.16) [3]:**

Let \(\{(u_k, v_k)\} \subset H\) be a nonnegative function sequence with \(\int_{\Omega} (u_k)^{\alpha}(v_k)^{\beta} dx = 1\) and \(\|(u_k, v_k)\|_H^2 \to S_{\alpha \beta}\). Then there exists a sequence \(\{(x_k, \varepsilon_k)\} \in \mathbb{R}^N \times \mathbb{R}^+\) such that

\[
\omega_k(x) = \left(\omega_k^1(x), \omega_k^2(x)\right) := \varepsilon_k^{\frac{N-2}{2}} (u_k(\varepsilon_k x + x_k), v_k(\varepsilon_k x + x_k)).
\]
contains a convergent subsequence denoted again by \( \{ \omega_k \} \) such that \( \omega_k \to \omega = (\omega^1, \omega^2) \) strongly in \( \mathcal{D}^{1,2}(\mathbb{R}^N) \times \mathcal{D}^{1,2}(\mathbb{R}^N) \) with \( \omega^1(x) > 0 \) and \( \omega^2(x) > 0 \) in \( \mathbb{R}^N \). Moreover, we have \( \varepsilon_k \to 0 \) and \( x_k \to x_0 \in \overline{\Omega} \) as \( k \to \infty \).

Next we define the continuous map \( \Phi : H \setminus G \to \mathbb{R}^N \) by

\[
\Phi(u,v) := \frac{\int_{\Omega} x(u - u^{+}_{f,g})^\alpha (v - v^{+}_{f,g})_+^\beta \, dx}{\int_{\Omega} (u - u^{+}_{f,g})^\alpha (v - v^{+}_{f,g})_+^\beta \, dx},
\]

where \( G = \{ (u,v) \in H ; \int_{\Omega} (u - u^{+}_{f,g})^\alpha (v - v^{+}_{f,g})_+^\beta \, dx = 0 \} \). Then we have the following.

**Lemma (3.17) [3]:**

For each \( 0 < \delta < r_0 \), there exist \( \Lambda_\delta, \delta_0 > 0 \) such that if

\[
(u,v) \in N^1_\infty, N^1_\infty(u,v) < \frac{1}{N} S^{N/2}_{\alpha,\beta} + \delta_0 \quad \text{and} \quad \|f_+\|_{L^q} + \|g_+\|_{L^q} < \Lambda_\delta,
\]

then \( \Phi(u,v) \in M_\delta \).

**Proof:**

Suppose the contrary. Then there exists a sequence \( \{(u_k,v_k)\} \subset N^1_\infty \) such that

\[
J^1_\infty(u_k,v_k) = \frac{1}{N} S^{N/2}_{\alpha,\beta} + o(1), \|f_+\|_{L^q} + \|g_+\|_{L^q} = o(1), \text{ and}
\]

\[
\Phi(u_k,v_k) \notin M_\delta \text{ for all } k.
\]

It is easy to show that \( \{(u_k,v_k)\} \) is bounded in \( H \) and there is a sequence \( \{t^\infty_k\} \subset \mathbb{R}^+ \) such that \( (t^\infty_k u_k, t^\infty_k v_k) \in N^\infty \) and

\[
\frac{1}{N} S^{N/2}_{\alpha,\beta} \leq J^\infty(t^\infty_k u_k, t^\infty_k v_k) \leq J^1_\infty(t^\infty_k u_k, t^\infty_k v_k) \leq J^1_\infty(u_k, v_k) = \frac{1}{N} S^{N/2}_{\alpha,\beta} + o(1).
\]

We obtain \( t^\infty_k = 1 + o(1) \) as \( k \to \infty \) and

\[
\lim_{k \to \infty} J^\infty(u_k, v_k) = \lim_{k \to \infty} \frac{1}{N} \|(u_k, v_k)\|_H^2 = \lim_{k \to \infty} \frac{1}{N} \int_{\Omega} (u_k)^\alpha + (v_k)^\beta \, dx
\]
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\[
= \lim_{k \to \infty} \frac{1}{N} \int_{\Omega} h(u_k)^{\alpha} (v_k)^{\beta} \, dx \\
= \frac{1}{N} S^{N/2}_{\alpha \beta} + o(1).
\]

Define
\[
u_k = \left( \frac{(u_k)^{\alpha}}{\left( \int_{\Omega} (u_k)^{\alpha} (v_k)^{\beta} \, dx \right)^{1/(\alpha + \beta)}}, \frac{(v_k)^{\beta}}{\left( \int_{\Omega} (u_k)^{\alpha} (v_k)^{\beta} \, dx \right)^{1/(\alpha + \beta)}} \right).
\]

We see that \( \int_{\Omega} (U_k^1)^{\alpha} (U_k^2)^{\beta} \, dx = 1 \). It follows from (10) and the definition of \( S_{\alpha \beta} \) that
\[
\lim_{k \to \infty} \| (U_k^1, U_k^2) \|^2_H = S_{\alpha \beta}.
\]

By Lemma (3.18), there is a sequence \( \{ (x_k, \varepsilon_k) \} \in \mathbb{R}^N \times \mathbb{R}^+ \) such that \( \varepsilon_k \to 0, x_k \to x_0 \in \overline{\Omega} \) and
\[
\omega_k(x) = \varepsilon_k^{-\frac{N-2}{2}} \left( U_k^1(\varepsilon_k x + x_k), U_k^2(\varepsilon_k x + x_k) \right) \to (\omega_1, \omega_2) \text{ strongly in } \mathcal{D}^{1,2}(\mathbb{R}^N) \times \mathcal{D}^{1,2}(\mathbb{R}^N) \text{ with } \omega_1 > 0 \text{ and } \omega_2 > 0 \text{ in } \mathbb{R}^N \text{ as } k \to \infty.
\]

Then by (10),
\[
1 = o(1) + \int_{\Omega} h(U_k^1)^{\alpha} (U_k^2)^{\beta} \, dx
\]
\[
= \varepsilon_k^{-N} \int_{\Omega} h \left( \omega_k^1 \left( \frac{x - x_k}{\varepsilon_k} \right) \right)^{\alpha} \left( \omega_k^2 \left( \frac{x - x_k}{\varepsilon_k} \right) \right)^{\beta} \, dx + o(1) = h(x_0),
\]
as \( k \to \infty \), which implies \( x_0 \in M \). By the Lebesgue dominated convergence theorem again, we have
\[
\Phi(u_k, v_k) = \frac{\int_{\Omega} x(u_k - u_{\tilde{k}g_k})^{\alpha} (v_k - v_{\tilde{k}g_k})^{\beta} \, dx}{\int_{\Omega} (u_k - u_{\tilde{k}g_k})^{\alpha} (v_k - v_{\tilde{k}g_k})^{\beta} \, dx}
\]
\[
\int x(u_k) + (v_k) \, dx = \frac{\varepsilon_k^{-N} \int x \left( \omega_k^1 \left( \frac{x-x_k}{\varepsilon_k} \right)^\alpha + \omega_k^2 \left( \frac{x-x_k}{\varepsilon_k} \right)^\beta \right) \, dx}{\varepsilon_k^{-N} \int \left( \omega_k^1 \left( \frac{x-x_k}{\varepsilon_k} \right)^\alpha + \omega_k^2 \left( \frac{x-x_k}{\varepsilon_k} \right)^\beta \right) \, dx} + o(1),
\]

which is a contradiction.

**Lemma (3.18) [3]:**

There exists \( \Lambda_\delta > 0 \) small enough such that if \( \|f^+\|_{L_q^*} + \|g^+\|_{L_q^*} < \Lambda_\delta \) and \((u,v) \in N_{f^g} \) with \( I_{f^g}(u,v) < \frac{1}{N} S^{N/2}_{\alpha,\beta} + \frac{\delta_0}{2} \) (\( \delta_0 \) is given in Lemma (3.17)), then \( \Phi(u,v) \in M_\delta \).

**Proof:**

By Lemma (3.10), for \( \mu \in (0,1) \), there is a unique \( t_{(u,v)}^1 \) such that \((t_{(u,v)}^1, t_{(u,v)}^1 v) \) \( \in N_{\infty}^1 \) and

\[
J_{\infty}^1(t_{(u,v)}^1, t_{(u,v)}^1 v) \leq (1 - \mu) \frac{N}{2} \left( I_{f^g}(u,v) + \frac{2 - q}{2q} \mu^{\frac{q}{2}} c \left( \|f^+\|_{L_q^*} + \|g^+\|_{L_q^*} \right)^{\frac{2}{2-q}} \right).
\]

Thus there exists \( \Lambda_\delta > 0 \) small enough such that if \( \|f^+\|_{L_q^*} + \|g^+\|_{L_q^*} < \Lambda_\delta \) and \( I_{f^g}(u,v) < \frac{1}{N} S^{N/2}_{\alpha,\beta} + \frac{\delta_0}{2} \),

\[
J_{\infty}^1(t_{(u,v)}^1, t_{(u,v)}^1 v) \leq \frac{1}{N} S^{N/2}_{\alpha,\beta} + \delta_0.
\]
By Lemma (3.17) and \( \| (u_{f,g}^+, v_{f,g}^+) \|_H \to 0 \) as \( \| (f_k) \|_{L^q} + \| (g_k) \|_{L^q} \to 0 \), we complete the proof.

Now we denote \( c_{f,g} := \theta_{f,g}^+ + \frac{1}{N} S_{\alpha,\beta}^{N/2} - \sigma(\varepsilon_0) \) and consider the filtration of the manifold of \( N_{f,g}^- \) as follows:

\[
N_{f,g}(c_{f,g}) := \{ (u, v) \in N_{f,g}^- : I_{f,g} \leq c_{f,g} \}.
\]

Then \( \text{cat}_{M_\delta}(M) \) critical points of \( I_{f,g} \) will be obtained from \( N_{f,g}(c_{f,g}) \) in the following.

**Lemma (3.19) [3]:**

Let \( \delta, \Lambda_\delta > 0 \) be as in Lemmas (3.17) and (3.18). Then for \( \| f_+ \|_{L^q} + \| g_+ \|_{L^q} < \Lambda_\delta, I_{f,g} \) has at least \( \text{cat}_{M_\delta}(M) \) critical points in \( N_{f,g}(c_{f,g}) \).

**Proof:**

For \( z \in M \), by Lemma (3.12), we can define

\[
\Gamma(z) = (u_{f,g}^+ + t_z^- \sqrt{\alpha} \omega_{\varepsilon,z}, v_{f,g}^+ + t_z^- \sqrt{\beta} \omega_{\varepsilon,z}) \in N_{f,g}(c_{f,g}).
\]

Furthermore, \( I_{f,g} \) satisfies the (PS) condition on \( N_{f,g}(c_{f,g}) \). Moreover, it follows from Lemma (3.18) that \( \Phi \left( N_{f,g}(c_{f,g}) \right) \subset M_\delta \) for \( \| f_+ \|_{L^q} + \| g_+ \|_{L^q} < \Lambda_\delta \). Define \( \xi : [0,1] \times M \to M_\delta \) by

\[
\xi(\theta, z) = \Phi \left( u_{f,g}^+ + t_z^- \sqrt{\alpha} \omega_{(1-\theta)\varepsilon,z}, v_{f,g}^+ + t_z^- \sqrt{\beta} \omega_{(1-\theta)\varepsilon,z} \right) \in N_{f,g}(c_{f,g}).
\]

Then straightforward calculations provide that \( \xi(0, z) = \Phi \circ F(z) \) and \( \lim_{\theta \to 1} -\xi(\theta, z) = z \). Hence \( \Phi \circ F \) is homotopic to the inclusion \( : M \to M_\delta \). By Propositions (3.14) and (3.15), \( I_{f,g} \) has at least \( \text{cat}_{M_\delta}(M) \) critical points in \( N_{f,g}(c_{f,g}) \).

**Theorem (3.20) [3]:**

Assume \( (H_1) - (H_3) \) hold. Then for each \( \delta < r_0 \), there exists \( \Lambda_\delta > 0 \) such that if \( \| f_+ \|_{L^q} + \| g_+ \|_{L^q} < \Lambda_\delta (E_{f,g}) \) has at least \( \text{cat}_{M_\delta}(M) + 1 \) distinct positive
solutions, where $f_+ = \max\{f, 0\}, g_+ = \max\{g, 0\}, q^* = \frac{2^*}{2^* - q}$ and cat means the Lusternik–Schnirelmann category.

**Proof:**

Note Lemmas (3.9) and (3.19), and applying $N_{f,g}^+ \cap N_{f,g}^- = \emptyset$ and the strong maximum principle, we obtain the conclusion of Theorem (3.20).
Chapter 4

Multiple Solutions for a Class of Quasi-Linear Elliptic Equations Involving Critical Sobolev Exponent

With the help of Nehari manifold and a mini-max principle, we prove that problem admits at least two or three positive solutions under different conditions. [4]

This chapter is concerned with the multiplicity of solutions to the following nonlinear $p$-Laplacian equation:

$$(E_{f,g}) \begin{cases} -\Delta_p u = g(x)|u|^{p^*-2}u + f(x), & x \in \Omega \\ u > 0, & x \in \Omega \\ u = 0, & x \in \partial \Omega, \end{cases}$$

where $\Delta_p u = \text{div}(\nabla |\nabla u|^{p-2}\nabla u), 1 < p < N, p^* = \frac{Np}{N-p}$, $\Omega$ is an open bounded domain in $\mathbb{R}^N$ with smooth boundary and $f, g$ are two real functions on $\overline{\Omega}$. Moreover, we assume that the domain $\Omega$ satisfies

$$(H) B_\rho(0) \cap \Omega = \emptyset \text{ and } B_{\rho}^\perp(0) \subset \subset \Omega \text{ for } \rho > 0 \text{ is sufficiently small, where } B_r(0) = \{x \in \mathbb{R}^N; |x| < r\}.$$  

Under the assumption $f(x) \not\equiv 0$ and $g(x) \not\equiv 1, (E_{f,g})$ can be regarded as a perturbation problem of the following equation:

$$(\bar{E}) \begin{cases} -\Delta_p u = |u|^{p^*-2}u, & x \in \Omega \\ u > 0, & x \in \Omega \\ u = 0, & x \in \partial \Omega, \end{cases}$$

For the case $p = 2$, it is well known the existence of solutions of $(\bar{E})$ is affected by the shape of the domain $\Omega$. This has been the focus of a great deal of research by several authors. In particular, the first striking result is due to that if $\Omega$ is star-shaped with respect to some point, $(\bar{E})$ has no solution. However, if $\Omega$ is an annulus, $(\bar{E})$ admits a solution. For a non-contractible domain $\Omega, (\bar{E})$ has a solution.
When \( p = 2, f(x) > 0 \) and \( g \equiv 1, (\mathcal{E}) \) admits at least two solutions. The idea is to divide Nehari manifold into different parts and apply the Ekeland variational principle. In a similar way, the existence of four solutions for \((E_{f,1})\) in a non-contractible domain for \( \|f\|_{L^2(\Omega)} \) is sufficiently small and \( 0 \leq f \not\equiv 0 \).

For the case \( p \neq 2, (\mathcal{E}_{f,g}) \) has at least two solutions if \( \lambda > 0 \) is sufficiently small and \( f, g \) satisfy some integrability in \( \overline{\Omega} \).

In this work we aim to obtain a better information on the number of solutions of \((E_{f,g})\) by using the Nehari manifold and a mini-max principle.

Set \( X := W_0^{1,p}(\Omega) \) and \( X^* \) denotes the usual dual space of \( X \). The following assumptions are used in this chapter:

\((f)\) \( 0 \leq f \not\equiv 0 \) and \( f(x) \in X^* \).

\((g_1)\) \( g \in C(\overline{\Omega}) \) and \( g_+ = \max\{g,0\} \not\equiv 0 \) in \( \Omega \).

\((g_2)\) \( g(x) \geq 0 \).

\((g_3)\) \( g(x) \equiv 1 \).

The main results of this chapter are concluded in the following theorems. In the first two results, we consider \( \Omega \) as a general bounded domain, and for the third result, we assume that the domain is non-contractible.

**Theorem (4.1) [4]:**

Suppose \((f)\) and \((g_1)\) hold. Then there exists \( \Lambda_1 > 0 \) such that \((E_{f,g})\) has at least one solution if \( 0 < \|f\|_{X^*} < \Lambda_1 \).

**Proof:**

Suppose \((f)\) and \((g_1)\) hold. From Lemma (4.10), it follows that there exists \( \Lambda_1 = \min\{\lambda_1, \lambda_2\} \) such that \((E_{f,g})\) has at least one solution if \( 0 < \|f\|_{X^*} < \Lambda_1 \).
**Theorem (4.2) [4]:**

Suppose \((f), (g_1)\) and \((g_1)\) hold. Then there exists \(\Lambda_2 > 0\) such that \((E_{f,g})\) has at least two solutions if \(0 < \|f\|_{X^*} < \Lambda_2\).

**Proof:**

Since \((f), (g_1)\) and \((g_2)\) hold and suppose \(0 < \|f\|_{X^*} < \Lambda_2 = \min\{\lambda_1, \lambda_2\}\), we from Lemma (4.10) get the first solution \(u^+_{f,g} \in N^+_f\) and from Lemma (4.11) get the second solution \(u^-_{f,g} \in N^-_f\). Moreover, \(N^+_f \cap N^-_f = \emptyset\), this implies that \(u^+_{f,g}\) and \(u^-_{f,g}\) are distinct.

**Theorem (4.3) [4]:**

Suppose \((H), (f)\) and \((g_3)\) hold. Then there exists \(\Lambda_3 > 0\) such that \((E_{f,g})\) has at least three solutions if \(0 < \|f\|_{X^*} < \Lambda_3\).

**Proof:**

We complete the proof by Lemmas (4.10), (4.11), (4.22), (4.23) and the fact

\[-\infty < \alpha^+_{f,1} < 0 < \alpha^-_{f,1} < \frac{1}{2N} \left( \frac{N}{c^p_0 + S^p} \right) < \gamma_{f,1} < \frac{2}{N} S^p,\]

if \(0 < \|f\|_{X^*} < \Lambda_3\).

Associated with \((E_{f,g})\), we consider the energy functional \(J_{f,g}\) for each \(u \in X\),

\[J_{f,g}(u) = \frac{1}{p} \int_{\Omega} |\nabla u|^p \, dx - \frac{1}{p^*} \int_{\Omega} g u^p \, dx - \int_{\Omega} f u \, dx,\]

where \(u_\pm = \pm \max\{\pm u, 0\}\). From the assumption, it is easy to prove that \(J_{f,g}\) is well defined in \(X\) and \(J_{f,g} \in C^1(X, \mathbb{R})\). Furthermore, let \(u \in X\) be a critical point of \(J_{f,g}\), then

\[\int_{\Omega} |\nabla u^-|^p \, dx = \int_{\Omega} f u^- \, dx \leq 0,\]
since \( f(x) \geq 0 \). This implies that

\[ u_- = 0 \quad \text{a.e. in} \Omega. \]

Thus \( u \geq 0 \).

Now we define Harnack inequality (Let \( u \) be a non negative weak super solution of the equation

\[ \text{div} \ A(x, u, \nabla u) + B(x, u, \nabla u) = 0 \]

in \( \Omega \). Let \( B_r \) be a ball such that \( B_{3r} \Subset \Omega \) and let \( M \) be a constant such that \( u \leq M \) in \( B_{3r} \). Then there exists \( c \) depending on \( n, M, a_0, b_0, P \) and the weight \( v \) such that

\[ \omega^{-1}(B_{2r}) \int_{B_{2r}} u \omega \, dx \leq c \{ \min_{B_r} u + h(r) \} \]

where

\[ h(r) = \left[ \varphi \left( \left( \frac{e}{\omega(\cdot r)} \right)^{ \frac{p}{p-1} - 3r} \right) + \varphi \left( \frac{g}{\omega(\cdot r)}; 3r \right) \right] \frac{1}{p} + \left[ \varphi \left( \frac{p}{\omega(\cdot r)}; 3r \right) \right] \frac{1}{p-1} \] [8]. By Harnack inequality, we obtain that \( u > 0 \) in \( \Omega \).

For convenience, we will denote positive constant (possibly different) as \( c \) from then on.

Throughout the chapter by \( | \cdot |_r \) we denote the \( L^p \)-norm. On the space \( X \) we consider thenorm

\[ \|u\| = \left( \int_\Omega |\nabla u|^p \, dx \right)^{\frac{1}{p}}. \]

Set also

\[ \mathcal{D}^{1,p}(\mathbb{R}^N) := \left\{ u \in L^p(\mathbb{R}^N); \frac{\partial u}{\partial x_i} \in L^p(\mathbb{R}^N) \text{ for } i = 1, \ldots, N \right\} \]

equipped with the norm
\[ \|u\|_{D^{1,p}(\mathbb{R}^N)} = \left( \int_{\mathbb{R}^N} |\nabla u|^p \, dx \right)^{\frac{1}{p}}. \]

We then define the Palais-Smale (simply by (PS)) sequences, (PS)-values, and (PS)-conditions in \( X \) for \( J_{f,g} \) as follows.

**Definition (4.4) [4]:**

(i) For \( \beta \in \mathbb{R} \), a sequence \( \{u_k\} \) is a \((PS)_{\beta}\) -sequence in \( X \) for \( J_{f,g} \) if \( J_{f,g}(u_k) = \beta + o(1) \) and \( J'_{f,g}(u_k) = o(1) \) strongly in \( X^* \) as \( k \to \infty \);

(ii) \( \beta \in \mathbb{R} \) is a (PS)-value in \( X \) for \( J_{f,g} \) if there exists a \((PS)_{\beta}\)-sequence in \( X \) for \( J_{f,g} \);

(iii) \( J_{f,g} \) satisfies the \((PS)_{\beta}\)-condition in \( X \) if every \((PS)_{\beta}\)-sequence in \( X \) for \( J_{f,g} \) contains a convergent subsequence.

**Lemma (4.5) [4]:**

Let \( \{u_k\} \) be a \((PS)\)-sequence of \( J_{f,1}(J_{f,g} \text{ for } g \equiv 1) \) in \( X \). Then there exists a number \( n \in \mathbb{N} \), sequences \( \{\varepsilon_k^j\}, \{x_k^j\}, 1 \leq j \leq n \) of radii \( \varepsilon_k^j \to 0 \) (as \( k \to \infty \)), and points \( x_k^j \in \Omega \), a solution \( u_0 \in X \subset D^{1,p}(\mathbb{R}^N) \) to \( (E_{f,1}) \left( (E_{f,g}) \text{ for } g \equiv 1 \right) \), and nontrivial solutions \( u^j \in D^{1,p}(\mathbb{R}^N), 1 \leq j \leq n \) to the “limiting problem” of \( (E_{f,1}) \), such that a subsequence of \( \{u_k\} \), still denoted by \( \{u_k\} \), satisfies

\[ \left\| u_k - u_0 - \sum_{j=1}^{n} u_k^j \right\|_{D^{1,p}(\mathbb{R}^N)} \to 0 \text{ as } k \to \infty, \]

here \( u_k^j \) denotes the scaled function

\[ u_k^j(x) = (\varepsilon_k^j)^{-\frac{N-p}{p}} u^j \left( \frac{x - x_k^j}{\varepsilon_k^j} \right), 1 \leq j \leq n. \]

Moreover,
\[ J_{f,g}(u_k) \to J_{f,1}(u_0) + \sum_{j=1}^{n} f^{\infty}(u^j) \text{ as } k \to \infty, \]

where \( f^{\infty}(u) = \frac{1}{p} \int_{\mathbb{R}^N} |\nabla u|^p \, dx - \frac{1}{p^*} \int_{\mathbb{R}^N} u_+^{p^*} \, dx. \)

As \( J_{f,g} \) is not bounded below on \( X \), we consider the behaviors of \( J_{f,g} \) on the Nehari manifold

\[ N_{f,g} = \{ u \in X \setminus \{0\}; u_+ \not\equiv 0 \text{ and } \langle J'_{f,g}(u), u \rangle = 0 \}, \]

where \( \langle , \rangle \) denotes the usual duality between \( X \) and \( X^* \). Clearly, for each \( u \in X \) with \( u_+ \not\equiv 0 \), \( u \in N_{f,g} \) if and only if

\[ \int_{\Omega} |\nabla u|^p \, dx - \int_{\Omega} g u_+^{p^*} \, dx - \int_{\Omega} f u \, dx = 0. \]

Thus, on the Nehari manifold \( N_{f,g} \), we have

\[ J_{f,g}(u) = \frac{1}{p} \int_{\Omega} |\nabla u|^p \, dx - \frac{1}{p^*} \int_{\Omega} g u_+^{p^*} \, dx - \int_{\Omega} f u \, dx \]

\[ = \left( \frac{1}{p} - \frac{1}{p^*} \right) \int_{\Omega} |\nabla u|^p \, dx - \left( 1 - \frac{1}{p^*} \right) \int_{\Omega} f u \, dx \]

\[ \geq \left( \frac{1}{p} - \frac{1}{p^*} \right) \|u\|^p - \left( 1 - \frac{1}{p^*} \right) \|f\|_X \|u\|. \quad (1) \]

Hence \( J_{f,g} \) is coercive and bounded below on \( N_{f,g} \).

We now define

\[ \psi_{f,g}(u) := \langle J'_{f,g}(u), u \rangle = \int_{\Omega} |\nabla u|^p \, dx - \int_{\Omega} g u_+^{p^*} \, dx - \int_{\Omega} f u \, dx. \]

Then for \( u \in N_{f,g} \),

\[ \langle \psi_{f,g}(u), u \rangle = (p - 1) \int_{\Omega} |\nabla u|^p \, dx - (p^* - 1) \int_{\Omega} g u_+^{p^*} \, dx \quad (2) \]
\[ = (p - p^*) \int_{\Omega} |\nabla u|^p \, dx + (p^* - 1) \int_{\Omega} f u \, dx. \]  

(3)

We split \( N_{f,g} \) into three parts:

\[
N_{f,g}^+ = \{ u \in N_{f,g} ; \langle \psi'_{f,g}(u), u \rangle > 0 \}; \\
N_{f,g}^0 = \{ u \in N_{f,g} ; \langle \psi'_{f,g}(u), u \rangle = 0 \}; \\
N_{f,g}^- = \{ u \in N_{f,g} ; \langle \psi'_{f,g}(u), u \rangle < 0 \}.
\]

Then we have the following results.

**Lemma (4.6) [4]:**

There exists \( \lambda_1 > 0 \) such that if \( 0 < \|f\|_{X^*} < \lambda_1 \), we have \( N_{f,g}^0 = \emptyset \).

**Proof:**

Suppose otherwise, that is \( N_{f,g}^0 \neq \emptyset \) for all \( f \in X^* \). Then for \( f \in N_{f,g}^0 \), we from (2), (3), and the Sobolev imbedding theorem obtain that there is a positive constant \( c \) independent of \( u \) such that

\[
\int_{\Omega} |\nabla u|^p \, dx \leq c \left( \int_{\Omega} |\nabla u|^p \, dx \right)^{p^*} \quad \text{and} \quad \int_{\Omega} |\nabla u|^p \, dx \leq \|f\|_{X^*} \left( \int_{\Omega} |\nabla u|^p \, dx \right)^{\frac{1}{p}}
\]

or

\[
\int_{\Omega} |\nabla u|^p \, dx \geq c \frac{p}{p^* - p} \quad \text{and} \quad \int_{\Omega} |\nabla u|^p \, dx \leq \left( \|f\|_{X^*} \right)^{\frac{p}{p^* - p}}.
\]

If \( \|f\|_{X^*} \) is sufficiently small, this is impossible. Thus we can conclude that there exists \( \lambda_1 > 0 \) such that if \( 0 < \|f\|_{X^*} < \lambda_1 \), we have \( N_{f,g}^0 \neq \emptyset \).

For each \( u \in X \) with \( \int_{\Omega} gu_+^{p^*} \, dx > 0 \), we set
Lemma (4.7) [4]:

Suppose that \( \|f\|_{X^*} \in (0, \lambda_1) \) and \( u \in X \) is a function satisfying with \( \int_{\Omega} g u_+^{p^*} \, dx > 0 \).

(i) If \( \int_{\Omega} f u \, dx \leq 0 \), then there exists a unique \( t_{f,g}^- > t_{\max} \) such that \( t_{f,g}^- u \in N_{f,g}^- \) and

\[
J_{f,g}(t_{f,g}^- u) = \sup_{t \geq 0} J_{f,g}(tu).
\]

(ii) If \( \int_{\Omega} f u \, dx > 0 \), then there exists a unique \( t_{f,g}^+ \) such that \( 0 < t_{f,g}^+ < t_{\max} < t_{f,g}^- \), \( t_{f,g}^+ u \in N_{f,g}^+ \) and \( t_{f,g}^- \in N_{f,g}^- \). Moreover,

\[
J_{f,g}(t_{f,g}^+ u) = \inf_{0 \leq t \leq t_{\max}} J_{f,g}(tu), (t_{f,g}^- u) = \sup_{t \geq t_{f,g}^-} J_{f,g}(tu).
\]

We remark that it follows Lemma (4.5), for \( 0 < \|f\|_{X^*} < \lambda_1 \), we write \( N_{f,g} = N_{f,g}^+ \cup N_{f,g}^- \). Furthermore, by Lemma (4.6), it follows that \( N_{f,g}^+ \) and \( N_{f,g}^- \) are nonempty, and by (1), we may define

\[
\alpha_{f,g}^+ = \inf_{u \in N_{f,g}^+} J_{f,g}(u); \quad \alpha_{f,g}^- = \inf_{u \in N_{f,g}^-} J_{f,g}(u).
\]

Then we have the following result.

Lemma (4.8) [4]:

(i) \( \alpha_{f,g}^+ < 0 \).

(ii) There exist \( \lambda_2, d_0 > 0 \) such that \( \alpha_{f,g}^- \geq d_0 \) if \( 0 < \|f\|_{X^*} < \lambda_2 \).

Proof:

(i) Given \( u \in N_{f,g}^+ \), from (3) we obtain
\[ J_{f,g}(u) = \left( \frac{1}{p} - \frac{1}{p^*} \right) \int_{\Omega} |\nabla u|^p \, dx - \left( 1 - \frac{1}{p^*} \right) \int_{\Omega} f u \, dx \]

\[ \leq \left[ \left( \frac{1}{p} - \frac{1}{p^*} \right) - \left( 1 - \frac{1}{p^*} \right) \frac{p^* - p}{p^* - 1} \right] \int_{\Omega} |\nabla u|^p \, dx \]

\[ = \frac{p^* - p}{p^*} \frac{1}{p - 1} \int_{\Omega} |\nabla u|^p \, dx < 0. \]

This yields \( \alpha_{f,g}^+ < 0 \).

(ii) For \( u \in N_{f,g}^- \), by (2) and the Sobolev embedding theorem, we get

\[ (p - 1) \int_{\Omega} |\nabla u|^p \, dx < (p^* - 1) \int_{\Omega} g u^p_+ \, dx \]

\[ \leq (p^* - 1) |g|_{\infty} S \frac{p^*}{p} \left( \int_{\Omega} |\nabla u|^p \, dx \right)^{\frac{p^*}{p}}, \]

where \( S \) is the best constant of the embedding of \( X \hookrightarrow L^{p^*}(\Omega) \). Thus there exists \( c > 0 \) such that

\[ \int_{\Omega} |\nabla u|^p \, dx \geq c. \]

Moreover,

\[ J_{f,g}(u) = \left( \frac{1}{p} - \frac{1}{p^*} \right) \int_{\Omega} |\nabla u|^p \, dx - \left( 1 - \frac{1}{p^*} \right) \int_{\Omega} f u \, dx \]

\[ \geq \left( \frac{1}{p} - \frac{1}{p^*} \right) \int_{\Omega} |\nabla u|^p \, dx - \left( 1 - \frac{1}{p^*} \right) \| f \|_{X^*} \| u \| \]

\[ = \| u \| \left[ \left( \frac{1}{p} - \frac{1}{p^*} \right) \| u \|^{p-1} - \left( 1 - \frac{1}{p^*} \right) \| f \|_{X^*} \right]. \]

Hence, there exist \( \lambda_2, d_0 > 0 \) such that \( \alpha_{f,g}^- \geq d_0 \) if \( 0 \leq \| f \|_{X^*} < \lambda_2 \).
Lemma (4.9) [4]:

(i) If $0 < \|f\|_{X^*} < \lambda_1$, then $J_{f,g}$ has a $(PS)_{\alpha^+_{f,g}}$-sequence $\{u_k\} \subset N_{f,g}^+$.

(ii) If $0 < \|f\|_{X^*} < \min\{\lambda_1, \lambda_2\}$, then $J_{f,g}$ has a $(PS)_{\alpha^-_{f,g}}$-sequence $\{u_k\} \subset N_{f,g}^-$.

Now, we establish the existence of a local minimum for $J_{f,g}$ on $N_{f,g}$.

Lemma (4.10) [4]:

Assume $(f)$ and $(g_1)$ hold. If $0 < \|f\|_{X^*} < \min\{\lambda_1, \lambda_2\}$, the functional $J_{f,g}$ has a minimizer $u^+_{f,g} \in N_{f,g}^+$ and it satisfies

(i) $J_{f,g}(u^+_{f,g}) = \alpha^+_{f,g}$;

(ii) $u^+_{f,g}$ is solution of $(E_{f,g})$;

(iii) $\|u^+_{f,g}\| \to 0$ as $\|f\|_{X^*} \to 0$;

(iv) $J_{f,g}(u^+_{f,g}) \to 0$ as $\|f\|_{X^*} \to 0$.

Proof:

By (1) and Lemma (4.9) (i), there exists a minimizing sequence $\{u_k\} \subset N_{f,g}^+$ such that

$$J_{f,g}(u_k) = \alpha^+_{f,g} + o(1) \text{ and } J'_{f,g}(u_k) = o(1) \text{ in } X^*.$$

After a standard argument, we get that $\{u_k\}$ is bounded in $X$. Passing to a subsequence, there exists $u^+_{f,g}$ such that as $k \to \infty$,

(a) $u_k \rightharpoonup u^+_{f,g}$ weakly in $X$,

(b) $u_k \rightharpoonup u^+_{f,g}$ weakly in $L^{p^*}(\Omega)$,

(c) $u_k \rightharpoonup u^+_{f,g}$ strongly in $L^r(\Omega)$ for all $1 \leq r < p^*$.

Moreover, we can obtain $J'_{f,g}(u^+_{f,g}) = 0$ in $X^*$ and $u^+_{f,g} \in N_{f,g}$ is a nontrivial solution of $(E_{f,g})$, since $f \not\equiv 0$. 
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Next, we prove that \( u_k \to u^+_{f,g} \) strongly in \( X \) and \( J_{f,g}(u^+_{f,g}) = \alpha^+_{f,g} \). From Lemma (4.7), (1), and fact \( u_k, u^+_{f,g} \in N_{f,g} \), it follows that

\[
\alpha^+_{f,g} \leq J_{f,g}(u^+_{f,g}) = \frac{1}{N} \| u^+_{f,g} \|^p - \left( \frac{p^* - 1}{p^*} \right) \int_\Omega f u^+_{f,g} \, dx
\]

\[
\leq \liminf_{k \to \infty} \left( \frac{1}{N} \| u_k \|^p - \left( \frac{p^* - 1}{p^*} \right) \int_\Omega f u_k \, dx \right)
\]

\[
= \liminf_{k \to \infty} J_{f,g}(u_k) = \alpha^+_{f,g},
\]

which implies that \( J_{f,g}(u^+_{f,g}) = \alpha^+_{f,g} \) and \( \lim_{k \to \infty} \| u_k \|^p = \| u^+_{f,g} \|^p \). Standard argument shows that \( u_k \to u^+_{f,g} \) strongly in \( X \). Moreover, since \( N^0_{f,g} = \emptyset \), we obtain \( u^+_{f,g} \in N^+_{f,g} \).

Finally, by (3) and \( u^+_{f,g} \in N^+_{f,g} \), we obtain

\[
\| u^+_{f,g} \|^{p-1} < \frac{p^* - 1}{p^* - p} \| f \|_{X^*},
\]

which implies that \( \| u^+_{f,g} \| \to 0 \) as \( \| f \|_{X^*} \to 0 \), and so \( J_{f,g}(u^+_{f,g}) \to 0 \) as \( \| f \|_{X^*} \to 0 \).

**Lemma (4.11) [4]:**

Assume \((f),(g_1)\) and \((g_2)\) hold. If \( 0 < \| f \|_{X^*} \leq \min\{\lambda_1, \lambda_2\} \), then there exists \( u^-_{f,g} \in N^-_{f,g} \) and it satisfies

(i) \( J_{f,g}(u^-_{f,g}) = \alpha^-_{f,g} \);

(ii) \( u^-_{f,g} \) is a solution of \((E_{f,g})\).

**Proof:**

By (1) and Lemma (4.9) (ii), there exists a minimizing sequence \( \{ u_k \} \subset N^-_{f,g} \) such that such that

\[
J_{f,g}(u_k) = \alpha^-_{f,g} + o(1) \text{ and } J'_{f,g}(u_k) = o(1) \text{ in } X^*.
\]
After a standard argument, we get that \( \{u_k\} \) is bounded in \( X \). Passing to a subsequence, there exists \( u_{f,g}^- \) such that as \( k \to \infty \),

(a) \( u_k \rightharpoonup u_{f,g}^- \) weakly in \( X \),
(b) \( u_k \to u_{f,g}^- \) weakly in \( L^{p^*}(\Omega) \),
(c) \( u_k \to u_{f,g}^- \) strongly in \( L^r(\Omega) \) for all \( 1 \leq r < p^* \).

Moreover, we can obtain \( J'_{f,g}(u_{f,g}^-) = 0 \) in \( X^* \) and \( u_{f,g}^- \in N_{f,g}^- \) is a nontrivial solution of \((E_{f,g})\), since \( f \not\equiv 0 \).

Next, we prove that \( u_{f,g}^- \in N_{f,g}^- \). On the contrary, if \( u_{f,g}^- \in N_{f,g}^+ \), then by \( N_{f,g}^- \cup \{0\} \) is closed in \( X \), we have

\[
\|u_{f,g}^-\| < \lim_{k \to \infty} \inf \|u_k\|.
\]

From \((g_1),(g_2)\) and \( u_{f,g}^- > 0 \) in \( \Omega \), we have

\[
\int_{\Omega} g(u_{f,g}^-)^{p^*} \, dx > 0.
\]

Thus, by Lemma (4.6), there exists a unique \( t_{f,g}^- u_{f,g}^- \in N_{f,g}^- \). If \( u \in N_{f,g} \), then it is easy to see that

\[
J_{f,g}(u) = \frac{1}{N} \|u\|^p - \frac{p^* - 1}{p^*} \int_{\Omega} fu \, dx.
\]

So we can deduce that

\[
\alpha_{f,g}^- \leq J_{f,g}(t_{f,g}^- u_{f,g}^-) < \lim_{k \to \infty} J_{f,g}(t_{f,g}^- u_k) \leq \lim_{k \to \infty} J_{f,g}(u_k) = \alpha_{f,g}^-.
\]

This is a contradiction. Hence \( u_{f,g}^- \in N_{f,g}^- \).

Then by the same argument as that in Lemma (4.10), we get that \( u_k \to u_{f,g}^- \) strongly in \( X \) and \( J_{f,g}(u_{f,g}^-) = \alpha_{f,g}^- > 0 \).

Now, we suppose \((H),(f)\) and \((g_3)\) hold throughout.

Denote \( V := \{u \in X; |u|_{p^*} = 1\} \).
\[ \hat{f}_{f,1}(u) = \max_{t \geq 0} J_{f,1}(tu) : V \to \mathbb{R} \]

and

\[ \hat{f}_{0,1}(u) = \max_{t \geq 0} J_{0,1}(tu) : V \to \mathbb{R}. \]

**Lemma (4.12) [4]:**

For each \( u \in N_{f,1}^- \) and \( b > 0 \), we have

(i) There is a unique \( t_{0,b}^- \) such that \( t_{0,b}^- u \in N_{0,b} \) and

\[
\max_{t \geq 0} J_{0,b}(tu) = J_{0,p}(t_{0,b}^- u) = \frac{1}{N} b^{\frac{p-N}{p}} \left( \frac{\|u\|^{p^*}}{\int_{\Omega} u^+ \, dx} \right)^{\frac{N-p}{p}}.
\]

(ii) For \( \mu \in (0,1) \), there is a unique \( t_{0,1}^- \) such that \( t_{0,1}^- u \in N_{0,1} \). Moreover,

\[
J_{f,1}(u) \geq (1 - \mu) \frac{N}{p} J_{0,1}(t_{0,1}^- u) - \frac{1}{q} \|f\|_{X^*}^q.
\]

and

\[
J_{f,1}(u) \leq (1 + \mu) \frac{N}{p} J_{0,1}(t_{0,1}^- u) + \frac{1}{q} \|f\|_{X^*}^q,
\]

where \( \frac{1}{p} + \frac{1}{q} = 1 \).

(iii) \( \alpha_{f,1}^- \to \frac{1}{N} S \) as \( \|f\|_{X^*} \to 0 \).

**Proof:**

(i) For each \( u \in N_{f,1}^- \), let

\[ h(t) = J_{0,b}(tu) = \frac{1}{p} t^p \|u\|^{p} - \frac{1}{p^*} t^{p^*} \int_{\Omega} bu^+ dx. \]
Then \( h(t) \to -\infty \) as \( t \to \infty \),

\[
h'(t) = t^{p-1} \|u\|^p - t^{p^*-1} \int_{\Omega} bu^*_+ \, dx
\]

and

\[
h''(t) = (p - 1) t^{p-2} \|u\|^p (p^* - 1) t^{p^*-2} \int_{\Omega} bu^*_+ \, dx.
\]

Let

\[
t_{0,b}^- = \left( \frac{\|u\|^p}{\int_{\Omega} bu^*_+ \, dx} \right)^{\frac{1}{p^*-p}} > 0.
\]

Then \( h'(t_{0,b}^-) = 0 \), \( t_{0,b}^- u \in N_{0,b} \) and \( (t_{0,b}^-)^{2-p} h''(t_{0,b}^-) = (p - p^*) \|u\|^p < 0 \).

Hence there is a unique \( t_{0,b}^- \) such that \( t_{0,b}^- u \in N_{0,b} \) and

\[
\max_{t \geq 0} J_{0,b}(tu) = J_{0,b}(t_{0,b}^- u) = \frac{1}{N} b^{\frac{p-N}{p}} \left( \frac{\|u\|^p}{\int_{\Omega} u^*_+ \, dx} \right)^{\frac{N-p}{p}}.
\]

(ii) For \( \mu \in (0,1) \), we have

\[
\left| \int_{\Omega} fu \, dx \right| \leq \|f\|_{X^*} \|u\| \leq \frac{\mu}{p} \|u\|^p + \frac{1}{q \mu^p} \|f\|_{X^*}^q,
\]

where \( \frac{1}{p} + \frac{1}{q} = 1 \). Then by part (i),

\[
J_{f,1}(u) = \max_{t \geq 0} J_{f,1}(tu) \geq J_{f,1} \left( t_{0,b}^- \frac{1}{1-\mu} u \right)
\]

\[
\geq \frac{1 - \mu}{p} \left\| t_{0,b}^- \frac{1}{1-\mu} u \right\|^p - \frac{1}{p^*} \int_{\Omega} \left( t_{0,b}^- \frac{1}{1-\mu} u \right)^{p^*} \, dx - \frac{1}{q \mu^p} \|f\|_{X^*}^q.
\]
\[
= (1 - \mu)J_{0,1} \left( t_{0,1}^{-} u \right) - \frac{1}{q} \| f \|_{X^*}^q.
\]

Similarly, we obtain

\[
J_{f,1}(u) \leq \max_{t \geq 0} \left\{ \frac{1 + \mu}{p} \| tu \| - \frac{1}{p^*} \int_{\Omega} (tu)^{p^*} \, dx \right\} + \frac{1}{q} \| f \|_{X^*}^q.
\]

\[
= (1 + \mu)J_{0,1} \left( t_{0,1}^{-} u \right) + \frac{1}{q} \| f \|_{X^*}^q.
\]

\[
= (1 + \mu)\mathcal{N}_{f,1}^r(t_{0,1}^{-} u) + \frac{1}{q} \| f \|_{X^*}^q.
\]

(iii) It follows from part (ii) and the fact that \( \alpha_{0,1} = \frac{1}{N} S_{\mathcal{N}}^{r} \), where \( \alpha_{0,1} = \inf_{u \in \mathcal{N}_{0,1}} J_{0,1}(u) \) and \( \mathcal{N}_{0,1} = \{ u \in X \setminus \{0\}; u_+ \not\equiv 0 \) and \( \langle J_{0,1}'(u), u \rangle = 0 \} \).

**Lemma (4.13) [4]:**

If \( \{u_k\} \) is a (PS)\( \beta \)-sequence of \( J_{f,1} \) with

\[
\frac{1}{N} S_{\mathcal{N}}^{r} < \beta < \frac{2}{N} S_{\mathcal{N}}^{r} - \varepsilon_0
\]

for some \( \varepsilon_0 > 0 \). Moreover, we let \( u_k \rightharpoonup u_0 \not\in \mathcal{N}_{f,1}^r \) weakly in \( X \). Then there exists \( \lambda_0 > 0 \) such that for \( 0 < \| f \|_{X^*} < \lambda_0 \), \( \{u_k\} \) has a convergent subsequence.

**Proof:**

By Definition (4.4), we have
\[
\frac{1}{N} S_p^N < \beta = J_{f,1}(u_k) + o(1) = J_{f,1}(u_0) + \sum_{j=1}^{\ell} J^\infty(u^j) < \frac{2}{N} S_p^N - \varepsilon_0,
\]

where \( \ell \in \mathbb{N} \).

We suppose \( 0 < \| f \|_{X^*} < \min \{ \lambda_1, \lambda_2 \} \). Then, it follows from Lemma (4.5) that \( u_0 \in N_{f,1} \) and \( J_{f,1}(u_0) \geq \alpha_{f,1} > 0 \). However, by Lemma (4.12) (iii), we know that there exists \( 0 < \lambda_0 < \min \{ \lambda_1, \lambda_2 \} \) such that for \( 0 < \| f \|_{X^*} < \lambda_0 \),

\[
J_{f,1}(u_0) + \sum_{j=1}^{\ell} J^\infty(u^j) \geq J_{f,1}(u_0) + \frac{1}{N} S_p^N \geq \alpha_{f,1} + \frac{1}{N} S_p^N > \frac{2}{N} S_p^N - \varepsilon_0,
\]

when \( \ell \geq 1 \). This contradicts our assumption. Therefore \( \ell = 0 \) and by Definition (4.4), we complete the proof.

It is well known that the best Sobolev constant

\[
S = \inf \left\{ \int_{\mathbb{R}^N} |\nabla u|^p \, dx \mid u \in \mathcal{D}^{1,p}(\mathbb{R}^N), |u|_{p^*} = 1 \right\}
\]

is attained by the functions

\[
u \delta(x) = \left( \frac{\delta^{p-1} N \left( \frac{N-p}{p-1} \right)}{\delta^{p-1} N \left( \frac{N-p}{p-1} \right)} \right)^{\frac{N-p}{p^2}} \left( \frac{\delta^{p-1}}{p} + |x|^{\frac{p-1}{p}} \right)^{\frac{p-N}{p}},
\]

for any \( \delta > 0 \). Moreover, the functions \( \nu \delta(x) \) are the only positive radial solutions of

\[-\Delta_p u = |u|^{p^*-2} u
\]

in \( \mathbb{R}^N \). Hence,

\[
S \left( \int_{\mathbb{R}^N} |\nabla \nu \delta|^p \, dx \right)^{\frac{p}{p^*}} = \int_{\mathbb{R}^N} |\nabla u \delta|^p \, dx = \int_{\mathbb{R}^N} |u \delta|^{p^*} \, dx = S^{\frac{N}{p}}.
\]

Let \( \varphi_{\rho} \in C_0^\infty(\mathbb{R}^N) \) be a radially symmetric function such that
\[
q_{\rho}(x) = \begin{cases} 
0, & 0 \leq |x| \leq \frac{3\rho}{2}, \\
1, & 2\rho \leq |x| \leq \frac{1}{2\rho}, \\
0, & |x| \geq \frac{3}{4\rho}
\end{cases}
\]

and
\[
u_{\delta}^{e}(x) = \left( \frac{p}{\delta^{p-1} N \left( \frac{N - p}{p - 1} \right)^{p-1}} \right)^{\frac{N-p}{p^2}} \left( \delta^{p-1} + |x - (1 - \delta)e|^{p-1} \right)^{\frac{p-N}{p}},
\]

where \( e \in \mathbb{S} = \{ x \in \mathbb{R}^N; |x| = 1 \} \) and \( 0 < \delta < 1 \). Set
\[
\omega_{\delta}^{\delta,e}(x) = q_{\rho}(x) u_{\delta}^{e}(x) \text{ and } \delta^{\delta,e}(x) = \frac{\omega_{\delta}^{\delta,e}(x)}{|\omega_{\delta}^{\delta,e}(x)|_{p^*}} \in X.
\]

**Lemma (4.14) [4]:**
\[
\|\delta^{\delta,e}(x)\|_{p} \to S \text{ as } \delta \to 0 \text{ uniformly in } e \in \mathbb{S}.
\]

**Proof:**

It is sufficient to show
\[
\left| \omega_{\delta}^{\delta,e} \right|_{p^*} \to S^N, \quad \| \omega_{\delta}^{\delta,e} \|_{p} \to S^N (4)
\]

uniformly in \( e \in \mathbb{S} \) as \( \delta \to 0 \). In order to show (4), we estimate
\[
|u_{\delta}^{e}(x)|_{p^*} - |\omega_{\delta}^{\delta,e}(x)|_{p^*} = \int_{\mathbb{R}^N} (1 - q_{\rho}(x)) |u_{\delta}^{e}(x)|_{p^*} dx
\]
\[
\leq c \int_{B_{2\rho}^N} \frac{\delta^{N}}{\delta^{p-1} + |x - (1 - \delta)e|^{p-1}} dx + c \int_{\mathbb{R}^N \setminus B_{\frac{1}{2\rho}}^N} \frac{\delta^{N}}{\delta^{p-1} + |x - (1 - \delta)e|^{p-1}} dx
\]
\[
= o(1)
\]
as $\delta \to 0$ for all $e \in S$. Similarly,

$$
\int_{\mathbb{R}^N} |\nabla \omega^e_\delta(x)|^p \, dx - \int_{\mathbb{R}^N} |\nabla u^e_\delta(x)|^p \, dx
= \int_{\Omega} |\nabla \varphi_\rho(x) u^e_\delta(x) + \varphi_\rho(x) \nabla u^e_\delta(x)|^p \, dx - \int_{\mathbb{R}^N} |\nabla u^e_\delta(x)|^p \, dx
\leq \int_{\Omega} |\varphi_\rho(x)^p - 1| |\nabla u^e_\delta(x)|^p \, dx + c \int_{\mathbb{R}^N} |\nabla \varphi_\rho(x) u^e_\delta(x)|^p \, dx
+ c \int_{\mathbb{R}^N} |\varphi_\rho(x) \nabla u^e_\delta(x)|^{p-1} |\nabla \varphi_\rho(x) u^e_\delta(x)| \, dx
\leq \int_{\left(\mathbb{R}^N \setminus B_{\frac{1}{2\rho}}\right) \cup B_{2\rho}} |\nabla u^e_\delta(x)|^p \, dx + c \rho^p \int_{B_{\frac{3}{4\rho}} \setminus B_{\frac{1}{2\rho}}} |u^e_\delta(x)|^p \, dx + c \rho^{-p} \int_{B_{2\rho}} |u^e_\delta(x)|^p \, dx
+ c \left( \rho^p \int_{B_{\frac{3}{4\rho}} \setminus B_{\frac{1}{2\rho}}} |u^e_\delta(x)|^p \, dx + \rho^{-p} \int_{B_{2\rho}} |u^e_\delta(x)|^p \, dx \right)^{\frac{1}{p}} \to 0
$$

as $\delta \to 0$ uniformly in $e \in S$. Note the fact

$$
\int_{\mathbb{R}^N} |\nabla u^e_\delta(x)|^p \, dx = \int_{\mathbb{R}^N} |u^e_\delta(x)|^p \, dx = \frac{N}{p},
$$

we complete the proof.

**Lemma (4.15) [4]:**

There is a $\rho_0 > 0$ such that for $0 < \rho < \rho_0$,

$$
\sup_{0 < \delta < 1, e \in S} \left\| \theta_\rho^e(x) \right\|_p^p < 2\pi S.
$$
Proof:

The assertion can be verified similarly as Lemma (4.14). Let us define

\[ \Phi : V \to \mathbb{R}^N, \Phi(u) = \int_{\mathbb{R}^N} x|u|^p' \, dx, \]

where the function \( u \) is extended to \( \mathbb{R}^N \) by setting \( u = 0 \) outside \( \Omega \). Set

\[ A_0 = \{ u \in V; \Phi(u) = 0 \}. \]

Lemma (4.16) [4]:

Let \( c_0 = \inf_{u \in A_0} \|u\|^p \), then \( S < c_0 \).

Proof:

Apparently, \( c_0 \geq S \). To show \( S < c_0 \), we argue by contradiction. Suppose that \( c_0 = S \), then there is a sequence \( \{v_k\} \subset X \) such that

\[ |v_k|_p' = 1, \Phi(v_k) = 0 \quad \text{and} \quad \|\nabla v_k\|^p \to S \quad \text{as} \quad k \to \infty. \]

So the sequence \( u_k = S^{-\frac{N-p}{p^2}} v_k \) satisfies

\[ J_{0,1}(v_k) \to \frac{1}{N} S^\frac{N}{p} \text{ and } J'_{0,1}(u_k) \to 0 \quad \text{as} \quad k \to \infty. \]

There exist \( \{\varepsilon_k\}, \{x_k\} \in \Omega, \varepsilon_k \to 0 \quad \text{as} \quad k \to \infty \), for the functions \( v_k = S^{-\frac{N-p}{p^2}} u_{\varepsilon_k x_k}(x) \), where

\[ u_{\varepsilon_k x_k}(x) = \left( \varepsilon \frac{p}{kp-1} \frac{(N-p)}{p-1} \right)^{\frac{N-p}{p^2}} \left( \varepsilon \frac{p}{kp-1} + |x - x_k|^{\frac{p}{p-1}} \right)^{\frac{N-p}{p^2}} \left( |x - x_k|^{\frac{p}{p-1}} \right)^{\frac{p-N}{p}}, \]

we have

\[ \phi(v_k) = x_k. \]

From \((H)\), we know \( x_k \neq 0 \) and this contradicts to our assumption that \( \Phi(v_k) = 0 \). Hence \( S < c_0 \).
Lemma (4.17) [4]:

There holds
\[ \lim_{\delta \to 0} \Phi \left( \varphi_{\rho}^{\delta,e}(x) \right) = e. \]

Proof:

Since
\[ \int_{\mathbb{R}^N} (x-e) \left| \phi_{\rho}^{\delta,e}(x) \right|^{p^*} dx = \int_{\mathbb{R}^N} (x-e) u_{\delta}^e(x) \left| u_{\delta}^e(x) \right|^{p^*} dx + \int_{\mathbb{R}^N} (x-e) \left( \phi_{\rho}(x)^{p^*} - 1 \right) \left| u_{\delta}^e(x) \right|^{p^*} dx \]
\[ = \left( (1-\delta)e - e \right) + \int_{\mathbb{R}^N} (x-e) \left( \phi_{\rho}(x)^{p^*} - 1 \right) \left| u_{\delta}^e(x) \right|^{p^*} dx \to 0 \]
as \( \delta \to 0 \). Thus
\[ \Phi \left( \varphi_{\rho}^{\delta}(x) \right) - e = \frac{\int_{\mathbb{R}^N} (x-e) \left| \phi_{\rho}^{\delta,e}(x) \right|^{p^*} dx}{\int_{\mathbb{R}^N} \left| \phi_{\rho}^{\delta,e}(x) \right|^{p^*} dx} \to 0 \]
as \( \delta \to 0 \).

To pursue further, we need the following result.

Lemma (4.18) [4]:

Let \( K \) be a compact metric space, \( K_0 \subset K \) be a closed set, \( X \) be a Banach space and \( \chi \in C(K_0,X) \). Let us define the complete metric space \( M \) by
\[ M = \{ k \in C(K,X); k(s) = \chi(s) \text{ if } s \in K_0 \} \]
with the usual distance. Let \( \varphi \in C^1(X,\mathbb{R}) \) and let us define
\[
\overline{c} = \inf_{k \in M} \sup_{s \in K} \varphi(k(s)), \quad \hat{c} = \sup_{\chi(K_0)} \varphi.
\]

If \( \overline{c} > \hat{c} \), then for each \( \varepsilon > 0 \) and each \( k \in M \) satisfying
\[
\sup_{s \in K} \varphi(k(s)) \leq \overline{c} + \varepsilon,
\]
there exists \( v \in X \) such that
\[
\overline{c} - \varepsilon \leq \varphi(v) \leq \sup_{s \in K} \varphi(k(s)), \quad \text{dist}(v, k(K)) \leq \varepsilon^2, \quad \|\varphi'(v)\| \leq \varepsilon^2.
\]

Let \( r_0 = \frac{1}{2} - \delta_0 \) and
\[
\overline{B}_{r_0} = \left\{ \left( \frac{1}{2} - \delta \right) e \in \mathbb{R}^N; \left| \left( \frac{1}{2} - \delta \right) \right| \leq r_0, 0 < \delta \leq \frac{1}{2} \right\},
\]
where \( \delta_0 > 0 \) is small enough. Then we set
\[
F = \left\{ h \in C(\overline{B}_{r_0}, V); h|_{\partial \overline{B}_{r_0}} = \varphi^{\delta,e}(x) \right\}
\]
and
\[
c_1 = \inf_{h \in F} \sup_{\left( \frac{1}{2} - \delta \right) e \in \overline{B}_{r_0}} \left\| h \left( \left( \frac{1}{2} - \delta \right) e \right) \right\|^p.
\]

\textbf{Lemma (4.19) [4]:}

For \( h \in F \), we have \( h(\overline{B}_{r_0}) \cap A_0 \neq \emptyset \).

\textbf{Proof:}

It is equivalent to show that for any \( h \in F \), there exist \( \left( \frac{1}{2} - \delta \right) \tilde{e} \in \overline{B}_{r_0}, \tilde{e} \in \mathbb{S} \) such that
\[
\Phi \left( h \left( \left( \frac{1}{2} - \delta \right) \tilde{e} \right) \right) = 0.
\]
Set $\theta \left( \left( \frac{1}{2} - \delta \right) e \right) \equiv \Phi \left( h \left( \left( \frac{1}{2} - \delta \right) e \right) \right)$, we claim that

$$d(\theta, B_{r_0}, 0) = d(I, B_{r_0}, 0) \neq 0.$$ 

In fact, if $\left( \frac{1}{2} - \delta \right) e \in \partial B_{r_0}$, we have

$$h \left( \left( \frac{1}{2} - \delta \right) e \right)(x) = g^\delta, e(x), \Phi \left( h \left( \left( \frac{1}{2} - \delta \right) e \right)(x) \right) = \Phi \left( g^\delta, e(x) \right) = e + o(1)$$

as $\delta \to 0$. Then we consider the homotopy

$$G \left( t, \left( \frac{1}{2} - \delta \right) e \right) = (1 - t) \theta \left( \left( \frac{1}{2} - \delta \right) e \right) + tI, 0 \leq t \leq 1$$

If $\left( \frac{1}{2} - \delta \right) e \in \partial B_{r_0}$,

$$G \left( t, \left( \frac{1}{2} - \delta \right) e \right) = (1 - t)(e + o(1)) + t \left( \frac{1}{2} - \delta_0 \right) e \neq 0$$

as $\delta \to 0$. So the claim is proved and there exist $\left( \frac{1}{2} - \bar{\delta} \right) \bar{e} \in \overline{B}_{r_0}$, $\bar{e} \in \mathcal{S}$ such that

$$\Phi \left( h \left( \left( \frac{1}{2} - \bar{\delta} \right) \bar{e} \right) \right) = 0.$$ 

We complete the proof.

By Lemmas (4.16) and (4.19), we obtain

$$S < c_0 \leq c_1.$$ 

On the other hand, it follows from Lemma (4.15) and (5) that for $0 < \rho < \rho_0$,

$$c_1 \leq \sup_{\left( \frac{1}{2} - \delta \right) e \in \overline{B}_{r_0}} \left\| g^\delta, e(x) \right\|^p \leq \sup_{0 < \delta < 1 \in \mathcal{S}} \left\| g^\delta, e(x) \right\|^p < 2^p S.$$ 

Thus

$$S < c_0 \leq c_1 < 2^p S.$$
Then we define

\[
\gamma_{f,1} = \inf_{h \in F} \sup_{\frac{1}{2} - \delta \in \overline{B}_r} \int_{f,1} \left( h \left( \left( \frac{1}{2} - \delta \right) e \right) \right),
\]

\[
\gamma_{0,1} = \inf_{h \in F} \sup_{\frac{1}{2} - \delta \in \overline{B}_r} \int_{0,1} \left( h \left( \left( \frac{1}{2} - \delta \right) e \right) \right)
\]

**Lemma (4.20) [4]:**

We have

\[
\frac{1}{N} S^p < \frac{1}{N} C_0^p \leq \gamma_{0,1} < \frac{2}{N} S^p.
\]

**Proof:**

Since

\[
\hat{J}_{0,1}(u) = \max_{t \geq 0, u \in V} J_{0,1}(tu) = \frac{1}{N} \left( \int_{\Omega} |\nabla u|^p dx \right)^{\frac{p^*}{p^* - p}}
\]

and

\[
\inf_{h \in F} \sup_{\frac{1}{2} - \delta \in \overline{B}_r} \hat{J}_{0,1} \left( h \left( \left( \frac{1}{2} - \delta \right) e \right) \right) = \frac{1}{N} \inf_{h \in F} \sup_{\frac{1}{2} - \delta \in \overline{B}_r} \left\| h \left( \left( \frac{1}{2} - \delta \right) e \right) \right\|^N,
\]

we obtain the assertion from (5) and the fact \( S < c_0 \leq c_1 < 2^p S \).

**Lemma (4.21) [4]:**

\[
\hat{J}_{f,1} \left( \varphi_{e}^{\delta,\epsilon}(x) \right) = \frac{1}{N} S^\frac{N}{p} + o(1)
\]

as \( \delta \to 0 \).
Proof:

It is easy to obtain \( \vartheta^\delta_e(x) \to 0 \) weakly in \( X \) as \( \delta \to 0 \). Solving

\[
\frac{dJ_{f,1}(t\vartheta^\delta_e(x))}{dt} = t^{p-1} \int_\Omega \left| \nabla \vartheta^\delta_e(x) \right|^p dx \left| \vartheta^\delta_e(x) \right|^{-p^*} - t^{p^*-1} \int_\Omega f \vartheta^\delta_e(x) dx \left| \vartheta^\delta_e(x) \right|^{-p^*} = 0,
\]

we see that \( \int_\Omega f \vartheta^\delta_e(x) dx \to 0 \) and

\[
t^-(\vartheta^\delta_e) = \left| \vartheta^\delta_e \right|_{p^*} + o(1) \text{ as } \delta \to 0.
\]

As a result,

\[
J_{f,1}(\vartheta^\delta_e(x)) = J_{f,1}(t^-(\vartheta^\delta_e)\vartheta^\delta_e) = \frac{1}{N} S^\frac{N}{p^*} + o(1).
\]

**Lemma (4.22) [4]:**

There exists \( \Lambda_3 > 0 \) such that for \( 0 < \|f\|_{X^*} < \Lambda_3 \), we have

\[
\frac{1}{N} S^\frac{N}{p^*} < \gamma_{f,1} < \frac{2}{N} S^\frac{N}{p^*} - \varepsilon_0
\]

for some \( \varepsilon_0 > 0 \).

**Proof:**

For \( \in V \), by Lemma (4.12) we obtain

\[
(1 - \mu) \hat{J}_{0,1}(u) - \frac{1}{q u^p} \|f\|^q_{X^*} \leq \hat{J}_{f,1}(u) \leq (1 + \mu) \hat{J}_{0,1}(u) + \frac{1}{q u^p} \|f\|^q_{X^*}.
\]

Thus

\[
\hat{J}_{0,1}(u) + \left( (1 - \mu) \hat{J}_{0,1}(u) - 1 \right) \frac{1}{q u^p} \|f\|^q_{X^*},
\]
\[ \leq \hat{J}_{f,1}(u) \leq \hat{J}_{0,1}(u) + \left( (1 + \mu)^{\frac{N}{p}} - 1 \right) \hat{J}_{0,1}(u) + \frac{1}{q} \| f \|_{X^*}^q. \]

Hence, for any \( \varepsilon > 0 \), there exist \( \mu(\varepsilon), \Lambda(\varepsilon) > 0 \) such that if \( 0 < \| f \|_{X^*} < \Lambda(\varepsilon) \), we have
\[
\gamma_{0,1} - \varepsilon < \gamma_{f,1} < \gamma_{0,1} + \varepsilon.
\]

Fix a small \( 0 < \varepsilon_0 < \frac{2 N}{\sum p - \gamma_{0,1}} \). Since
\[
\frac{1}{N} S^p < \frac{1}{N} c_0^p \leq \gamma_{0,1} < \frac{2}{N} S^p,
\]
there exists \( 0 < \Lambda_3 < \min\{ \lambda_0, \lambda_1, \lambda_2 \} \) such that if \( 0 < \| f \|_{X^*} < \Lambda_3 \), we get
\[
\frac{1}{N} S^p \leq \frac{1}{2N} \left( \frac{N}{c_0^p + S^p} \right) < \gamma_{f,1} < \frac{2}{N} S^p - \varepsilon_0.
\]

By Lemma (4.21), \( \hat{J}_{f,1} \left( \phi^{\delta, e}_{\rho}(x) \right) = \frac{1}{N} S^p + o(1) \) as \( \delta \to 0 \). Therefore
\[
\gamma_{f,1} > \hat{J}_{f,1} \left( \phi^{\delta, e}_{\rho}(x) \right) = \frac{1}{N} S^p + o(1)
\]
for \( \delta \) small enough and the conclusion is obtained.

**Lemma (4.23) [4]:**

Suppose \( 0 < \| f \|_{X^*} < \Lambda_3 \). Then there exists a solution \( u \) of \( (E_{f,1}) \) such that \( J_{f,1}(u) = \gamma_{f,1} \).

**Proof:**

By Lemma (4.18), there exists a \((PS)_{\gamma_{f,1}}\) sequence \( \{ u_k \} \subset X \) for \( \hat{J}_{f,1} \). Furthermore,
\[
u_k = h_k \left( \frac{1}{2} - \delta_k \right) e_k \]
where \((\frac{1}{2}-\delta_k)e_k \in \overline{B}_{r_0}\) and \(h_k \in F\). Since \(\{u_k\}\) is bounded in \(X\), we may assume that \(u_k \rightharpoonup u_0\) weakly in \(X\) as \(k \to \infty\). By Lemmas (4.13) and (4.22), we only need to prove that if \(u_0 \in N_{f,1}^+\), \(u_k \to u_0\) strongly in \(X\). Indeed, suppose otherwise, we have

\[
\|u_0\| < \lim_{n \to \infty} \inf \|u_k\|.
\]

Since \((\frac{1}{2}-\delta_k)e_k \in \overline{B}_{r_0}\), we may obtain \(0 < \delta_0 \leq \frac{1}{2}\) and \(e_0 \in \mathcal{S}\) such that

\[
(\frac{1}{2}-\delta_k)e_k \to (\frac{1}{2}-\delta_0)e_0 \in \overline{B}_{r_0}, \text{ as } k \to \infty.
\]

Moreover, it is easy to see that \(F\) is convex and closed. Therefore,

\[
u_k = h_k \left((\frac{1}{2}-\delta_k)e_k\right) \to h_0 \left((\frac{1}{2}-\delta_0)e_0\right) = u_0 \in V,
\]

where \(h_0 \in F\). Hence, there exists a unique \(t_0 > 0\) such that

\[
y_{f,1} \leq \hat{j}_{f,1}(u_0) = j_{f,1}(t_0u_0) = \frac{1}{N} \|t_0u_0\|^p - t_0 \left(\frac{p^*-1}{p^*}\right) \int_\Omega f u_0 \, dx
\]

\[
< \lim_{n \to \infty} \inf \left(\frac{1}{N} \|t_0u_k\|^p - t_0 \left(\frac{p^*-1}{p^*}\right) \int_\Omega f u_k \, dx\right)
\]

\[
\leq \lim_{n \to \infty} \hat{j}_{f,1}(u_k) = y_{f,1}.
\]

This is absurd. Thus we obtain \(u_k \to u_0\) strongly in \(X\).
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