Introduction

Knowledge discovery differs from traditional infoation retrieval and databases. In
traditional DBMS, database records are returnedesponse to a query; while in
knowledge discovery, what is retrieved is not eiplin the database. Rather, it is

implicit patterns. The Process of discovering spatierns is termed data mining.

Data mining finds these patterns and relationshipgyg data analysis tools and
techniques to build models. There are two main kiofdmodels in data mining. One is
predictive models, which use data with known restdt develop a model that can be
used to explicitly predict values. Another is dgstore models, which describe patterns
in existing data. All the models are abstract repngations of reality, and can be guides

to understanding business and suggest actions.

Data Mining for Medical Management has been insamtal in detecting patterns of
diagnosis, decisions and treatments in MedicalaD@hing has aided in several aspects
of Medical management including disease diagnasjsion-making for treatments,
medical fraud prevention and detection, fault dedecof medical devices, Medical
guality improvement strategies and privacy. DataiNg for Medical Management is an
emerging field where researchers from both academubindustry have recognized the
potential of its impact on improved Medical by digering patterns and trends in large
amounts of complex data generated by Medical tcdiuses.

Breast cancer accounts for 22.9% of all cancersdding non-melanoma skin cancers)
in women. In 2008, breast cancer caused 458,50 sl@aridwide (13.7% of cancer
deaths in women).Breast cancer is more than 10€stimmore common in women than in
men, although men tend to have poorer outcomesoddelays in diagnosis.

Prognosis and survival rates for breast cancer gegtly depending on the cancer type,
stage, treatment, and geographical location ofptiteent. Survival rates in the Western

world are high; for example, more than 8 out of 10 women (85%) in England diagnosed
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with breast cancer survive for at least 5 years.déveloping countries, however,

survival rates are much poorer.

1.2 Problem Statement

The prediction of breast cancer survivability hasiba challenging research problem for
many researchers, many researchers have tried ahgoythms using seer data set[1]
[1] [15].

1.3 The Research Objective

The main aim of this research is to compare théopeance of three of classifications

techniques (K-nearest neighbor, MLP and C4.5 inlipteng breast cancer survivability.
1.4 Research Methodology

KDD road map will be followed in this research [&jnce the first step in KDD is data
selection and in this work the data is alreadyciete our work will go directly to the
next step in KDD namely preprocessing. After prepssing steps relevant to our
classification task in KDD will be figured out afollowed. This will be done with each
one of the three classifiers. Comparison the ds#uef the three experiments conduce

the work.

1.5 Organization of the Thesis

Beside this chapter, this thesis consists of tleteapters as follows chapter 2 provides
literature review and previous works, and chaptes about the experiments and the

discussion of the results. Finally, chapter 4 cmstaonclusion and future works.



Chapter Two

Literature Review



2.1 Introduction

Relevant literature is reviewed in this chapter. $tat from the definition of KDD and

Data Mining and KDD steps in section 2.2.Data Minihasks was reviewed in section
2.3. Section 2.4 which explain the theory of CA2i4.1, MLP in section 2.4.2 and K-
nearest neighbor in section 2.4.3 algorithms.eittisn 2.5 we showed how to estimate
model performance. Review of previous work relevanthe problem also discussed in

section 2.6
2.2 Definition Discovery and Data Mining

KDD employs methods from various fields such as hree learning, artificial

intelligence, pattern recognition, database managémand design, statistics, expert
systems, and data visualization. It is said to empl broader model view than statistics
and strives to automate the process of data asalysiluding the art of hypothesis

generation.

KDD has been more formally defined as the nondtiyairocess of identifying valid,
over potentially useful and ultimately understaridadatterns in data. The KDD Process

is a highly iterative, user involved and multisfgpcess [16].

According to definition above, the KDD is an intetige and iterative process. It means
that at any stage the user should have possitnlitgake changes (for instance to choose
different task or technique) and repeat the foltmyvsteps to achieve better results. In
table are listed particular steps of the KDD whexe compared the terms of different

sources. Table is organized on the way that thmestém the row refer to the same action.



Table 2.1 the KDD Steps

Process

Description

Step of Process

Result

understanding

the domain

learning the

application domain

task discovery

data selection

creating a target

dataset

data discovery

data cleaning and

preprocessing

data cleaning

data preparing the| data reduction and
transformation data set projection
model
choosing the function S I
of data mining
: : choosing the data
discovering
- mining algorithm :
data mining patterns g algorithm(s) data analysis
(data mining) data mining
result discovered _ _ _
_ _ interpretation output generatig
interpretation patterns
putting the using discovered

results into use

knowledge
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Task Discoveryis one of first steps of KDD. Client has to stdie problem or goal,

which often seems to be clear. Further investigat®o recommended such as to get
acquainted with customer's organization after spgnsome time at the place and to sift
through the raw data (to understand its form, aanierganizational role and sources of

data). Then the real goal of the discovery wilftnend.

Data Discovery is complementary to step of task discovery. In thep of data
discovery, we have to decide whether quality ofdatsatisfactory for the goal (what

data does or does not cover).

Data Cleaning is often necessary though it may happen that songetremoved by
cleaning can be indicator of some interesting danpdienomenon (outlier or key data
point?). Analyst's background knowledge is crudial data cleaning provided by
comparisons of multiple sources. Other way is &acldata before loaded into database

by editing procedures.

Data reduction Finding useful features to represent the datamtipg on the goal of
the task, using dimensionality reduction or transf@ion methods to reduce the
effective number of variables under consideratiotodind invariant representations for
the data.

2.3 Data mining tasks

Several data mining problem types or analysis tas&sypically encountered during a
data mining project. Depending on the desired outgcseveral data analysis techniques
with different goals may be applied successivelyatthieve a desired result. For
example, to determine which customers are likehbty a new product, a business
analyst may need first to se cluster analysis ¢onemt the customer database, and then
apply regression analysis to predict buying behafoo each cluster. The data mining
analysis tasks typically fall into the general gatges listed below. For each data

analysis task, an example of a useful data analysimique is presented.



Again, there is a continuum of data analysis temhes and the two disciplines of
statistics and machine learning often overlap. &dbis a matrix that summarizes the
data mining analysis tasks and the techniques lugafiperforming these tasks. The
table is representative of the many possibilitiesesthe permutations and combinations

of data analysis tasks and techniques are numerous.

Data Summarization gives the user an overview of the structure of daga and is
generally carried out in the early stages of agmtojThis type of initial exploratory data
analysis can help to understand the nature ofdkeeahd to find potential hypotheses for
hidden information. Simple descriptive statistiaald visualization techniques generally
apply.

Segmentationseparates the data into interesting and meanisgfigroups or classes.
In this case, the analyst can hypothesize certaagreups as relevant for the business

guestion based on prior knowledge or based on titeome of data description and

summarization.

Automatic clustering techniques can detect preWoussuspected and hidden structures

in data that allow segmentation. Clustering techesy visualization and neural nets
generally apply.

Classification assumes that a set of objects—characterized bye sattnibutes or

features—belong to different classes. The classl lsba discrete qualitative identifier;
for example, large, medium, or small. The objects/# build classification models that
assign the correct class to previously unseen amdbeled objects. Classification
models are mostly used for predictive modeling.cbisinated analysis, decision tree,

rule induction methods, and genetic algorithms gaheapply.

Prediction is very similar to classification. The differenisethat in prediction, the class
is not a qualitative discrete attribute but a awmius one. The goal of prediction is to
find the numerical value of the target attribute imseen objects; this problem type is

also known also known as regression, and if thdigtien deals with time series data,



then it is often called forecast). Regression analysis, decision trees, aeural net:

generally apply [5]

Inserpretation

. Fyaliation /
\C Data Mining J

Wm&dlll.ﬂ

m 1 Patterns
Transformod
F . Preprocessed Data Dhata

Figure2.1 the description KDD Ste[14]

2.4 C4.5 decision trees

A complete description of C4. the early 1990s version, appears & excellent anc
readable book (Quinlan 1993),0ng with the full source coc

The problem of constructing a cision tree cabe expressed recursively. R, select an
attribute to place at the root e and make one branch for each pos value. This
splits up the example set intwbsets, one for every value the attribute. Now the
process can be repeated recsely for each branch, usingnly those insances the
actually reach the branch. Iit any time all instanc at a node hav the sam:
classification, stop developingat part of the tre, The method we have deribed only

works when all the attributes anomina [12].
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Figure 2.2 thalescription of C4.5 decision tree [1]
Decision tree construction procs performed on very large datasets leadsishy or
meaningless results [13[here aethree steps to making C 4.5 decision tree
- Generalization compresstraining data. This includes storage of gealized dat:
in data cube to allow fasiccessin
- Relevance analysis, thatmoves irrelevant attributes, thereby, furt
compacting training data.
- Multi-level mining, whict combines the induction of decisiaees wit

knowledge in concept hiarchie [13].

C4.5 disadvantages

- Decisiontree learners cacreate ove-complex trees that do ngeneraize the
data well. This is calledver fitting . Mechanisms such as pruning (currently
supported), setting thminimum number of samples required at a leode ot
setting the maximum dep of the tree are necessary to avoid this pm.

- Decision trees can be unble because small variations in the datait result in
a completely different tre being generate This problem is mitigatedy using
decision trees within an isemble

- The problem of learnin@n optimal decision tree is known to be-complete
under several aspects cptimality and even for simple concepts. 1sequently

practical decisioriree learing algorithms are based on heuristic atthms suck
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as the greedy algorithm where locally optimal decis are made at each node.
Such algorithms cannot guarantee to return theafjiploptimal decision tree.
This can be mitigated by training multiple treemmensemble learner, where the
features and samples are randomly sampled witheepient.

There are concepts that are hard to learn becawgsiah trees do not express
them easily, such as XOR, parity or multiplexerigppems.

Decision tree learners create biased trees if sdasses dominate. It is therefore

recommended to balance the dataset prior to fittitlg the decision tree.

2.5 The Multi-Layer Perceptron (MLP) classifier

The multi-layer perceptron (MLP) training are basedhe idea of changing network
parameters (weight and biases) and checking theemie of such change on the
mean-square error (MSE), or another error meadire Building on the algorithm

of the simple Perceptron, the MLP model not onlyegia perceptron structure for
representing more than two classes, it also definé=arning rule for this kind of

network. The MLP is divided into three layers theut layer, the hidden layer and
the output layer, where each layer in this ordeegithe input to the next. The extra

layer gives the structure needed to recognize maaully separable classes [7].
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Figure 2.3The description of MLIclassifier [1]

MLP disadvantages

The limitations faced by neuraetworl (MLP algorithm is kinds of ANNjre that it i<
unable to handle linguistic formation and cannot manage imprec or vague
information. The inability to cmbine numeric data with linguistic or lcal data is
another major disadvantage ceural network. It is difficult to reach glol minimum
even by complex BP learningid relays on tri-anderrors to determine hden layers
and nodes [10].

2.6 K-nearestneighbor classifier

K-nearest neighbor (KNNglassification finds a groupof k objects in the -aining se
that are closest to théest object, and bases the assignmen a lakel on the
predominance of a particular s in this neighborhood. There are three elements o
this approach a set of labeled ects, e.g., a set of stored records, a dis or similarity
metric to compte distance beteen objects, and the value of k, the nunof nearest

neighbors. To classify an unlzled object, the distance of this object e labele
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objects is computed, its tkkeare:t neighbors are identified, and the classls of these

nearesheighbors are then useo determine the class label of the ob

= o st = = L ¥ il —
- _‘-\-&""'\m..\_ =
3 = ™ e |
- —_
. 'H-._ =
., . -
2t . e — ]
- + s F
- I '“-T_T— — ._._\_\_ —— ___'_'_,__I-
|"' e - - I ___;__?:':_ s
| e = ~
(1[0 5 ] LY e, -# ""\-_\_
| , -4
.k | LY o ‘1__1 L |
| L 3 L ",
e —— ——__.! ___!"‘"—\-\.\_ == oy — " ¥ L
=l = i -I e ", i i
o e == B S " 1
-~ o L = -H\'b.\_ II
e — T —
= 3 - = T e | -
i — 4
- - .
-~ R -H-\-
4 ar i
1 e | — : | 4 1 =2 = H

Figure 2.4 thelescrption of K-nearest neighbor classifier [15]
The cluster’'s mean is then recouted and the process begins again. Herew the
algorithm works
1. The algorithm arbitrarily seles k points as the initial cluster centers (“ms”).
2. Each point in the dataset is igned to the closed cluster, based upon ttclidean
distance between each point azach cluster cente
3. Each cluster centes recompted as the average of the points in that clt
4. Steps 2 and 3 repeat until tHusters converge. Convergence may be dd
differently depending upon theiplementation, but it normally means that er no
observations change clusters whateps 2 and 3 are repeated or that the s do no

make a material difference in tdefinition of the cluste [12]
KNN disadvantages

Thetraditional KNN text classifation algorithm has thrdlimitations:
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) Calculation complexity due to the usage of allttfaning samples for
classification.
(i)  The performance is solely dependent on the traisgtignumber of K).

(i)  There is no weight difference between samples.

2.7 Estimation for model performance

2.7.1 Accuracy, sensitivity, specificity

To estimate performance in the model, we used tlpedormance measures. The

accuracy, sensitivity, specificity are calculatedfze following formulas

B TP + TN 1
AR = TP Y TN + FP + FN M)
TP
tivity = — 5
sensitivity TP T FN (2)
TN
specificity = TN+ TP (3)

True Positive (TP) means patients who are predie®dsurvived among survived

patients at 5 years. True Negative (TN) means miatizgho are predicted as death
among Not-survived patient. False Positive (FP) mgaatients who are predicted as
survived among death patients. False Negative (R&9ns patients who are predicted as
death among survived patients. These values aa displayed in a confusion matrix as

seein Table 2.2 .
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Table 2.2 Confusion matrix

Predicted class

Survived Not-survived
Actual class Survived TP FN
Not-survived FP TN

2.7.2 K-Fold Cross-Validation

In order to minimize the bias associated with t#wedom sampling of the training and
holdout data samples in comparing the predictive@iacy of two or more methods, we
used k-fold cross-validation. Ikfold cross-validation, also called rotation estiimia,
the complete dataseb) is randomly split intdk mutually exclusive subsets (the folds
D,, Dy, . . .,Dy) of approximately equal size. The classificationdal is trained and
testedk times. Each time (¢ {1, 2 . . .k}), it is trained on all but one foldd{) and
tested on the remaining single fold,. The cross-validation estimate of the overall

accuracy is calculates as simply the average df theividual accuracy measures

In this research, to estimate the performance lo$edécted classifiers #0-fold cross-
validation approach is used. Empirical studies sdtbwhat 10 seem to be an optimal

—— — o —

i = — - T —

Y SR .. O

number of folds

Figure 2.5 the description of cross validations
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(That optimizes the time it takes to complete thst twhile minimizing the bias and
variance associated with the validation proces$) If1 10-fold cross-validation the
entire dataset is divided into 10 mutually exclessubsets (or folds). Each fold is used
once to test the performance of the classifier ithgenerated from the combined data of
the remaining nine folds, leading to 10 indepengemformance estimates (figures 2.5).
Specifically, 10-fold cross-validation is calculdtby following ways. First, the dataset
is divided in 2 sections randomly. One sectiom@duded 90% of all dataset and called
as learned dataset. Another section is included di084 dataset and called as validation

dataset. Second, the process is repeated 10 times.

2.8 Related Work

A literature survey showed that there have beerraé\studies on the survivability
prediction problem using statistical approachesaificial neural networks. However,
we could only find a few studies related to medidiaignosis and survivability using
data mining approaches like decision trees.

Abdelghani Bellaachia, Erhan Guven et al. [1]. Thaye investigated three data mining
techniques the Naive Bayes, the back-propagate@ineeiwork, and the C4.5 decision
tree algorithms using seer data set (1973-20008). achieved prediction performances
are comparable to existing techniques. Howevey, thend out that C4.5 algorithm has
a much better performance than the other two tecies..

Dursun Delen, Glenn Walker and Amit Kadam et gl IfiLthis study,

Delen et al. preprocessed the SEER data (periat®é8-2000 with 433,272 records
named as breast.txt) for breast cancer to remalndancies and missing information.
The resulting data set had 202,932 records, wiieh pre-classified into two groups of
“survived” (93,273) and “not survived” (109,659) pdmding on the Survival Time
Recode (STR) fieldThe “survived” class is all records that have aigayreater than or
equal 60 months in the STR field and the “not swedl class represent the remaining

records. After this step, the data mining algorghare applied on these data sets to
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predict the dependent field from 16 predictor feeld’he results of predicting the
survivability were in the range of 93% accuracy

They used two popular data mining algorithms (&réf neural networks and decision
trees) along with a most commonly used statistroathod (logistic regression) to

develop the prediction models using a large datadet results indicated that the
decision tree (C4.5) is the best predictor with698.accuracy on the holdout sample
(this prediction accuracy is better than any regabiin the literature), artificial neural

networks came out to be the second with 91.2% racguand the logistic regression

models came out to be the worst of the three WitR® accuracy.
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Chapter Three

Experiments & Results



3.1 Introduction

In this chapter, section 3.2 data description eacdi.3 provides a detailed description of
our preprocessing method to the data used for mmgéing the algorithms. Section 3.4

shows the experiments and results. The final se&ib discussions the results.

3.2 Data Description

The Surveillance, Epidemiology, and End ResultsHSE Program of the National
Cancer Institute (NCI) is an authoritative sour€enformation on cancer incidence and
survival in the United States. SEER currently aieand publishes cancer incidence
and survival data from population-based cancerstegs covering approximately 28%
of the US population. SEER coverage includes 26%\foican Americans, 38% of
Hispanics, 44% of American Indians and Alaska Negj\60% of Asians, and 67% of

Hawaiian/Pacific Islanders

The SEER Program registries routinely collect datapatient demographics, primary
tumor site, tumor morphology and stage at diagndsist course of treatment, and
follow-up for vital status. The SEER Program is th@ly comprehensive source of
population-based information in the United Statest includes stage of cancer at the
time of diagnosis and patient survival data. Thetaiidy data reported by SEER are
provided by the National Center for Health StatstiThe population data used in
calculating cancer rates is obtained periodicaligmf the Census Bureau. Updated
annually and provided as a public service in paimd electronic formats, SEER data are
used by thousands of researchers, clinicians, @ub&alth officials, legislators,

policymakers, community groups, and the public.

NCI staff work with the North American Associatiasf Central Cancer Registries
(NAACCR) to guide all state registries to achievatad content and compatibility
acceptable for pooling data and improving natioastimates. The SEER team is

developing computer applications to unify cancegisteation systems and to analyze
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and disseminate populatidiased data. Use of surveillance data for resh is beinc
improved through Webased ecess to the data and analytic tools, arking with

other national data sources. Ttiata set use in this resealshbreast carer data se

from 1973 to 2009 contaird 657,712 cases and 5 fields.

3.3 Data Preprocessin

Before using KDD roadmap weunc there are some variables not relatethtodisease

according to previous research.[Then selected 16 variables.

Table 31 attributes using to data mining

No Attribute Type |NO.Catogries or Range

1 Race Nominal 19

2 Marial Status Nominal 6

3 Primary site code Nominal 9

4 Histologic type Nominal 48

5 Behavior code Nominal 2

6 Grade Nominal 5

7 Extension of Tumor Nominal 23

8 Lymph node involvement | Nominal 10

9 Site specific surgery code Nominal 19
10 |Radiation Nominal 9
11 |Stage of cancer Nominal 5
12 |Tumer size Numeric 0-200
13 |No.of positive nodes Numeric 0-50
14 |Number of node Numeric 0-95
15 |[Number of primaries Numeric 1-8
16 |Age (age) number Numeric 10-110

Also thereis some fields chan: in 2004 to anther fieldsThe fields contal the same

data but changed the categorje#® merged this fields with new categor
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TableError! No text of sjpecified style in documen3.2 attributes mergig

Variable contain data from earlier than 2004 [contain data from 2004+
Extension of tumor |cs ext ECD10 EX
Tumer 5ize C5 SIZE EOD10 S5Z
Mo. Of Positive Nod{C5 METS ECD10 EN

Also we need to calculatenwival field that is calculated from this algorithms:
If STR > 60 months and VSR ialive ther
The record is prezlassified as “survived’
Else if STR <60 months and CiD is breast cancer, the
The record is preclassified as “not survived
Else
Ignore the record
End if

This algorithm divided cases (cords) to live who alive 5 or more years r diagnost

and not alive for cases live legn this timeand ignore other cases.
Now we follow KDD roadmap:
1- The first step is datselectionand this is alreacdonein the data descriptn section:

2- The second step is data nsformationwhich containscleaning, redctions anc

choosing the functions.

2.1 deaning: To cleaning data:t we used SQL Sen, to delete record conin missing

values.
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Table3.3 Deleted missing and outlier values

Variable Name |Change|Type Of Variable {unKnown
Race RACE no Nominal 426
Marital status MAR_STAT |no Nominal 5755
Primary site code SITEO2V  |no Nominal 0
Histologic type HISTO3V  |no Nominal 0
Behavior code BEHO2V  |no Nominal 0
Grade GRADE no Mominal 1]
Extension of tumor EOD10_EX |CS_EXT Nominal 0
Lymph node involvement EOD10_ND |CS_METS Nominal 0
Site specific surgery code S5 SURG  |no Mominal 0
Radiation RADIATN |no Nominal 1210
Stage of cancer AJCC_STG |no Nominal 0
Tumer Size EOD10 SZ |no Numeric 0
No. Of Positive Nodes EOD10 PN |no Numeric 1206
Number Of Nodes EOD10_NE |no Numeric 0
Number Of Primaries NUMPRIMS |no Numeric 0

2.2 Reduction: We alreadelecec 16 fields according to previous researcligs

2.3 Mining: to predicting thewsvivability three classification models C4d&cision tre,
MLP and KNN are selected.

Table3.4 Data description after Preprocess

Class Number of records Percentac
Survived=L 171,953 95%
Not-survived=D 8,349 5%
Total 180302 100%
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3.4 Experiments and results

To implement the three modules, weka tools 3.7slbeen used Weka is a collection
of machine learning algorithms for data mining g&askhe algorithms can either be
applied directly to a dataset or called from yownalava code. Weka contains tools
for data pre-processing, classification, regressaiustering, association rules, and
visualization. It is also well-suited for develogimew machine learning schemes

[10]. Weka is open source software issued under the GBitefal Public License.
To enter the data into weka, it has been conveotedv format.
Database => task =>export (choose file .csv)

- Insert data into Weka tools

Ll My sBooks

(il My Fusis

[ My Pt e

(A My Vidwon
L SO Server Managemen't Stucko
L visual Studic 2005

File name : |
Flws of type:  [cow data fies (= csv)

Figure 3.1 convert data to Weka tool from CSV file
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3.4.1 C4.5experiments and results

C4.5 was applied in ka tools 'y choosin¢Classify in Weka tool and cho0:J48 —

C0.25 -m2, Cross-Validatiortype of validation, and survivalariable Test.

Cluster | Assocate | Select atiributes | Visualize |

e =1 |

| Choose

Jas-cozs-mz)

- Test options
 Use training set

i Supplied test set Set..

o= [0
i Percentage split e S |,_;..5

More options. .. |

e ]
Start | Stop |
- Result list (right—dlick for options)

~-Classifier output

Test mode:

——— ClassiTier

EOD10_EX = Oz
ECD10_FEX = S5z

SIAT REC

NUMEPRIMS

CS_EXT

€S _SIZE

CS_METS

10-fold cross—wvalidation

model (full training set)

L (24852.0/25%9.01
L {186.0-3.0)

L b

ECD10_EX = 10: L ({(133606.0/3130.0)

EoDio EX — Zo: T {4m77.0-373.0%

EOD1O_EX = 30: L ({(1317.0/106.0)

ECDIO_EX = 40: L (579.0/63.0)

ECD10_FEX = 50: L {2204_.0/375.0)

ECD10_EX = &0: T (172.0/35.0)

ECD1O_EX = TO0: L {1704.0/2T74.0)

EQOD10_EX = &0: L ({(121.0/31.0)

ECD10_EX = &85

1 STAT REC = 1: L (205.0/6.0) S
| <1 | <:J_J

-Status
O

| [ too | umi = |

The result:

Figure3.4 C4.5 module Implement

Table3.5 showC4.5 result of this experiment

The Result

The Value

Percentagd Jalue

Correctly Classified Instares

172383

95.6079 %

Incorrectly Classified Instaces

7919

4.3921 %

Kappa statistic

0.2128

Mean absolute error

0.0726

Root mean squared error

0.1911

Relative absolute error

82.1443 %
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Root relative squared error 90.9318 %

Coverage of cases (0.95 level) 98.0882 %
Mean rel. region size (0.95 level) 55.9411 %
Total Number of Instances 18030

Table3.6 show C4.5 confusion matrix of this experiment

L D <-- classified as
171225 728 L
7191 1158 D

3.4.2 MLP experiments and results

Implement MLP algorithm in Weka tools by choos@igssify in Weka tool and choose
Multilayer Perceptron, Cross-Validation type of validationsand survivalariable
Test.

The result:
Table3.7 she MLP result of this experiment

The Result The Value Percentage Of Value
Correctly Classified 171965 95.3761 %
Instances
Incorrectly Classified 8337 4.6239 %
Instances
Kappa statistic 0.187
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Total Cost

8337

Average Cost

0.0462

K&B Relative Info Score

-6235398.0321 %

K&B Information Score

16867.5479 bits
-0.0936 bits/instancs

D

Class complexity | order Q

34130.1311 bits
0.1893 bits/instance

Class complexity | scheme

34130.1311 bits
0.1893 bits/instance

Complexity improvement

14639.9925 bits
0.0812 bits/instance

Mean absolute error 0.0719

Root mean squared error 0.1887

Relative absolute error 81.3782 %
Root relative squared err¢ 89.7747 %
Total Number of Instance 180302

Table3.8 show MLP confusion matrix of this experiment

a b <-- classified as
170909 1044 a=1L
7293 1056 b=D

25




3.4.3 K-nearest neighbor experiments and results

Implement KNN model in Weka tools by choostirigssifyin Weka tool and choose

cross-validationtype of validationsand KNN is k values

The Results
Figure 3.9 show KNN result of this experiment
The Result The Value Percentage Of Value
Correctly Classified Instances 172049 95.4227 %
Incorrectly Classified Instance 8253 45773 %
Kappa statistic 0.2605
Mean absolute error 0.0671
Root mean squared error 0.2015
Relative absolute error 75.9464 %
Root relative squared error 95.8884 %
Coverage of cases (0.95 level 98.1315 %
Mean rel. region size (0.95 leyv 58.4023

Table3.10 show KNN confusion matrix of this experiment

L D <-- classified as
170452 1501 L
6752 1597 D
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3.5 Discussion of the results

The Result indicted that C4.5 is best model to ipted) survivability with accuracy
95.6%, also we found that Kappa statistic is 0.48d this shows that the agreement of
the accuracy is less, also Number of Leaves isa2@Size of the tree is 310 and this is
big tree that main complex result, The second msd&NN with accuracy of 95.4 also
we find Kappa statistic is 0.2605 and this valuerenthan C4.5 and MLP, the third
models MLP with accuracy 95.3%, and Kappa statistie.187 and this show that the
agreement of result is little. We had shown thatdhcuracy in three models have been

approximated.
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Chapter Four

Conclusion & Future work



4.1 Conclusions

This research has outlined, discussed and restiheedsues, algorithms, and techniques
for the problem of breast cancer survivability pcédn in SEER databas®Ve used
three popular data mining methods ANN (MLURultilayer Perceptron), decision trees
(C4.5) and clustering K-nearest neighbor. We aegua quite large dataset (657,712
cases with 138 attributes) from the SEER programh after going through a long
process of data cleansing and transformation ugeddevelop the prediction models. In
this research, we defined survival as any incidexideeast cancer where person is still
alive after 5 years (60 months) from the date afgdosisWe used a 10-fold cross-
validation procedure. That is, we divided the datasmito 10 mutually exclusive
partitions (a.k.a. folds) using a stratified samglitechnique. Then, we used 9 of 10
folds for training and the 10th for the testing apdit test for K-nearest neighbor model.
The results show that the classification model6@vth accuracy 95.6% is better than
the K-nearest neighbor with accuracy 95.4% whicbeager than MLP with accuracy
95.3%.

4.2 Future work
There are many classifications models that ardrrext. Also there are many problems
facing the preprocessing, there are missing datinenEOD field from the old EOD

fields prior to 1988 if we solving this might ina®e the performance as the size of the

data set will increase considerably.
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Appendix

SEER Breast Cancer Dataset Attributes

No Attribute name Description
1 Race Patient race
The age of the patient at diagnosis for breast
2 Age
cancer
3 Gender sex of the patient at diagnosis
_ This data item identifies the patient’s marital
Marital status at _ _ _
4 _ _ status at the time of diagnosis for the reportable
diagnosis
tumor.
5 Primary Site Tumor first location in the body
6 Histology Tumor morphology
7 Behavior
Indicates how the cancer cells appear and how
8 Grade
fast they may grow and spread
9 Stage of cancer Physical location and spread
Laterality describes the side of a paired organ or
10 Laterality side of the body on which the reportable tumor
originated.
Sequence Number-Central describes the number
and sequence of all reportable malignant, in situ,
11 Sequence_Number _ _ _ _
benign, and borderline primary tumors, which
occur over the lifetime of a patient
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records the largest dimension of the primary

12 Tumor Size o
tumor in millimeters
Identifies the growth of the primary tumor
13 Tumor Extension | within the organ of origin or its direct extensio
into neighboring organs
14 Lymph node Indicates if the tumor involves lymph node
involvement chains
N Records the exact number of regional lymph
Number of positive _ _
15 q nodes examined by the pathologist that were
node
found to contain metastases
16 Number of node The total number of regional lymph nodes tha
examined were removed and examined by the patholog
17 Radiation Radiation therapy method on firstttreant
o | Sequence of administering radiation such as
Radiation sequence with
18 surgery, post-surgery and pre-/post-surgery
surgery o
radiation
The surgical procedure that removes and
19 Site specific surgery | destroys cancerous tissue of the breast,
code performed as part of the initial first course of
therapy
20 No surgery The reason why surgery was not parfor
21 Number of primaries | total number of tumors
Denotes if patient has survived or not based ¢
22 Survival code survival time and vital status recode and caus

of death

—+

ist

pre-

e
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This field is used in conjunction with SEER

in.

in

on

23 Patient ID _ . _ _
registry to uniquely identify a person
_ A unigue code assigned to each participating
24 SEER Registry _
SEER registry.
This data item is used to identify patients with
- Spanish surname or | Spanish/Hispanic surname or of Spanish orig
origin Persons of Spanish or Hispanic surname/orig
may be of any race.
Hispanic Identification Algorithm (NHIA) is a
" NHIA Derived Hispanic, computerized algorithm that uses a combinat
Origin of variables to directly or indirectly classify
cases as Hispanic for analytic purposes.
27 Year of birth
28 Place of birth
The month of diagnosis is the month the tumor
_ | was first diagnosed by a recognized medical
29 Month of diagnosis N o
practitioner, whether clinically or
microscopically confirmed.
The year of diagnosis is the year the tumor w
_ . first diagnosed by a recognized medical
30 Year of diagnosis N o
practitioner, whether clinically or
microscopically confirmed.
31 Histology (92-00) ICD-
0-2
32 | Behavior code ICD-O-2
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ase.

e_

-

not

_ _ This data item records the best method used
Diagnostic _ .
33 _ . confirm the presence of the cancer being
Confirmation
reported.
Type of Reporting
34 The source documents used to abstract the ¢
Source
This is an additional field for prostate cancer
EOD 10—Prostate path _ _ _
35 only to reflect information from radical
ext (1995-2003) _ _ _
prostatectomy, effective with 1995 diagnoses
Detailed site-specific codes for EOD used by
36 Expanded EOD(1) — | SEER for selected sites of cancer for tumors
Expanded EOD (13) | diagnosed 1973-1982, except death-certificat
only cases.
Site-specific codes for EOD used by SEER fq
37 2-Digit NS EOD / 2- | tumors diagnosed from January 1, 1973, to
Digit SS EOD December 31, 1982, for cancer sites that did
have a 13-digit scheme.
Codes for site-specific EOD used by SEER fg
38 EOD—OId 4 Digit | tumors diagnosed from January 1, 1983 to
December 31, 1987 for all cancer sites.
39 Coding system—EOD] Indicates the type of SEER EOD code applie(
(1973-2003) the tumor.
This data item records prognostic indicators f
breast cases (ERA 1990-2003), prostate casé
40 Tumor Marker 1 _
(PAP 1998-2003) and testis cases (AFP 199¢
2003).
41 Tumor Marker 2 This data item records prognastigcators for

-

] to

Dr
£S
]
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breast cases (PRA 1990-2003), prostate casé
(PSA 1998-2003), and testis cases (hCG 199
2003).

2S
S-

This data item records prognostic indicators f

ol

A}

A} %4

d

42 Tumor Marker 3 _
testis cases (LDH 1998-2003)
43 CS mets at dx (2004+) Information on distantasitsis.
They can provide information needed to stage
44 CS site-specific factor [Lthe case, clinically relevant information, or
prognostic information.
. N They can provide information needed to stage
CS site-specific factor 2 o _ _
45 the case, clinically relevant information, or
(2004+) o _
prognostic information.
46 CS site-specific factor 3
(2004+)
47 CS site-specific factor 4
(2004+)
48 CS site-specific factor 5
(2004+)
49 CS site-specific factor 6
(2004+)
50 CS site-specific factor
25 (2004+)
- Derived AJCC T, 6th edThis is the AJCC “T” component that is derive
(2004+) from CS coded fields.
52 Derived AJCC N, 6th ed This is the AJCC “N” campnt that is derived
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(2004+)

from CS coded fields.

Derived AJCC M, 6th

This is the AJCC “M” component that is derived

1%

ge

ge

of

of

=

53
ed (2004+) from CS coded fields.
£4 Derived AJCC Stage | This is the AJCC “Stage Group” component that
Group, 6th ed (2004+) is derived from CS detailed site-specific codes.
- Derived SS1977 This item is the derived “SEER Summary Sta
(2004+) 1977
56 Derived SS2000 | This item is the derived “SEER Summary Sta
(2004+) 2000”
- Derived AJCC—Flag | Flag to indicate whether the derived AJCC stage
(2004+) was derived from CS or EOD codes.
_ Flag to indicate whether the derived SEER
Derived SS1977—Flag _
58 Summary Stage 1977 was derived from CS or
(2004+)
EOD codes.
_ Flag to indicate whether the derived SEER
Derived SS2000—Flag _
59 Summary Stage 2000 was derived from CS or
(2004+)
EOD codes.
50 CS version input | This item indicates the number of the version
(2004+) used to initially code CS fields.
_ This item indicates the number of the version
CS version latest _
61 the CS used most recently to derive the CS
(2004+) _
output fields.
o This item indicates the number of the version
CS version input current _ _
62 the CS after input fields have been updated o

(2004+)

recoded.
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Surgery of Primary Site describes a surgical

63 RX Summ--Surg Prim| procedure that removes and/or destroys tissue of
Site (1998+) the primary site performed as part of the initial
work-up or first course of therapy.
Scope of Regional Lymph Node Surgery
describes the procedure of removal, biopsy,|or
RX Summ--Scope Reg o _
64 aspiration of regional lymph nodes performed
LN Sur (2003+) _ o _
during the initial work-up or first course of
therapy at all facilities.
Surgical procedure of Other Site describes the
65 RX Summ--Surg Oth | surgical removal of distant lymph node(s) or
Reg/Dis (2003+) other tissue(s) or organ(s) beyond the primary
site.
This data item records the number of regional
_ lymph nodes examined in conjunction with
Num of regional lym nd _
66 surgery performed as part of the first course|of
exam (1998-2002) o o _
treatment at all facilities. This item is only
available for cases diagnosed 1998-2002.
The SEER program collects information in this
&7 First course of field only for breast cancer and only for
reconstruct (1998-2002) reconstruction begun as part of first course pf
treatment.
This variable was only collected for years 19388-
o _ 1997 for breast and leukemia cases only. This
Radiation to Brain or _ o _ _
68 data item codes for radiation given to the brain

CNS (1988-1997)

or central nervous system at all facilities as p

of the first course of therapy.
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Site-specific codes for the type of surgery to t
69 Surgery of primary sitg primary site performed as part of the first cou
(1998-2002) of treatment at all facilities for cases diagnose
1998-2002.
This field describes the removal, biopsy or
aspiration of regional lymph node(s) at the tin
Scope of reg lymph nd _ _ _
70 of surgery of the primary site or during a
surg (1998-2002) _ o
separate surgical event at all facilities for case
diagnosed 1998-2002.
This field records the removal of distant lymp
| nodes or other tissue(s)/organ(s) beyond the
Surgery of oth reg/dis| o -
71 _ primary site given at all facilities as part of the
sites (1998-2002) . .
first course of treatment for cases diagnosed
1998-2002.
The Record Number is a unique sequential
72 Record number
number.
73 Age-site edit override| -
24 Sequence number-dx|
conf override
Site-type-lat-se
775 yP , .
override
26 Surgery-diagnostic con
override
77 Site-type edit override -
78 Histology edit overridel -
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o

29 Report source sequence
override
Seq-ill-defined site
80 _ -
override
81 Leuk-Lymph dx
confirmation override
82 Site-behavior overridg -
Site-EOD-dx date
83 , -
override
Site-laterality-EOD
84 _ -
override
Site-laterality-morph
85 ! Yy ph -
override
86 Type of follow-up This item codes the type of follow-up expecte
expected for a SEER case.
g7 Age recode with <1 | The age recode variable is based on Age at
year olds Diagnosis (single-year ages).
A recode based on Primary Site and ICD-0-3
89 Site recode Histology in order to make analyses of
site/histology groups easier.
_ _ _ A recode based on Primary Site and ICD-0O-3
Site rec with Kaposi and _
90 _ Histology in order to make analyses of
mesothelioma o _
site/histology groups easier.
The primary site and morphology are recodec
91 Recode ICD-O-21t0 9

1 to

ICD-9 codes using th€onversion of Malignant
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Neoplasms by Topography and Mor phol ogy
from the International Classification of Disease
for Oncology, Second Edition (ICD-0-2) to

International Classification of Diseases.

[®N

ine

92 Recode ICD-O-2to 10 -
A site/histology recode based on the

93 ICCC site recode ICD-| International Classification of Childhood Cancger

0-2 (ICCC) is mainly used to analyze data on

children.
A site/histology recode based on the

o4 SEER modified ICCC | International Classification of Childhood Canger

site recode ICD-0O-2 | (ICCC) with slight modifications is mainly use

to analyze data on children.

o5 ICCC site recode ICD- A site/histology recode that is mainly used to

0-3 analyze data on children.
96 ICCC site recode
extended ICD-O-3

This recode was created so that data analyses
could eliminate major groups of

97 Behavior recode for | histologies/behaviors that weren't collected

analysis consistently over time, for example benign
brain, myelodyplastic syndromes, and border
tumors of the ovary.
Histology recode - _ _
98 _ Based on Histologic Type ICD-O-3.
broad groupings
99 Histology recode - Based on Histologic Type IOCEB.
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1Brain groupings

CS information is collected under the

nd

N

73_

[

100 CS Schema — v 0203 specifications of a particular schema based o
site and histology.
_ Race recode is based on the race variables a
Race recode (White, _ _ _ _ _
101 the American Indian/Native American IHS link
Black, Other) _
variable.
Race recode (W, B, Al
102 -
API)
Origin recode NHIA
103 _ _ _ -
(Hispanic, Non-Hisp)
Derived from Collaborative Stage (CS) for
104 SEER historic stage A 2004+ and Extent of Disease (EOD) from 197
2003.
AJCC stage 3rd editior
105 -
(1988-2003)
106 SEER modified AJCC
stage 3rd (1988-2003
SEER summary stage
107 -
1977 (1995-2000)
SEER summary stage
108 -
2000 (2001-2003)
109 First malignant primary Based on all the tumors in SEER. Tumors no
indicator reported to SEER are assumed malignant.
110 State-county -
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The Survival Time Recode is calculated using

the date of diagnosis and one of the following

111 Survival time recode _
date of death, date last known to be alive, or
follow-up cutoff date used for this file.
This recode was introduced to account for
112 COD to site recode | several newly valid ICD-10 codes and includes
both cancer and non-cancer causes of death.
This is a recode based on underlying cause af
_ death to designate cause of death into groups
113 CODtositerec KM | o _ _
similar to the incidence site recode with KS a
mesothelioma.
_ Any patient that dies after the follow-up cut-off
114 Vital status recode _ _
date is recoded to alive as of the cut-off date.
Incidence files are periodically linked with
115 IHS Link Indian Health Service (IHS) files to identify
Native Americans.
Summary Stage 2000 is derived from
Collaborative Stage (CS) for 2004+ and Extent
Summary Stage 2000 _ _
116 (1098+) of Disease (EOD) from 1998-2003. It is a
+
simplified version of stage in situ, localized,
regional, distant, & unknown.
_ A site/histology recode that is mainly used to
117 AYA site recode
analyze data on adolescent and young adults.
118 Lymphoma subtype | A site/histology recode that is mainly used to
recode analyze data on adolescent and young adults.
119 SEER cause-specifiq -
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death classification

SEER other cause of
120 -
death classification

Available for 2004+, but not required for the

_ entire timeframe. Will be blank in cases not
CS Tumor Size/Ext
121 collected, see
Eval (2004+) . _
http//seer.cancer.gov/seerstat/variables/seer/ajcc-

stage.

Available for 2004+, but not required for the

entire timeframe. Will be blank in cases not
CS Reg Nodes Eval
122 collected, see
(2004+) _ _
http//seer.cancer.gov/seerstat/variables/seer/ajcc-

stage.

Created using IARC multiple primary rules. Did

Primary by Internationa _ _ L
123 Rul not include benign tumors or non-bladder in situ

ules
tumors in algorithm.

Created by combining information from Tumor
marker 1 (1990-2003) (NAACCR Item #=1150),
ER Status Recode o _ _ N
124 with information from CS site-specific factor|1
Breast Cancer (1990+ o
(2004+) (NAACCR Item #=2880). This field |s

blank for non-breast cases.

Created by combining information from Tumor
marker 2 (1990-2003) (NAACCR Item #=1150),
PR Status Recode o _ _ N
125 with information from CS site-specific factor|2
Breast Cancer (1990+ o
(2004+) (NAACCR Item #=2880). This field Is

blank for non-breast cases.
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CS information is collected under the
CS Schema- AJCC 6t o _
126 q specifications of a particular schema based on
e
site and histology.
Each CS site-specific factor (SSF) is schema
17 CS site-specific factor 8dependent. They can provide information
(2004+) needed to stage the case, clinically releyant
information, or prognostic information.
CS site-specific factor
128 -
10 (2004+)
CS site-specific factor
129 -
11 (2004+)
CS site-specific factor
130 -
13 (2004+)
CS site-specific factor
131 -
15 (2004+)
CS site-specific factor
132 -
16 (2004+)
LVI is required for cases originally coded under
Lymph-vascular _
133 CSv2 or diagnosed 2010+ for the schemas for

Invasion (2004+)

penis and testis only.
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