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Introduction

Knowledge discovery differs from traditional information retrieval and databases. In 

traditional DBMS, database records are returned in response to a query; while in 

knowledge discovery, what is retrieved is not explicit in the database. Rather, it is 

implicit patterns. The Process of discovering such patterns is termed data mining. 

Data mining finds these patterns and relationships using data analysis tools and 

techniques to build models. There are two main kinds of models in data mining. One is 

predictive models, which use data with known results to develop a model that can be 

used to explicitly predict values. Another is descriptive models, which describe patterns 

in existing data. All the models are abstract representations of reality, and can be guides 

to understanding business and suggest actions. 

Data Mining for Medical Management has been instrumental in detecting patterns of 

diagnosis, decisions and treatments in Medical. Data mining has aided in several aspects 

of Medical management including disease diagnosis, decision-making for treatments, 

medical fraud prevention and detection, fault detection of medical devices, Medical 

quality improvement strategies and privacy. Data Mining for Medical Management is an 

emerging field where researchers from both academia and industry have recognized the 

potential of its impact on improved Medical by discovering patterns and trends in large 

amounts of complex data generated by Medical transactions. 

Breast cancer accounts for 22.9% of all cancers (excluding non-melanoma skin cancers) 

in women. In 2008, breast cancer caused 458,503 deaths worldwide (13.7% of cancer 

deaths in women).Breast cancer is more than 100 times more common in women than in 

men, although men tend to have poorer outcomes due to delays in diagnosis. 

Prognosis and survival rates for breast cancer vary greatly depending on the cancer type, 

stage, treatment, and geographical location of the patient. Survival rates in the Western 

world are high; for example, more than 8 out of 10 women (85%) in England diagnosed 
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with breast cancer survive for at least 5 years. In developing countries, however, 

survival rates are much poorer. 

1.2 Problem Statement 

The prediction of breast cancer survivability has been a challenging research problem for 

many researchers, many researchers have tried many algorithms using seer data set[1] 

[1] [15]. 

 1.3 The Research Objective 

The main aim of this research is to compare the performance of three of classifications 

techniques (K-nearest neighbor, MLP and C4.5 in predicting breast cancer survivability. 

1.4 Research Methodology 

KDD road map will be followed in this research [4]. Since the first step in KDD is data 

selection and in this work the data is already selected, our work will go directly to the 

next step in KDD namely preprocessing. After preprocessing steps relevant to our 

classification task in KDD will be figured out and followed. This will be done with each 

one of the three classifiers. Comparison the discusser of the three experiments conduce 

the work. 

1.5 Organization of the Thesis 

Beside this chapter, this thesis consists of three chapters as follows chapter 2 provides 

literature review and previous works, and chapter 3 is about the experiments and the 

discussion of the results. Finally, chapter 4 contains conclusion and future works. 
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2.1 Introduction 

Relevant literature is reviewed in this chapter. We start from the definition of KDD and 

Data Mining and KDD steps in section 2.2.Data Mining Tasks was reviewed in section 

2.3. Section 2.4 which explain the theory of C4.5 in 2.4.1, MLP in section 2.4.2 and K-

nearest neighbor  in section 2.4.3 algorithms, in section 2.5 we showed how to estimate 

model performance. Review of previous work relevant to the problem also discussed in 

section 2.6 

2.2 Definition Discovery and Data Mining 

KDD employs methods from various fields such as machine learning, artificial 

intelligence, pattern recognition, database management and design, statistics, expert 

systems, and data visualization. It is said to employ a broader model view than statistics 

and strives to automate the process of data analysis, including the art of hypothesis 

generation.  

KDD has been more formally defined as the non-trivial process of identifying valid, 

over potentially useful and ultimately understandable patterns in data. The KDD Process 

is a highly iterative, user involved and multistep process [16]. 

According to definition above, the KDD is an interactive and iterative process. It means 

that at any stage the user should have possibility to make changes (for instance to choose 

different task or technique) and repeat the following steps to achieve better results. In 

table are listed particular steps of the KDD where we compared the terms of different 

sources. Table is organized on the way that the terms in the row refer to the same action. 
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Table 2.1 the KDD Steps 

Process Description Step of Process Result 

 
understanding 

the domain 

learning the 

application domain 
task discovery 

data selection  
creating a target 

dataset 
data discovery 

data 

transformation 

preparing the 

data set 

data cleaning and 

preprocessing 
data cleaning 

data reduction and 

projection 
model 

development 
choosing the function  

of data mining 

data mining 

discovering 

patterns  

(data mining) 

choosing the data 

mining algorithm(s) 
data analysis 

data mining 

result 

interpretation 

discovered 

patterns 
interpretation output generation 

 
putting the 

results into use 

using discovered 

knowledge 
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Task Discovery is one of first steps of KDD. Client has to state the problem or goal, 

which often seems to be clear. Further investigation is recommended such as to get 

acquainted with customer's organization after spending some time at the place and to sift 

through the raw data (to understand its form, content, organizational role and sources of 

data). Then the real goal of the discovery will be found. 

Data Discovery is complementary to step of task discovery. In the step of data 

discovery, we have to decide whether quality of data is satisfactory for the goal (what 

data does or does not cover). 

Data Cleaning is often necessary though it may happen that something removed by 

cleaning can be indicator of some interesting domain phenomenon (outlier or key data 

point?). Analyst's background knowledge is crucial in data cleaning provided by 

comparisons of multiple sources. Other way is to clean data before loaded into database 

by editing procedures. 

Data reduction Finding useful features to represent the data depending on the goal of 

the task, using dimensionality reduction or transformation methods to reduce the 

effective number of variables under consideration or to find invariant representations for 

the data. 

2.3 Data mining tasks 

Several data mining problem types or analysis tasks are typically encountered during a 

data mining project. Depending on the desired outcome, several data analysis techniques 

with different goals may be applied successively to achieve a desired result. For 

example, to determine which customers are likely to buy a new product, a business 

analyst may need first to se cluster analysis to segment the customer database, and then 

apply regression analysis to predict buying behavior for each cluster. The data mining 

analysis tasks typically fall into the general categories listed below. For each data 

analysis task, an example of a useful data analysis technique is presented. 
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Again, there is a continuum of data analysis techniques and the two disciplines of 

statistics and machine learning often overlap. Table 1 is a matrix that summarizes the 

data mining analysis tasks and the techniques useful for performing these tasks. The 

table is representative of the many possibilities since the permutations and combinations 

of data analysis tasks and techniques are numerous. 

Data Summarization gives the user an overview of the structure of the data and is 

generally carried out in the early stages of a project. This type of initial exploratory data 

analysis can help to understand the nature of the data and to find potential hypotheses for 

hidden information. Simple descriptive statistical and visualization techniques generally 

apply. 

Segmentation separates the data into interesting and meaningful sub-groups or classes. 

In this case, the analyst can hypothesize certain subgroups as relevant for the business 

question based on prior knowledge or based on the outcome of data description and 

summarization. 

Automatic clustering techniques can detect previously unsuspected and hidden structures 

in data that allow segmentation. Clustering techniques, visualization and neural nets 

generally apply. 

Classification assumes that a set of objects—characterized by some attributes or 

features—belong to different classes. The class label is a discrete qualitative identifier; 

for example, large, medium, or small. The objective is to build classification models that 

assign the correct class to previously unseen and unlabeled objects. Classification 

models are mostly used for predictive modeling. Discriminated analysis, decision tree, 

rule induction methods, and genetic algorithms generally apply. 

Prediction is very similar to classification. The difference is that in prediction, the class 

is not a qualitative discrete attribute but a continuous one. The goal of prediction is to 

find the numerical value of the target attribute for unseen objects; this problem type is 

also known also known as regression, and if the prediction deals with time series data, 
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as the greedy algorithm where locally optimal decisions are made at each node. 

Such algorithms cannot guarantee to return the globally optimal decision tree. 

This can be mitigated by training multiple trees in an ensemble learner, where the 

features and samples are randomly sampled with replacement. 

- There are concepts that are hard to learn because decision trees do not express 

them easily, such as XOR, parity or multiplexer problems. 

- Decision tree learners create biased trees if some classes dominate. It is therefore 

recommended to balance the dataset prior to fitting with the decision tree. 

 

2.5 The Multi-Layer Perceptron (MLP) classifier 

The multi-layer perceptron (MLP) training are based on the idea of changing network 

parameters (weight and biases) and checking the influence of such change on the 

mean-square error (MSE), or another error measure [11]. Building on the algorithm 

of the simple Perceptron, the MLP model not only gives a perceptron structure for 

representing more than two classes, it also defines a learning rule for this kind of 

network. The MLP is divided into three layers the input layer, the hidden layer and 

the output layer, where each layer in this order gives the input to the next. The extra 

layer gives the structure needed to recognize non-linearly separable classes [7]. 
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(i) Calculation complexity due to the usage of all the training samples for 

classification. 

(ii)  The performance is solely dependent on the training set (number of K). 

(iii)   There is no weight difference between samples. 

2.7 Estimation for model performance 

2.7.1 Accuracy, sensitivity, specificity 

To estimate performance in the model, we used three performance measures. The 

accuracy, sensitivity, specificity are calculated as the following formulas 
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True Positive (TP) means patients who are predicted as survived among survived 

patients at 5 years. True Negative (TN) means patients who are predicted as death 

among Not-survived patient. False Positive (FP) means patients who are predicted as 

survived among death patients. False Negative (FN) means patients who are predicted as 

death among survived patients. These values are often displayed in a confusion matrix as 

see in Table 2.2 . 
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Table 2.2 Confusion matrix 

 Predicted class 

 

Actual class 

 Survived Not-survived 

Survived TP FN 

Not-survived FP TN 

 

2.7.2 K-Fold Cross-Validation 

In order to minimize the bias associated with the random sampling of the training and 

holdout data samples in comparing the predictive accuracy of two or more methods, we 

used k-fold cross-validation. In k-fold cross-validation, also called rotation estimation, 

the complete dataset (D) is randomly split into k mutually exclusive subsets (the folds 

D1, D2, . . ., Dk) of approximately equal size. The classification model is trained and 

tested k times. Each time (t ϵ {1, 2 . . . k}), it is trained on all but one folds (Dt) and 

tested on the remaining single fold (Dt). The cross-validation estimate of the overall 

accuracy is calculates as simply the average of the k individual accuracy measures 

In this research, to estimate the performance of all selected classifiers a 10-fold cross-

validation approach is used. Empirical studies showed that 10 seem to be an optimal 

number of folds 

Figure 2.5 the description of cross validations 
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(That optimizes the time it takes to complete the test while minimizing the bias and 

variance associated with the validation process) [1]. In 10-fold cross-validation the 

entire dataset is divided into 10 mutually exclusive subsets (or folds). Each fold is used 

once to test the performance of the classifier that is generated from the combined data of 

the remaining nine folds, leading to 10 independent performance estimates (figures 2.5). 

Specifically, 10-fold cross-validation is calculated by following ways. First, the dataset 

is divided in 2 sections randomly. One section is included 90% of all dataset and called 

as learned dataset. Another section is included 10% of all dataset and called as validation 

dataset. Second, the process is repeated 10 times. 

2.8 Related Work 

A literature survey showed that there have been several studies on the survivability 

prediction problem using statistical approaches and artificial neural networks. However, 

we could only find a few studies related to medical diagnosis and survivability using 

data mining approaches like decision trees. 

Abdelghani Bellaachia, Erhan Guven et al. [1]. They have investigated three data mining 

techniques the Naïve Bayes, the back-propagated neural network, and the C4.5 decision 

tree algorithms using seer data set (1973-2002). The achieved prediction performances 

are comparable to existing techniques. However, they found out that C4.5 algorithm has 

a much better performance than the other two techniques. 

Dursun Delen, Glenn Walker and Amit Kadam et al. [1]. In this study, 

Delen et al. preprocessed the SEER data (period of 1973-2000 with 433,272 records 

named as breast.txt) for breast cancer to remove redundancies and missing information. 

The resulting data set had 202,932 records, which then pre-classified into two groups of 

“survived” (93,273) and “not survived” (109,659) depending on the Survival Time 

Recode (STR) field. The “survived” class is all records that have a value greater than or 

equal 60 months in the STR field and the “not survived” class represent the remaining 

records. After this step, the data mining algorithms are applied on these data sets to 
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predict the dependent field from 16 predictor fields. The results of predicting the 

survivability were in the range of 93% accuracy. 

They used two popular data mining algorithms (artificial neural networks and decision 

trees) along with a most commonly used statistical method (logistic regression) to 

develop the prediction models using a large dataset, The results indicated that the 

decision tree (C4.5) is the best predictor with 93.6% accuracy on the holdout sample 

(this prediction accuracy is better than any reported in the literature), artificial neural 

networks came out to be the second with 91.2%  accuracy and the logistic regression 

models came out to be the worst of the three with 89.2% accuracy. 
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Chapter Three  
Experiments & Results 
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3.1 Introduction 

In this chapter, section 3.2 data description section 3.3 provides a detailed description of 

our preprocessing method to the data used for implementing the algorithms. Section 3.4 

shows the experiments and results. The final section 3.5 discussions the results.  

3.2 Data Description 

The Surveillance, Epidemiology, and End Results (SEER) Program of the National 

Cancer Institute (NCI) is an authoritative source of information on cancer incidence and 

survival in the United States. SEER currently collects and publishes cancer incidence 

and survival data from population-based cancer registries covering approximately 28% 

of the US population. SEER coverage includes 26% of African Americans, 38% of 

Hispanics, 44% of American Indians and Alaska Natives, 50% of Asians, and 67% of 

Hawaiian/Pacific Islanders 

The SEER Program registries routinely collect data on patient demographics, primary 

tumor site, tumor morphology and stage at diagnosis, first course of treatment, and 

follow-up for vital status. The SEER Program is the only comprehensive source of 

population-based information in the United States that includes stage of cancer at the 

time of diagnosis and patient survival data. The mortality data reported by SEER are 

provided by the National Center for Health Statistics. The population data used in 

calculating cancer rates is obtained periodically from the Census Bureau. Updated 

annually and provided as a public service in print and electronic formats, SEER data are 

used by thousands of researchers, clinicians, public health officials, legislators, 

policymakers, community groups, and the public. 

NCI staff work with the North American Association of Central Cancer Registries 

(NAACCR) to guide all state registries to achieve data content and compatibility 

acceptable for pooling data and improving national estimates. The SEER team is 

developing computer applications to unify cancer registration systems and to analyze 
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3.4 Experiments and results 

To implement the three modules, weka tools 3.7.1 has been used Weka is a collection 

of machine learning algorithms for data mining tasks. The algorithms can either be 

applied directly to a dataset or called from your own Java code. Weka contains tools 

for data pre-processing, classification, regression, clustering, association rules, and 

visualization. It is also well-suited for developing new machine learning schemes 

[10]. Weka is open source software issued under the GNU General Public License. 

To enter the data into weka, it has been converted to csv format. 

Database => task =>export (choose file .csv) 

- Insert data into Weka tools 

 

Figure 3.1 convert data to Weka tool from CSV file 
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Root relative squared error  90.9318 % 

Coverage of cases (0.95 level)  98.0882 % 

Mean rel. region size (0.95 level)  55.9411 % 

Total Number of Instances  18030 

 

Table 3.6 show C4.5 confusion matrix of this experiment 

L D <-- classified as 

171225 728 L 

7191 1158 D 

 

3.4.2 MLP experiments and results 

Implement MLP algorithm in Weka tools by choosing Classify in Weka tool and choose 

Multilayer Perceptron, Cross-Validation type of validations, and survival variable 

Test. 

The result: 

Table 3.7 she MLP result of this experiment 

The Result The Value Percentage Of Value 

Correctly Classified 

Instances 

171965 95.3761 % 

Incorrectly Classified 

Instances       

8337 4.6239 % 

Kappa statistic           0.187  
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Total Cost 8337  

Average Cost 0.0462  

K&B Relative Info Score  -6235398.0321 % 

K&B Information Score -16867.5479 bits      

-0.0936 bits/instance 

 

Class complexity | order 0 34130.1311 bits      

0.1893 bits/instance 

 

Class complexity | scheme 34130.1311 bits      

0.1893 bits/instance 

 

Complexity improvement 14639.9925 bits      

0.0812 bits/instance 

 

Mean absolute error 0.0719  

Root mean squared error 0.1887  

Relative absolute error           81.3782 % 

Root relative squared error    89.7747 % 

Total Number of Instances   180302  

 

Table 3.8 show MLP confusion matrix of this experiment 

a b <-- classified as 

170909    1044 a = L 

7293    1056 b = D 
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3.4.3 K-nearest neighbor  experiments and results 

Implement KNN model in Weka tools by choosing classify in Weka tool and choose, 

cross-validation type of validations, and KNN is k values. 

The Results 

Figure 3.9 show KNN result of this experiment 

The Result The Value Percentage Of Value 

Correctly Classified Instances 172049 95.4227 % 

Incorrectly Classified Instances    8253 4.5773 % 

Kappa statistic 0.2605  

Mean absolute error 0.0671  

Root mean squared error               0.2015  

Relative absolute error                  75.9464 % 

Root relative squared error            95.8884 % 

Coverage of cases (0.95 level)  98.1315 % 

Mean rel. region size (0.95 level)  58.4023  

 

Table 3.10 show KNN confusion matrix of this experiment 

L D <-- classified as 

170452    1501 L 

6752    1597 D 
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3.5 Discussion of the results 

The Result indicted that C4.5 is best model to predicting survivability with accuracy 

95.6%, also we found that Kappa statistic is 0.187 and this shows that the agreement of 

the accuracy is less, also Number of Leaves is 294 and Size of the tree is 310 and this is 

big tree that main complex result, The second model is KNN with accuracy of 95.4 also 

we find Kappa statistic is 0.2605 and this value more than C4.5 and MLP, the third 

models MLP with accuracy 95.3%, and Kappa statistic is 0.187 and this show that the 

agreement of result is little. We had shown that the accuracy in three models have been 

approximated.  
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4.1 Conclusions 

This research has outlined, discussed and resolved the issues, algorithms, and techniques 

for the problem of breast cancer survivability prediction in SEER database. We used 

three popular data mining methods ANN (MLP- Multilayer Perceptron), decision trees 

(C4.5) and clustering K-nearest neighbor. We acquired a quite large dataset (657,712 

cases with 138 attributes) from the SEER program and after going through a long 

process of data cleansing and transformation used it to develop the prediction models. In 

this research, we defined survival as any incidence of breast cancer where person is still 

alive after 5 years (60 months) from the date of diagnosis. We used a 10-fold cross-

validation procedure. That is, we divided the dataset into 10 mutually exclusive 

partitions (a.k.a. folds) using a stratified sampling technique. Then, we used 9 of 10 

folds for training and the 10th for the testing and split test for K-nearest neighbor model. 

The results show that the classification models C4.5 with accuracy 95.6% is better than 

the K-nearest neighbor with accuracy 95.4% which is better than MLP with accuracy 

95.3%. 

4.2 Future work 

There are many classifications models that are not tried. Also there are many problems 

facing the preprocessing, there are missing data in the EOD field from the old EOD 

fields prior to 1988 if we solving this might increase the performance as the size of the 

data set will increase considerably. 
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Appendix   

SEER Breast Cancer Dataset Attributes 

No Attribute name Description 

1 Race Patient race 

2 Age 
The age of the patient at diagnosis for breast 

cancer 

3 Gender sex of the patient at diagnosis 

4 
Marital status at 

diagnosis 

This data item identifies the patient’s marital 

status at the time of diagnosis for the reportable 

tumor. 

5 Primary Site Tumor first location in the body 

6 Histology Tumor morphology 

7 Behavior  

8 Grade 
Indicates how the cancer cells appear and how 

fast they may grow and spread 

9 Stage of cancer Physical location and spread 

10 Laterality 

Laterality describes the side of a paired organ or 

side of the body on which the reportable tumor 

originated. 

11 Sequence_Number 

Sequence Number-Central describes the number 

and sequence of all reportable malignant, in situ, 

benign, and borderline primary tumors, which 

occur over the lifetime of a patient 
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12 Tumor Size 
records the largest dimension of the primary 

tumor in millimeters 

13 Tumor Extension 

Identifies the growth of the primary tumor 

within the organ of origin or its direct extension 

into neighboring organs 

14 
Lymph node 

involvement 

Indicates if the tumor involves lymph node 

chains 

15 
Number of positive 

node 

Records the exact number of regional lymph 

nodes examined by the pathologist that were 

found to contain metastases 

16 
Number of node 

examined 

The total number of regional lymph nodes that 

were removed and examined by the pathologist 

17 Radiation Radiation therapy method on first treatment 

18 
Radiation sequence with 

surgery 

Sequence of administering radiation such as pre-

surgery, post-surgery and pre-/post-surgery 

radiation 

19 
Site specific surgery 

code 

The surgical procedure that removes and 

destroys cancerous tissue of the breast, 

performed as part of the initial first course of 

therapy 

20 No surgery The reason why surgery was not perform 

21 Number of primaries total number of tumors 

22 Survival code 

Denotes if patient has survived or not based on 

survival time and vital status recode and cause 

of death 
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23 Patient ID 
This field is used in conjunction with SEER 

registry to uniquely identify a person 

24 SEER Registry 
A unique code assigned to each participating 

SEER registry. 

25 
Spanish surname or 

origin 

This data item is used to identify patients with 

Spanish/Hispanic surname or of Spanish origin. 

Persons of Spanish or Hispanic surname/origin 

may be of any race. 

26 
NHIA Derived Hispanic 

Origin 

Hispanic Identification Algorithm (NHIA) is a 

computerized algorithm that uses a combination 

of variables to directly or indirectly classify 

cases as Hispanic for analytic purposes. 

27 Year of birth  

28 Place of birth  

29 Month of diagnosis 

The month of diagnosis is the month the tumor 

was first diagnosed by a recognized medical 

practitioner, whether clinically or 

microscopically confirmed. 

30 Year of diagnosis 

The year of diagnosis is the year the tumor was 

first diagnosed by a recognized medical 

practitioner, whether clinically or 

microscopically confirmed. 

31 
Histology (92-00) ICD-

O-2 
 

32 Behavior code ICD-O-2  
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33 
Diagnostic 

Confirmation 

This data item records the best method used to 

confirm the presence of the cancer being 

reported. 

34 
Type of Reporting 

Source 
The source documents used to abstract the case. 

35 
EOD 10—Prostate path 

ext (1995-2003) 

This is an additional field for prostate cancer 

only to reflect information from radical 

prostatectomy, effective with 1995 diagnoses. 

36 
Expanded EOD(1) – 

Expanded EOD (13) 

Detailed site-specific codes for EOD used by 

SEER for selected sites of cancer for tumors 

diagnosed 1973-1982, except death-certificate-

only cases. 

37 
2-Digit NS EOD / 2-

Digit SS EOD 

Site-specific codes for EOD used by SEER for 

tumors diagnosed from January 1, 1973, to 

December 31, 1982, for cancer sites that did not 

have a 13-digit scheme. 

38 EOD—Old 4 Digit 

Codes for site-specific EOD used by SEER for 

tumors diagnosed from January 1, 1983 to 

December 31, 1987 for all cancer sites. 

39 
Coding system—EOD 

(1973-2003) 

Indicates the type of SEER EOD code applied to 

the tumor. 

40 Tumor Marker 1 

This data item records prognostic indicators for 

breast cases (ERA 1990-2003), prostate cases 

(PAP 1998-2003) and testis cases (AFP 1998-

2003). 

41 Tumor Marker 2 This data item records prognostic indicators for 
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breast cases (PRA 1990-2003), prostate cases 

(PSA 1998-2003), and testis cases (hCG 1998-

2003). 

42 Tumor Marker 3 
This data item records prognostic indicators for 

testis cases (LDH 1998-2003) 

43 CS mets at dx (2004+) Information on distant metastasis. 

44 CS site-specific factor 1 

They can provide information needed to stage 

the case, clinically relevant information, or 

prognostic information. 

45 
CS site-specific factor 2 

(2004+) 

They can provide information needed to stage 

the case, clinically relevant information, or 

prognostic information. 

46 
CS site-specific factor 3 

(2004+) 
- 

47 
CS site-specific factor 4 

(2004+) 
- 

48 
CS site-specific factor 5 

(2004+) 
- 

49 
CS site-specific factor 6 

(2004+) 
- 

50 
CS site-specific factor 

25 (2004+) 
- 

51 
Derived AJCC T, 6th ed 

(2004+) 

This is the AJCC “T” component that is derived 

from CS coded fields. 

52 Derived AJCC N, 6th ed This is the AJCC “N” component that is derived 
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(2004+) from CS coded fields. 

53 
Derived AJCC M, 6th 

ed (2004+) 

This is the AJCC “M” component that is derived 

from CS coded fields. 

54 
Derived AJCC Stage 

Group, 6th ed (2004+) 

This is the AJCC “Stage Group” component that 

is derived from CS detailed site-specific codes. 

55 
Derived SS1977 

(2004+) 

This item is the derived “SEER Summary Stage 

1977” 

56 
Derived SS2000 

(2004+) 

This item is the derived “SEER Summary Stage 

2000” 

57 
Derived AJCC—Flag 

(2004+) 

Flag to indicate whether the derived AJCC stage 

was derived from CS or EOD codes. 

58 
Derived SS1977—Flag 

(2004+) 

Flag to indicate whether the derived SEER 

Summary Stage 1977 was derived from CS or 

EOD codes. 

59 
Derived SS2000—Flag 

(2004+) 

Flag to indicate whether the derived SEER 

Summary Stage 2000 was derived from CS or 

EOD codes. 

60 
CS version input 

(2004+) 

This item indicates the number of the version 

used to initially code CS fields. 

61 
CS version latest 

(2004+) 

This item indicates the number of the version of 

the CS used most recently to derive the CS 

output fields. 

62 
CS version input current 

(2004+) 

This item indicates the number of the version of 

the CS after input fields have been updated or 

recoded. 



38 
 

63 
RX Summ--Surg Prim 

Site (1998+) 

Surgery of Primary Site describes a surgical 

procedure that removes and/or destroys tissue of 

the primary site performed as part of the initial 

work-up or first course of therapy. 

64 
RX Summ--Scope Reg 

LN Sur (2003+) 

Scope of Regional Lymph Node Surgery 

describes the procedure of removal, biopsy, or 

aspiration of regional lymph nodes performed 

during the initial work-up or first course of 

therapy at all facilities. 

65 
RX Summ--Surg Oth 

Reg/Dis (2003+) 

Surgical procedure of Other Site describes the 

surgical removal of distant lymph node(s) or 

other tissue(s) or organ(s) beyond the primary 

site. 

66 
Num of regional lym nd 

exam (1998-2002) 

This data item records the number of regional 

lymph nodes examined in conjunction with 

surgery performed as part of the first course of 

treatment at all facilities. This item is only 

available for cases diagnosed 1998-2002. 

67 
First course of 

reconstruct (1998-2002) 

The SEER program collects information in this 

field only for breast cancer and only for 

reconstruction begun as part of first course of 

treatment. 

68 
Radiation to Brain or 

CNS (1988-1997) 

This variable was only collected for years 1988-

1997 for breast and leukemia cases only. This 

data item codes for radiation given to the brain 

or central nervous system at all facilities as part 

of the first course of therapy. 
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69 
Surgery of primary site 

(1998-2002) 

Site-specific codes for the type of surgery to the 

primary site performed as part of the first course 

of treatment at all facilities for cases diagnosed 

1998-2002. 

70 
Scope of reg lymph nd 

surg (1998-2002) 

This field describes the removal, biopsy or 

aspiration of regional lymph node(s) at the time 

of surgery of the primary site or during a 

separate surgical event at all facilities for cases 

diagnosed 1998-2002. 

71 
Surgery of oth reg/dis 

sites (1998-2002) 

This field records the removal of distant lymph 

nodes or other tissue(s)/organ(s) beyond the 

primary site given at all facilities as part of the 

first course of treatment for cases diagnosed 

1998-2002. 

72 Record number 
The Record Number is a unique sequential 

number. 

73 Age-site edit override - 

74 
Sequence number-dx 

conf override 
- 

775 
Site-type-lat-seq 

override 
- 

76 
Surgery-diagnostic conf 

override 
- 

77 Site-type edit override - 

78 Histology edit override - 
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79 
Report source sequence 

override 
- 

80 
Seq-ill-defined site 

override 
- 

81 
Leuk-Lymph dx 

confirmation override 
- 

82 Site-behavior override - 

83 
Site-EOD-dx date 

override 
- 

84 
Site-laterality-EOD 

override 
- 

85 
Site-laterality-morph 

override 
- 

86 
Type of follow-up 

expected 

This item codes the type of follow-up expected 

for a SEER case. 

87 
Age recode with <1 

year olds 

The age recode variable is based on Age at 

Diagnosis (single-year ages). 

89 Site recode 

A recode based on Primary Site and ICD-O-3 

Histology in order to make analyses of 

site/histology groups easier. 

90 
Site rec with Kaposi and 

mesothelioma 

A recode based on Primary Site and ICD-O-3 

Histology in order to make analyses of 

site/histology groups easier. 

91 Recode ICD-O-2 to 9 
The primary site and morphology are recoded to 

ICD-9 codes using the Conversion of Malignant 
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Neoplasms by Topography and Morphology 

from the International Classification of Disease 

for Oncology, Second Edition (ICD-0-2) to 

International Classification of Diseases. 

92 Recode ICD-O-2 to 10 - 

93 
ICCC site recode ICD-

O-2 

A site/histology recode based on the 

International Classification of Childhood Cancer 

(ICCC) is mainly used to analyze data on 

children. 

94 
SEER modified ICCC 

site recode ICD-O-2 

A site/histology recode based on the 

International Classification of Childhood Cancer 

(ICCC) with slight modifications is mainly used 

to analyze data on children. 

95 
ICCC site recode ICD-

O-3 

A site/histology recode that is mainly used to 

analyze data on children. 

96 
ICCC site recode 

extended ICD-O-3 
- 

97 
Behavior recode for 

analysis 

This recode was created so that data analyses 

could eliminate major groups of 

histologies/behaviors that weren't collected 

consistently over time, for example benign 

brain, myelodyplastic syndromes, and borderline 

tumors of the ovary. 

98 
Histology recode - 

broad groupings 
Based on Histologic Type ICD-O-3. 

99 Histology recode - Based on Histologic Type ICD-O-3. 
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1Brain groupings 

100 CS Schema – v 0203 

CS information is collected under the 

specifications of a particular schema based on 

site and histology. 

101 
Race recode (White, 

Black, Other) 

Race recode is based on the race variables and 

the American Indian/Native American IHS link 

variable. 

102 
Race recode (W, B, AI, 

API) 
- 

103 
Origin recode NHIA 

(Hispanic, Non-Hisp) 
- 

104 SEER historic stage A 

Derived from Collaborative Stage (CS) for 

2004+ and Extent of Disease (EOD) from 1973-

2003. 

105 
AJCC stage 3rd edition 

(1988-2003) 
- 

106 
SEER modified AJCC 

stage 3rd (1988-2003) 
- 

107 
SEER summary stage 

1977 (1995-2000) 
- 

108 
SEER summary stage 

2000 (2001-2003) 
- 

109 
First malignant primary 

indicator 

Based on all the tumors in SEER. Tumors not 

reported to SEER are assumed malignant. 

110 State-county - 
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111 Survival time recode 

The Survival Time Recode is calculated using 

the date of diagnosis and one of the following 

date of death, date last known to be alive, or 

follow-up cutoff date used for this file. 

112 COD to site recode 

This recode was introduced to account for 

several newly valid ICD-10 codes and includes 

both cancer and non-cancer causes of death. 

113 COD to site rec KM 

This is a recode based on underlying cause of 

death to designate cause of death into groups 

similar to the incidence site recode with KS and 

mesothelioma. 

114 Vital status recode 
Any patient that dies after the follow-up cut-off 

date is recoded to alive as of the cut-off date. 

115 IHS Link 

Incidence files are periodically linked with 

Indian Health Service (IHS) files to identify 

Native Americans. 

116 
Summary Stage 2000 

(1998+) 

Summary Stage 2000 is derived from 

Collaborative Stage (CS) for 2004+ and Extent 

of Disease (EOD) from 1998-2003. It is a 

simplified version of stage in situ, localized, 

regional, distant, & unknown. 

117 AYA site recode 
A site/histology recode that is mainly used to 

analyze data on adolescent and young adults. 

118 
Lymphoma subtype 

recode 

A site/histology recode that is mainly used to 

analyze data on adolescent and young adults. 

119 SEER cause-specific - 
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death classification 

120 
SEER other cause of 

death classification 
- 

121 
CS Tumor Size/Ext 

Eval (2004+) 

Available for 2004+, but not required for the 

entire timeframe. Will be blank in cases not 

collected, see 

http//seer.cancer.gov/seerstat/variables/seer/ajcc-

stage. 

122 
CS Reg Nodes Eval 

(2004+) 

Available for 2004+, but not required for the 

entire timeframe. Will be blank in cases not 

collected, see 

http//seer.cancer.gov/seerstat/variables/seer/ajcc-

stage. 

123 
Primary by International 

Rules 

Created using IARC multiple primary rules. Did 

not include benign tumors or non-bladder in situ 

tumors in algorithm. 

124 
ER Status Recode 

Breast Cancer (1990+) 

Created by combining information from Tumor 

marker 1 (1990-2003) (NAACCR Item #=1150), 

with information from CS site-specific factor 1 

(2004+) (NAACCR Item #=2880). This field is 

blank for non-breast cases. 

125 
PR Status Recode 

Breast Cancer (1990+) 

Created by combining information from Tumor 

marker 2 (1990-2003) (NAACCR Item #=1150), 

with information from CS site-specific factor 2 

(2004+) (NAACCR Item #=2880). This field is 

blank for non-breast cases. 



45 
 

126 
CS Schema- AJCC 6th 

ed 

CS information is collected under the 

specifications of a particular schema based on 

site and histology. 

127 
CS site-specific factor 8 

(2004+) 

Each CS site-specific factor (SSF) is schema 

dependent. They can provide information 

needed to stage the case, clinically relevant 

information, or prognostic information. 

128 
CS site-specific factor 

10 (2004+) 
- 

129 
CS site-specific factor 

11 (2004+) 
- 

130 
CS site-specific factor 

13 (2004+) 
- 

131 
CS site-specific factor 

15 (2004+) 
- 

132 
CS site-specific factor 

16 (2004+) 
- 

133 
Lymph-vascular 

Invasion (2004+) 

LVI is required for cases originally coded under 

CSv2 or diagnosed 2010+ for the schemas for 

penis and testis only. 

 
 

 


